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Preface

In the past two decades, enormous strides have been made 
in our understanding of the relationships between inflamma-
tion, innate immune responses, adaptive immune responses, 
and degenerative human diseases. The developing informa-
tion has mostly appeared in specialty journals that have dealt 
only with isolated aspects of these tightly related fields.  As 
a result, contemporary scientists have had a difficult time 
finding sources, even in review articles, that provide an 
integrated picture. This volume, by assembling chapters 
that demonstrate the relationship between these historically 
separated fields, overcomes that difficulty. There are sec-
tions on immunology of the nervous system, diseases that 
result from immunological dysfunction, current therapeutic 
approaches, and prospects for the future. Overall, it inte-
grates cutting-edge neuroscience, immunology, pharmacol-
ogy, neurogenetics, neurogenesis, gene therapy, adjuvant 
therapy, proteomics, and magnetic resonance imaging. It is 
a rich harvest and readers will gain a perspective that has 
not previously been so readily available. Exposure to such a 
wealth of ideas is bound to inspire readers to undertake new 
and productive research initiatives.

The modern era of research into neuroinflammation and 
its relationship to neurodegenerative diseases began in the 
1960’s with the elaboration by Ralph van Furth of the mono-
cyte phagocytic system. He injected labeled monocytes into 
animals and followed their migration and maturation into 
resident phagocytes in all body tissues. This provided closure 
between Metchnikoff’s 1882 discovery of mesodermal attack 
cells in starfish larvae, which he named phagocytes, and del 
Rio Hortega’s 1919 discovery of phagocytic mesodermal 
cells entering the brain, which he named microglia. Hortega’s 
results had always been questioned and for more than two 
decades the controversy continued as to whether microglia 
were truly phagocytes of mesodermal origin or were merely 
typical brain cells of epidermal origin. Were they truly the 
effecter cells in brain inflammation or were they merely 
housekeeping cells with an as yet undefined role? Resolving 
the controversy required development of the techniques of 
immunohistochemistry and monoclonal antibody production. 

These tools for exploring brain biochemistry at the cellular 
level opened new vistas for understanding brain functioning 
and the pathogenesis of human disease. Using these tools, 
our laboratory and that of Joseph Rogers in Sun City dem-
onstrated that HLA-DR was strongly expressed on activated 
microglia. The identification of HLA-DR, a well-known 
leukocyte marker displayed by antigen presenting cells, on 
these cells vindicated both Hortega and van Furth. The way 
was paved for many productive investigations exploring the 
properties of microglial cells and their relationship to inflam-
mation and immune responses. This example of a conjunc-
tion between a fundamental concept and technical advances 
to establish its validity has been repeated many times since, 
as the chapters in this volume illustrate.

For a time, the concept that the brain is immunologically 
privileged held sway amongst neuroscientists. This was 
based on a narrow view that only the invasion of brain by 
lymphocytes could be taken as evidence of an inflammatory 
response. Since lymphocytes and antibodies are relatively 
restricted in their ability to cross the blood brain barrier, the 
brain was supposedly isolated from self-attack. But immu-
nochemistry, coupled with newly developed molecular bio-
logical techniques, revealed that a spectrum of inflammatory 
mediators, including many known to cause tissue damage, 
were produced within the brain by resident brain cells. 
These discoveries required entirely new interpretations as 
to the nature of neuroinflammation and its relationship to 
immune responses. The innate immune system, operating at 
the local level in the brain, has clearly proved to be the first 
line of defense. Indeed, the basic discoveries from studying 
the response of brain in a variety of neurological diseases, is 
causing a reevaluation of a number of peripheral degenera-
tive disorders where innate immune responses, which had 
previously been ignored, have been shown to play a critical 
role in their pathogenesis. In other words, those studying 
the brain are providing immunologists with revolutionary 
new concepts regarding classical peripheral diseases. The 
insights of Part 1 of this volume need to be interpreted in 
this broader context.
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Part 2 moves from the general to the specific. Individual 
neurological disorders and details of their pathogenesis are 
presented. They involve disorders where innate immune 
responses predominate, as in Alzheimer’s disease, to others 
such as multiple sclerosis, where adaptive immune responses 
predominate, and still others, which seem to involve both. 
We have suggested that diseases involving self-damage gen-
erated by innate immune responses be defined as autotoxic to 
differentiate them from classical autoimmune diseases where 
self damage is generated by adaptive immune responses. The 
common theme, however, is the involvement of microglia as 
the effecter cells.

Part 2 also deals with neurogenetics. No field of neuro-
science is moving so rapidly. The methodology for linking 
familial disease to DNA mutations commenced in the late 
70’s through identification of restriction fragment linked 
polymorphisms. By 1983, when James Gusella and his col-
leagues demonstrated a linkage of the G8 fragment to Hun-
tington disease only about 18 markers were known. Now over 
500,000 single nucleotide polymorphisms have been local-
ized so that every centimorgan of the human genome can be 
explored.  This advance has been coupled with rapid meth-
ods for sequencing DNA. The section on Genetics must be 

regarded as the tiny tip of a giant iceberg where much below 
the surface will soon be revealed.

The ultimate objective of neuroscientists studying human 
disease is to find more effective treatments. Part 3 covers 
the pharmacology of existing drugs, as well as describing 
approaches now in clinical evaluation, and those still at the 
bench level. Some of these include concepts that depart from 
established therapeutic approaches giving the reader much 
food for thought.

To complete the picture, there is a final chapter on imaging 
of the brain. The brain is inaccessible, and imaging provides a 
view of how it functions in vivo and how it is affected by neu-
rological disease. Most importantly, it now provides methods 
for objectively measuring the effects of therapeutic agents in 
diseases where progressive brain degeneration occurs.

In summary, this is a volume not to be put on the shelf as 
a reference text, but to be read cover to cover by aspiring 
neuroscientists.

Dr. Patrick L. McGeer 
Professor Emeritus 

Kinsmen Laboratory of Neurological Research 
University of British Columbia, Canada
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subunit (integrin alpha M; ITGAM) 
CD40L CD40 ligand (TNFSF5)
CDR complementarity-determining region 
CDV canine distemper virus
CFT 2-β-carbomethoxy-3β-(4-fluorophenyl) 

tropane 
cGMP cyclic  guanosine 5’-monophospate
CGRP calcitonin-gene related peptide 
CHAT choline acetyltransferase
CHN congenital hypomyelinating neuropathy
Cho choline 
CIDP chronic inflammatory demyelinating 

polyradiculoneuropathy
CINC1 cytokine-induced neutrophil 

chemoattractant-1

CJD Creutzfeldt-Jakob disease 
CLA cutaneous leukocyte antigen
CLP common lymphoid progenitor
CMAP compound motor action potential
CMC critical micelle concentration 
CMP common myeloid precursor
CMT Charcot-Marie-Tooth (disease)
CMV cytomegalovirus
CNG cGMP-gated
CNPase cyclic nucleotide 3’ phospohydrolase
CNS central nervous system 
CNTF ciliary neurotrophic factor 
CO cytochrome oxidase
COMT catechol-O-methyltransferase
Con A concanavalin A 
COP-1 copolymer-1
COX cyclooxygenase (prostaglandin-

endoperoxide synthase; PTGS)
CR complement receptor 
CRalBP cellular retinal binding protein 

(retinaldehyde binding protein 1; 
RLBP1)

CRE cAMP-responsive element 
Cre creatine 
CREB cAMP-response element binding protein
CRH corticotrophin-releasing hormone 
CRP C-reactive protein 
CRVO central retinal vein occlusion 
CSF cerebrospinal fluid 
CSF-1R colony stimulating factor receptor 
CSPG chondroitin sulfate proteoglycans 
CT computed tomography 
CTA computed tomographic angiography 
cTEC cortical thymic epithelial cell (TEC)
CTL cytotoxic T lymphocyte 
CTLA-4 cytotoxic T lymphocyte antigen-4
CVO circumventricular organ 
Cx connexin
cyto c cytochrome c

D1R type-1 family of dopamine receptors 
D9-THC D9-tetrahydrocannabinol 
DA Daniel’s strain of Theiler’s virus 
DA dopamine 
DAF decay-accelerating factor
DAG diacylglycerol
DAT dopamine transporter (solute carrier 

family 6A3; SLC6A3)
DβH dopamine-β-hydroxylase
DC dendritic cells
DCX doublecortin 
ddC dideoxycytidine 
ddI dideoxyinosine 
DG dentate gyrus
dGTP deoxyguanosine triphosphate
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DHA docosahexaenoic acid
Dhh desert hedgehog
DIGE DIfference Gel Electrophoresis 
DISC death-inducing signaling complex
DN double/dominant negative
Doc2 double C2 protein
DOR delta-opioid receptor
Dox doxorubicin 
Dox doxycycline
DRPLA dentatorubral-pallidoluysian atrophy 
DSI depolarization induced suppression of 

inhibition
DSPN distal sensory peripheral neuropathy 
DSS Dejerine-Sottas syndrome
DTH delayed-type hypersensitivity 
DTI diffusion tensor imaging 
DWI diffusion weighted imaging 

E2F early–region-2 transcription factor
EAE experimental allergic/autoimmune 

encephalomyelitis 
EAN experimental allergic/autoimmune 

neuritis
EAU experimental autoimmune uveitis 
EBV Epstein-Barr virus
ECT electroconvulsive therapy 
EDSS expanded disability status scale 
EEG electroencephalography 
EGC embryonic germ cell
EGF epidermal growth factor
EGFR epidermal growth factor receptor 
ELAVL4 embryonic lethal, abnormal vision, 

Drosophila-like 4
eLTP early long-term potentiation
EMG electromyography 
EndoG endonuclease G
EOAD early-onset Alzheimer’s disease 
EPI echo-planar imaging 
EPSP excitatory postsynaptic potential
ER endoplasmic reticulum
ERK2 extracellular signal-regulated kinase 2
ESC embryonic stem cell
ESI-MS/MS electrospray ionization-mass 

spectrometry/mass spectrometry 
ET endothelin
ETP early T lineage progenitor

FA fractional anisotropy 
FAD familial Alzheimer’s disease
fALS familial amyotrophic lateral sclerosis 
FasL Fas ligand (FASLG)
FcgR-1 Fc receptor, IgG, high affinity-1 
fCJD familial Creutzfeldt-Jakob disease
FcR Fc receptor 
FDC follicular dendritic cell
FDG fluorodeoxyglucose 

FDOPA 6-[(18)F]fluoro-L-dopa 
FFI fatal familial insomnia 
FGF fibroblast growth factor
FID free induction decay 
FIV feline immunodeficiency virus 
FKN fractalkine (CX3CL1)
fMRI functional magnetic resonance imaging
Foxp3 forkhead box P3 transcription factor
FRC fibroblastic reticular cell
FRS2 fibroblast growth factor receptor 

substrate 2
FS Fisher syndrome
FTD frontotemporal dementia 
FT-ICR fourier transformed ion cyclotron 

resonance mass spectrometry 
Fz/PCP Ffizzled/planar cell polarity

GA glatiramer acetate 
GABA gamma-aminobutyric acid 
GAD glutamate decarboxylase
GalC galactocerebroside
GALT gut-associated lymphoid tissue 
GAP GTPase activating protein
GAPDH glyceraldehyde 3 phosphate 

dehydrogenase 
GBM glioblastoma multiforme 
GBS Guillain-Barré syndrome
GC germinal center
GCDC germinal center dendritic cell
GCL ganglion cell layer 
GL granular cell layer 
GC-MS gas chromatography combined with 

mass spectrometry 
G-CSF granulocyte-colony stimulating factor
Gd gadolinium 
GDF growth and differentiation factor
GDNF glial-derived neurotrophic factor
GEF GDP-GTP exchange factor
GFAP glial fibrillary acidic protein
GFP green fluorescent protein 
GKAP guanylate kinase-associated protein
GLC1A chromosome 1 open-angle glaucoma 

gene 
Gln glutamine 
GM-CSF granulocyte macrophage-colony 

stimulating factor
GMP granulocyte monocyte precursor 
GnRH gonadotropin-releasing hormone
GPCR G-protein-coupled receptor
GPI glycosylphosphatidylinositol 
GR glucocorticoid receptor 
GRIP glucocorticoid receptor-interacting 

protein
GRO-α growth-related oncogene alpha
GSH glutathione 
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GSS Gerstmann-Straussler-Scheinker disease
GSTO1 glutathione s-transferase omega-1 
GT G-protein transducin
GUCY guanylate cyclase 

HAD HIV-associated dementia
HAM/TSP HTLV-I associated myelopathy/tropical 

spastic paraparesis
HAT histone acetyltransferase
HBsAg hepatitis B surface antigen 
HCMV human cytomegalovirus
HD Huntington’s disease 
HDAC histone deacetylase
HES hairy and enhancer of split homolog
HEV high endothelial venule
HFS high frequency stimulation
Hh hedgehog
HHH hypervolemic-hemodilution and 

hypertensive 
HHV-6 human herpes virus-6
HIV-1 human immunodeficiency virus type 1
HIVE human immunodeficiency virus 

encephalitis
HLA human leukocyte antigen
HLH helix-loop-helix 
HMG-CoA 3-hydroxy-3-methylglutaryl coenzyme 

A 
HNE 4-Hydroxy-2-nonenal 
hnRNP-A1 heterogeneous nuclear ribonuclear 

protein-A1
HPA hypothalamic-pituitary-adrenal 
HSC hematopoietic stem cell
Hsp heat-shock protein 
HSV herpes simplex virus
HSVE herpes simplex virus-mediated 

encephalitis 
HTLV human T-cell lymphotrophic virus type
HTRA2 high temperature requirement serine 

protease 2
Htt huntingtin 
HveA herpesvirus entry mediator A 

I-1 regulatory protein inhibitor-1
IBS inflammatory bowel syndrome
ICAM intracellular adhesion molecule
ICAT isotope coded affinity tags 
ICH intracerebral hemorrhage 
iCJD iatrogenic Creutzfeldt-Jakob disease
ICOS inducible co-stimulatory molecule
Id inhibitor of differentiation
IDE insulin degrading enzyme
IDO indoleamine 2,3-dioxygenase
IE immediate early
IF intermediate filament
IFN interferon 
Ig immunoglobulin 

IGF insulin-like growth factor
IgG immunoglobulin G 
IGIV Immunoglobulin intravenous therapy 
Ihh Indian hedgehog
IIDD idiopathic inflammatory demyelinating 

disease
IκB inhibitory kappa B
IKK IκB kinase
IL interleukin 
IL1RA IL-1 receptor antagonist 
ILBD incidental Lewy body disease 
ILM inner limiting membrane
IM intramuscular 
IMPDH inosine monophosphate 

dehydrogenase 
iNKR inhibitory natural killer cell receptor
INL inner nuclear layer
iNOS inducible nitric oxide synthase 

(NOS2A)
IOP intraocular pressure 
IP interferon-inducible protein
InsP3R inositol 1,4,5-triphosphate receptor
IPL inner plexiform layer
IRAK IL-1 receptor associated protein 

kinase
IRBP interphotoreceptor retinoid-binding 

protein
IRF interferon regulatory factor
ISCOM immunostimulating complexes 
ISH in situ hybridization
IT15 interesting transcript 15
ITAM immunoreceptor tyrosine-based 

activation motif
ITGAM  integrin, alpha M
ITR inverted terminal repeat 
IVDU intravenous drug use 
IVIg intravenous immunoglobulin

JAK Janus kinase
JEV Japanese encephalitis virus
JNK c-Jun N-terminal kinase 

KLH keyhole limpet hemocyanin 
KOR kappa opioid peptide receptor
KYN kynurenine 
KYNA kynurenic acid 

LAK lymphokine-activated killer (cell) 
L-AP4 L-2-amino-4-phosponobutyric acid
LAT latency associated transcript
LB Lewy bodies 
LC locus coeruleus
LCA leukocyte common antigen 
LC-FTICR MS  liquid chromatography fourier transform 

ion cyclotron resonance mass
LC-MS liquid chromatography combined with 

mass spectrometry 
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LC-UV-SPE-NMR liquid chromatography, UV detection, 
solid phase extraction, and nuclear

LD linkage disequilibrium 
LDL low density lipoprotein 
LFA-1 leukocyte function-associated antigen-1 

(integrin beta 2; ITGB2)
LGN lateral geniculate nucleus
LIF leukemia inhibitory factor 
Lingo-1 Leucine-rich-repeat and Ig domain 

containing Nogo-receptor interacting 
protein-1

LMN lower motor neuron 
LOAD late-onset Alzheimer’s disease
LOS lipooligosaccharide
LPA lysophosphatidic acid
LPS lipopolysaccharide
LRR leucine-rich repeat
LRRK2 leucine-rich repeat kinase 2 
LT lymphotoxins 
LTD long-term depression
LTP long-term potentiation
LTR long-terminal repeat
LT-bR lymphotoxin beta receptor

MAC membrane attack complex 
MAdCAM-1 mucosal addressin cell adhesion 

molecule-1
MAG myelin associated glycoprotein
MAML mammalian mastermind-like
MAO monoamino-oxidase 
MAP microtubule-associated protein
MAPK mitogen-activated protein kinases
Mash1 mammalian achaete-scute homologue 1
MBGI myelin-based growth inhibitor 
MBP myelin basic protein 
MC-1R melanocortin-1 receptor 
MCMD minor cognitive motor disorder 
MCP membrane cofactor protein (CD46)
MCP-1 monocyte chemoattractant protein-1 

(CCL2)
M-CSF macrophage-colony stimulating factor 

(CSF1)
MD major depression 
MDD major depressive disorder 
MDM monocyte-derived macrophages 
MDP muramyl-dipeptide 
MDP monocytes and dendritic cell progenitor
MDR multidrug resistant 
MEG magnetoencephalography 
MEPP miniature end-plate potential 
MFS Miller Fisher syndrome
MHC major histocompatibility complex 
MHC-II class II major histocompatibility 

complex 
MHPG methoxy-hydroxy-phenylethanolamine 

glycol 

MHV mouse hepatitis virus
mI myoinositol 
MIF migration inhibitory factor 
Mint1 Munc-18 interacting protein 1
MIP macrophage inflammatory protein 
MJO Machado-Joseph disease
MME membrane metallo-endopeptidase 

(neprilysin) 
MMP matrix metalloprotinease
MMSE Mini-Mental State Examination
MNGC multi-nucleated giant cell
Mn-SOD manganese superoxide dismutase 
MOAT multi-specific organic anion transporter 
MOBP myelin associated/oligodendrocyte basic 

protein
MOG myelin oligodendrocyte glycoprotein 
MOI multiplicity of infection 
MOR  mu opioid receptor
MOSP myelin/oligodendrocyte specific protein
MP mononuclear phagocytes 
MPA mycophenolic acid 
MPL monophosphoryl lipid A 
MPO myeloperoxidase
MPP+ 1-methyl-4-phenylperydinium
MPTP 1-methyl-4-phenyl-1,2,3,6-

tetrahydropyridine 
MR mineralocorticoid receptors 
MRA magnetic resonance angiography 
MRI magnetic resonance imaging 
MRP multidrug resistance protein 
MRS magnetic resonance spectroscopy
MRSI magnetic resonance spectroscopic 

imaging 
MS multiple sclerosis 
MSA multisystem atrophy 
MSCs myelinating Schwann cells
MSN medium spiny neuron 
mSOD1  mutant Cu2+/Zn2+ superoxide 

dismutase 1
MSRV multiple sclerosis retrovirus
MT magnetization transfer
mTEC medullary thymic epithelial cell
mTOR mammalian target of rapamycin 
MTR magnetization transfer ratio 
MUC1 mucin type 1 glycoprotein 
MuLV murine leukemia virus
Munc-18 mammalian homologue of unc-18
MVE Murray Valley encephalitis virus
MZ marginal zone

NAA N-acetyl-aspartate
NAC N-acetyl cysteine
NADPH nicotinamide adenine dinucleotide 

phosphate
NCAM neural cell adhesion molecule
NE norepinephrine 
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NET norepinephrine transporter 
NeuN neuronal nuclei 
NF neurofilament
NF-κB nuclear factor-κ-B 
NFAT nuclear factor of activated T 

lymphocytes 
NFL nerve fiber layer
NFT neurofibrillary tangles
Ng-CAM neuronal-glial cell adhesion molecule 

(L1/NILE) 
NGF nerve growth factor
NgR Nogo-66 receptor
NICD Notch intracellular domain 
NK natural killer (cells)
NKT natural killer T (cells)
NMDA N-methyl-D-aspartate 
NMDAR N-methyl-D-aspartate receptors 
NMJ neuromuscular junction
NMO neuromyelitis optica
NMR nuclear magnetic resonance 
NMSCs nonmyelinating Schwann cells
nNOS neuronal nitric oxide synthase 
NNRTIs nonnucleoside analogue reverse 

transcriptase inhibitors 
NO nitric oxide 
NOS nitric oxide synthase 
NOT nucleus of the optic tract
NPC neural progenitor cell
NPY neuropeptide Y
NPZ-8 neuropsychological Z score for 8 tests
NR nuclear receptor
NRG neuregulin
NRL nuclear receptor ligand
NRTI nucleoside analogue reverse 

transcriptase inhibitors 
NSAID non-steroidal anti-inflammatory drug
NSC neural stem cell
NSE neuron specific enolase 
NSF N-ethylmaleimide sensitive factor
NT 3-nitrotyrosine
NTF neurotrophin
NVU neurovascular unit

OB olfactory bulb 
OCB oligoclonal band
OE olfactory epithelium 
OHT ocular hypertension 
OL oligodendrocyte
OLM outer limiting membrane
OMgp oligodendrocyte-myelin glycoprotein
OMP olfactory marker protein 
ONH optic nerve head 
ONL outer nuclear layer
OP oligodendrocyte progenitors
OPC oligodendrocyte progenitor cell

OPCA olivopontocerebellar atrophy 
OPL outer plexiform layer
ORF open reading frame 
ORN olfactory response neuron 
OSP oligodendrocyte-specific protein
OVA ovalbumin

P
0
 myelin protein zero

p75NTR p75 neurotrophin receptor (nerve growth 
factor receptor; NGFR)

PACAP pituitary adenylate cyclase activating 
polypeptide

PAF platelet activating factor 
PAG periaqueductal gray 
PAMP pathogen-associated molecular pattern
PARP poly(ADP-ribose) polymerase 
PASAT Paced Auditory Serial Addition Test 
PBBS peripheral benzodiazepine binding sites 
PBL peripheral blood lymphocyte
PBMC peripheral blood mononuclear cell
PBR peripheral benzodiazepine receptor 
PCP phencyclidine
PD Parkinson’s disease 
PD1 program death-1
PDGF platelet-derived growth factor 
PDTC pyrrolidine dithiocarbamate
PE plasma exchange
PEG polyethylene glycol 
PEI polyethyleneimine
PENK proenkephalin 
PERG pattern electroretinogram 
PET positron emission tomography 
PG prostaglandin 
Pgp P-glycoprotein 
PHF paired helical filament
PI phospatidylinositol
PI3K phosphatidylisositol-3-kinase 
PICA posterior inferior cerebellar artery
PICK1 protein interacting with C kinase 1
PKA cAMP-dependent protein kinase
PKG protein kinase G
PLGA poly(D,L-lactide-coglycolide) 
PLP proteolipid protein
PMCA plasma membrane bound Ca2+-ATPase
PMD Pelizaeus-Merzbacher disease
PMN polymorphonuclear (leukocyte) 
PMP22 peripheral myelin protein 22
PNS peripheral nervous system 
POAG primary open-angle glaucoma 
polyQ polyglutamine 
POMC pro-opiomelanocortin
POU3F2 POU class 3 homeobox 2 
PP protein phosphatase
PPAR peroxisome proliferator activated 

receptor 
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PPF paired-pulse facilitation
PPG poly(propylene glycol) 
PP-MS primary progressive multiple 

sclerosis
PR photoreceptor
PrPc cellular prion protein 
PrPres protease resistance prion
PrPsc disease-associated prion protein 
PRR pattern recognition receptor
PS presenilin (PSEN)
PSA-NCAM poly-sialylated form of the neural cell 

adhesion molecule 
PSCs perisynaptic Schwann cells
PSD postsynaptic density
PSP progressive supranuclear palsy 
PSW periodic sharp wave 
Ptc patched, a hedgehog receptor
PTP post-tetanic potentiation
PVL periventricular leukomalacia
PVN   paraventricular nucleus

RA rheumatoid arthritis
Rag recombination-activating gene
RAGE receptor for advanced glycation end 

product
RANTES regulated upon activation normal T-cell 

expressed and secreted (CCL5)
RAS renin-angiotensin system
Rb retinoblastoma 
REM rapid eye movement 
RER rough endoplasmic reticulum
RF radiofrequency 
RFLPs restriction fragment length 

polymorphisms 
RIM Rab3-interacting molecule
RIP receptor interacting protein
RMS rostral migratory stream 
RNAi RNA interference 
RNS reactive nitrogen species
ROCK Rho kinase
ROI reactive oxygen intermediate
RORγ retinoic-acid-receptor-related orphan 

receptor-γ
ROS reactive oxygen species 
RPE retinal pigment epithelial (cells)
RR-MS relapsing and remitting multiple 

sclerosis 
RTK receptor tyrosine kinase 
rt-PA recombinant tissue plasminogen 

activator 
RT-PCR reverse transcription polymerase chain 

reaction 
RyR ryanodine receptor

sALS sporadic amyotrophic lateral sclerosis 
SAP synapse-associated protein

SAPAP SAP-associated protein (discs, large 
homolog-associated protein-1; 
DLGAP1)

SAPK stress-activated protein kinase (JNK, 
MAPK8)

sAPP secreted β-amyloid precursor protein
SBMA spinobulbar muscular atrophy 
SCs Schwann cells
SC superior colliculus
SCA-3 spinocerebellar ataxia-3 
scFv single chain Fv antibodies 
SCID severe combined immunodeficiency
sCJD sporadic Creutzfeldt-Jakob disease
SCPs Schwann cell precursor
sCrry soluble complement receptor-related 

protein y
SDF-1 stromal cell-derived factor 1 (CXCL12)
SEC sinus endothelial cell
SELDI-TOF surface enhanced laser desorption 

ionization time-of-flight 
SER smooth endoplasmic reticulum
SERCA sarco(endo)plasmic reticulum Ca2+-

ATPase
SERT serotonin transporter 
sFI sporadic fatal insomnia 
SGLPG sulfated glucuronyl lactosaminyl 

paragloboside
SGZ subgranular zone 
Shh sonic hedgehog 
sIg surface immunoglobulin
sIL-2R soluble IL-2 receptor 
SITA Swedish interactive thresholding 

algorithm 
SIV simian immunodeficiency virus
SLE systemic lupus erythematosus
SMAC second mitochondrial-derived activator 

of caspase
SMase sphingomyelinase
SMN survival motor neuron gene
SN substantia nigra 
SNAP sensory nerve action potential
SNAP-25 synaptosome-associated protein of 

25,000 daltons
SNARE NSF attachment receptor
SNpc substantia nigra pars compacta 
SNPs single nucleotide polymorphisms 
SNS sympathetic nervous system 
SOCS suppressors of cytokine signaling
SOD1 superoxide dismutase 1 
SP1 specificity protein 1 
SPECT single photon emission computed 

tomography 
SPG-II spastic paraplegia type II
SR-A scavenger receptor type A
SRBCs sheep red blood cells 
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SREBP sterol regulatory element binding 
protein

SRF serum-response factor
SSRI selective serotonin reuptake inhibitors 
STAT signal transducers and activators of 

transcription
STP short-term potentiation
SV5 simian virus 5
SVZ subventricular zone 
SWAP short wavelength automated perimetry 

T tesla 
TBE tick-borne encephalitis virus
TBP TATA-binding protein 
TCA tricarboxylic acid
TCR T-cell receptor
TCV T cell vaccination 
TDO tryptophan 2,3-dioxygenase 
TE echo time 
TEC thymic epithelial cell 
Teff T effector cells 
TF transcription factor
TG trigeminal ganglia
TGF transforming growth factor 
Th1 T helper type 1 cell
Th2 T helper type 2 cell 
TIA transient ischemic attack 
TIR Toll/IL-1 receptor
TJ tight junction
TLR toll-like receptor
TMEV Theiler’s mouse encephalomyelitis virus
TMT trimethyltin 
TN terminal nuclei
TNF tumor necrosis factor 
TNFR tumor-necrosis factor receptor

TOR1 target of rapamycin 1 
TRAF TNF-receptor mediated factor
TRAIL TNF-related apoptosis inducing ligand 

(TNFSF10)
TRANCE TNF-related activation-induced cytokine 

(TNFSF11)
TRANCER TRANCE receptor (TNFRSF11A)
TRE tax responsive element
Treg T regulatory cells 
Trk receptor tyrosine kinase
TRP transient receptor potential
TSA tissue-specific antigen
Tyk2 protein tyrosine kinase 2

UACA uveal autoantigen with coiled domains 
and ankyrin repeats

UMN upper motor neuron 

V1 primary visual cortex 
VAMP vesicle-associated membrane protein
VCAM vascular cell adhesion molecule
VEGF vascular endothelial growth factor 
VEP visual evoked potential
VIP vasoactive intestinal peptide 
VMAT-2 vesicular monoamine transporter-2  

(solute carrier family 18; SLC18A2)
VZV varicella-zoster virus

WKAH Wistar-King-Aptekman-Hokudai
WNV West Nile virus

X-ALD X-adrenoleukodystrophy
XIAP X-linked inhibitor of apoptosis 

protein

ZO-1 zonula occludens-1 (TJP1)
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Introducing Neuroimmune Pharmacology
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Neuroscience, Immunology, and Pharmacology are broad 
 disciplines that, without argument, impact upon a large compo-
nent of what we come to know as biomedical science (Elenkov 
et al., 2000; Gendelman, 2002; McGeer and McGeer, 2004). 
Each, by themselves and even more so when put together, is 
multidisciplinary and require, for the student, both a broad 
knowledge and deep understanding of molecular and cellular 
biology. The linking of the disciplines is ever more challeng-
ing when they are placed together. The reasons are that each 
must first be understood as a single entity. The bridges between 
disciplines are what we now call multidisciplinary science and 
require another level of insight. When combined they form the 
basis of self, our engagement with the environment, as well as 
disease. Indeed, drugs that influence organ function, aging, and 
tissue homeostasis and repair can improve clinical outcomes.

A special feature of “human kind” among other species is 
the presence of an extraordinary complex immune system that 
can be used to protect against a plethora of harmful microbial 
pathogens, including viruses, bacteria, and parasites, as well 
as abnormal cells and proteins (Petranyi, 2002). This under-
lies the complexity of the human genome which encodes 
expansive immune-related genes not found in lower species 
(Hughes, 2002). When the immune system is compromised, 
disease occurs and often does with ferocity; a range of clinical 
manifestations ensue that follows as a consequence of neuro-
degenerative, psychiatric, cancer, and infectious diseases, or 
those elicited by the immune system’s attack on itself. The 
latter is commonly referred to as “destructive” autoimmunity 
(Christen and von Herrath, 2004). Interestingly enough, the 
immune system may sometimes be an impediment to therapy. 
Indeed, modulating its function is required for long term and 
successful organ transplantation (Samaniego et al., 2006). On 
balance, modulation of the immune system can affect “neuro-
protective” responses for certain diseases (Schwartz, 2001).

Like the immune system, the nervous system contains sur-
veillance functions and also possesses a number of functional 
roles that include mentation, movement, reasoning, sensation, 
vision, hearing, learning, breathing, and most behaviors. The 

nervous system contains defined tissue structures such as the 
brain, spinal cord, and peripheral nerves. On the cellular level, 
it includes networks of nerve cells with a variety of functional 
activities, complex networks and communications, supportive 
and regulatory cells, called glia, and a protective barrier that 
precludes the entry of a variety of macromolecules, cells, and 
proteins. It also possesses connections throughout the body 
that permits it function. Neuroscience is the discipline used 
to explore each of the nervous system regions and cells that 
include their networks and modes of communication in health 
and disease. As humans we have 100 billion neurons that are 
each functional units contained within the nervous system. 
Molecular and biochemical studies along with cell and ani-
mal systems were each used alone and together to explore 
and define neural biology. The tasks of neurosciences are to 
better understand the brain’s function in the context of ontog-
eny, organism development, and aberrations during disease. 
Neuroscience is an interdisciplinary field and evolved as such 
during the past quarter of century. It includes neurobiology, 
neurochemistry, neurophysiology, mathematics, psychology, 
computer neuroscience, and learning and behavior. Even more 
recently, it has included the field of immunology (Sehgal and 
Berger, 2000). In a historical context, the brain, for a long time, 
was considered an immune privileged organ, meaning that its 
protective shield or barrier, commonly termed the blood–brain 
barrier, served to protect, defend, and as a consequence exclude 
ingress of toxins, cells, and pathogens (Streilein, 1993; Becher 
et al., 2000). Nonetheless, this is balanced by the fact that resi-
dent inflammatory cells do exist inside the brain and are capa-
ble of producing robust immune responses. In recent years, 
we have come to accept that it is the mononuclear phagocytes 
(MP; perivascular macrophage and microglia) that are disease 
perpetrators, while the astrocyte serves as “supportive” and 
“homeostatic” in nurturing neurons and in protection against 
the ravages of disease (Gendelman, 2002; Simard and Neder-
gaard, 2004; Trendelenburg and Dirnagl, 2005). The neuron 
in this neuroimmune model is the passive recipient of the bat-
tles that rage between the MP and the astrocyte. Findings that 
have emerged over the past half-decade have challenged this 
model. We now know that dependent upon environmental cues 
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and disease microglia, astrocytes, and other neural cell ele-
ments including endothelial cells and oligodendrocytes possess 
immunoregulatory functions. We also know that microglia and 
astrocytes dependent upon the environment and stimuli can be 
supportive, destructive or both. Even more importantly neurons 
can secrete immunoregulatory factors and engage directly into 
cell-cell-environmental cue stimulations. To make the system 
perhaps even more complex, local neuroimmune processes can 
result in the recruitment of T cells and enticement of the adap-
tive immune response, significantly affecting disease outcomes 
(Schwartz and Kipnis, 2004). All in all things appear more 
complex than once thought even in the past decade.

These three disciplines and the complexities inherent in 
each academic field is perhaps the most multidisciplinary 
serving to bring scientists and clinicians together with knowl-
edge of neurobiology, immunology, pharmacology, biochem-
istry, cellular and molecular biology, virology, genetics, gene 
therapy, medicinal chemistry, nanomedicine, proteomics, 
pathology, and physiology. Even more than immunology and 
neuroscience, pharmacology integrates a broad knowledge in 
scientific disciplines enabling the pharmacologist a unique 
perspective to tackle drug-, hormone-, immune-, and chemi-
cal-related pathways as they affect human health and behav-
ior. Drug actions and therapeutic developments form the 
basis of such discoveries but the central understanding of 

how they act provide vision for further research to improve 
human well-being and health.

This textbook is unique in scope by serving to investigate 
the intersection of this new discipline. Neuropharmacologists 
study drug actions including neurochemical disorders underly-
ing a broad range of diseases such as schizophrenia, depres-
sion, and neurodegenerative diseases (such as Alzheimer’s 
and Parkinson’s diseases). Drugs can also be used to examine 
neurophysiological or neurobiochemical changes as they affect 
brain, behavior, movement, and mental status. Immunopharma-
cology seeks to control the immune response in the treatment 
and prevention of disease. Research does include immunosup-
pressant agents used in organ transplant as well as developing 
agents that affect bone marrow function and cell differentiation 
in cancer therapies.

What then defines the field of Neuroimmune Pharmacol-
ogy? Is it simply a field that intersects the three disciplines 
of neuroscience, immunology, and pharmacology in seeking 
to better define the epidemiology, prevention, and treatment 
of immune disorders of the nervous systems (Figure 1.1). 
Are these disorders limited in their scope in affecting behav-
ior, cognition, motor and sensory symptoms, or do they also 
involve developmental and degenerative disorders? It is clear 
that the immune system is linked, in whole or part, to diseases 
that develop as a consequence of genetic abnormalities and a 

Figure 1.1. Neuroimmune Pharmacology. The intersection of the specific disciplines of neuroscience, immunology, and pharmacology are 
illustrated in this VENN diagram.
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broad range of environmental cues (including microbial infec-
tions, and abused drugs), and toxins. So, where does Neuroim-
mune Pharmacology find its niche? These can occur, in part, 
as a consequence of neuropeptides, neurotransmitters, cyto-
kines, chemokines, and abused drugs. Like much in science, 
we are left with more questions than answers. In the end, we 
seek avenues for translational research and better understand-
ing of disease mechanisms. Diseases are together linked to 
microbial agents, by inflammatory processes, by emergence 
of cancerous cells or tumors, by stress, by environmental cues, 
and by genetic disturbances. No matter the cause harnessing 
the immune processes for pharmacological benefit will, at 
days end, provide “real” solutions to positively affect some of 
the most significant and feared disorders of our century.

What do we seek to accomplish by this textbook? First, we 
would be remiss in not acknowledging the pivotal discover-
ies made by others when research fields intersect (Rock and 
Peterson, 2006). These include the discovery and charac-
terization of the guanosine triphosphate (GTP) binding and 
prion proteins (Gilman, 1995; Rodbell, 1995; Prusiner, 1998, 
2001), neurotransmission and memory functions (Carlsson, 
2001; Greengard, 2001; Kandel, 2001), and odorant receptors 
(Buck, 2000; Axel, 2005). We posit that new discoveries can 
and will be made through the intersections of Neuroscience, 
Immunology, and Pharmacology and as such sought to define 
it for the student. The notion that inflammation contributes 
in significant manner to neurodegeneration and significantly 
beyond autoimmune diseases is brought front and center and 
demonstrated without ambiguity for multiple sclerosis, periph-
eral neuropathies, Alzheimer’s and Parkinson’s disease, amy-
otrophic lateral sclerosis as well as for microglial infections 
of the nervous system including NeuroAIDS where microglial 
activation is central to disease processes (Appel et al., 1995; 
Toyka and Gold, 2003; McGeer and McGeer, 2004; Ercolini 
and Miller, 2005; Gendelman, 2002). Perhaps most impor-
tantly, we have laid the groundwork for how the immune sys-
tem can be harnessed either through its modulation, through 
altering blood–brain barrier integrity and function, and/or by 
drug-delivery strategies that target the brain.

No doubt this textbooks is an expansive read for the  student 
and scholar alike. To this end, we are humbled by its real-
ization. These chapters lay only the beginnings to what we 
believe will be a large future footprint into the integration 
between neuroscience, immunology, and pharmacology.
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Neuroinflammatory processes play a significant role in health 
and disease of the nervous system. These regulate development, 
maintenance, and sustenance of brain cells and their connections. 
Linked to aging, epidemiologic, animal, human, and therapeutic 
studies all support the presence of a neuroinflammatory cascade 
in disease. This is highlighted by the neurotoxic potential of 
microglia. In steady state, microglia serve to protect the nervous 
system by acting as debris scavengers, killers of microbial patho-
gens, and regulators of innate and adaptive immune responses. In 
neurodegenerative diseases, activated microglia affect neuronal 
injury and death through production of glutamate, proinflamma-
tory factors, reactive oxygen species, quinolinic acid amongst 
others and by mobilization of adaptive immune responses and 
cell chemotaxis leading to transendothelial migration of immu-
nocytes across the blood–brain barrier and perpetuation of neural 
damage. As disease progresses, inflammatory secretions engage 
neighboring glial cells, including astrocytes and endothelial cells, 
resulting in a vicious cycle of autocrine and paracrine amplifica-
tion of inflammation perpetuating tissue injury. Such pathogenic 
processes contribute to neurodegeneration. Research from oth-
ers and our own laboratories seek to harness such inflamma-
tory processes with the singular goal of developing therapeutic 
interventions that positively affect the tempo and progression of 
human disease (Crutcher et al., 2006).

As the life expectancy of the human population continues 
to increase, the possibility of developing neuro inflammatory 
and neurodegenerative diseases have increased considerably 
during the past 50 years. Of the neurodegenerative disorders, 
Alzheimer’s disease continued to be the leading cause of 
dementia in the aging population. Traditionally, neurodegen-
erative disorders have been define as conditions where there 
is selective loss of neurons within specific region of the brain 
accompanied by astrogliosis. However, in the past 20 years, 
we have learned that the pathological process leading to the 
disfunction of selected circuitries in the brain initiates with 
damage to the synapses rather than with the loss of neurons. In 

fact, neuronal loss is a late event that is probably preceded by 
damage to axons and dendrites followed by shrinkage of the 
neuronal cell body and abnormal accumulation of filamentous 
proteins.

Therefore, the revised concept of neurodegeneration sug-
gest that neuronal injury initiates at the synaptic junction 
and propagates throughout selected circuitries leading to 
neuronal dysfunction which resolves in the classical clinical 
symptoms characteristic to each of the neurodegenerative dis-
orders (Hashimoto and Masliah, 2003). So, for example, in 
Alzheimer’s disease early damage to the synapses between 
the entorhinal cortex and the molecular layer of the dentate 
gyrus (perforant pathway) resolves in the short-term memory 
deficits characteristic of this dementing disorder. Later on dis-
connection of the cortico-cortico fibers in the frontal, parietal, 
and temporal cortex resolved in more severe memory defi-
cits, and alterations in executive functions, and abstraction. 
Degeneration of connections between the nucleus basalis of 
Meynert and the neocortex resolves in attention and mem-
ory deficits that usually associated with loss of cholinergic 
neurons. Other circuitries and neuronal populations are also 
affected in Alzheimer’s disease illustrating the complexity of 
these disorders and the fact that the concept of single popula-
tion is affected is limited. That is the case with several other 
disorders including Parkinson’s disease where degeneration is 
not limited to the dopaminergic system, but also involves the 
limbic system, the raphe nucleus, the insula, and other systems.

In response to the injury neurons produce adhesions mol-
ecules and trophic factors that recruit astroglial and microglial 
cells to participate in the process of repair of the damage. In 
addition the microvasculature and other glial systems might 
also participate in the process. Thus, neurodegeneration is 
accompanied by astrogliosis, microgliosis, and microvascu-
lar remodeling. While astroglial cells initially produce trophic 
factors and cytokines that aid in the tissue repair, eventu-
ally these factors could amplify the inflammatory response, 
increase vascular permeability and result in microglial activation, 
which in turn might lead to the production of more proinflam-
matory cytokines and chemokines. A critical balance between 
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the repair and the proinflammatory factors often determines 
the future rate and progression of the degenerative process.

The understanding of the mechanisms of neurodegenera-
tion and inflammatory response in these neurological condi-
tions has seen a tremendous progress in the past 10 years. It 
is now recognized that probably small soluble misfolded pro-
tein aggregates denominated oligomers are responsible for the 
injury. So, for example, in Alzheimer’s disease A beta protein 
oligomers might damage the synapses in the limbic system 
while in Parkinson’s disease a-synuclein oligomers damage 
the axons in the striatum and cortical regions. While significant 
progress has been made in understanding the fundamental 

mechanisms for the neuronal injury, less is known about the 
reasons for the selective neuronal vulnerability characteristic 
to these neurological conditions.
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3.1. Introduction

The understanding of the gross and fine structure of the brain 
is of fundamental importance to elucidate how the nervous 
 system works, how it interacts with other peripheral organs 
and tissues and how it responds to external stimuli. The 
 functions and activity of the nervous system are not only 
regulated by its intrinsic wiring but also by interactions with 
cellular  components of peripheral tissues. Of significant 
importance are the interactions between the nervous system 
with the immune and endocrine systems. While for the  former, 
interactions involve trafficking of immune and hematopoietic 
cells into the brain; the latter interactions are primarily of a 
chemical nature,  mediated by hormones and growth factors 
that reach the nervous system via the circulation.

In this context, the main objective of this chapter will be 
to provide an overview to the structure and organization of 
the nervous system that is relevant to the understanding of 
the unique interactions between the nervous and the immune 
 system and to elucidate the pathogenesis of Alzheimer’s 
disease (AD), Parkinson’s disease (PD), HIV encephalitis 
(HIVE), and other neurodegenerative and neuroinflammatory 
disorders (Ringheim and Conant, 2004; Gendelman, 2002; Ho 
et al., 2005).

The central nervous system (CNS) has been traditionally con-
sidered an immunologically privileged site; however, it should 
be viewed as an immunological specialized region. In fact, 
cells from the immune system such as lymphocytes and mac-
rophages constantly circulate through the nervous system under 
physiological conditions. Interactions between these trafficking 
immune cells and neuronal and glial  components of the nervous 
system are critical in maintaining the  stability and functional 
activity of selected neuronal circuitries involved in memory 
formation, sleep, and regulation of hormonal  production (Avital 
et al., 2003; Opp and Toh, 2003). For example, a recent study 

showed that trafficking of T-cells into the adult hippocampus 
contributes to maintenance of neurogenesis and learning 
(Ziv et al., 2006). Remarkably, recent evidence shows that not 
only does the immune system  regulate neuronal function but also 
conversely neuronal  activity  regulates the immune response. 
For example, recent studies have shown that cholinergic neuro-
transmission is capable of inhibiting pro-inflammatory cytokine 
release and protects against systemic inflammation (Pavlov and 
Tracey, 2005).

Therefore, immunological reactions in the nervous system 
are not exclusively related to pathological conditions such as 
viral infections, autoimmune diseases, and inflammatory dis-
orders (Owens et al., 2005; Eskandari et al., 2003) but also 
may be involved in regulation of neural homeostasis under 
physiological conditions and stress (Buller, 2003). In fact 
immune reactions that occur in the nervous system take a 
unique character which is probably determined by the very 
specialized local anatomy. Important anatomical characteris-
tics of the nervous system that determine the unique nature 
of the neuro-immune reactions include the relative lack of 
lymphatic drainage, the lack of endogenous antigen present-
ing cells, and the selective permeability of the blood–brain 
barrier (BBB).

The distribution and patterns of migration of neuroimmune 
cells are regulated by genetically encoded programs, patterns 
of connectivity in anatomical regions and blood flow. More-
over, and as it will be described later, there are endogenously 
derived neuroimmune cells such as the astrocytes and microg-
lia as well as cells derived from the peripheral circulation such 
as lymphocytes and macrophages. There are three routes for 
leukocyte entry into the nervous system: circulation through 
the subarachnoid space which is mediated by P- selectin, 
migration across the choroid plexus which is mediated by 
PECAM, and extravasation from postcapillary venules medi-
ated by P-selectin, lymphocyte adhesion molecule (LFA-1) 
and intercellular adhesion molecule (ICAM) (Engelhardt and 
Ransohoff, 2005).

In summary, the nervous system has a unique circulatory 
organization based on the flow of the cerebrospinal fluid 
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(CSF), the microvasculature, the BBB and the regulation of 
the blood flow by the neural activity that provides a series of 
mechanisms to selectively regulate interactions between the 
nervous system and trafficking cells from peripheral tissues. 
This chapter provides the structural framework for the better 
understanding of these interactions under physiological con-
ditions and in neurological diseases.

3.2. Gross Anatomical Structure 
of the Brain

3.2.1. General Organization of the Central 
Nervous System

3.2.1.1. Introduction

The nervous system is divided into the CNS and the peripheral 
nervous system (PNS). The CNS is composed of the brain and 
spinal cord and a triple membranous covering denominated 
meninges. The outer membrane is the dura, the intermediate 

arachnoid, and the innermost pial membrane. The complexity 
of the CNS, with its millions of neurons and connections can be 
summarized to six major divisions: (1) cerebral hemispheres, 
(2) diencephalon, (3) midbrain, (4) pons and cerebellum, 
(5) medulla, and (6) spinal cord (Martin, 1989) (Figure 3.1). The 
PNS consists of nerves connected to the brain and spinal cord 
(cranial and spinal nerves) and their branches within the body 
(Crossman and Neary, 2005). Spinal nerves serving the upper 
or lower limbs join to form the brachial or lumbar plexus, 
respectively, within which fibers are distributed into named 
peripheral nerves. The PNS also includes some groups of 
peripherally located nerve cell bodies that are located within 
ganglia (e.g. dorsal root ganglia). Neurons that detect changes 
in, and control the activity of, the internal organs are denomi-
nated autonomic nervous system (ANS). Its components are 
present in both the central and peripheral nervous systems. 
The ANS is divided into two anatomically and functionally 
distinct components called the sympathetic and parasympa-
thetic divisions, which generally have antagonistic effects on 
the structure that they innervate. The ANS innervates smooth 
muscle, myocardium and secretory glands and it is an important 

Figure 3.1. Gross external structures of the brain.
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player of the homeostatic mechanisms that regulate the internal 
environment of the body.

3.2.1.2. Cerebral Hemispheres

The cerebral hemispheres are divided into two parts by the 
interhemispheric (sagittal) fissure. Interconnecting the two 
hemispheres is the corpus callosum (Martin, 1989) (Figure 3.1). 
The cerebral hemispheres have four major parts, which are 
the cerebral cortex, basal ganglia (or striatum), hippocampal 
formation, and amygdala (Figure 3.2). The human cerebral 
cortex is a highly convoluted structure. The elevated con-
volutions are known as gyri and the folds that separate the 
gyri are called sulci. The cerebral cortex includes the fron-
tal, parietal, temporal, and occipital regions (Figure 3.1). In 
these regions the cerebral cortex usually has six layers. The 
frontal and parietal lobes are separated by the central sulcus 
(Rolandic sulcus) which separates two functional regions of 
the cortex namely the primary motor cortex which is located 
in the precentral gyrus and the primary somatosensory cor-
tex which is distributed in the postcentral gyrus (Figure 3.1). 
The central sulcus extends from the longitudinal fissure along 
the midline ventrally almost into the lateral cerebral sulcus 
(Sylvian sulcus) (Figure 3.1). The frontal lobe, the largest of 
the cerebral lobes, extends from the central sulcus to the fron-
tal pole. The function of the precentral gyrus is to integrate 
motor functions from different brain regions. The neurons are 
organized in a somatotopic manner, which means that differ-
ent parts of the precentral gyrus are associated with distinct 
parts of the body both anatomically and functionally. Imme-
diately anterior to the premotor cortex there are three parallel 
gyri, the superior middle and inferior frontal gyri. These areas 
involve processing of executive functions such as abstraction, 
thinking, cognition, language and emotion. In patients with 
AD and frontotemporal dementia (FTD), these areas are heav-
ily damaged resulting in the characteristic profile of cogni-
tive impairment typical of these patients. Part of the inferior 
frontal cortex (left side) includes Broca’s motor speech area, 
an area important in the formulation of motor components of 
speech. The parietal lobes include the somatosensory cortex 
within the postcentral gyri (Figure 3.1). The remainder of 
the parietal lobe is divided into a superior and inferior lobes 
separated by the interparietal sulcus. The supramarginal gyrus 
and the angular gyrus divide the inferior parietal lobe, these 
regions receive input from the auditory and visual cortex and 
are involved in integration and discrimination of perception. 
Ventral to these gyri and extending into the temporal cortex 
is Wernicke’s area; this structure is involved in language 
comprehension. While injury to Broca’s area results in bro-
ken language, damage to Wernicke region results in difficulty 
understanding language.

The temporal cortex is situated inferior to the lateral sulcus 
and is divided into superior middle and inferior temporal gyri 
(Figure 3.2). On the inner aspect of the superior temporal cor-
tex are the gyri of Heschl, which is the primary auditory region. 
The inferior portion of the temporal lobe is involved in vision 

function and parts of the medial temporal lobe are involved in 
olfactory functions. The temporal lobe also includes the hip-
pocampus and parahippocampal cortex. The hippocampus and 
amygdala are the second and third components of the cere-
bral hemispheres and are located under the cortical surface 
(Figure 3.2). The hippocampus is involved in memory forma-
tion while the amygdala modulates the action of the autonomic 
nervous system, hormone release and emotions. These two 
structures are part of the limbic system which includes the cin-
gulate cortex as well as part of the diencephalon and midbrain. 
Together the limbic system plays a central role in the regulation 
of cognitive functions and mood. The occipital cortex or 
striate cortex is involved in integration of visual information.

The second major component of the cerebral hemisphere 
is the basal ganglia, which includes the caudate, putamen and 
globus pallidus (Figure 3.2). A white matter tract, denomi-
nated anterior commissure, divides the inferior aspect of the 
putamen and globus pallidus and separates the major cholinergic 
center in the brain also known as nucleus Basalis of Meynert 
or substantia innominata (Figure 3.2). The loss of cholinergic 
input in patients with AD is related to degeneration of this 
region, which is dependent on NGF for survival. The caudate 
and putamen are divided by the anterior capsule. The basal 
ganglia participate in control of movement but also have a role 
in behavior. In patients with Huntington’s disease, this brain 
structure is severely affected.

3.2.1.3. The Diencephalon

Rostral to the brainstem lies the forebrain, consisting of the 
diencephalon and cerebral hemispheres (Crossman and Neary, 
2005). The two sides of the diencephalon are separated by 
the lumen of the third ventricle, whose lateral walls they con-
stitute (Figure 3.2). The diencephalon consists of four main 
subdivisions in a dorsoventral direction: the epithalamus, 
thalamus, subthalamus, and hypothalamus (Figure 3.2). The 
epithalamus is small and its most recognizable component is 
the pineal gland, which lies in the midline immediately rostral 
to the superior colliculi of the midbrain. The thalamus is by 
far the largest component of the diencephalon and it forms 
much of the lateral wall of the third ventricle. The thalamus 
plays an important role in sensory, motor and cognitive func-
tions and has extensive connections with layers IV and V of 
the cerebral cortex. The thalamus is a central structure for 
relaying information to the cerebral hemispheres (Figure 3.2). 
The thalamus includes a large complex of nuclei that includes 
three principal nuclear masses (anterior, medial, and lateral) 
divided by the internal medullary lamina. Within the internal 
medullary lamina lie the intralaminar nuclei. On the lateral 
aspect of the thalamus, the reticular nucleus can be found. 
The hypothalamus forms the lower part of the walls and floor 
of the third ventricle (Figure 3.2). It is a highly complex and 
important region because of its involvement in many systems, 
most notably the neuro-endocrine system, the limbic system, 
and the ANS. From the ventral aspect of the hypothalamus 
in the midline emerges the infundibulum or pituitary stalk, 
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Figure 3.2. Gross internal structures of the central nervous system.

to which is attached the pituitary gland. The hypothalamus 
integrates the functions of the ANS and endocrine hormone 
release from the pituitary gland. The subthalamus is located 
under the thalamus and dorsal lateral to the hypothalamus it 
contains the subthalamic nucleus and the zona incerta. The 
subthalamic nucleus is connected to the globus pallidus and 
substantia nigra and is important in the control of movement. 
This circuitry is often affected in patients with PD and is ame-
nable to surgical manipulation.

3.2.1.4. The Brainstem

The midbrain, pons, cerebellum, and medulla constitute the 
brainstem (Figure 3.2). The brainstem has three general func-
tions. The first is to receive sensory information from cranial 
structures and to control muscles of the head. This function of 
the brainstem is similar to that of the spinal cord. The cranial 
nerves are constituents of the PNS that provide the sensory 
and motor innervation of the head and therefore are analogous 
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to the spinal nerves. The second is related to the fact that the 
brainstem contains neural circuits that transmit information from 
the spinal cord to higher brain regions and back. Finally, the 
integrated actions of the medulla, pons, and midbrain regulate 
the levels of awareness and arousal. This function is medi-
ated by a diffuse collection of structures in the brainstem, 
denominated the reticular formation. In addition to these 
general functions, the various divisions of the brainstem pro-
vide specific sensory and motor functions. The medulla and 
the pons play a role in the vital regulation of the blood pres-
sure and respiratory functions. The midbrain, also known as 
the mesencephalon, is divided into dorsal and ventral parts 
at the level of the aqueduct (Figure 3.2). The dorsal part is 
known as the tectum and includes the colliculi. The most ven-
tral part of the midbrain tegmentum contains the substantia 
nigra, which consists of pars compacta and pars reticularis. 
The substantia nigra contains melanin pigmented neurons that 
produce dopamine. Degeneration of the substantia nigra is 
characteristic of patients with PD and results in disconnection 
between the midbrain and the caudo-putamen region. Other 
important structures contained in the midbrain are the oculo-
motor nucleus, the red nucleus, the periaqueductal grey and 
the medial lemniscus. Furthermore, the branches of the third 
cranial nerve emerge from the midbrain.

The pons (Figure 3.2) is further divided into ventral and 
dorsal sections. The ventral section contains the pontocere-
bellar fibers and the pontine nucleus. Corticospinal fibers run 
longitudinally. Other important structures in the pons include 
the locus ceruleus, which is main source of adrenergic fibers 
in the CNS. The neurons in the locus ceruleus are pigmented 
and produce epinephrine and norepinephrine. This brain-
stem structure is often affected in patients with AD, PD and 
depression. The medulla is divided into a caudal, mid, and 
rostral portions. The caudal portion includes the nucleus of 
the spinal tract of the trigeminal nerve. The mid portion of the 
medulla includes the nucleus gracilis and cuneatus as well as 
the decussation of the pyramids. The rostral medullary portion 
includes the inferior olivary nucleus which connects with the 
cerebellum. Damage to the pons and medulla is almost always 
life threatening.

The cerebellum regulates body movements, and may do 
so by controlling the timing of skeletal muscle contractions. 
The cerebellum and pons are considered together because 
they develop from the same portion of the embryonic brain. 
The cerebellum is attached to the brainstem by a large mass 
of nerve fibers that lie lateral to the fourth ventricle on either 
side (Figure 3.2). The cerebellum is divided into three sec-
tions by the inferior, middle, and superior cerebellar pedun-
cles. These contain nerve fibers between the medulla, pons, 
and midbrain, respectively, and the cerebellum. The largest 
and most prominent is the middle cerebellar peduncle. The 
cerebellum consists of an outer layer of grey matter, the cer-
ebellar cortex, surrounding a core of white matter. The corti-
cal surface is highly convoluted to form a regular pattern of 
narrow, parallel folds or folia. The cerebellar cortex contains 

three layers the outer or molecular, the Purkinje cells, and the 
inner granular layer. The cerebellar white matter consists of 
nerve fibers running to and from the cerebellar cortex. The 
white matter has a characteristic branching, tree-like arrange-
ment in section, as its ramifications reach towards the sur-
face. The cerebellum is involved with the coordination of 
movement.

3.2.1.5. The Spinal Cord

The spinal cord has the simplest organization of all six major 
divisions. It participates in the control of limb and trunk 
musculature, in visceral functions, and in the processing of 
sensory information from these structures. Also, it is a con-
duit for the flow of information to and from the brain. The 
spinal cord is the only portion of the central nervous system 
that has a clear external segmental organization, reminiscent 
of its embryonic and phylogenetic origins. The spinal cord is 
divided into the central thoracic lumbar and sacral segments. 
While in the cerebrum the gray matter is in the cortex and the 
white in the core, in the spinal cord the gray matter is central 
and the white is peripheral.

At cross section, the gray matter is the cord from the ante-
rior and posterior columns, which contains the motoneurons 
and sensory neurons, respectively. An important feature of 
each spinal cord segment is the presence of a pair of roots 
(or associated branches or rootlets) called the dorsal and ven-
tral roots. The dorsal roots contain sensory axons whereas 
the ventral roots contain motor axons. These sensory and 
motor axons, which are part of the peripheral nervous system, 
become mixed in the spinal nerves en route to their periph-
eral targets. The spinal nerves, which are also components of 
the peripheral nervous system, transmit sensory information 
to the spinal cord and motor commands to the muscles and 
viscera.

3.2.2. Internal Organization of the Central 
Nervous System

3.2.2.1. Projection and Connections in the Brain

The cerebral hemisphere and diencephalon have a more 
complex organization than that of the brainstem and spinal 
cord (Martin, 1989). The thalamus relays information from 
subcortical structures to the cerebral cortex via two differ-
ent functional classes of nuclei; namely, those that are for 
relay and those that are for diffuse projection. Three of the 
four anatomical divisions of the thalamus serve relay func-
tions (anterior, medial, and lateral nuclei) and one is a dif-
fuse projection nuclei (intralaminar). Thalamic neurons send 
the axons to the cerebral cortex via the internal capsule, as 
do cortical neurons that project to subcortical sites. There 
are two major somatosensory pathways: the dorsal column 
of the medial lemniscal system, which mediates tactile, and 
vibration, and the anterolateral system, which mediates pain 
and temperature sense.
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There are three other major somatosensory cortical areas, 
which include the primary, secondary, and tertiary somato-
sensory cortical areas and are somatotopically organized. The 
secondary somatosensory cortex and the posterior parietal cor-
tex receive their projections from the primary somatosensory 
cortex and the posterior insular cortex receives input from the 
secondary somatosensory cortex. Corticortical projections as 
well as callasol connections are made by neurons of layers 
two and three. Descending projections to the striatum, brain-
stem, and spinal cord originate from neurons in layer five, 
while projections to the thalamus originate from neurons in 
layer six.

Another important source of connectivity is that of the lim-
bic system which includes the cingulate, hippocampus, and 
amygdala. The hippocampal formation is integrated by an 
infolding of the inferomedial part of the temporal lobe into 
the lateral ventricle along the choroid fissure. The dentate 
gyrus is distributed in between the parahippocampal gyrus 
and the hippocampus and contains a layer of granular neurons 
and the molecular layer, which receives connection from the 
entorhinal cortex and the parahippocampal gyrus. The hippo-
campal formation receives projections from the inferior tem-
poral cortex via the entorhinal cortex and from contralateral 
fibers via the fornix. Efferent fibers merge on the ventricular 
surface of the hippocampus as the fimbria. The limbic system 
includes intrinsic as well as extrinsic connectivity. Connec-
tions between the entorhinal cortex and the molecular layer 
of the dentate gyrus (perforant pathway), Mossy fibers, CA1-
CA4, and subiculum integrate the intrinsical connections. 
These structures are often affected in AD and are responsible 
for the short-term memory loss in this condition. The extrinsic 
limbic connections are between the cingulate gyrus, the hip-
pocampal formation, the amygdala, and the septum, which in 
turn connect with the hypothalamus. Overall the limbic system 
network should be considered as functional units that include 
the prefrontal cortex, cingulate cortex, amygdaloid nucleus, 
limbic thalamus, nucleus accumbens, anterior hypothalamus, 
and raphe nucleus (Morgane et al., 2005).

3.2.2.2. Laminar Organization of the Cerebral Cortex

The cerebral cortex is the structure to which the dorsal col-
umn-medial lemniscal system projects and the origin of the 
corticospinal tract. It has a characteristic structure with neu-
rons that are organized into layers. Different cortical regions 
contain characteristically different numbers of cell layers 
(Figure 3.3). Most of the cerebral cortex contains at least six 
cell layers, and this cortex is termed the isocortex (Figure 3.3). 
Because the isocortex dominates the cerebral cortex of phylo-
genetically higher vertebrates, it is also termed neocortex. In 
contrast to the isocortex, the allocortex contains fewer than six 
layers. Although present in higher vertebrates, the allocortex 
dominates the cortex of phylogenetically more primitive ver-
tebrates. The phylogenetically oldest type of allocortex, the 
archicortex, constitutes the hippocampal formation and con-

tains three cell layers, which are the molecular, granular, and 
pyramidal. The paleocortex, thought to be a more advanced 
allocortex, is associated with areas that mediate olfactory 
function. The neocortex comprises the major sensory, motor, 
and association areas. Regions of neocortex that serve differ-
ent functions have a different microscopic anatomy. Areas 
that regulate sensation have a well-developed layer IV. This 
is the layer to which most thalamic neurons from the sensory 
relay nuclei project. The primary visual cortex has this mor-
phology. In contrast, the primary motor cortex has a thin layer 
IV and a thick layer V. Layer V contains the pyramidal neu-
rons that project to the spinal cord, via the corticospinal tract. 
Association areas of the cerebral cortex, such as prefrontal and 
parietal association cortex have a morphology that is interme-
diate between those of sensory cortex and motor cortex. In 
summary, based primarily on differences in the thickness of 
cortical layers and on the sizes and shapes of neurons there 
are two types of cortex. The neocortex (or isocortex) has six 
layers; the allocortex has fewer than six layers and includes 
the archicortex of the hippocampus and the paleocortex of the 
olfactory regions.

3.2.2.3. Neuronal Subtypes and Patterns 
of Interconnectivity

The activity of the CNS depends on the complex patterns 
of connectivity among neurons and associated glial cells 
(Figure 3.4). The neurons are composed of a neuronal cell 
body, axons and dendrites (Figure 3.4A). The axons have a 
terminal end that constitutes the presynaptic site of the syn-
apse. The dentrites have an apical site and multiple branches 
and spines. The connections among neurons are denominated 
synapses. Synapses occur between axons and dendrites, axons 
and cell bodies, and axons and axons. Neurons are excitatory 
and inhibitory. Excitatory neurons produce glutamate while 
inhibitory neurons produce GABA. Other neurotransmitters 
include acetylcholine as well as neuropeptides. Excitatory 
neurons are usually pyramidal (Figure 3.4A) and multipolar. 
Inhibitory neurons, also known as interneurons, are bipolar or 
pseudo unipolar and contain calcium binding proteins such 
as calbindin (Figure 3.4B), parvalbumin and calretinin. Types 
of interneurons include the Martinotti cells, chandelier cells, 
double bouquet cells, giant basket cells, Cajal Retzius cells 
and bipolar cells. These sensory neurons receive information 
through dendrites and transmit that information to the lCNS 
via axon terminals (Siegel and Sapru, 2006). Retinal bipolar 
cells, sensory cells of the cochlear, and vestibular ganglia are 
included in this category.

Pseudo-unipolar neurons have a single process that arises 
from the cell body and divides into two branches. One of these 
branches projects to the periphery, while the other projects to 
the CNS. Each branch has the structural and functional char-
acteristics of an axon. Information collected from the termi-
nals of the peripheral branch is transmitted to the CNS via the 
terminals of the other branch. Unipolar neurons are relatively 
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Figure 3.3. Diagrammatic representation of the neocortical layers and Broadman areas.

Figure 3.4. Cellular components of the central nervous system. (A) Neurons impregnated with Golgi silver satin, (C) Calbindin immunoreactive 
interneurons in the neocortex, (G) astrocytes immunoreactive with an antibody against GFAP, (H) peri-vascular astrocytes components of the 
BBB, (I) oligodendrocytes and white matter tracts stained with luxol fast blue, (F) ependimal cells around the periventricular zone.
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rare in vertebrates. In these neurons, dendrites arise from the 
apical part of the cell body and axons form the base where the 
dendrites are located. Neurons can also be divided into princi-
pal or projecting neurons also known as type I or Golgi type I 
neurons. Principal neurons (e.g., motor neurons in the ventral 
horn of the spinal cord) have very long axons and form long 
fiber tracts in the brain and the spinal cord. Intrinsic neurons, 
also known as type II or Golgi type II neurons, have very short 
axons. These neurons are interneurons and are considered to 
have inhibitory function. They are abundant in the cerebral 
and cerebellar cortex.

3.3. Cerebrovascular Circulation

3.3.1. Blood Supply to the Central Nervous 
System

The cerebral hemispheres and diencephalon receive blood from 
the anterior and posterior circulations (Figure 3.5). The cerebral 
cortex receives its blood supply from the three cerebral arteries: 
the anterior and middle cerebral arteries, which are part of the 
anterior circulation, and the posterior cerebral artery, which is 
part of the posterior circulation. The diencephalon, basal gan-

glia, and internal capsule are supplied from branches of the 
internal carotid artery, the three cerebral arteries, and the pos-
terior communicating artery (Crossman and Neary, 2005). The 
anterior and posterior systems are interconnected by two net-
works of arteries: (1) the circle of Willis, which is formed by the 
three cerebral arteries, the posterior communicating artery, and 
the anterior communicating artery, and (2) terminal branches of 
the cerebral arteries, which anastomose on the superior con-
vexity of the cerebral cortex (Figure 3.5). The arterial supply 
of the cerebral cortex is provided by the distal branches of the 
anterior, middle, and posterior cerebral arteries. These branches 
are often termed “cortical” branches (Lee, 1995). The anterior 
cerebral artery originates at the division of the internal carotid 
artery, and courses within the interhemispheric fissure and 
around the rostral and dorsal surfaces of the corpus callosum.

The middle cerebral artery, which originates at the division 
of the internal carotid artery, passes through the lateral sulcus 
(Sylvian fissure) en route to the lateral convexity of the cere-
bral hemisphere, to which it supplies blood. The middle cere-
bral artery travels along the surface of the insular cortex, over 
the inner surface of the frontal, temporal, and parietal lobes, 
and appears on the lateral convexity. The posterior cerebral 
arteries originate at the bifurcation of the basilar artery, and 
each one passes around the lateral margin of the midbrain. 

Figure 3.5. Gross external appearance of the circle of Willis and subarachanoid vessels.
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The posterior cerebral artery supplies the occipital lobe and 
portions of the medial and inferior temporal lobe. The arterial 
supply of the spinal cord is derived from the vertebral arteries 
and the radicular arteries. The brain is supplied by the inter-
nal carotid arteries (the anterior circulation) and the vertebral 
arteries, which join at the pontomedullary junction to form the 
basilar artery (collectively termed the posterior circulation). The 
brainstem is supplied by the posterior system. The medulla 
receives blood from branches of the vertebral arteries as well 
as from the spinal arteries and the posterior inferior cerebellar 
artery (PICA). The pons is supplied by paramedian and short 
circumferential branches of the basilar artery. Two major long 
circumferential branches are the anterior inferior cerebellar 
artery (AICA) and the superior cerebellar artery. The mid-
brain receives its arterial supply primarily from the posterior 
cerebral artery as well as from the basilar artery. The venous 
drainage of the spinal cord drains directly to the systemic cir-
culation. By contrast, veins draining the cerebral hemispheres 
and brain stem drain into the dural sinuses. Cerebrospinal 
fluid also drains into the dural sinuses through unidirectional 
valves termed arachnoid villi.

3.3.2. Immune Cell Trafficking Through the 
Cerebral Vascular Network

The subarachnoid vessels penetrate the cortical structures and 
branch to produce the microvascular network which is in turn 
surrounded by the cellular components of the BBB through 
which immune cells may need to traffic (Figure 3.5B). The 
capillary endothelium of the BBB contains tight junctions that 
control the movement of leukocytes. In addition these cells 
are surrounded by a basement membrane and the processes of 
astroglial cells. The routes for trafficking of leukocytes into 
the nervous system are through the choroid plexus, subarach-
noid space, and perivascular space (Ransohoff et al., 2003). 
In the first route, leukocytes migrate from the blood to CSF 
across the choroid plexus. In this pathway of migration, leu-
kocytes travel across the fenestrated endothelium of the cho-
roid-plexus, migrate through the stromal core villi, interact 
with epithelial cells of the chorioid plexus and enter the CSF 
at its site of formation. This pathway is likely to be one route 
by which immune cells enter the CSF under physiological 
conditions using P-selectin and PECAM.

For the second route, leukocytes reach the CNS from blood 
to subarachnoid space. In this pathway, leukocytes travel from 
the internal carotid artery, across postcapillary venules at the 
pial surface of the brain into the subarachnoid space and the 
Virchow-Robin perivascular spaces. There, they might encoun-
ter cells of the monocyte/myeloid lineage that are competent 
for antigen presentation. The perivascular regions, where there 
is direct communication with the CSF compartment, are con-
sidered probable sites of lymphocyte-APC interaction and 
therefore, of immune surveillance of CNS. This pathway is 
also dependent on P-selectin.

The third pathway involves leukocyte immigration from 
blood to parenchymal perivascular space. In this third path-
way, immune cells can enter the parenchyma directly, pass-
ing from internal carotids through the branching vascular tree 
of arterioles and capillaries and finally extravasating through 
postcapillary venules. In this case, leukocytes are required to 
cross the BBB and the endothelial basal lamina. Trafficking 
of activated lymphocytes across a resting cerebrovascular 
endothelium is a low-efficient event. This process is dependent 
on P-selectin, LFA-1 and ICAM (Greenwood et al., 2002).

3.4. Glial Cell Types

The supporting cells located in the CNS are called neuroglia 
or glial cells. They are relatively nonexcitable and more abun-
dant. Neuroglia has been classified into the following groups: 
astrocytes, oligodendrocytes, microglia, and ependymal cells 
(Siegel and Sapru, 2006) (Figure 3.4). Astrocytes are the larg-
est and have a stellate (star-shaped) appearance because their 
processes extend in all directions (Figure 3.4G). Their nuclei 
are ovoid and centrally located. The astrocytes provide sup-
port for the neurons, a barrier against the spread of transmit-
ters from synapses, and insulation to prevent the electrical 
activity of one neuron from affecting the activity of neighbor-
ing neurons. Some transmitters (for example, glutamate and 
y-aminobutyric acid [GABA]), when released from nerve ter-
minals in the CNS, are taken up by astrocytes, thus terminat-
ing their action. The neurotransmitters taken up by astrocytes 
are processed for recycling. When extracellular K+ increases 
in the brain due to local neural activity, astrocytes take up K+ 
via membrane channels and help to dissipate K+ over a large 
area because they have an extensive network of processes. 
Astrocytes are further divided into the following subgroups: 
protoplasmic astrocytes, fibrous astrocytes, and Muller cells. 
Protoplasmic astrocytes are cells present in the gray matter in 
close association with neurons. Because of their close associa-
tion with the neurons, they are considered satellite cells and 
serve as metabolic intermediaries for neurons. They give out 
thicker and shorter processes, which branch profusely. Several 
of their processes terminate in expansion called end-feet. The 
neuronal cell bodies, dendrites, and some exons are covered 
with end-feet joined together to form a limiting membrane on 
the inner surface of the pia mater (glial limiting membrane) 
and outer surface of blood vessels (called perivascular lining 
membrane). The perivascular end-feet may serve as passage 
for the transfer of nutrients from the blood vessels to the neu-
rons across the BBB (Figure 3.4H). Abutting of processes 
of protoplasmic astrocytes on the capillaries as perivascular 
end-feet is one of the anatomical features of the blood–brain 
barrier. Fibrous astrocytes are found primarily in the white 
matter between nerve fibers. Several thin, long, and smooth 
processes arise from the cell body; these processes show lit-
tle branching. Fibrous astrocytes function to repair damaged 
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tissue, which may result in scar formation. Muller Cells are 
modified astrocytes present in the retina.

The oligodendrocytes are involved in the myelination pro-
cess (Figure 3.4I). The oligodendrocytes present in the gray 
matter are called perineural oligodendrocytes. Oligodendro-
cytes are smaller than astrocytes and have fewer and shorter 
branches. Their cytoplasm contains the usual organelles (e.g., 
ribosomes, mitochondria, and microtubules), but they do not 
contain neurofilaments. In the white matter, oligodendrocytes 
are located in rows along myelinated fibers and are known as 
interfascicular oligodendrocytes.

The microglia are the smallest of the glial cells and are 
involved in phagocytosis and neuroinflammatory response 
in the CNS (Figure 3.4F). These cells are probably derived 
from monocytes from the bone marrow. They usually have a 
few short branching processes with thorn-like endings. These 
processes arising from the cell body give off numerous spine-
like projections. They are scattered throughout the nervous 
system. When the CNS is injured, the microglia become 
enlarged, mobile, and phagocytic. Ependymal cells consist of 
three types of cells: ependymocytes, tanycytes, and choroi-
dal epithelial cells. Ependymocytes are cuboidal or columnar 
cells (Figure 3.4G) that form a single layer of lining in the 
brain ventricles and the central canal of the spinal cord. They 
possess microvilli and cilia. The presence of microvilli indi-
cates that these cells may have some absorptive function. The 
movement of their cilia facilitates the flow of the cerebrospi-
nal fluid (CSF). Tanycytes are specialized ependymal cells 
that are found in the floor of the third ventricle, and their pro-
cesses extend into the brain tissue where they are juxtaposed 
to blood vessels and neurons. Tanycytes have been implicated 
in the transport of hormones from the CSF to capillaries of 
the portal system and from hypothalamic neurons to the CSF. 
Choroidal epithelial cells are modified ependymal cells. They 
are present in the choroid plexus and are involved in the pro-
duction and secretion CSF. They have tight junctions that pre-
vent the CSF from spreading to the adjacent tissue.

3.5. Brain Regions Linked
to Neurodegeneration and Other 
Neurological Diseases

As the life expectancy of the human population continues to 
increase, the possibility of developing neuroinflammatory 
and neurodegenerative diseases has increased considerably 
during the past 50 years. Of the neurodegenerative disor-
ders, Alzheimer’s Disease continues to be the leading cause 
of dementia in the aging population. Traditionally, neurode-
generative disorders have been defined as conditions in which 
there is selective loss of neurons within specific regions of the 
brain accompanied by astrogliosis. However, in the past 20 
years, we have learned that the pathological process leading to 
the disfunction of selected circuitries in the brain initiates with 

damage to the synapses rather than with the loss of neurons. In 
fact, neuronal loss is a late event that is probably preceded by 
damage to axons and dendrites followed by shrinkage of the 
neuronal cell body and abnormal accumulation of filamentous 
proteins.

Therefore, the revised concept of neurodegeneration sug-
gests that neuronal injury initiates at the synaptic junction and 
propagates throughout selected circuitries leading to neuronal 
dysfunction, which resolves in the classical clinical symp-
toms characteristic to each of the neurodegenerative disorders 
(Hashimoto and Masliah, 2003). For example, in Alzheimer’s 
Disease, early damage to the synapses between the entorhinal 
cortex and the molecular layer of the dentate gyrus (perforant 
pathway) results in the short term memory deficits charac-
teristic of this dementing disorder. Later on disconnection of 
the cortico-cortico fibers in the frontal, parietal, and temporal 
cortex results in more severe memory deficits, alterations in 
executive functions, and abstraction. Degeneration of connec-
tions between the nucleus basalis of Meynert and the neocor-
tex results in attention and memory deficits usually associated 
with loss of cholinergic neurons. Other circuitries and neuronal 
populations are also affected in Alzheimer’s Disease, illustrat-
ing the complexity of these disorders and the fact that the con-
cept of single population is affected needs to be expanded to 
multiple populations. This is the case with several other disor-
ders including Parkinson’s Disease, where degeneration is not 
limited to the dopaminergic system but also involves the limbic 
system, the raphe nucleus, the insula, and other systems.

In response to injury, neurons produce adhesion molecules 
and trophic factors that recruit astroglial and microglial cells 
to participate in the process of repair. In addition, the micro-
vasculature and other glial systems might also participate in 
the process. Thus, neurodegeneration is accompanied by astro-
gliosis, microgliosis, and microvascular remodeling. While 
astroglial cells initially produce trophic factors and cytokines 
that aid in tissue repair, eventually these factors could amplify 
the inflammatory response by increasing vascular permeabil-
ity resulting in microglial activation, which in turn might lead 
to the production of more proinflammatory cytokines and 
chemokines. A critical balance between the repair and proin-
flammatory factors often determines the future rate and pro-
gression of the degenerative process.

The understanding of the mechanisms of neurodegeneration 
and inflammatory response in these neurological conditions 
has undergone a tremendous progress in the past 10 years. It 
is now generally accepted that small soluble misfolded pro-
tein aggregates denominated oligomers are responsible for the 
injury. So for example, in Alzheimer’s Disease, A-beta protein 
oligomers might damage the synapses in the limbic system 
while in Parkinson’s Disease, a-synuclein oligomers damage 
the axons in the striatum and cortical regions. While signifi-
cant progress has been made in understanding the fundamental 
mechanisms for the neuronal injury, less is known about the 
reasons for the selective neuronal vulnerability characteristic 
to these neurological conditions.
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Summary

The understanding of the gross and fine structure of the 
brain is of fundamental importance to elucidate how the 
nervous system works, how it interacts with other peripheral 
organs and tissues and how it responds to external stimuli. 
The main objective of this chapter will be to provide an 
overview to the structure and organization of the nervous 
system that is relevant to the understanding of the unique 
interactions between the nervous and the immune system 
and to elucidate the pathogenesis of AD, PD, HIVE and other 
neurodegenerative and neuroinflammatory disorders,†. 
The nervous system has a unique circulatory organization 
based on the flow of CSF, the microvasculature the BBB 
and the regulation of the blood flow by the neural activity 
that provides a series of mechanisms to selectively regu-
late interactions between the nervous system and traffick-
ing cells from peripheral tissues. This chapter provides the 
structural framework for the better understanding of these 
interactions under physiological conditions and in neuro-
logical diseases and includes sections of gross anatomi-
cal structure of the brain, projections, cellular variety, and 
cerebrovascular circulation.

Review Questions/Problems

1. Interconnecting the two hemispheres is the

a. corpus callosum
b. anterior commissure
c. Rolandic fi ssure
d. Sylvia fi ssue
e. Precentral gyrus

2. The central fissure divides the

a. visual cortex
b. sensory and motor cortex
c. limbic system
d. brain stem
e. cerebellum

3.  Correlate the brain regions with 
the neurotransmitter

a. acetyl choline _____ 
Neocortex, hippocampus

b. glutamate _____ 
Locus ceruleus

c. norepinephrine _____ 
S. Nigra

d. dopamine _____ 
Basal forebrain

4. Correlate the brain region with the disease

a. Parkinson’s disease _____ 
Neocortex, hippocampus, basal forebrain

b. Alzheimer’s disease _____ 
Basal Ganglia

c. Huntington’s disease _____ 
S. Nigra

d. Aphasia _____ 
Broca’s Area

5.  The primary auditory cortex or gyri of Heschl is located 
in the

a. frontal lobe
b. parietal lobe
c. occipital lobe
d. temporal lobe
e. brainstem

6. The middle cerebral artery irrigates the

a. fronto-temporal cortex
b. visual cortex
c. brainstem
d. cerebellum

7. Neurons that produce GABA are also known as

a. pyramidal cells
b. inhibitory interneurons
c. microglia
d. astrocytes

8. The perforant pathway connects the

a. entorhinal cortex with the forebrain
b. hippocampus with the hypothalamus
c. entorhinal cortex with hippocampus
d. cerebellum and brainstem
e. hippocampus and midbrain
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The Blood Brain Barrier
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4.1. Introduction

The blood-brain barrier (BBB) is intimately involved in regula-
tion of the neuroimmune axis. It first prevents the unrestricted 
mixing of the fluids of the central nervous system with the 
blood. If then selectively regulates the exchange of cells, cyto-
kines, and other solutes between the central nervous system and 
the blood. This regulatory aspect of the BBB is accomplished 
through various mechanisms and is itself affected by neuro-
immune physiologica and pathophysiologic phenomena. This 
chapter will explore the intimate connects between the BBB 
and other components of the neuroimmune axis.

4.2. Development and Structure 
of the Blood-Brain Barrier

Evidence for an interface between the circulation and the 
central nervous system (CNS) dates back to the end of the 
nineteenth century (Bradbury, 1979). The best known of those 
early studies were done by a young Paul Erlich who found 
that some dyes did not stain the brain after their peripheral 
injection. Erlich concluded erroneously that the lack of stain-
ing was because these dyes did not bind to brain tissue. Sev-
eral decades later, Goldmann, a student of Erlich’s, found that 
these dyes could stain the brain when injected intravenously. 
Thus, these dye studies were reinterpreted as evidence in favor 
of some sort of barrier between the CNS and blood.

The location and nature of that barrier was controversial 
through much of the twentieth century. Elegant studies by 
Davson and colleagues identified the barrier at the vascular 
level. However, alternative opinions were held until classic 
studies were conducted with the electron microscope by Reese 

and co-workers in the late 1960s (Reese and Karnovsky, 1967; 
Brightman and Reese, 1969). Previous work had shown no 
difference between vascular beds of peripheral tissues and the 
CNS when studied grossly or at the light microscope level. 
However, Reese and co-workers found numerous ultrastruc-
tural differences. These included a much-reduced rate of 
pinocytosis and an absence of intracellular fenestrations. The 
most widely discussed finding, however, is the presence of 
tight junctions between adjacent endothelial cells. The tight 
junctions, low rate of pinocytosis, and low number of intra-
cellular fenestrations effectively eliminate capillary gaps and 
pores. This, in turn, essentially eliminates the production of 
a plasma-derived ultrafiltrate and hence the leakage of serum 
proteins into the brain.

From this single change, the lack of a production of an 
ultrafiltrate, evolves a large number of consequences for CNS 
function. Obviously, it is the basis of the restriction of protein 
access, which first defined the BBB in late nineteenth century. 
The need for an efficient lymphatic system is eliminated, but 
the lack of a lymphatic system means that the CNS needs other 
methods to rid itself of the free water and wastes produced by 
metabolism and the secretions of the choroid plexus. Without 
production of an ultrafiltrate, the CNS depends on other meth-
ods to extract nourishment from the blood. The BBB addresses 
this need with a large number of selective transporters for sub-
stances from electrolytes to regulatory proteins (Davson and 
Segal, 1996e; Davson and Segal, 1996d). Because the CNS is 
not equipped to handle an ultrafiltrate, its reintroduction, as 
with hypertensive crisis, can result in increased intracranial 
pressure and encephalopathy (Al-Sarraf and Phillip, 2003; 
Johansson, 1989; Mayhan and Heistad, 1985).

4.2.1. Components of the BBB

The BBB is not a single barrier, but several barriers, which are 
in parallel. This contrasts with the testis-blood barrier, which 
consists of several barriers in series. The most studied of these 
barriers is the vascular barrier and perhaps the least studied 
are the barriers, that interface between the circumventricular 
organs (CVO) and the rest of the CNS.
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4.2.1.1. Vascular BBB

The vascular BBB occurs because of the modifications noted 
by Reese and co-workers in the endothelial cells, which com-
prise the capillary bed and line the venules and arterioles of 
the CNS. It is likely that these three regions are highly special-
ized. For example, immune cells primarily cross at the venules 
and most of the classic transporters are located at the capillar-
ies (Engelhardt and Wolburg, 2004). No CNS cell is more than 
about 40 µm from a capillary. This means that a substance, that 
can cross the vascular BBB can immediately access the entire 
CNS. Substances that cross the vascular BBB can be either 
flow-dependent or not dependent on flow rate. A flow-depen-
dent substance is one in which the BBB extracts from the blood 
nearly the maximal amount possible (Kety, 1987). The only 
way to increase the amount of the substance entering the brain 
is to increase the flow rate to the brain. Glucose is an example 
of a flow-dependent substance (Rapoport et al., 1981). A brain 
region that is particularly active has its increased demand for 
glucose met by an increase in regional blood flow. In contrast, 
transport of a cytokine such as tumor necrosis factor (TNF) is 
not flow dependent. Only a small percent of the TNF in blood is 
extracted by brain via the saturable transporter for TNF located 
at the BBB (Banks et al., 1991). Alterations of blood flow within 
physiological limits do not alter the uptake of TNF from blood 
by brain. However, extreme changes in the rate of blood flow 
or capillary tortuosity can result in rheological changes, such as 
the loss of laminar flow. Such alterations likely occur in stroke, 
AIDS, and Alzheimer’s disease (de la Torre and Mussivand, 
1993; Nelson et al., 1999). This may result in impaired perme-
ation of flow-dependent and non-flow dependent substances.

4.2.1.2. Choroid Plexus

The choroid plexus are bags composed of epithelial cells 
that project into the ventricles and contain a capillary plexus 
(Johanson, 1988). The capillaries do not have barrier function 
and so produce an ultrafiltrate, which fills the bag. The epithe-
lial cells have tight junctions and so prevent the ultrafiltrate 
from entering the ventricular space. Unlike the capillaries, the 
epithelial cells of the choroid plexus have a high rate of vesic-
ular turnover, which is responsible for the production of the 
cerebrospinal fluid (CSF). However, the CSF is not an ultra-
filtrate, but a secreted substance. The choroid plexus also has 
many selective transport systems, some of which are specific 
to it or are enriched in comparison to the vascular BBB.

4.2.1.3. Tanycytic Barrier

The CNS of mammals contains seven regions of the brain where 
the vasculature does not fully participate in a BBB (Gross and 
Weindl, 1987). These regions have at least one side that faces a 
ventricle and so are termed circumventricular organs (CVOs). 
Together, they comprise about 0.5% of the brain by weight. 
Their capillaries allow the production of an ultrafiltrate and so 
their cells are in more intimate contact with the circulation. 

They are known to play vital roles as sensing organs for criti-
cal peripheral events; for example, they act as emetic centers 
and are important in blood pressure modulation (Johnson and 
Gross, 1993; Ferguson, 1991). They can relay their signals 
to the rest of the brain by neurons, which project from them 
to distant brain regions or project to them from other brain 
regions. However, the mixing of their interstitial fluids with 
that of adjacent brain tissue has been shown to be limited in 
most studies (Peruzzo et al., 2000; Plotkin et  al., 1996; Rethe-
lyi, 1984). Diffusion through brain tissue is poor and this alone 
would tend to produce a limit to mixing within a few hundred 
microns of the CVO (Cserr and Berman, 1978; de Lange et al., 
1995). However, most studies also find a physical barrier to 
diffusion. The epithelial cells, which line the ventricles form 
tight junctions when they are over CVOs, thus limiting CVO-
to-CSF diffusion. A functional barrier also exists for the diffu-
sion of substances from the CVO to the adjacent brain region 
(Peruzzo et al., 2000; Plotkin et al., 1996; Rethelyi, 1984). 
Recent work has shown that bands of tanycytes limit diffusion 
out of the median eminence to the adjacent arcuate nucleus.

4.2.2. Perinatal Development and Special 
Characteristics of the Neonatal BBB

The idea that the rodent perinatal BBB is not developed has 
been extensively revised over the last few decades (Davson 
and Segal, 1996b). Many of the differences in the BBB of 
developing and adult animals, which were ascribed to an 
immature brain, are now known to be adaptions to the altered 
demands of the CNS. For example, some amino acids enter 
the CNS of neonates more rapidly than the CNS of adults not 
because the BBB is defective, but because BBB amino acid 
transporters altered to favor their transport. The BBB is slave 
to the CNS and so the reason the BBB transports them more 
avidly is because they are in greater demand by a developing 
CNS. Most of these adaptations involve transporter mecha-
nisms. In comparison, non-saturable passage is not altered 
with development (Cornford et al., 1982).

This theme of the BBB adjusting its transporter capabilities 
to serve the CNS is repeated throughout development, prob-
ably also with aging, and even in disease conditions. One of the 
most dramatic examples is the developmental loss of the man-
nose 6-phosphate receptor, which transports the enzyme β-gluc-
uronidase across the BBB. Transport function is very robust in 
neonates but is absent in adult animals (Urayama et  al., 2004). 
Transgenic mice that do not produce β- glucuronidase develop 
a muccopolysachharidosis, which recapitulates Sly’s disease 
(Sands et al., 1994). Because of the developmental differences 
in the BBB expression of the mannose 6-phosphate receptor, 
the brain disease of neonates but not of adults responds to the 
peripheral administration of glucuronidase (Vogler et al., 1999).

Work with marsupials show that their BBB is largely intact 
in what is essentially the in utero period (Dziegielewska et al., 
1988). As reviewed elsewhere (Urayama et al., 2004), work 
by several other laboratories has repeatedly shown that not 
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only is the perinatal rodent BBB not leaky to albumin, but 
that the vascular space is smaller per gram of brain. Some evi-
dence suggests, however, that the barrier may be more leaky 
to much smaller molecules such as sucrose.

There are other aspects of barrier function that also change with 
development. The tanycytic barrier between the median eminence 
and the arcuate nucleus develops after birth in the rodent (Peruzzo 
et al., 2000). This means the arcuate nucleus is very vulnerable to 
circulating neurotoxins during the  neonatal period. For example, 
monosodium glutamate destroys the arcuate nucleus with result-
ing obesity when given intravenously to a neonate, but not an 
adult. The epithelial cells, which line the ventricles of the brain, 
have tight junctions even over non-CVO sites in neonates, but not 
adults. Thus, neonates have a CSF-brain barrier, which limits the 
diffusion of substances between brain tissue and CSF.

4.2.3. Concept of the Neurovascular Unit 
and Comparison to Peripheral Vascular Beds

The endothelial cell is an anatomical location of barrier 
 function and of the various saturable transporters (Figure 4.1). 
Capillary beds from peripheral tissues have numerous intra-
cellular and intercellular pores and fenestrations and high 
rates of pinocytosis that account for their leakiness. The brain 
endothelial cell engages in comparatively little pinocytosis, 
has few intracellular pores or fenestrations, and intercellular 
pores or gaps are eliminated because of tight junctions.

However, the brain endothelial cell does not function in iso-
lation. The abluminal (brain side) of the capillary is encased in 
a basement membrane 40–80 nm thick. This membrane does 
not act as a barrier to molecules but may restrict viral-sized 
particles (Muldoon et al., 1999). It also holds pericytes in close 
approximation to the endothelial cell (Balabanov and Dore-
Duffy, 1998). The pericyte may be a pluripotent cell and may 
also act in opposition to astrocytes (Deli et al., 2005). Astro-
cytes project endfeet that surround the capillary in what looks 
at the ultrastructural level like a mesh or netting. Astrocytes 
secrete substances that tend to encourage tight junction for-
mation. Pericytes tend to oppose this action of astrocytes. All 
three of these cell types (pericytes, astrocytes, and endothe-
lial cells) secrete a variety of substances, including cytokines, 
into their local environment (Fabry et al., 1993). This greater 
BBB complex is in further communication with other cell 
types in the CNS, most notably microglia and neurons. The 
microglia may, in turn, be at equilibrium with circulating mac-
rophages (Williams and Hickey, 1995). Other immune cells 
also enter and exit the CNS at unknown rates and frequencies 
as  influenced by yet to be determined factors. Clearly, secre-
tions of prostaglandins, nitric oxide, and cytokines from each 
of these cells are important for intercellular communication 
and can influence endothelial cell permeability (Chao et al., 
1994; Nath et al., 1999; Shafer and Murphy, 1997).

The concept of the neurovascular unit (NVU) emphasizes the 
interactive role that cells and events within the CNS and in the 
circulation play on BBB permeability, as well as the role that 

the consequences of BBB permeability play on them. The con-
cept of the NVU includes other factors long known to influence 
the penetration of substances across the BBB, such as degrada-
tion, sequestration, and serum protein binding. The encompass-
ing concept of the NVU is particularly useful when considering 
the next section, the mechanisms of transport across the BBB.

4.3. Mechanisms of Transport Across 
the BBB

Substances can enter or exit the CNS by a variety of mecha-
nisms. Some of these mechanisms are operational in both the 
blood-to-brain (influx) or the brain-to-blood (efflux) direc-
tions, whereas others are unidirectional.

4.3.1. Blood to CNS

Saturable and non-saturable modes predominate influx. Within 
each of these categories are a diverse number of mechanisms. 
These different mechanisms tend to favor certain groups or 
types of substances.

4.3.1.1. Non-Saturable Passage

The hallmark of non-saturable passage is that the percent of 
material crossing into the CNS is not affected by the amount 
of material available for transport. The two main mechanisms 
of non-saturable passage are transmembrane diffusion and the 
extracellular pathways. The former is much better studied and its 
principles are widely applied by industry for the development of 
CNS drugs; the latter has received much less attention.

4.3.1.1.1. Transmembrane Diffusion

The major non-saturable mechanism by which small  molecules 
cross the BBB is by membrane or transmembrane diffusion 
(Rapoport, 1976). The major determinant of passage is the 
degree to which the substance is lipid soluble. A substance that 
is too lipid soluble will be unable to repartition into the brain’s 
interstitial fluid and so become trapped in the cell membranes 
of the BBB. A ratio of about 10:1 in favor of lipid vs aqueous 
solubility is near ideal for maximal passage across the BBB. 
The second most important determinant is molecular weight 
with passage being favored for smaller molecules. Other phys-
icochemical determinants, such as charge, can occasionally 
become dominant for specific compounds. Many exogenous 
substances, including many drugs with CNS activity, enter the 
brain predominantly by way of transmembrane diffusion. Mor-
phine and ethanol are prime examples of common substances, 
which cross the BBB by this mechanism (Oldendorf, 1974).

There seems to be no absolute molecular weight cut-off for 
transmembrane diffusion. A previous study, which had thought 
to define such an absolute limit had discovered, in retrospect, 
early evidence for an efflux system (Levin, 1980). The largest 
substance to date noted to have a measurable uptake by brain 
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Figure 4.1. The vascular blood-brain barrier: three levels of complexity. The upper panel illustrates the brain endothelial cell. This is the 
functional and anatomical site of both barrier function and of saturable and non-saturable mechanisms of passage. The major modifications 
allowing both barrier function and selective penetration of substances are indicated. The middle panel illustrates other cell types and struc-
tures important in BBB function. Pericytes are embedded in a basement membrane and astrocytes form a net-like structure over the capillary 
bed. Both cell types are in paracellular communication with the brain endothelial cells. Pericytes and astrocytes to some extent oppose each 
others effects on BBB functions. The lower panel illustrates the neurovascular unit, a concept, that emphasizes integration of peripheral, BBB, 
and central interactions.
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by way of transmembrane diffusion is cytokine-induced neu-
trophil chemoattractant-1 (CINC1), with a MW of about 7.8 
kDa (Pan and Kastin, 2001a). A surprisingly large number of 
small, lipid soluble compounds cross the BBB at a rate which 
is considerably greater or lesser than that predicted by their 
physicochemical characteristics (Oldendorf, 1971; Olden-
dorf, 1974). Binding to serum proteins and efflux systems are 
the major factors, that decrease influx and the presence of a 
 saturable transporter is the major factor that increases influx.

4.3.1.1.2. Extracellular Pathways

Some protein is present in the CSF, showing that the BBB is 
not absolute. The amount of protein in CSF, however, is very 
small, being about 0.5%, or 1/200th, of that in plasma. The 
CSF is not an ultrafiltrate, but a secreted fluid. This means 
that the relative and absolute concentrations of proteins, 
electrolytes, minerals, and other substances can differ tre-
mendously to that of plasma. The extracelluar pathways are 
another avenue by which substances can enter the CNS (Balin 
et al., 1986; Broadwell and Sofroniew, 1993). These pathways 
represent what have sometimes been termed functional leaks 
at discreet areas of the brain, including the large vessels of 
the pial surface and subarachnoid space, the circumventricu-
lar organs, the nasal epithelium, the sensory ganglia of spinal 
and cranial nerves, and some deep brain regions, such as the 
nucleus tractus  solitarius (Broadwell and Banks, 1993).

The amount of a substance that can enter the brain by the 
extracellular pathways is small. However, this route may be ther-
apeutically relevant for compounds that have favorable periph-
eral pharmacokinetics, such as a long serum half-life and a small 
volume of distribution (Banks, 2004). Therapeutic antibodies 
and erythropoietin can access the brain by way of the extracel-
lular pathways (Banks et al., 2004a; Banks et al., 2002; Banks 
et al., 2005a; Kozlowski et al., 1992) and this may underlie their 
therapeutic benefits (Alafaci et al., 2000; Ehrenreich et al., 2002; 
Erbyraktar et al., 2003; Morgan et al., 2000; Janus et al., 2000; 
DeMattos et al., 2002; Farr et al., 2003; Hock et al., 2003).

4.3.1.2. Receptor-Mediated and Saturable Transporters

Saturable processes represent a diverse group of mechanisms. 
Included in this group for purposes of discussion are two pro-
cesses, which share some characteristics with the saturable 
systems: diapedesis and adsorptive endocytosis/transcytosis.

4.3.1.2.1. Active Transport vs Facilitated Diffusion

Saturable transporters (Yeagle, 1987) can be divided into 
those that require energy (active transport) and those that do 
not (facilitated diffusion). Both are dependent on a protein that 
acts as the transporter, may have co-factors, or be modulated 
by disease processes. Energy requiring systems can be unidi-
rectional; that is, they may have only an influx or efflux com-
ponent. Non-energy requiring saturable transport (facilitated 
diffusion) is bidirectional; that is, it transports substances in 
both directions with net flux being from the side of higher 
concentration to the side of lower concentration.

Most known saturable transporters at the BBB are facilitated 
diffusion systems (Davson and Segal, 1996c). For example, 
GLUT-1, the transporter for glucose, is a facilitated diffusion 
transporter. If the level of glucose is artificially raised above 
that of serum (or if radioactive glucose is introduced into the 
CNS, but not the serum), efflux of glucose can be shown.

4.3.1.2.2. Transcytotic vs Transmembrane Transport

Saturable transporters can also be categorized based on whether 
they use pores or vesicles to transport their ligands across the 
BBB. In the pore system, the molecule crosses from one side of 
the cell membrane to the other by passing through a cavity in the 
transporter protein. The substance is thus transported either into 
or out of the cytoplasm of the BBB cell; a second set of trans-
porters on the opposing cell membrane completes the transfer 
across the BBB or the substance can rely on transmembrane dif-
fusion. With vesicular transport, the transported substance binds 
to a receptor, invagination produces a vesicle, which is then 
routed to the opposite membrane, and the contents of the vesicle 
are released from the cell surface. Most small molecules, such as 
glucose and amino acids, use pores. Pore systems may be either 
active or facilitated diffusion systems. Vesicular transporters, 
on the other hand, are energy requiring and so are characterized 
by unidirectional transport. It is reasonable to assume that very 
large molecules would be required to use vesicles rather than 
pores to cross, but the molecular weight at which vesicles would 
be requisite is not known. It has been proposed that interleukin-2 
(IL-2) is transported (Drach et al., 1996) by p-glycoprotein (P-
gp). As P-gp is a pore system (Begley, 2004), IL-2 would be the 
largest substance currently known to be transported by a pore 
system. Peptides much smaller than IL-2 are known to cross by 
vesicular dependent pathways (Shimura et al., 1991; Terasaki et 
al., 1992). It is clear, then, that the size of the ligand alone does 
not dictate the need for vesicular transport.

4.3.1.2.3. Diapedesis of Immune Cells

A major shift in thinking about the relation of immune cells to 
the CNS and BBB has occurred over the last few decades. The 
CNS was once viewed as separate from the immune system 
and sterile in terms of immune cell occupancy except under 
conditions of brain infection. It is now clear that immune cells 
patrol the normal CNS, although the rate at which they enter 
and exit is not known. A major type of brain cell, the microglia, 
is known to be derived from peripheral macrophages, although 
the extent to which the pools of peripheral macrophages and 
microglia mix in the normal postnatal condition is unknown.

4.3.1.2.4. Adsorptive Endo- and Transcytosis

Adsorptive endocytosis occurs when a glycoprotein on the 
brain’s endothelial surface binds another glycoprotein in 
ligand like fashion (Broadwell et al., 1988; Broadwell, 1989). 
This second glycoprotein (the ligand) may be free or attached 
to the surface of a virus or immune cell (Mellman et al., 1986). 
The binding can initiate endocytosis with the subsequent 
vesicle having several potential fates (Banks and Broadwell, 



26 William A. Banks

1994). In some cases, the vesicle is routed to  lysosomes, 
the  glycoprotein destroyed, and the vesicle rerouted to the 
 endothelial cell  surface for discharge of contents. In other 
cases, the vesicle can be routed to the Golgi complex and 
endoplasmic reticulum. In other cases still, the vesicle can be 
discharged at the endothelial cell surface opposite to that of 
uptake. In this case, the vesicle has crossed the width of the 
endothelial cell, and hence crossed the BBB, in a transcytotic 
event. What determines the fate of these vesicles is largely 
unknown, but at least some vesicles can engage in more than 
one fate (Broadwell, 1993). It may be that binding of a large 
amount of glycoprotein to the endothelial cell can overwhelm 
the lysosomal pathway and result in the vesicles being routed 
to the trancytotic or Golgi complex pathways.

Several principles of adsorptive endocytosis and  transcytosis 
are clear. Many of the glycoprotein ligands are toxic and endo-
cytosis may represent a mechanism to rejuvenate or repair the 
membrane (Raub and Audus, 1990; Vorbrodt and Trowbridge, 
1991; Westergren and Johansson, 1993). Many viruses co-
opt adsorptive endocytosis mechanisms to invade and infect 
brain endothelial cells and adsorptive transcytosis to invade the 
brain (Marsh, 1984; Chou and Dix, 1989; Schweighardt and 
Atwood, 2001). These processes may also be related to diape-
desis as many of the events of immune cell passage across the 
BBB resemble these endocytic mechanisms. For example, both 
LFA-1 and ICAM, important to immune cell passage across the 
BBB, are glycoproteins. Although adsorptive endocytosis is in 
some sense saturable because of a finite amount of any single 
glycoprotein on a cell surface, it is not easy to demonstrate 
classical saturable kinetics for this process. In fact, excess gly-
coprotein can sometimes further stimulate endocytosis and so 
lead to a paradoxic increase, rather than decrease, in the rate of 
passage across the BBB (Banks et al., 1997). Glycoprotein dis-
tribution on brain endothelial cells is polarized; that is, a gly-
coprotein may be enriched on either the luminal or abluminal 
membranes (Vorbrodt, 1994; Zambenedetti et al., 1996). The 
tight junctions act as a fence to keep the glycoproteins con-
fined to their respective sides of the endothelial cell (Deli et al., 
2005). This means that the movement of a glycoprotein mol-
ecule (or a virus whose coat displays that glycoprotein) can be 
unidirectional as its transcytosis can only be initiated from the 
side of the brain endothelial cell, which contains the ligand’s 
complementary glycoprotein (Villegas and Broadwell, 1993; 
Broadwell, 1989). The possession and distribution of glyco-
proteins similarly dictate which viruses can invade the brain; 
neurovirulent viruses, which invade the brain as free virus (as 
opposed to entering in Trojan horse fashion inside an infected 
immune cell) can do so because they possess a glycoprotein 
ligand capable of binding to the BBB.

4.3.2. CNS to Blood

Traditionally, passage in the brain-to-blood direction (efflux) 
has been neglected. However, efflux often accounts for the 
inability of otherwise effective drugs to accumulate in the 

CNS. Pharmacogenomic studies have suggested that the 
individual variation in efflux mechanisms may explain why 
some individuals are less sensitive to the CNS effects of drugs 
or more sensitive to their toxicities (LÜscher and Potschka, 
2002; Fellay et al., 2002). Efflux mechanisms are important to 
the homeostasis of the CNS, ridding the brain of toxins (Tay-
lor, 2002). The rate of efflux can be, in addition to synthesis 
and degradation, an important determinant of the level of a 
substance produced within the CNS (Chen et al., 1997; Chen 
and Reichlin, 1998; Maness et al., 1998).

4.3.2.1. Non-Saturable

Efflux, like influx, has both saturable and non-saturable 
mechanisms. Transmembrane diffusion occurs for both influx 
and efflux. Other mechanisms, such as bulk flow, are unique 
for efflux.

4.3.2.1.1. Transmembrane Diffusion

Many of the principles that govern influx by transmembrane 
diffusion are also important in efflux. The dramatic role that 
efflux by transmembrane diffusion can play can be illustrated 
by comparing the fate of small, lipid soluble molecules to that 
of a protein after intrathecal administration. Intrathecal appli-
cation of small, lipid soluble molecules, such as anesthetics, 
can have a local effect on spinal cord function but have little 
or no effect on the brain (Bernards, 1999). These substances 
readily cross the brain endothelial cell by transmembrane dif-
fusion and do this as easily in the brain-to-blood direction as 
in the blood-to-brain direction. Therefore, they are cleared 
from the CSF before they are able to reach the brain (McQuay 
et al., 1989). In contrast, proteins such as leptin are too large 
and water soluble to undergo much transmembrane diffusion 
(LeBel, 1999; McCarthy et al., 2002). Leptin can reach the 
brain after intrathecal administration in amounts sufficient to 
produce effects on feeding through the hypothalamus (McCar-
thy et al., 2002; Shyng et al., 1993).

Efflux by transmembrane diffusion can also contribute to 
the poor diffusion of substances within brain parenchyma. 
Diffusion within the interstitial space of the brain is depen-
dent on Brownian motion and the production of metabolic 
free water as driving forces and so is very slow (Cserr, 1984; 
Cserr and Berman, 1978). However, efflux by non-saturable 
(and saturable) mechanisms can further reduce the distance a 
substance will ultimately diffuse. For example, the less lipid 
soluble drug atenolol can diffuse about 3 times further into 
brain tissue than can the more lipid soluble drug acetamino-
phen (de Lange et al., 1993).

4.3.2.1.2. Bulk Flow and CSF Lymphatic Drainage

Bulk flow refers to the reabsoption of CSF into the blood at the 
arachnoid villi (Davson and Segal, 1996a). Any substance dis-
solved in CSF will enter the blood by this mechanism (Jones 
and Robinson, 1982; Pollay and Davson, 1963). In some cases, 
the levels of a substance in blood achieved after injection into 
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the CSF can be sustained longer and at higher levels than after 
an intravenous bolus (Maness et al., 1998; Chen and Reichlin, 
1998; Chen et al., 1997). This is because the central injection acts 
similarly to an intravenous infusion, slowly delivering drug to the 
blood. CSF drains from the brain at the level of the cribriform 
plate into the cervical lymphatic system (Widner et al., 1987; 
Yamada et al., 1991). This may be the dominant route for CSF 
drainage at normal CSF pressures (Boulton et al., 1999). This 
can provide a direct route from the CNS to the cervical lymphat-
ics (Oehmichen et al., 1979), as has been illustrated for gp120, 
the glycoprotein of the human immunodeficiency virus, HIV-1 
(Cashion et al., 1999). This route to the lymphatics may explain 
why substances injected into the brain can produce a different 
immune response than when the substance is injected peripher-
ally (Cserr and Knopf, 1992; Knopf et al., 1995).

4.3.2.2. Saturable Transport

The last decade has seen a huge increase in the interest of efflux 
by saturable mechanisms. Just as efflux by transmembrane dif-
fusion can limit diffusion of a substance within the CNS, so can 
the presence of a saturable efflux transporter (Blasberg, 1977). 
Much of this interest centers around the multi-drug efflux trans-
port systems (Begley, 2004), most notably P-gp. However, other 
efflux transporters for peptides, proteins, endogenous substances, 
and drugs are known to play important roles in physiology and 
disease (Drion et al., 1996; Martins et al., 1997; Mealey et al., 
2001). For example, peptide transport system-1 is a major regula-
tor of brain levels of methionine enkephalin, an endogenous 
opiate, that suppresses voluntary ethanol drinking (Plotkin et al., 
1998). Depression and recovery of peptide transport systems-1 
with ethanol drinking may relate to alcohol withdrawal seizures 
(Banks and Kastin, 1994; Banks and Kastin, 1989). IL-2 is cur-
rently the only cytokine known to be transported by a saturable 
efflux system; some have postulated this transporter may be P-
gp. Poor accumulation of protease inhibitors, antibiotics, AZT, 
anti-cancer drugs and many other substances occurs because of 
efflux systems (Fellay et al., 2002; Glynn and Yazdanian, 1998; 
King et  al., 2001; Lee et al., 1998; LÜscher and Potschka, 2002; 
Masereeuw et al., 1994; Spector and Lorenzo, 1974). Impaired 
efflux of amyloid β protein, the protein believed to cause 
Alzheimer’s disease, develops with aging in mice which over-
express amyloid precursor protein, thus promoting further accu-
mulation within brain of amyloid β protein (Ghersi-Egea et  al., 
1996; Banks et al., 2003; Deane et al., 2004). Evidence suggests 
that impaired transport develops in humans as well and so may be 
a major mechanism for induction of Alzheimer’s disease (Tanzi 
et al., 2004; Shibata et al., 2000).

4.4. Neuroimmune Interactions

The above discussion of BBB fundamentals is tailored 
towards understanding the role of the BBB in neuroimmune 
interactions. Below are specific examples of how the BBB is 
involved in neuroimmune interactions.

4.4.1. Receptors that are Expressed on BBB 
for Receptor: Ligand Interactions

An important distinction for understanding the function of the 
BBB is that of receptors vs transporters. The term receptor 
has undergone a transformation of its usage since its intro-
duction in the late nineteenth century when it was first used 
to denote some physiological function. Eventually, the term 
receptor was used to denote a physical binding site through 
which a drug or hormone could exert its effects on a cell. In 
the 1980s, a distinction was made between receptor and bind-
ing sites, the former being coupled to intracellular machinery 
that translated its binding into a cellular effect. Binding sites 
on the brain endothelial cell can represent transporters, but 
they can also represent traditional receptors, that is, binding 
sites coupled to intracellular machinery. For example, brain 
endothelial cells have both insulin receptors and transport-
ers. As a result, insulin is transported across the BBB to exert 
effects inside the CNS, but insulin also alters a number of 
functions of the brain endothelial cell. As examples of the 
latter, insulin alters the BBB transport of AZT (Ayre et al., 
1989), tryptophan (Cangiano et al., 1983) and leptin (Kastin 
and Akerstrom, 2001) and alters brain endothelial cell alkaline 
phosphatase activity (Catalan et al., 1988). Many in vitro BBB 
studies have assumed that a binding site represents transporter 
function and many in vivo studies are so designed as to not 
consider whether receptors as well as transporters may exist 
at the BBB. However, a great deal of indirect evidence and 
some direct evidence indicates that the vascular BBB and the 
choroid plexus probably possess a large variety of receptors, 
which can alter BBB functions. Besides insulin, substances 
which bind to and alter the function of brain endothelial cells 
include mu opiate receptor ligands (Baba et al., 1988; Vidal 
et al., 1998; Chang et al., 2001), cytokines (Ban et al., 1991; 
Cunningham et al., 1992; van Dam et al., 1996; Vidal et al., 
1998; Moser et al., 2004; Khan et al., 2003), leptin (Kastin 
et al., 2000; Bjorbaek et al., 1998), acetylcholine (Grammas 
and Caspers, 1991), adrenergics (Walsh et al., 1987; Kalaria 
and Harik, 1989), glutamate (Koenig et al., 1992; Krizbai 
et al., 1998), and chemokines (Sanders et al., 1998).

4.4.2. Permeability to Cytokines and Related 
Substances

The BBB is known to transport several cytokines in the 
blood-to-brain direction. For example, the BBB transports 
the IL-1’s, IL-6, and TNF by three separate transport systems. 
Additionally, nerve growth factor, brain derived neurotrophic 
factor, interferons, neurotrophins, and leukemia inhibitory 
factor (Poduslo and Curran, 1996; Pan et al., 1997b; Pan et al., 
1998b; Pan et al., 1998a) are also transported across the BBB. 
In some cases, the same gene which gives rise to a cytokine’s 
receptor also produces the cytokine’s transporter, whereas in 
other cases the receptor and transporter are immunologically 
distinct proteins (Banks and Kastin, 1992; Pan and Kastin, 
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2002). In general, transporters occur throughout the CNS, 
including the spinal cord, although the transport rate can vary 
greatly among CNS regions (Pan et al., 1998b; Pan et al., 
2002; Banks et al., 1994; McLay et al., 1997). Enough cyto-
kine is transported into the brain to affect CNS function. For 
example, IL-1α crosses the BBB at the posterior division of 
the septum where it mediates cognitive impairments (Banks 
et al., 2001).

The cytokine transporters are not static but respond to physi-
ological and pathological events. The transport rates of IL-1 and 
TNF each show diurnal variations (Pan et al., 2002; Banks et 
al., 1998b). The transport rate of TNF is altered in animals with 
experimental allergic/autoimmune encephalomyelitis (EAE), 
spinal cord injury, or blunt trauma to the brain (Pan et al., 1996; 
Pan et al., 1997a; Pan and Kastin, 2001b; Pan et  al., 2003b).

4.4.3. Permeability to Other Neuroimmune 
Substances

Other substances with neuroimmune actions are handled 
by the BBB in a variety of ways. Monoamines are largely 
excluded by the BBB (Hardebo and Owman, 1990; Kalaria 
et al., 1987) and opiates and opiate peptides as a rule enter 
the brain by transmembrane diffusion but are transported by 
saturable systems in the brain-to-blood direction (King et al., 
2001; Elferink and Zadina, 2001; Banks and Kastin, 1990). 
Pituitary adenylate cyclase activating peptide, a member of the 
VIP/secretin/PACAP family, has immune functions (Arimura, 
1992). Transport of its two major forms across the BBB is 
complex, involving both brain-to-blood and blood-to-brain 
components (Banks et al., 1993). Its blood-to-brain transport 
is altered with injury (Somogyvari-Vigh et al., 2000). Some of 
the other immune active substances whose passage across the 
BBB has been investigated are melanocyte stimulating hor-
mone (Wilson et al., 1984), corticotrophin releasing hormone 
(Martins et al., 1996), and enkephalins (Banks et al., 1986; 
Elferink and Zadina, 2001).

4.4.4. Permeability to Immune Cells

As discussed above, immune cells cross the BBB by the highly 
regulated process of diapedesis. The mechanism by which 
immune cells cross the BBB has also been greatly clarified by 
recent work. Two major assumptions about how immune cells 
would enter the CNS have not withstood investigation. The 
first assumption was that immune cells would enter the CNS 
by leaking across a disrupted BBB. However, disruptions to 
the BBB are usually mediated by increased vesicular activity 
in the endothelial cells (Vorbrodt et al., 1995; Lossinsky et al., 
1983; Mayhan and Heistad, 1985). These vesicles of 100 nm 
or so could not accommodate the passage of an immune cell 
10,000 nm in diameter. Even in diseases where there is both 
increased immune cell trafficking into the CNS and a disrupted 
BBB, there is often a mismatch between the site of immune cell 
entry and BBB disruption (Engelhardt and Wolburg, 2004).

The second major assumption is that immune cells would 
cross between opposing endothelial cells taking the paracel-
lular route. However, some cells favor a transcellular route. 
These immune cells tunnel through venular endothelial cells 
leaving the intercellular tight junctions intact (Wolburg et 
al., 2005). This tunneling process is complex and is initiated 
when LFA-1 on an immune cell binds to ICAM on the brain 
endothelial cell. Other paracellular messengers, which likely 
include cytokines, are then released (Male, 1995; Persidsky 
et al., 1997). Protrusions and invaginations of the endothe-
lial cell and protrusions of the immune cell occur, with the 
immune cell possibly using the tight junction as an initial 
anchoring site (Lossinsky et al., 1991). Other ligands which 
have been postulated to play a role in this transcytotic process 
include PECAM, VE-cadherin, members of the JAM family 
and CD99 (Engelhardt and Wolburg, 2004). Some plasma 
inevitably accompanies the passage of the immune cell, which 
can give the appearance of a disrupted BBB (Greenwood et 
al., 1995; Avison et al., 2004; Persidsky et al., 2000).

4.4.5. Permeability to Viruses

Whether a virus is neurovirulent or not depends largely on its 
ability to cross the BBB (Chou and Dix, 1989). This should 
not necessarily be assumed, as viruses could induce neurotox-
icity without themselves crossing the BBB by several mecha-
nisms. For example, shed viral proteins might cross the BBB 
as could circulating cytokines whose release from peripheral 
sources was induced by the virus. However, most neurovir-
ulent viruses seem to do their major damage directly after 
entering and replicating within the CNS. Some viruses can 
replicate within brain endothelial cells and are subsequently 
shed into the CNS (Cosby and Brankin, 1995). Other viruses 
invade the CNS by crossing the BBB (Nakaoke et al., 2005). 
Initial uptake by either route involves events reminiscent of 
adsorptive endocytosis as discussed above. Viral glycoproteins 
bind to brain endothelial cell (or choroid plexus) glycopro-
teins to initiate endocytosis. As with adsorptive endocytosis, 
the virus-containing vesicle is subsequently routed to various 
membrane systems, which can include discharge to the origi-
nal side of uptake or transcytosis. Sialic acid and heparan sul-
fate are common components of the glycoproteins involved in 
viral uptake by the BBB (Schweighardt and Atwood, 2001; 
Banks et al., 2004c). In some cases, the functional glycopro-
tein is known. For example, rabies can bind to acetylcholine 
and nerve growth factor receptors (Schweighardt and Atwood, 
2001). Without an appropriate luminal or basal glycopro-
tein with which to bind to the BBB cell, the virus is largely 
excluded from the CNS.

4.4.6. Secretion of Neuroimmune-Active 
Substances

The brain endothelial cells and the epithelial cells of the 
choroid plexus are capable of secreting a large number of 
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 neuroimmune active substances. These include ILs (Fabry 
et al., 1993; Hofman et al., 1999; Reyes et al., 1999), TNF 
(Lee et al., 2001), nerve growth factor, (Moser et al., 2004), 
endothelin (Didier et al., 2002), monocyte chemoattractant 
peptide (Chen et al., 2001), nitric oxide (Mandi et al., 1998), 
RANTES (Simpson et al., 1998), and prostacyclin (Faraci and 
Heistad, 1998). Some of these substances are secreted sponta-
neously, and many of them can be stimulated with immunoac-
tive substances such as lipopolysaccharide (LPS), bacteria, or 
viral proteins (Reyes et al., 1999; Vadeboncoeur et al., 2003; 
Hofman et al., 1999; Didier et al., 2002). The unique archi-
tecture of the BBB allows it to receive input from one of its 
surfaces and to secrete substances into the other. For example, 
LPS applied to the abluminal surface of brain endothelial cells 
in monolayer cultures will enhance release of IL-6 from the 
luminal surface (Verma et al., 2005).

4.4.7. Modulation of BBB Function by 
 Neuroimmune Substances

Traditionally, neuroimmune modulation has been thought of 
in terms of disruption of the BBB. However, as the review 
above indicates, transporter functions are also vulnerable 
to manipulation by neuroimmune elements. Alterations in 
transport function are likely to be a more common event than 
disruption, as the latter is likely seen only with extreme pathol-
ogy, whereas the former is likely a physiological, as well as a 
pathological, aspect of neuroimmune regulation. Other func-
tions of the BBB, such as brain endothelial cell secretions, are 
also clearly affected by neuroimmune events.

4.4.7.1. Agents that Increase Permeability Through 
the BBB

Disruption was the first BBB function noted to be perturbed 
in neuroimmune disease. However, the review above makes it 
clear that an increase in the BBB permeability can be induced 
for specific agents by increasing their blood-to-brain transport 
rate or inhibiting their brain-to-blood efflux rate.

4.4.7.2. Regulation of BBB Integrity and Tight 
 Junction Function

The classic example of BBB disruption is that seen in multiple 
sclerosis and the animal model of that disease, EAE (Pozzilli 
et al., 1988; Butter et al., 1991; Juhler et al., 1984). LPS and 
treatment with cytokines such as TNF have also been shown 
to induce BBB disruption (Megyeri et al., 1992). As discussed 
above, paracellular (through tight junctions) and transcellular 
mechanisms of transport exist. Although either can underlie 
BBB disruption, classic studies have shown that the major 
cause of increased protein leakage across the BBB for almost 
every kind of insult to the BBB or to the CNS is mediated 
by transcytotic mechanisms (Lossinsky et al., 1983; Vorbrodt 
et al., 1995). Nevertheless, recent advances in understanding 
tight junction assembly and regulation have encouraged many 

to investigate paracellular mechanisms. Both tight junction 
function and transcytosis are regulated events, although it is 
unclear to what extent protein leakage into the brain may be 
altered under physiological conditions. To some extent, para-
cellular and transcytotic routes likely involve some of the 
same cellular machinery, such as the cytoskeleton. TNF is 
known to induce rearrangements in cytoskeletal architecture. 
Additionally, cerebral ischemia, diabetes mellitus, and even 
intense pain are associated with alterations in the expression 
and cellular distribution of tight junction proteins and opening 
of the BBB (Brown and Davis, 2002; Chehade et al., 2002; 
Huber et al., 2002). The importance of regulatory processes 
in BBB disruption is vividly illustrated by the paradoxic find-
ing that maximal disruption does not occur at the time of the 
CNS injury, even when the event is traumatic, but hours or 
days later (Baldwin et al., 1996). It is thought that it is the 
peripheral and central responses, such as cytokine release, to 
CNS injury rather than the CNS injury itself, which results in 
BBB disruption.

4.4.7.3. Regulation of Saturable Transporters

Regulation of both influx and efflux transporters are influ-
enced by neuroimmune events. Additionally, cytokine trans-
porters are also affected by various CNS events.

4.4.7.3.1. LPS and Blood-to-Brain Transporters

LPS increases the transport of cisplatin, insulin, and the HIV-
1 viral coat glycoprotein gp120, but not of TNF or pituitary 
adenylate cyclase activating polypeptide (Banks et al., 1999; 
Minami et al., 1998; Nonaka et al., 2005; Osburg et al., 2002; 
Xaio et al., 2001). LPS affects leptin transport (Nonaka et al., 
2004) through peripheral mechanisms and increases pituitary 
adenylate cylcase activating polypeptide binding to receptors 
on the BBB but does not alter transport. CNS injuries such 
as ischemia or trauma to the spinal cord induce a cascade of 
events, which can affect the transport of neuroimmune sub-
stances across the BBB as discussed below.

4.4.7.3.2. Cytokines and P-gp

Efflux systems are also altered by immune modulators. In 
vitro studies suggest that TNF and interferon gamma regulate 
P-gp (Theron et al., 2003; Stein et al., 1996). Interestingly, 
IL-2 appears to be both a substrate for P-gp and a modulator 
of its activity (Bonhomme-Faivre et al., 2002; Castagne et al., 
2004; Drach et al., 1996). Because P-gp regulates the brain 
concentration of so many drugs and endogenous substances, 
immunomodulation could affect many other responses. 
For example, brain levels of exogenous opiate drugs such 
as morphine (King et al., 2001), endogenous opiates such 
β-endorphin (Kastin et al., 2002), and neurotoxins such as 
cyclosporine (Sakata et al., 1994) would all be expected to be 
increased in patients given IL-2. Immunomodulation of efflux 
systems, therefore, could have a major effect on CNS metabo-
lism and the response to drugs.
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4.5. Role of BBB in Neuroimmune 
Diseases

The above review has emphasized BBB/neuroimmune 
 interactions under normal physiological conditions. However, 
the BBB is intimately involved in neuroimmune diseases as 
well. The BBB can be a target of such disease, its functions 
may be adaptive to disease, or it can be a contributor to the dis-
ease process. Below are some examples of the ways in which 
the BBB is altered in diseases with neuroimmune processes.

4.5.1. TNF Transport and EAE

TNF has a biphasic effect on many neuroimmune processes, 
with too little or too much producing harmful effects (Pan 
et al., 1997c). TNF mediates many of its pathological effects 
through its central receptors and transport of circulating TNF 
is one source of CNS TNF (Gutierrez et al., 1993; Osburg 
et al., 2002; Pan and Kastin, 2002). Induction of EAE is 
 partially dependent on TNF and IL-1 (Schiffenbauer et al., 
2000). Immune cell invasion in general and during EAE in 
particular is dependent on TNF-modulated expression of 
ICAM and VCAM on brain endothelial cells and of LFA-1 on 
immunocytes (Male, 1995; Barten and Ruddle, 1994). Finally, 
the saturable transport across the BBB of TNF itself is greatly 
increased in EAE (Pan et al., 1996).

4.5.2. CNS Injuries and Cytokine Transport

As noted above, CNS injuries can produce a disruption of the 
BBB, but this disruption is temporally dissociated from the injury 
(Pan et al., 1997a; Baldwin et al., 1996; Banks et al., 1998a). This 
dissociation is because the disruption is the consequence of the 
reactions to injury rather than to injury itself. Not surprisingly, 
then, CNS injuries can also produce complex alterations in the 
BBB transport of cytokines. Besides the example of TNF in EAE 
given above, TNF transport is also increased in spinal cord injury 
(Pan et al., 1997a; Pan et al., 2003b; Pan and Kastin 2001b). This 
increase is neither confined to the site of injury, homogeneous 
through out the CNS, nor related to the disruption pattern of the 
BBB (Pan et al., 2005; Pan et al., 1997a; Pan and Kastin, 2001b). 
It is also temporally and regionally independent of the changes 
in BBB transport rates of other cytokines and immunoactive sub-
stances whose transport rates are also altered with CNS injury 
(Banks et al., 1998a; Pan et al., 1998b). The pattern also is depen-
dent on the type of CNS injury (Pan and Kastin, 2001b).

4.5.3. Antiretrovirals and the BBB

A major problem in treating viruses that can invade the CNS, 
such as HIV-1, is that antiretrovirals often cross the BBB poorly 
(Thomas, 2004). The major problem, however, is not that these 
substances are especially limited by their rate of transmembrane 
diffusion, but that they are nearly all substrates for efflux sys-
tems. For example, AZT is 16 times more lipid soluble than 

sucrose and so should cross much more rapidly, but actually 
crosses at the same rate (Wu et al., 1998). AZT is a ligand for at 
least two efflux systems (Masereeuw et al., 1994; Takasawa et al., 
1997; Wang and Sawchuck, 1995) and the protease inhibitors 
are all substrates for P-gp (Lee et al., 1998). P-gp is expressed 
by immune and other cells as well with three major phenotypic 
clusters in humans. Those with higher expression of P-gp, and 
therefore less able to accumulate protease inhibitors in tissues, 
are more resistant to treatment for HIV-1 (Fellay et al., 2002).

4.5.4. Immune Cell Invasion

Immune cell trafficking into the CNS is important in mediating 
neuroimmune diseases. Immune cell invasion is an early event 
in multiple sclerosis and EAE (Wolburg et al., 2005). Infected 
immune cells are a mechanism by which HIV-1 (Koyanagi 
et al., 1997; Nottet et al., 1996) and perhaps prions (Klein et al., 
1997) invade the CNS.

Immune cell passage across the BBB is, in turn, affected 
by immune modulators. LPS and the HIV-1 immunoactive 
protein Tat increase expression by brain endothelial cells of 
ICAM and VCAM (Pu et al., 2003; Nottet et al., 1996) and 
monocytes treated with LPS have an increased rate of pas-
sage across the BBB (Persidsky et al., 1997). In vitro studies 
suggest that these events may be mediated through IL-1β and 
IL-6 (De Vries et al., 1994).

4.5.5. Efflux of NeuroAIDS-related Proteins 
and Cytokines

Because the BBB prevents the effective accumulation of many 
of the antivirals, the CNS can act as a reservoir of virus. This 
reservoir could potentially reinfect the peripheral tissues. 
The CNS-to-blood movement of HIV-1 has not been inves-
tigated, but movement of two of its proteins has been. The 
coat glycoprotein gp120 is cleared by non-saturable mecha-
nisms (Cashion et al., 1999). However, it has a propensity to 
be reabsorbed predominately by nasal drainage. As a result, 
it drains by way of lymphatic vessels directly to the cervi-
cal lymphatic nodes. If whole virus also takes this route, then 
that means that lymph nodes could be directly reinfected with-
out the virus having to enter the circulation where it could be 
exposed to antiviral agents.

A CNS reservoir of virus could affect the peripheral immune 
system by a mechanism, which does not involve reinfection of 
peripheral tissues. Tat, like gp120, is also reabsorbed with the 
CSF into the blood by a non-saturable mechanism (Banks 
et al., 2005b). Proteins that are enzymatically resistant in 
blood, such as Tat, gp120, and cytokines, can achieve high 
levels in blood even when their only source is the CSF. Pro-
duction of these proteins within the CNS with subsequent 
reabsorption with the CSF into blood could be a way in which 
CNS virus produces toxic effects at peripheral tissues.

To date, IL-2 is the only cytokine known to be transported 
from the brain to the blood by a saturable transporter (Banks 
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et al., 2004b). This transporter, along with binding to plasma 
proteins and robust degradation by the BBB or CNS, effec-
tively prevents much IL-2 from entering the brain. Evidence 
suggests that this transporter is likely P-gp. P-gp activity is 
decreased with HIV encephalitis (Persidsky et al., 2000) and 
this could lead to blood-borne IL-2 entering the CNS. Chronic 
IL-2 administration induces stereotypic behaviors and is used 
in an animal model of schizophrenia (Zalcman, 2001; Zalcman, 
2002). Therefore, an enhanced entry of IL-2 is one  mechanism 
by which HIV-1 could induce behavioral changes.

Summary

The BBB intimately interacts with cells and their secretions that 
are in both the CNS and periphery. Some neuroimmune sub-
stances, exemplified by cytokines, can cross the BBB directly 
and also have direct effects on the BBB. The BBB is itself a 
source of neuroimmune substances and can receive signals from 
one side, for example the brain side, and release substances in 
response to that signal from its other side. The passage of immune 
cells across the BBB is a highly regulated event as is the passage 
of viruses and viral particles. Overall, the BBB is an important 
component of the neuroimmune axis and the only component, 
which is simultaneously physically in both the peripheral and 
central compartments of the neuroimmune system.

Review Questions/Problems

1. The major cell type comprising the vascular blood-brain 
barrier is:

a. epithelial
b. endothelial
c. muscle
d. adipose
e. a and c

2. Characteristics of the vascular blood-brain barrier are:

a. tight junctions
b. increased vesicular activity in the blood-to-brain direction
c. a reduced number of saturable transport systems
d. a and b
e. a and c
f. b and c

3. The neurovascular unit:

a. would not include circulating immune cells or their 
products

b. would include circulating immune cells and their products
c. would exclude pericytes
d. is primarily concerned with vagal control of cerebral 

blood flow
e. is not relevant to mammalian physiology

4. Current evidence best supports a model by which 
immune cells cross the BBB by:

a. crossing a blood-brain barrier that is already disrupted
b. tunneling between brain endothelial cells (paracellular 

pathway)
c. tunneling through brain endothelial cells (transcytotic 

pathway)
d. occurs only in disease states
e. a and d
f. b and d
g. c and d

5. Passage of substances from the CNS to the blood can 
occur by which pathway(s)

a. transmembrane diffusion
b. endocytosis by vascular epithelial cells
c. with reabsorption of the cerebrospinal fluid
d. a and b
e. a and c
f. b and c

6. Which statement is false about cytokines and the blood-
brain barrier:

a. a blood-to-brain saturable transport system has been 
described for IL-6

b. cytokines can disrupt the blood-brain barrier
c. cytokines are secreted by brain endothelial cells
d. a hallmark of cytokine transporters is their lack of 

change with CNS diseases
e. cytokines can cross the blood-brain barrier in amounts 

that can affect CNS function

7. Viruses can cross the blood-brain barrier

a. by infecting immune cells which then cross the blood-
brain barrier

b. by crossing as free virus
c. by first attaching to brain endothelial cell glycoproteins
d. by first attaching to receptors on brain endothelial cells
e. all of the above

8. P-gp is

a. a blood-to-brain saturable transport system
b. is a vesicular-mediated mechanism of crossing the brain 

endothelial cell
c. has protease inhibitors as substrates
d. does not transport opiate peptides
e. is not modulated by IL-2
f. all of the above

9.  The major reason that the antiviral AZT has limited 
uptake by brain is:

a. it is too lipid insoluble to cross by transmembrane dif-
fusion

b. it is a P-gp substrate
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c. it is too unstable in blood
d. it is transported out of the brain
e. it binds too strongly to immune cells

10.  From the list below, the one largely excluded from the 
CNS by the BBB is:

a. monoamines
b. cytokines
c. immune cells
d. opiates
e. viruses
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5.1. Introduction

The goal of this chapter is to introduce the immune response 
processes and mechanisms that occur in different compartments 
of the eye. This is done to explain the relationship between ocu-
lar anatomy and immunogenic inflammation, and to understand 
the consequences of ocular immune system’s malfunction.

5.2. Anatomy and Physiology

The eye is an organ that transmits light from the surround-
ing environment onto the retina. The cornea, iris, and crys-
talline lens cooperate to form a focused image on the retina. 
The neurons of the retina capture the image and encode it for 
accurate transmission via the optic nerve to the visual centers 
in the brain. Figure 5.1 shows a horizontal cross-section of the 
human eye. Light entering the eye is refracted by the cornea 
and the crystalline lens, and is aperture-limited by the iris. The 
lens is suspended by a ring of thin fibers (zonules) that are 
attached to a membrane encapsulating the lens. Its refractive 
power can be adjusted by contraction or relaxation of a muscle 
ring called the ciliary muscle. This allows one to focus on an 
image as the object’s distance from the observer varies.

The lens separates the anterior and posterior chambers. 
Thus, the eye contains 3 compartments: anterior chamber 
(AC), posterior chamber and vitreous cavity. The AC is a 
space between the iris and the cornea, which is filled with 
aqueous humor. On average, it is 3 mm deep, with a volume of 
about 250 µL. The posterior chamber is also filled with aque-
ous humor; its location is posterior to the iris and ciliary body 
and anterior to the lens and the vitreous face. The largest com-
partment of the eye is the vitreous cavity, which is filled with 
vitreous gel. Its average volume is 6 mL. This compartmental 
division is a practical one. It is used extensively in clinical 

practice of ophthalmology. Differential diagnosis of a large 
number of infectious and inflammatory disorders is based on 
the anatomic location of the process. It is also closely related 
to the main purpose of this chapter to describe the immune 
processes taking place in different compartments of the eye.

5.3. Anterior Chamber

5.3.1. Anatomy and Physiology

The cornea serves as the front part of the AC of the eye. 
Its exterior is covered by the precorneal tear film, which 
lubricates, nourishes and protects the corneal surface. The 
iris and the pupil represent the posterior border of the AC. 
The AC angle is an important structure which is comprised 
of: Schwalbe’s line, Schlemm’s canal and trabecular mesh-
work, scleral spur, anterior border of the ciliary body and 
the iris (Figure 5.2). Aqueous humor that fills the AC is 
produced by the ciliary epithelium located in the posterior 
chamber. The fluid flows through the pupil and is drained 
by the trabecular meshwork into Schlemm’s canal and sub-
sequently into the episcleral vessels. This passage is named 
the conventional pathway. Aqueous humor is also drained by 
a uveoscleral pathway across the ciliary body into the 
supraciliary space.

5.3.2. Anterior Chamber Associated Immune 
Deviation (ACAID)

The phenomenon of immune privilege was initially 
described by Dooremal in 1873 (van Dooremal, 1873). He 
noticed that tumor cells injected into the AC of the eye 
formed growing tumors unlike tumor cells injected into 
skin or other organs. Medawar discovered that transplants 
between genetically different individuals usually were 
destroyed due to the ability of the immune system to detect 
alien molecules on the graft. However, skin grafts placed in 
the AC of the eye and in the brain of rabbits survived much 
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Figure 5.1. Horizontal cross-section through the human eye, showing the principal structures referred to in the text. (Illustration from 
 “Ocular Anatomy, Embryology and Teratology” 1982, used with permission from Williams and Wilkins, Philadelphia, PA.)

Figure 5.2. Drawing of the structures of the angle of the AC and ciliary body. SL, Schwalbe’s line; SS, scleral spur; IP, iris process; TM, tra-
becular mashwork; C, cornea; I, iris; SC, Schlemm’s canal; S, sclera; CB, ciliary body; Z, zonular fibers. (Illustration from “Ocular Anatomy, 
Embryology and Teratology” 1982, used with permission from Williams and Wilkins, Philadelphia, PA.)

longer. Medawar called the AC of the eye and the brain 
“immune privileged sites.” In 1948 Medawar’s fundamental 
work explained that immune privilege was a special circum-
stance where the laws of  transplantation immunology did 

not apply (Medawar, 1948). Immune privilege was defined 
as a prolonged, sometimes indefinite, survival of organ 
or tissue grafts at special body/organ sites (Barker and 
Billingham, 1977). Additional examples of such immune 
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privileged sites would be the cornea, lens, vitreous cavity, 
and subretinal space; testis, ovary, adrenal cortex, pregnant 
uterus, and certain tumors.

Anatomic structures were considered key elements of immune 
privilege in earlier studies. The existence of a blood-tissue barrier 
and the absence of afferent lymphatic drainage pathways led 
to the belief that antigens of the grafts placed in immune privi-
leged sites remained physically sequestered from the immune 
environment. As such, the immune system never became 
aware of them. However, later studies demonstrated that the 
maintenance of immune privilege is actually a dynamic pro-
cess combining immunoregulatory forces combined with ana-
tomic structure to allow the survival of grafts in privileged 
sites (Niederkorn et al., 1980; Niederkorn 1990; Ksander and 
Streilein, 1993; Tompsett et al., 1990; Streilein, 1995). In 
other words, the blood-brain and blood-ocular barriers exist, 
but their creation and existence are actively maintained. The 
list of factors responsible for the ocular immune privilege is 
presented in Table 5.1.

It is now recognized that both active and passive factors 
of immune privileged sites contribute to their status. It has 
been known for over 100 years that the AC of the eye pos-
sessed qualities allowing a long-term survival of tissue and 
tumor grafts (van Dooremal, 1873). In the late 1970s Kaplan 
and Streilein discovered that antigenic cells placed into the 
AC were not only detected by the immune system, but also 
elicited a downregulation of alloimmune responses (Kaplan 
et  al., 1975; Kaplan and Streilein, 1977).

It became clear that antigens are not physically sequestered 
from immune recognition in the AC, but that the consequence 
of their detection is a deviation from the expected immune 
response. Although AC injection of allogeneic lymphoid cells 
aroused the humoral arm of the immune response resulting in 
the production of antibodies against donor histocompatibility 
antigens, the cell-mediated component was impaired. Studies 
in the early 1980s led to the knowledge that a wide variety of 
antigens (alloantigens, tumor-specific antigens, soluble protein 
antigens, haptens, viral-encoded antigens) placed in the AC of 
mice produced a similar deviant pattern of systemic immune 
responses. Niederkorn, Streilein, and Shadduck coined 
the term Anterior Chamber Associated Immune Deviation 
(ACAID) to designate this unusual response (Niederkorn et al., 

1980). From multiple studies it became clear that ACAID is 
an antigen-specific systemic immune response to eye-derived 
antigens, a response that represents a selective deficiency of 
T cell functions that mediate delayed hypersensitivity to the 
antigen (Th1 cells), and B cells that secrete complement-fixing 
antibodies. However, this systemic immune response retains 
primed, clonally expanding cytotoxic T cell precursors and 
B cells that secrete IgG1, a noncomplement-fixing antibody. 
Lymphoid tissues of mice with ACAID contain three popula-
tions of regulatory T cells: CD8+ T cells suppressing expres-
sion of delayed hypersensitivity; CD4+ T cells suppressing the 
induction of Th1 cell responses; and CD8+ T cells that inhibit 
B cells from switching to IgG  isotypes that fix complement.

In late 1980s experiments with samples of AC’s aqueous 
humor showed that it possessed some immunomodulatory 
properties, but these properties were not global, i.e., aqueous 
humor does not inhibit all immune reactions (Kaiser et al., 
1989). Suppression of the following phenomena by aqueous 
fluid was found:

1.  Activated macrophage production of nitric oxide and 
 reactive oxygen intermediate (Taylor et al., 1998).

2. Neutrophil-mediated lysis of target cells (Miyamoto et al., 
1996).

3.  Lysis of target cells by natural killer (NK) cells (Apte and 
Niederkorn, 1996).

4.  Conventional antigen-presenting cell (APC) activation of 
Th1-type cells in-vitro (Takeuchi et al., 1999).

5. C1q from binding to antibody-coated erythrocytes.
6.  C3 cleavage to C3b via the classical or the alternative 

 complement pathways (Goslings et al., 1998).

As we learn more about the ocular immunosuppressive envi-
ronment, the list of immuneomodulatory molecules and fac-
tors within aqueous humor continues to grow.

Streilein and Kaplan have discovered that the spleen plays 
a crucial role in the immune deviation phenomena in rats 
(Streilein and Kaplan, 1979). This was confirmed in later 
experiments in mice (Streilein and Niederkorn, 1981; Wil-
banks et al., 1991). Following an injection of the heterologous 
protein antigen ovalbumin (OVA) into the AC, an ACAID-
inducing signal (AIS) is released to the blood stream. For 
example, when naïve mice received intravenous injection of 

Table 5.1. Factors responsible for ocular immune privilege.

Passive Active: soluble factors Active: cell-surface factors

Blood-tissue barrier Transforming growth factor-β2 CD95 ligand
Tissue fluids drain IV Alpha-melanocyte stimulating hormone CD55, CD59, CD 46
Deficient lymphatics Vasoactive intestinal peptide 
Reduced expression of major  Calcitonin gene-related peptide 
 histocompatibility class I and II molecules
Reduced antigen presenting cells with altered function Somatostatin 
 Thrombospondin 
 Macrophage migration inhibitory factor 
 IL-1 receptor antagonist 
 Free cortisol 
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blood from mice that had been injected with OVA into the AC 
48 h prior, the naïve mice acquired OVA-specific ACAID. It 
was postulated that eye-derived antigen-bearing antigen pre-
senting cells (APCs) escaped through the trabecular mesh-
work, and cells migrated via the bloodstream to the spleen. In 
the spleen the regulatory cells that mediate ACAID eventu-
ally emerged. These findings indicate that the eye contains 
nascent APCs that pick up the antigen and deliver it to the 
spleen via the blood. The spleen induces ACAID, without 
which, immune privilege in the AC cannot be sustained.

Further understanding of the ACAID phenomenon is 
attributed to Hara et al. who developed an in-vitro generated 
ACAID-inducing signal (Hara et al., 1992). These investigators 
incubated conventional APC (from peritoneal exudate) over-
night in the presence of acid-treated aqueous humor and then 
pulsed with OVA. When injected into naïve mice these APCs 
induced ACAID. Since then, it became possible to perform 
experiments with ACAID-inducing APCs that could be grown 
in vitro. Takeuchi and Streilein conducted series of experi-
ments that led them to conclude that ACAID-inducing APCs 
were formed by pulsing active-TGFβ-2-pretreated-peritoneal-
macrophages with OVA. The principal action of TGF-beta is to 
inhibit activation and proliferation of lymphocytes. It is a fam-
ily of molecules named TGFβ-1, TGFβ-2 and TGFβ-3. Cells 
of the immune system mostly produce TGFβ-1. This family 
inhibits immunologic, inflammatory responses and has immu-
nosuppressive effect. The above-mentioned APCs were capable 
of activating T-cell receptors (TCR) transgenic OVA-specific 
CD4 and CD8 T cells in vitro (Takeuchi et al., 1998; Takeuchi 
et al., 1999). It was found that a universal property of ACAID-
inducing APCs created in vitro is the capacity to deviate naïve 
CD4+ and CD8+ T cells away from their typical differentia-
tion pathway toward a pathway that might enable them to be 
regulators. Normal aqueous humor contains large amounts of 
thrombospondin (a glycoprotein involved in the clotting cas-
cade). The gene controlling the formation of this protein is con-
stantly active in ocular parenchymal cells. Thrombospondin and 
TGFβ-2 may be the key players in creating immune deviation 
when antigens are introduced into immune-privileged sites.

Unique qualities of ACAID-inducing APCs have been ana-
lyzed by many researchers in order to understand their ability to 
alter the function of responding T cells (Takeuchi et al., 1998; 
Faunce et al., 2001; Masli et al., 2002). TGFβ-2 treated peri-
toneal macrophages usually activate Th1 cells, and express 
normal levels of class I and II major histocompatibility proteins. 
However, TGFβ-2 exposed APCs fail to upregulate CD40, and 
they secrete only small amounts of IL-12. IL-12 serves as a 
mediator and an inducer of innate immune responses to intra-
cellular microbes. It also activates NK cells, promotes their 
cytolytic activity and development of Th1 cells. CD40 plays 
various roles in macrophage, dendritic cell, and endothelial cell 
activation. Expression of IL-12 and CD40 is not upregulated 
even in the presence of responding T cells. Interestingly, the 
supernatants of TGFβ-2-treated APCs contain active TGFβ-1, 
which is usually produced by bone-marrow-derived cells.

In addition, treatment with active TGFβ-2 has a profound 
effect on the genetic arrangement of APCs, as discovered by 
a study of macrophage hybridoma #59, which is a labora-
tory–created cell line for immunologic studies (Wetzig et al., 
1982). It is apparent that the thrombospondin gene is an early 
target of TGFβ-2 and is upregulated. Thrombospondin has a 
number of actions that promote the ACAID-inducing proper-
ties of TGFβ-treated APCs: 1) it binds to CD36 on APCs and 
tethers latent TGFβ to the APC surface; 2) it binds to CD47 
on APCs and on responding T cells, potentially forming a cel-
lular bridge that stabilizes the APC/T cell interaction; 3) with 
CD47 on T cells, thrombospondin alters signaling through the 
TCR in a manner that deviates the cell’s functional program; 
and 4) it promotes conversion of latent TGF-β to its active 
form in the environment between APC and T cells.

As mentioned above, the spleens of mice that receive OVA 
into the AC acquire three populations of regulatory T cells. These 
cells are produced within seven days (Wetzig et al., 1982; 
 Niederkorn and Streilein, 1983; Waldrep and Kaplan, 1983; 
Wilbanks and Streilein, 1990). One population is CD4+. When 
it is adoptively transferred into naïve recipients, it suppresses 
the induction of OVA-specific delayed hypersensitivity. A 
second population of regulatory cells is CD8+, which inhib-
its the expression of delayed hypersensitivity. So, generation 
of ACAID correlates with regulatory T cells that suppress 
the induction and expression of delayed hypersensitivity. A 
third population of regulatory CD8+ cells arises following AC 
injection of OVA. This population prevents OVA-specific B 
cells from class-switching their immunoglobulin isotype to 
the isotypes that fix complement: IgG2a, IgG2b, and IgG3. 
The second population of regulatory cells, efferent CD8+ 
T cells that suppress delayed hypersensitivity expression, has 
gained a lot of attention because of its uniqueness to ACAID. 
These cells are relatively easy to detect and evaluate. They 
can be evaluated systemically by transferring large numbers 
of spleen cells intravenously into mice previously sensitized 
to OVA and challenged for delayed hypersensitivity a few 
hours later. The regulator cells can be also evaluated locally 
in a “local adoptive transfer reaction” in which putative regu-
lator cells are mixed with OVA-specific T cells and antigen, 
and the mixture is injected intradermally into the ear pinnae 
of naïve mice. Thus, researchers have been able to elucidate 
a mechanism of ACAID by demonstrating the production of 
T regulatory cells that inhibit the local expression of delayed 
hypersensitivity.

In order to induce immune deviation only two cells need to 
interact: the “tolerogenic” APC and the T cell. These two cells 
interact under the influence of innate immune cells within the 
lymphoid organs. It has been found that ACAID does not occur 
in the absence of gamma/delta T cells, (Skelsey et al., 2001; 
Xu and Kapp, 2001), natural killer T (NKT) cells (Sonoda 
et al., 1999), or B cells (D’Orazio et al., 1998a). The innate 
cells that have been most exclusively studied are the APC and 
NKT cells. The NKT cell is important in peripheral tolerance 
induction in association with the AC (Sonoda et al., 1999). 
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The antigen-transporting cells may direct the multicellular 
organization of the innate cells (specifically, NKT cell) with 
the appropriate adaptive immune cell precursors. The soluble 
factors secreted by the antigen-transporting cell recruit spe-
cific cell types and factors to create an immunosuppressive 
environment favorable to the induction of tolerance. The anti-
gen that is injected into the AC is carried from the eye by the 
indigenous APCs. These transporting APCs are unique, pos-
sibly because they are bathed in eye-specific immunosuppres-
sive factors that induce their special phenotype. It has been 
shown that the eye-derived macrophages selectively increased 
the chemokine MIP-2 (Faunce et  al., 2001). While MIP-2 
was previously thought to be a neutrophil chemoattractant, it 
was found that that MIP-2 was a strong chemoattractant for 
NKT cells as well. NKT cells are absolutely required for the 
 development of the efferent T regulator cell in ACAID. When 
NKT cells were removed by use of antibodies in vivo, or when 
NKT deficient mice were used, the efferent T regulator cells 
were not generated (D’Orazio and Niederkorn, 1998b).

5.3.3. ACAID and Other Forms of Immune 
Regulation and Tolerance

Immunologic tolerance is defined as unresponsiveness to an 
antigen and it is induced by prior exposure to that antigen. 
When specific lymphocytes encounter antigens, three pos-
sible outcomes may follow: the lymphocytes are activated, 
leading to immune responses; the lymphocytes are inacti-
vated or eliminated, leading to tolerance; or the antigen is 
ignored. Different forms of the same antigen may induce 
an immune response or tolerance or may elicit no response. 
Tolerance comes in many forms. Central tolerance ensures 
that the repertoire of mature lymphocytes cannot recognize 
ubiquitous self antigens, which are antigens most likely to be 
present in the degenerative lymphoid organs. This mechanism 
is mainly responsible for the elimination of self-reactive lym-
phocytes from the mature repertoire, and thus for self/nonself 
discrimination and therefore suppression of autoimmune dis-
ease. Peripheral tolerance, also called “active tolerance,” is 
induced by recognition of antigens without adequate levels 
of the costimulators that are required for lymphocyte acti-
vation. T cell activation requires not only the recognition of 
antigen, but also the recognition of costimulators. These are 
also called “signal 2.” If costimulators are not present while 
the antigen is being recognized, T cell anergy occurs. This 
also occurs in response to persistent and repeated stimulation 
by self-antigens in the peripheral tissues.

ACAID is a special form of peripheral tolerance. About 98% 
of the antigen that is inoculated into the eye is carried into the 
bloodstream within 6 h of injection (Wilbanks and Streilein, 
1989). It was suggested that ACAID is just a manifestation of 
intravenously induced tolerance. However, ACAID was dem-
onstrated to be distinctly different from intravenously induced 
tolerance. Intravenous tolerance is mediated by a CD8+ affer-
ent T suppressor/regulator cell, and in intravenous tolerance 

no regulatory efferent T cell is generated (Heuer et al., 1982). 
In ACAID, the afferent regulatory T cell is CD4+ and the 
efferent regulator is CD8+. Further, ACAID does not occur 
in mice that are deficient in NKT cells. Intravenously induced 
tolerance to the same antigens can be induced readily in NKT 
cell knockout (KO) mice (Sonoda et al., 1999).

Both ACAID and oral tolerance produce efferent CD8+ 
T regulator cells that are dependent on intact NKT cells. 
While low dose oral tolerance and ACAID correlate with the 
presence of efferent CD8+ regulatory cells, the cells are not 
functionally identical. The efferent T cells of oral tolerance 
respond to antigen by secreting IL-10 and TGF-β, whereas 
the efferent T suppressor cells of ACAID secrete TGF-β only 
(Weiner, 1997). However, NKT cells are needed for both 
forms of CD8+ T regulatory cell-mediated tolerance.

Can we learn whether ACAID is central or peripheral 
 tolerance by examining the T helper cells that are involved? 
T helper cells were found to comprise two functionally dis-
tinct types (type 1 and 2) (Mosmann and Coffman, 1989; 
Mosmann, 1992). Th1 cells responded to antigen stimula-
tion by secreting IL-1 and IFNγ. Th1 cells mediate delayed 
hypersensitivity reactions, and promote the switch of B cells 
to Ig isotypes that fix complement (IgG2a/b, IgG3 in mice). 
Th2 cells respond to antigen stimulation by secreting IL-4, 
IL-5, IL-6, IL-10, and IL-13, but they fail to secrete IFNγ. 
Th2 cells promote humoral responses rich in noncomplement–
fixing IgG1, IgA, and IgE antibodies. Also, Th1 and Th2 cells 
are able to cross-regulate each other: Th1 cells suppressing 
Th2 cells and vice versa. Cross-regulation of Th1 and Th2 
cells has been called “immune deviation.” It was specu-
lated that ACAID is a Th2 response evoked by an unusual 
route of antigen delivery (the eye). It has been reported 
that mice genetically deficient in IL-10 production fail to 
acquire ACAID (D’Orazio and Niederkorn, 1998). Some 
experiments dispute the idea that ACAID is a Th-2 medi-
ated response (Streilein et al., 2001). It is currently thought 
that ACAID represents a unique form of tissue-depen-
dent regulation of systemic immunity that resembles, but 
is mechanistically different from tolerance induced by some 
other routes and procedures. ACAID is a form of periph-
eral tolerance, unlike central tolerance, where clonal dele-
tion and/or anergy occur within the thymus. Once induced, 
ACAID persists for a very long period of time. ACAID is an 
actively acquired and actively maintained manifestation of 
ocular immune privilege.

5.3.4. ACAID, Ocular Immune Diseases, 
and Implications for Therapy

ACAID may have either beneficial or deleterious effects on 
ocular inflammatory disease. Ocular inflammation that is 
elicited by Tcell-mediated delayed hypersensitivity and by 
compliment fixing antibodies that impair or destroy vision. 
ACAID tries to protect the eye from such injury by selec-
tively suppressing innate (production of phagocytic cells and 



44 Leila Kump and Eyal Margalit

NK cells, blood proteins and cytokines) and adaptive (lym-
phocyte and antibody production) immune responses of the 
intense proinflammatory type (when large amounts of pro-
inflammatory cytokines are present and are ready to excite 
inflammation). For certain infectious pathogens the entire 
array of immune defense mechanisms is mobilized in order to 
eliminate the exciting agent. If immune privilege and ACAID 
prevail, resistance to infectious agents cannot be mediated by 
delayed hypersensitivity T cells and by complement-fixing 
antibodies because these components are not active in such 
an environment. In this situation the eye faces a dilemma: 
whether to sustain immune privilege and prevent intraocular 
inflammation, thus risking the infection to ruin the eye, or 
withdraw immune privilege and kill the pathogen, but risk the 
eye destruction from uncontrolled inflammation.

Thus, immune privilege and ACAID could have both posi-
tive and negative effects in the eye. So what is the role of 
such a mechanism? ACAID might play a role in protecting 
the eye against autoimmune attack directed at strong ocular 
autoantigens such as arrestin, interphotoreceptor retinol bind-
ing protein, and rhodopsin.

Some speculate that ACAID-based immunotherapy may 
be beneficial in immune-mediated diseases of the eye and 
a variety of other organs. This is due to the fact that the 
immune deviation of ACAID produces T regulatory cells 
that are effective in inhibiting both Th1 and Th2 responses 
(both primary and secondary responses). Cd1d-reactive NKT 
cell-dependent tolerance or ACAID induced by inoculation 
of antigen into the eye may contribute to self-tolerance and 
prevention of autoimmune responses in organs and tissues 
in general.

There are reports of correlations of defective or deficient 
NKT cells in a number of autoimmune diseases in mice and 
humans (Sumida et al., 1995; Baxter et al., 1997, Wilson 
et al., 1998; Illes et al., 2000; Mieza et al., 1996; Zeng et al., 
2000; Shi et al., 2001; Nagane et al., 2001). In humans, 
diabetes, systemic sclerosis, myasthenia gravis, and multiple 
sclerosis and in mice, a lupus model, are associated with 
NKT cell deficiencies. It was demonstrated that the adop-
tive transfer of NKT cells prevented diabetes in NOD mice. 
However, it is not clear whether the effectiveness of this 
treatment was actually due to the establishment of immune 
deviation of Tr cell-mediated active tolerance.

It is known that ACAID contributes to ocular tumor sur-
vival and long-term survival of orthoptic corneal allografts. 
Some experiments showed that removal of NKT cells pre-
vented the continued acceptance of ocular tumors and caused 
the elimination of the immune privilege of the eye. Without 
functioning NKT cells, mice were not able to accept orthoptic 
corneal allografts for prolonged periods of time (Sonoda et al., 
2002). This data demonstrates the essential role of NKT cells 
in the generation of ACAID. New information about ACAID 
may lead to application of ACAID mechanisms in prevention 
and treatment of immune-mediated inflammatory diseases in 
humans.

5.4. Retina

5.4.1. Anatomy

A more complete coverage of this topic appears in Chap. 11 
of this book. In short, the retina is a thin transparent layered 
structure lining the posterior eye wall. The main cell types 
include photoreceptors (rods and cones), which capture the 
light; bipolar and ganglion cells, which pass the visual signal 
on toward the optic nerve, and horizontal and amacrine cells, 
which provide lateral interactions among cells in neighbor-
ing locations. Figure 5.3 demonstrates a diagram of cross-
sectioned retinal layers (A), a preparation of normal donor 
retina (B), and tissue from a donor who suffered from a retinal 
degeneration, causing the disappearance of the photoreceptor 
layer (C).

The layers of normal cross-sectioned retina (from outer to 
inner retina) are:

– Retinal pigment epithelium (RPE) and its basal lamina
–Rod and cone inner and outer segments
–Outer nuclear layer
–Outer plexiform layer
–Inner nuclear layer
–Inner plexiform layer
–Ganglion cell layer
–Nerve fiber layer
–Internal limiting membrane

A single layer of RPE cells fulfills the role of sustaining the 
metabolism of the photoreceptors: The metabolic level of 
the photoreceptor outer segments is among the highest in the 
human body. RPE cells supply nutrients and oxygen, regener-
ate phototransduction products, and digest debris shed by the 
photoreceptors.

Photoreceptors, the cells capturing the incoming light, come 
in two main classes: rods, whose high internal gain allows 
vision at very low light levels, and cones, in short, medium, 
and long wavelength types to allow color perception. In both 
classes of cells the actual light capture and conversion takes 
place in the outer segment—visible as a band with long/thin 
elements (rods) toward the left edge and shorter/stubbier ele-
ments (cones) in the center of Figure 5.3B. The cell’s inner 
segment, located in the outer nuclear layer (ONL), provides the 
transduction to secondary neurons and regulates cell function.

The outer plexiform layer (OPL) contains the contacts 
between photoreceptors, horizontal and bipolar cells, allow-
ing the first stage in retinal image processing to take place. 
This processing provides coupling between neighboring rods 
and/or cones, allowing for the smooth transition between rod 
and cone function during light/dark adaptation and for dealing 
with differences, and rapid changes, in local illumination. The 
inner nuclear layer (INL) contains the cone and rod bipolar 
cells. Cone bipolar cells form the first stage of image pro-
cessing in the visual system, combining output from different 
cone types for color processing. In the periphery, they gather 
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information from multiple cones, and save image transmis-
sion bandwidth by reducing resolution. All rod bipolar cells 
receive input from multiple rods, allowing reliable signal pro-
cessing at very low light levels. Also located in the INL are 
the cell bodies of horizontal and amacrine cells.

In the inner plexiform layer (IPL), extensive interactions 
take place through synaptic contacts: between bipolar cell 
axons and retinal ganglion cell dendrites; between rod and 
cone on-bipolar cells through rod amacrine cells (thus merg-
ing the rod output signals into the cone pathway); between 
amacrine, ganglion, and bipolar cells (providing inhibitory 
feedback to strengthen ganglion cell properties); and between 
bipolar cells and interneurons (performing a feedback func-
tion between neighboring bipolar cells).

The ganglion cell layer (GCL) contains the cell bodies of 
retinal ganglion cells, with their axons running across the reti-
nal surface (nerve fiber layer) toward the optic nerve head, and 
on through the optic nerve to the lateral geniculate nucleus 
in the mid-brain. The inner retinal blood supply (outside the 
foveal avascular zone), the nerve fiber layer, and a thin mem-
brane (the inner limiting membrane) form the most superficial 
retinal structures.

In addition to the neuronal cell types responsible for visual 
signal transmission the retina has several types of supporting 
cells, similar in function to the RPE cells supporting the pho-
toreceptor outer segments. The most important of these are the 
Mueller cells, whose principal role appears to be to buffer and 
balance electrolyte concentrations in the extracellular space, 
in response to the activity of the retinal neurons, especially 
photoreceptors.

Figure 5.3C shows a cross-section of the retina, but this 
tissue came from a donor who had lost useful vision due to a 
retinal degeneration. There is a complete loss of photorecep-
tor outer segments, the almost complete absence of cells in the 
ONL (i.e., photoreceptor inner segments). However, the inner 
retinal cells are preserved in substantial numbers.

5.4.2. Anatomy and Physiology: Retino-Cortical 
Pathway

The eye and the central nervous system are connected through 
the fibers of the optic nerve. These fibers, with a diameter of 
about 1 µm, are actually the axons of retinal ganglion cells. 
Inside the eye, the fibers run along the retinal surface toward 

Figure 5.3. A: Schematic representation of the cell layers in the retina. Light entering the retina passes through the nerve fiber (9), ganglion 
cell (8), inner nuclear (6)—containing bipolar cells (B), and outer nuclear (4) layers, before being absorbed in the outer segments of the rods 
(R) and cones (C). B: Cross-section through the retina near the fovea, showing healthy photoreceptor outer segments (POS), multiple layers 
of photoreceptor cell nuclei in the outer nuclear layer (ONL; labeled black), bipolar cell nuclei in the inner nuclear layer INL) and ganglion 
cell bodies in the ganglion cell layer (GCL). C: Retina of a patient with a long history of retinal degeneration, and bare light perception in the 
last years of life, showing lack of photoreceptor outer segments and cell bodies in comparison with B. (Illustration from “Neuroprosthetics: 
Theory and Practice,” Chapter 17, 2004. Used with permission from World Scientific Publishing Co.)
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the optic nerve head in a characteristic pattern, such that fibers 
of the upper and lower retinal halves remain separated, and 
fibers close to the horizontal meridian, but far from the nerve 
head, arc away from this line to allow room for fibers originat-
ing closer to the nerve head. This orderly arrangement causes 
the fibers from the foveal area (which form 15–20% of all 
nerve fibers) to be located in the temporal quadrant of the 
optic nerve, at least for the initial portion of its trajectory.

After the axons enter the optic nerve, each fiber is encap-
sulated with a myelin sheath, formed by a class of cells called 
oligodendrocytes; this sheath decreases the membrane conduc-
tance of the axons, increasing the conduction velocity and the 
length over which impulses can be conducted without severe 
attenuation. Only at the so-called Ranvier nodes is the myelin 
sheath interrupted, allowing the impulses to be reinforced by 
virtue of the gating properties of the local membrane.

A cross-section through the human visual pathways can 
be seen in Figure 5.4. One may note that the predominant 
pathway leads from the eye to the lateral geniculate nucleus 
(LGN) of the thalamus, and from there to the occipital part of 
the cortex, while less important numbers of fibers branch off 
to a tectal area, the superior colliculus (SC), and to a number 
of pre-tectal nuclei. We will briefly discuss these subcortical 
pathways below.

The LGN and cortical areas exist in duplicate in the two 
halves of the brain. Each deals with one half of the visual 
world: the optic nerves from the two eyes meet in a struc-
ture called the optic chiasm, where fibers from the two nasal 
retinas cross over to combine with those from the temporal 
retina of the fellow eye; consequently each LGN and cortical 
hemisphere receive visual information from two correspond-
ing retinal halves on their own side, and thus from the contra-
lateral half of the visual field.

The LGN has a layered structure, with layers devoted to 
nerve fibers coming from each eye, and subsequent pairs of 
layers receiving axons of different ganglion cell types. Sig-
nificant interaction between layers does not occur; therefore, 
binocular interactions such as those required for stereopsis do 
not take place until the level of the visual cortex. The gateway 
function of the LGN, which in other mammals such as the 
cat appears to play a crucial role in adaptation and attention, 
and through which signals from the two eyes can mutually 
inhibit each other, is thought to be less prominent in primates, 
including humans. Yet anatomical feedback connections from 
a number of subcortical nuclei onto the LGN are as extensive 
in monkey as in cat, and gating functions related to circadian 
rhythms and other systemic conditions is therefore plausible 
in primates as well.

Figure 5.4. Structure and location of the human primary visual pathways, in relation to other major brain structures. The left cerebral hemi-
sphere, with the exception of the occipital cortex, has been removed; the left LGN is hidden by the optic radiations (arrow). (Illustration from 
“Neuroprosthetics: Theory and Practice,” Chapter 17, 2004. Used with permission from World Scientific Publishing Co.)
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Forward pathways from the LGN lead to the primary visual 
cortex (V1, also called striate cortex; these fibers form the 
optic radiation), but also to higher visual cortical areas and to 
subcortical areas such as the superior colliculus (SC). The role 
of the extrastriate cortical pathways is still a topic of extensive 
investigation; from clinical cases it is evident, however, that 
patients with lesions to the striate cortex retain little or no use-
ful vision. The roles of the tectal pathways, including mutual 
connections between cortical areas, the SC and the pulvinar, 
are also far from completely understood. It is thought, for 
example, that cortical connections with midbrain areas are 
essential for maintaining and shifting attention, rather than for 
processing detailed visual information.

5.4.3. Anatomy and Physiology: Visual Cortex

The visual cortex occupies the occipital and parts of the 
 parietal and temporal lobes of the cerebral cortex. Like the 
entire cortex, it forms a highly folded structure, with a thick-
ness of approximately 1.5 mm. It is surrounded by the cerebro-
spinal fluid, several layers of meninges- pia mater, arachnoid, 
dura, and the skull.

Like the retina, the visual cortex is a layered structure, in 
which different cell groups perform different tasks. Along its 
two-dimensional surface, one finds an orderly mapped repre-
sentation of the outside world. Unlike the retina, the cortex con-
sists of multiple areas, hierarchically organized, each of which 
performs a partial processing task in the analysis of the scene 
around us. At the present time, over 30 visual cortical areas per 
hemisphere are recognized in monkey, and a smaller number 
of more expanded areas are thought to exist in humans.

The first cortical representation, in the striate cortex, is shown 
schematically in Figure 5.5. It presents a straightforward map 
of the visual world, but contains four major transformations.

The projection from the LGN (and thus retinal ganglion 
cells) onto V1 input cells has approximately constant density, 
which means that the central visual field is highly overrepre-
sented in the visual cortex: Roughly 20% of V1 represents the 
retinal fovea, and thus the central 1°–2° of the visual field, 
with rapid drop-off of the density toward the periphery. This 
nonhomogeneous map is conveniently expressed by the corti-
cal magnification factor, M('), i.e., the number of mm of cor-
tex devoted to 1° of retina, as a function of eccentricity.

The folding of the human cortex, prompted by the evolution-
ary expansion of higher (cognitive) processing has resulted in 
an arrangement where most of the peripheral visual field is 
represented in portions of V1 that are buried in the medial 
walls and sulci of the cortical hemispheres. Only the foveal 
representation, situated along the border of V1 and the adja-
cent area V2, is exposed at the surface of the occipital cortex. 
More peripheral visual field areas are represented along the 
medial walls of the cerebral hemispheres, and in deep sulci 
embedded within these areas.

V1 has an intricate columnar structure on a scale of 
approximately 1 mm2, in which cells are arranged in inter-

secting patterns with different receptive field characteristics: 
One direction contains bands of cells receiving alternating 
projections from the two eyes, and roughly perpendicular 
to these ocular dominance bands, but curving into a radial 
“pinwheel” arrangement centered around singularities within 
these bands, one finds cell populations with a gradual shift 
in preferred stimulus orientation in superficial (2 and 3) and 
deep (5) cortical layers. Independently one finds cells with 
more straightforward properties: So-called “simple” cells in 
layers 4a/b/c receiving input directly from the LGN, and cyto-
chrome oxidase (CO)-rich blobs in layers 3 and 5 in which 
cells show clear color specificity. The widely held notion that 
the striate cortex in primates contains a regular arrangement 
of repeating “hypercolumns” has been challenged by a more 
plausible arrangement in which ocular dominance and orien-
tation specificity self-organize independently around CO-rich 
blobs in the course of visual development. Whichever model 
may be closest to reality, it is clear that the striate cortex does 
not provide homogeneity and isotropy, even on a local scale. 
Homogeneity and anisotropy may be even more pronounced 
in higher cortical areas (Freund, 1973).

As explained previously for ganglion cell and LGN char-
acteristics, even the signals arriving in the cortex do not carry 
simple point-to-point representations of the visual field. From 
the complex processing network in V1 hypercolumns emerge 
feed-forward signals to higher cortical areas. In turn, feedback 
signals from these higher areas further influence local signal 
processing. Moreover, subcortical signals modulate the activity 
level in response to state changes such as sleep and arousal.

5.4.4. Anatomy and Physiology: Subcortical 
Pathways

While the visual pathway to the LGN and striate cortex receives 
the great majority of retinal ganglion cell axons, there exist sub-
cortical pathways as well, formed by optic nerve fibers projecting 
to pretectal nuclei and to the pulvinar. In primates, the projec-
tions to the pregeniculate nucleus and pulvinar are thought to be 
of minor importance, and may be thought of as anatomical evo-
lutionary remnants. For example, in lower mammals, ablation of 
striate cortex at birth allows these projections to greatly increase 
in density, leading to the development of crude functional vision, 
but similar experiments in newborn monkeys show neither the 
proliferation of projections nor appreciable acquisition of visual 
function (Cowey et  al., 1994; Cowey et al., 2001).

However, other projections in primates, in particular those 
to the pretectal nucleus of the optic tract (NOT) and the ter-
minal nuclei (TN) of the accessory optic system, have been 
demonstrated to play an important role in the rapid control 
of eye position through vestibulo-ocular reflex, saccades, and 
sustained fixation.

Detailed studies of anatomy and physiology of the primate 
eye movement system over the last several decades in awake, 
trained animal models have shown that the NOT receives infor-
mation on “retinal slip,” i.e., generalized displacement of the 
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retinal image (Mustari and Fuchs, 1989). This retinal slip signal 
is encoded as a velocity signal, and serves as input to the neu-
ral integrator in the nucleus prepositus hypoglossi (Mustari and 
Fuchs, 1989). Pathways between the NOT and primary visual 

cortex (as well as multiple similar projections between cortical 
and subcortical structures) are also known to exist, and have 
been shown to compensate in part for lesions to the NOT or its 
retinal input (Mustari and Fuchs, 1989; Hoffmann, 1996).

Figure 5.5. V1 projection of the visual field. The medial wall and part of the occipital surface of the left cerebral hemisphere (A) and the 
corresponding visual fields for the two eyes (B) are shown. Note that the projection of the fovea (F) and a narrow surrounding hemicircle of 
the visual field project onto the occipital cortex, with the projection of the vertical meridian adjacent to area V2, whereas more peripheral 
areas—including most of the macula—projects to the medial wall of the cortex, with much of the projection buried in the calcarine fissure 
(C). Also note that the left hemisphere receives information from the right visual hemifield, that the superior visual field projects to the 
inferior part of V1—i.e., gross localization is preserved from retina to V1, and that corresponding retinal locations in the two eyes project to 
the same cortical location. No such locations exist for the far nasal segment of the right retina (60°–90°), as the bridge of the nose blocks the 
corresponding area in the left eye. (Illustration from “Neuroprosthetics: Theory and Practice,” Chapter 17, 2004. Used with permission from 
World Scientific Publishing Co.)
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5.5. Retinal Immunology

Distinctive immunologic characteristics of the eye were 
well documented and led to the concept of immunologic 
privilege. The success of corneal transplantation established 
the eye as a site for tissue transplantation (von Hippel, 
1888). Later, the harvesting and transplanting photorecep-
tors or retinal pigment epithelial (RPE) cells into subretinal 
space further  demonstrated this characteristic (Silverman 
et al., 1992, Silverman and Hughes, 1989; Kaplan et al., 
1997). This is influenced by the existence of immunologic 
privilege in the subretinal space and immunogenicity of the 
transplanted tissue.

As mentioned above, immune privilege in the eye is 
thought to be the result of a combination of anatomic fea-
tures with a special molecular environment. An absence of 
lymphatic drainage, blood-ocular barrier, the presentation of 
antigen to the host via the circulation (camero-splenic axis), 
and the reduced expression of MHC class I and II molecules 
on resident cells in the AC are the anatomic features that con-
tribute to immune privilege (Streilein et al., 1997). In a similar 
manner, the subretinal space is protected by a blood-ocular 
barrier, via tight junctions between RPE cells, as well as the 
vascular endothelium of the retinal circulation. The subretinal 
space has no lymphatic drainage and has reduced expression 
of MHC class I and II molecules on parenchymal cells of the 
neurosensory retina (Wang et al., 1987).
Some of the molecular mechanisms necessary to achieve and 
maintain immune privilege in the AC also exist in subretinal 
space.

1.  Complement inhibition: There have been several comple-
mentary regulatory proteins identified immunohistologi-
cally in the eye. Their role is to protect intraocular tissue 
from complement-mediated destruction. There is a selective 
expression of CD59 (inhibiting formation of complement) 
in the neurosensory retina, but not membrane cofactor pro-
tein (MCP or CD 46) or decay-accelerating factor (DAF 
or CD55), which are expressed within the AC, and both of 
which participate in the regulation of complement activa-
tion (Bora et al., 1993).

2.  Fas ligand-mediated apoptosis: Fas-ligand is a membrane 
protein that is a member of the TNF family of proteins 
expressed on activated T cells. Fas ligand binds to Fas, thus 
stimulating a signaling pathway leading to apoptotic cell 
death of the Fas-expressing cell. Fas ligand is expressed 
in various ocular tissues, including the RPE and neurosen-
sory retina. Experiments in vivo and in vitro suggest that 
constitutive expression of Fas ligand in a tissue leads to a 
deletion of Fas+ T cells that enter the tissue (Griffith et al., 
1997; Jorgenson et al., 1998).

3.  Immunosuppressive molecules: Aqueous humor contains 
several immunomodulatory substances, including TGF-
β

2,
 free cortisol, IL-1 receptor antagonist, substance P and 

vasoactive intestinal peptide. It has been shown that RPE 

secretes TGF-β2 as well. This immunosuppressant is found 
in the vitreous gel of the eye.

Thus, the existence of a limited immune privilege in the sub-
retinal space is the result of antigen-specific inhibition of 
cellular and humoral responses. After the introduction of an 
antigen into the subretinal space, a suppression of delayed-
type hypersensitivity to soluble-protein antigens and a delayed 
rejection of allogeneic RPE cells are seen. These phenomena 
are the result of the inhibition of cell-mediated immunity. In 
the AC, delayed-type hypersensitivity is inhibited while the 
cytotoxic antibody response is exaggerated. In the subretinal 
space, both antibody production and delayed-type hypersen-
sitivity are inhibited. This is an important difference between 
the immunologic privilege process within the AC and the 
 subretinal space.

Most of the experimental studies involving placement of 
alloantigens in the subretinal space have been performed in 
rodents, and much about the nature of the immune privilege 
in the subretinal space remains unknown. Also, the immu-
nogenetic disparity between donor and host is not known, so 
naturally, a question arises, whether immunosuppression is 
necessary at the time of allogeneic transplant. The survival 
of the allogeneic transplant is dependent on the presence of 
immune privilege at that site, as well as the immunogenicity 
of the transplanted tissue. There are studies demonstrating that 
RPE cells express MHC class I but not class II molecules. They 
can express class II molecules when stimulated with inter-
feron-γ (Liversidge et al., 1988; Liversidge et al., 1998). The 
RPE also express ICAM-1, a molecule necessary for T-cell 
activation (Liversidge et al., 1990). The expression of MHC 
class II and ICAM-1 on the apical plasma membrane of cultured 
RPE suggests that these molecules may play an important role 
in the presentation of antigen to the host ( Percupo et al., 1990; 
Osusky et al., 1997).

There are many retinal diseases for which currently no 
effective treatment exists. The potential usefulness of retinal 
transplantation as a treatment option can be explored once the 
knowledge of the parameters determining the immunologic 
rejection of allogeneic retinal transplant and biologic mech-
anisms of cells transplanted into subretinal space are better 
known.

5.5.1. Retinal Antigens and Autoimmunity

In 1968 Wacker & Lipton developed an excellent animal 
model of experimental autoimmune uveitis (EAU) (Wacker 
and Lipton, 1968). The EAU model has been used for several 
decades in eliciting immune mechanisms, the identification of 
pathogenic epitopes of autoantigens in the eye in animals, and 
the evaluation of therapeutic strategies.

Retinal antigens, such as S-antigen (arrestin), interphotore-
ceptor retinoid-binding protein (IRBP), rhodopsin, recoverin, 
and phosduscin, appear to hold uveitogenic properties. Immu-
nization with these antigens or their fragments can induce 
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ocular inflammation in susceptible strains of laboratory ani-
mals. New eye autoantigens have been discovered, such as 
uveal autoantigen with coiled domains and ankyrin repeats 
(UACA) in patients with Vogt-Koyanagi-Harada disease 
(Yamada et  al., 2001).

EAU models using S-antigen and IRBP (peptides derived 
from these proteins) contributed mostly to our knowledge of 
retinal autoimmunity. S-antigen, a 48-kDa protein (arrestin), 
is one of the antigens used to induce EAU (Singh et al., 1988). 
It is the first retinal autoantigen that has been implicated in the 
pathogenesis of uveitis (Hirose et al., 1989; Merryman et al., 
1991). The main action of arrestin is blocking the interaction 
of rhodopsin with the G-protein transducin in the phototrans-
duction cascade. Immunization of susceptible animals with 
S-antigen induces a predominantly CD4+ T-cell- mediated 
inflammatory response in the retina, uveal tract, and the pineal 
gland. S-antigen has been implicated in the pathogenesis of 
uveitis through molecular mimicry. It has been demonstrated 
that several exogenous antigens, such as baker’s yeast, Esch-
erichia coli, hepatitis B virus, streptococcal M5 protein, 
Moloney murine sarcoma virus, and baboon endogenous 
virus, and several endogenous antigens, such as human leu-
kocyte antigen B-derived peptide, tropomyosin antigens share 
sequence homology with uveitogenic peptide M of S-antigen 
(Shinohara et al., 1990). Antistreptococcal monoclonal anti-
bodies were found to recognize several uveitogenic peptides 
of S-antigen, thus suggesting that immunological mimicry 
between self and exogenous antigens from an infectious agent 
may be a potential mechanism in the pathogenesis of uveitis 
in humans (Lerner et al., 1995).

IRBP is a major protein (1264 amino acid residues) of the 
interphotoreceptor matrix. It functions as a transporter of reti-
noids between the retina and RPE. It is found in both the eye and 
the pineal gland. A spectrum of disease ranging from hyperacute 
to chronic relapsing disease could be induced with variable doses 
of this antigen. The inflammation is located at the photoreceptor 
layer, producing histopathology similar to that seen in uveitis, 
retinal vasculitis, granuloma, focal serous detachments, loss of 
photoreceptors, and formation of sub-RPE infiltrates resembling 
to Dalen-Fuchs nodules (Caspi et al., 1988). The relatively long 
duration of disease activity in the murine IRBP EAU model 
makes it a good model for evaluation of therapeutic strategies in 
established disease (Chan et al., 1990).

Retinal autoimmunity is a complex mechanism that has 
previously been thought to be always pathological. However, 
based on recent studies, retinal autoimmunity now appears to 
have certain neuroprotective qualities. One such study showed 
that vaccination with peptides derived from IRBP resulted in 
protection of retinal ganglion cells from glutamate-induced 
death or death as a consequence of optic nerve injury (Mizrahi 
et al., 2002). It is evident that the immune system not only protects 
the body against invading pathogens but also protects it from 
toxic substances released by the body’s own tissues during 
stress and trauma. So, the autoreactive cells that induce neuro-
protection and those that induce autoimmune disease may share 

the same qualities, indicating their potential to be protective and 
destructive at the same time (Kipnis et al., 2002). Lymphocytes 
reactive to retinal antigens have been found in healthy individuals 
(Mizrahi et al., 2002; Nussenblatt et al., 1980). The presence of 
circulating autoreactive cells in healthy humans suggests that 
immunoregulatory mechanisms are probably in place to prevent 
retinal autoimmunity. It appears that the ability to protect the 
eye from inflammation and injury does not purely depend on 
mechanisms of immune privilege but instead on a precise 
regulation of autoimmunity.

Summary

The eye has been recognized as an immune- privileged site for 
more than 100 years. Medawar  demonstrated this by showing 
a prolonged, often indefinite, survival of organs or tissue grafts 
in the anterior chamber of the eye (Medawar, 1948). Immune 
privilege is a dynamic process in which immunoregulatory 
mechanisms combined with anatomical factors maintain the 
vitality of grafts in privileged sites. ACAID is the best-studied 
immune-privilege phenomenon in the eye. Although it is an 
anterior-chamber phenomenon, there is enough evidence to 
show that there are some of the same mechanisms at work in 
the vitreous and subretinal space (Jiang et al., 1993). There-
fore understanding ACAID could possibly further our knowl-
edge of retinal autoimmunity.

Historically retinal autoimmunity has been considered 
pathogenic. So, active suppression of retinal immunity was 
thought to be necessary for the health of the eye. However, 
later studies have demonstrated the presence of retinal autoan-
tibodies in normal controls (Yamamoto et al., 1993). Animal 
optic nerve injury studies suggested possible beneficial roles 
of retinal autoimmunity in controlling collateral damage to the 
retinal ganglion cells (Kipnis et al., 2002). Thus, retinal auto-
immunity can be viewed as both protective and destructive 
phenomenon.

With the growing sophistication of molecular immunol-
ogy techniques, there is more hope for elucidation of complex 
mechanisms of ocular inflammation.

Review Questions/Problems

1. How many compartments the eye contains?

a. Three: cornea, anterior chamber and posterior chamber
b. Two: anterior and posterior chamber
c. Four: cornea, anterior chamber, posterior chamber and 

vitreous cavity
d. Three: anterior chamber, posterior chamber and  vitreous 

cavity

2. What is the volume of vitreous cavity on average?

a. 2 mL
b. 4 mL
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c. 6 mL
d. 8 mL
e. 10 mL

3. Anterior chamber angle includes all of the following 
structures except:

a. Schwalbe’s line
b. Sclera
c. Ciliary body
d. Lens
e. Iris
f. Schlemm’s canal
g. Trabecular meshwork

4. Aqueous is produced by:

a. ciliary epithelium
b. corneal endothelium
c. Schlemm’s canal
d. trabecular meshwork
e. iris roots

5. All of the following are immune privileged sites except:

a. cornea
b. conjunctiva
c. lens
d. vitreous cavity and subretinal space
e. testis and ovary

6.  Which statement is not true regarding immune privi-
lege?

a. The phenomenon of immune privilege was initially 
described in the nineteenth century.

b. Immune privilege is defined as a prolonged, sometimes 
indefinite, survival of organ or tissue grafts at special 
body/organ sites.

c. Immune privilege is a dynamic process maintained by 
anatomic structures and immunoregulatory forces.

d. Grafts placed in immune privileged sites remain seques-
tered from the immune environment.

e. Both active and passive factors of immune privileged 
sites and tissues contribute to the privileged status.

7. All the following is true about anterior chamber 
immune associated deviation (ACAID) except:

a. ACAID is an antigen-specific systemic immune 
response to eye-derived antigens.

b. ACAID is an actively acquired and actively maintained 
manifestation of ocular immune privilege.

c. In ACAID aqueous humor possesses immunomodula-
tory properties and inhibits all immune reactions.

d. ACAID is a form of peripheral tolerance, unlike central 
tolerance, where clonal deletion and/or anergy occur 
within the thymus.

e. Once induced, ACAID persists for a very long period 
of time.

 8. Visual cortex occupies the following structures:

a. occipital and parts of the parietal and temporal lobes 
of the cerebral cortex

b. parietal and parts of occipital and temporal lobes of 
the cerebral cortex

c. lateral geniculate body, occipital and frontal lobes of 
the cerebral cortex

d. frontal and parts of occipital and temporal lobes of the 
cerebral cortex

e. occipital and parts of frontal and parietal lobes of the 
cerebral cortex

 9. Which substance found in the eye is not uveitogenic?

a. S-antigen (arrestin)
b. TGF-β
c. interphotoreceptor retinoid-binding protein (IRBP)
d. recoverin
e. phosduscin

10.  Which molecules do not possess immunosuppressive 
properties?

a. free cortisol
b. IL-1 receptor antagonist
c. substance P
d. rhodopsin
e. vasoactive intestinal peptide
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6.1. Introduction

The hippocampus is a brain structure located inside the tem-
poral lobe. It forms a part of the limbic system and plays an 
important role in the formation, consolidation and retrieval 
of episodic memories. It has been shown that repetitive acti-
vation of excitatory synapses in the hippocampus causes an 
increase in synaptic strength that last for hours or days des-
ignated as long-term potentiation (LTP). It is widely believed 
that LTP provides an important key to understand the cellular 
and molecular mechanisms by which memories and formed 
and stored. Sensory information enters the hippocampus 
mainly through the perforant pathway consisting of the axons 
of neurons in layer II and III of the entorhinal cortex. The 
perforant path axons terminate on the dendrites of the dentate 
gryus granular cells. Then information flow through the hip-
pocampus from the dentate gyrus to the CA3, the CA1 and the 
subiculum, forming hippocampal intrinsic trisynaptic circuit. 
In addition to its “traditional” role in learning and memory, 
the hippocampus is also involved in neuroimmunity. Lesion 
of hippocampus alters immunity and neuronal functions in the 
hippocampus are modulated by a variety of immune active 
molecules.

6.2. Anatomy of the Hippocampus

The hippocampus, so named because its shape vaguely resembles 
that of a seahorse, is a symmetrical structure located inside the 
medial temporal lobe on both sides of the human brain. It is a 
curved sheet of cortex folded into the medial surface of the tempo-
ral lobe. In transverse sections from rodent brain, the hippocam-
pus has the appearance of two interlocking Cs with three distinct 
sub-fields, the dentate gyrus, the hippocampus proper (cornu 

ammonis, CA) and the subiculum. Although there is a lack of 
consensus to terms describing the hippocampus and the adjacent 
cortex, the term hippocampal formation generally applies to the 
dentate gyrus, fields CA1—CA3 (and CA4 is frequently called 
the hilus and considered part of the dentate gyrus) and the subicu-
lum. The CA1-CA3 fields make up the hippocampus proper.

In animals, the hippocampus is among the phylogenetically 
oldest parts of the brain. It occupies most of the ventroposte-
rior and ventrolateral walls of the cerebral cortex in rodents. 
However, the hippocampus occupies less of the telencepha-
lon in proportion to cerebral cortex in primates, especially in 
humans. The significant development of hippocampus volume 
in primates correlates with overall increase of brain mass and 
neocortical development.

The anatomy of the hippocampus has been studied intensively 
in rodents since Cajal (1911) published his famous drawing illus-
trating the main cells, connections and flow of impulse traffic 
in the hippocampal formation (Figure 6.1). Subsequent studies 
using physiological, biochemical and axonal tracing techniques 
have added details in the cytoarchitecture and connections of the 
hippocampal formation, making it one of the most studied and 
best known structures in the brain (Raisman et al., 1966; Swan-
son and Cowan, 1975; Swanson et al., 1981; Frotscher, 1985).

One striking feature of hippocampal circuitry is the pattern 
of afferent termination. Major hippocampal afferents originating 
from entorhinal cortex and ipsilateral and contralateral hippo-
campal subfields synapse on the dendrites of the principal cells 
in a laminated pattern. For instance, hippocampal commissural 
and associational fibers synapse within the proximal one-third 
of the granule cell dendritic field, which is close to the cell body 
layer. The massive perforant path fibers terminate topographi-
cally in the outer two-thirds of the dendritic field. Afferents 
also have a laminar organization in the hippocampal proper.

Another important feature of the hippocampus is its intrin-
sic circuitry. Information flow through the hippocampus pro-
ceeds from dentate gyrus to CA3 to CA1 to the subiculum, 
forming the principal intrinsic trisynaptic circuit (Figure 6.1). 
CA2 represents only a very small portion of the hippocampus 
and its presence is often ignored in accounts of hippocam-
pal  function, though it is notable that this small region seems 
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unusually resistant to conditions that usually cause large 
amounts of cellular damage, such as epilepsy.

6.2.1. Dentate Gyrus

6.2.1.1. Cytoarchitecture

The dentate gyrus is a sharply folded trilayered cortex that 
forms a cap over the free edge of Ammon’s horn (C or V shape 
in rodents). Its cell layer, the granule layer, contains densely 
packed granule cells, which are the principal neurons in the 
dentate gyrus. These granule cells have small (about 10 µm in 
diameter), spherical cell bodies, which are stacked approxi-
mately 4–10 cells thick in the granule layer. The molecular 
layer contains the dendrites of the granule cells, which typi-
cally show a conically shaped dendrite field. Because the den-
drites emerge only from the top or apical portion of the cell 
body, granule cells are considered to be monopolar neurons. 
The granule cell dendrites extend perpendicularly to the gran-
ule cell layer, into the overlying molecular layer where they 
receive synaptic connections from several sources. The axons 
of granule cells are called mossy fibers because of the pecu-
liar appearance of their synaptic terminals. They originate 
from the basal portion of the cell body and extend into the 
polymorphic cell layer in the hilus, a transition area between 
the dentate gyrus and hippocampus proper. The mossy fibers 
synapse onto some of the neurons in hilar area, such as mossy 
cells in the polymorphic cell layer. However, most mossy 
fibers project to the stratum lucidum of the CA3 region where 

they terminate onto proximal apical dendrites of the pyrami-
dal CA3 cells. In the dentate gyrus, the most prominent class 
of interneurons is called the pyramidal basket cell, of which 
there are at least five types. The cell bodies of these neurons 
are typically located at the border between the granule cell 
layer and the polymorphic cell layer, and their axons innervate 
the cell body of the granule cells. There are also interneurons 
in the molecular layer, the most interesting of which is an axo-
axonic cell that terminates on the initial axon segments of the 
granule cells. Excitatory interneurons, the mossy cells, can 
also be found in the molecular layer. Their axons only project 
to the molecular layer of the ipsilateral and contralateral side.

Interestingly, the dentate gyrus is one of the few brain regions 
where neurogenesis takes place. Neurogenesis is thought to 
play a role in the formation of new memories. It has also been 
found to be increased in response to both antidepressants and 
physical exercise, implying that neurogenesis may improve 
symptoms of depression.

6.2.1.2. Fiberarchitecture

6.2.1.2.1. Afferents to the Dentate Gyrus—The Perforant Path

As emphasized by Cajal (1911) and later corroborated by Lor-
ente de No (1934), the main input to the dentate gyrus is from 
the entorhinal cortex (but also perirhinal cortex, among others) 
by way of a fiber system called the perforant path. It is the major 
input to the hippocampus. The axons of the perforant path arise 
principally in layers II and III of the entorhinal cortex, with 
minor contributions from the deeper layers IV and V. Axons 

Figure 6.1. Schematic drawing by Ramon y Cajal (1911) of the main cells, connections and flow of impulse traffic in the hippocampus. Alv: 
alvus, CA: Cornu Ammonis, DG: dentate gyrus, EC: entorhinal cortex, MF: mossy fibers, PP: perforant path, Sch C: ffer collaterals, Sub: 
subiculum
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from layers II/IV project to the granule cells of the dentate 
gyrus and pyramidal cells of the CA3 region, while those from 
layers III/V project to the pyramidal cells of the CA1 and the 
subiculum. The perforant fibers are laminated afferents to the 
dentate molecular layer and terminate in the outer two thirds of 
the dentate molecular layer. Thus, the perforant path represents 
a massive input to the dentate gyrus.

Perforant path input from the entorhinal cortex layer II 
enters the dentate gyrus and is relayed to region CA3. Region 
CA3 combines this input with signals from the entorhinal cor-
tex layer II, makes extensive connections within the region, 
and sends connections to region CA1 through a set of fibers 
called the Schaffer collaterals. Region CA1 receives input 
from region CA3 and the entorhinal cortex layer III, then proj-
ects to the subiculum in addition to sending information along 
the output paths of the hippocampus.

The perforant path is composed of the medial perforant 
path and the lateral perforant path generated respectively at 
the medial and lateral portions of the entorhinal cortex. It was 
in the perforant pathway that long-term potentiation (LTP) 
was first discovered (Bliss and Gardner-Medwin, 1973). The 
medial perforant path synapses onto the inner one-third den-
dritic area of the granule cells, while the lateral perforant path 
does it onto the outer two-thirds dendrites of these same cells. 
Approximately 60–70% of the total dendritic fields of individ-
ual granule cells are taken up with the perforant input (Des-
mond and Levy, 1982). Other afferents to the dentate gyrus 
originate from brain stem raphe neuclei (Moore and Halaris, 
1975), the locus cerules (Room et al., 1981) and hypothalamic 
supramammillary nucleus (Wyss et al., 1979).

6.2.1.2.2. Efferents from the Dentate Gyrus—The 
Mossy Fibers

The dentate gyrus does not project to other brain regions. 
Within the hippocampal formation, it only projects to CA3 via 
the mossy fibers (Figure 6.2). The mossy fibers are the axons of 
dentate gyrus granule cells. They extend from the dendate gyrus 
to CA3 pyramidal cells, forming their major output. Mossy 
fiber synapses on CA3 neurons display distinctive terminal 

boutons, with multiple transmitter release sites and post-synap-

tic densities. The mossy fiber terminals are large (3–6 µm) and 
make asymmetric synaptic contact on the  dendritic shaft and 
dendritic spines (thorny excrescences) of CA3 pyramidal cells. 
Multiple granule cells can synapse onto a single CA3 pyrami-
dal cell. This pathway is studied extensively as a model for the 
functional roles of kainate receptors in  synaptic plasticity. For 
instance, LTP is N-methyl-D-aspartate (NMDA) receptor-inde-
pendent in this pathway, but it appears to involve pre-synaptic 
kainate receptors. The mossy fibers are glutamatergic, however 
they have also been shown to be immunoreactive for GABA 
and opiate peptides (dynorphin and enkephalin).

There are two targets for mossy fibers: the ipslateral CA3 
fields of hippocampal proper and the mossy cells scattered 

throughout the hilus. The mossy fibers descend to the hilus and 
ramify. Some of these collaterals branch within the hilus, while 
a long branch projects to CA3 area. After traveling through the 
hilus, the long branches group into two bundles. The infrapy-
ramidal bundle contacts the thorny spines on proximal basal 
dendrites in CA3, while the suprapyramidal bundle forms the 
lucidum layer in CA3. Electron microscopy has revealed that 
varicosities in the granule cell axons contain enormous num-
bers of synaptic vesicles (Blackstad and Kjaerheim, 1961).

6.2.2. The Hippocampus Proper 
(CA1-CA3 Fields)

6.2.2.1. Cytoarchitecture

Hippocampus proper is a U-shaped fold of cortex composed of 
CA1—CA3 fields (Figure 6.1). The narrow layer of pyramidal 
neurons extends from subiculum to the hilus of the dentate 
gyrus. Adjacent to the subiculum is a field of tightly packed 
medium-sized cells, which Lorente de No (1934) named the 
CA1. Next to CA1 are fields CA2 and CA3 containing large, 
less densely packed cells. CA2 pyramidal cells can be distin-
guished from CA3 pyramidal cells in Golgi preparations by 
the absence of characteristic thorny spines on the proximal 
apical dendrites, but not by Nissl-staining.

In Golgi preparations, the pyramidal cells in hippocampal 
proper are characterized by two groups of dendrites, the apical 
dendrite and the basal dendrites. The apical dendrite is a single 
pole extending from the pyramidal apex through the stratum radi-
atum into the molecular layer, giving off a few branches in the 
CA1 field of the stratum radiatum. In the molecular layer many 
secondary and tertiary branches of the main dendrite produce a 
dense tuft. The basal dendrites originate from the base of pyrami-
dal cells and branch in the dendritic layer between the pyramidal 
cell layer and the white matter surrounding the hippocampus, 
forming another dense tuft. The axon originates from the proxi-
mal segment of basal dendrite and travels to the alveus where it 
may bifurcate, especially in the CA1 field. The bifurcated axons 
in the CA1 field travel with one branch toward the subicular area 
and with the other toward the fimbria. Within the oriens layer, the 
axons of the CA3 pyramidal neurons give off recurrent branches, 
constituting the Schaffer collaterals. The Schaffer collaterals 
make synaptic connection to the CA1 neurons.

6.2.2.2. Fiberarchitecture

The CA3 pyramidal cells give rise to highly collateralized 
axons, which project both to within the hippocampus (CA3, 
CA2 and CA1) and also to the same fields in the contralateral 
hippocampus via the commissural fibers. Some of the CA3 
axons project to the lateral septal nucleus. All of the CA3 and 
CA2 pyramidal cells give rise to highly divergent projections 
to all subfields of the hippocampus. The main afferents to the 
CA1 pyramidal cells come from the Schaffer collateral/
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commissural pathway. This pathway is derived from axons 
that project from the CA3 region of the hippocampus to the 
CA1 region. The axons either come from CA3 neurons in the 
same hippocampus (ipsilateral) or from an equivalent struc-
ture in the opposite hemisphere (contralateral). These latter 
fibers are termed commissural fibers, as they cross from one 
hemisphere of the brain to the other. While Schaffer collater-
als are often illustrated as extending only through the stratum 
radiatum, it should be emphasized that both the stratum radia-
tum and the stratum oriens of CA1 are heavily innervated by 
CA3 axons. This pathway is extensively utilized in the study 
NMDA receptor-dependent LTP and LTD.

Unlike the CA3 field, pyramidal cells in CA1 do not give 
rise to a major set of collaterals that distribute within CA1, i.e. 
they have few associational connections. The axon can give 
rise to collaterals that terminate on basal dendrites of other 
CA1 cells. While the axon can give rise to collaterals that ter-
minate on basal dendrites of other CA1 cells, it is clear the 
massive associational network that is so apparent in the CA3 
is largely missing in the CA1. The CA1 also receives a fairly 
substantial input from the amygdaloid complex and is the first 
hippocampal field that originates a return projection to the 
entorhinal cortex. As with the CA3, however, the CA1 field 
receives light noradrenergic and serotonergic projections.

The septal nucleus is the major extrahippocampal target 
for the pyramidal cells from all CA fields. Axons from both 
CA1 and CA3 terminate in the septal nucleus. The fibers from 
dorsal hippocampal project to dorsomedial areas of the lateral 
septal nucleus, while progressively more ventral parts of the 
hippocampus terminate in correspondingly more lateroven-
tral bands in the lateral septal nucleus (Meibach and Siegel, 
1977b). Some branches of the CA1 axons terminate sparsely 
in olfactory bulb (de Olmos et al., 1978) and prefrontal cortex 
(Swanson, 1981).

6.2.3. The Subicular Complex

The subiculum curves anteriorly and laterally to wrap around 
the posterior extension of the dentate gyrus. It borders the 
medial entorhinal cortex and field of CA1 (Figure 6.1). The 
subiculum can be divided into three distinct cytoarchitectural 
areas. The parasubiculum borders the medial entorhinal cortex 
and contains moderately packed medium-sized cells. Next to 
the parasubiculum is presubiculum, which is characterized by 
a superficial lamina of densely packed small cells. The subic-
ulum proper is the third distinct area. It borders anterolaterally 
to the field of CA1 and has a loosely packed pyramidal cell 
layer and a wide molecular layer.

Hippocampal intrinsic afferents to the subiculum origi-
nate from other hippocampal regions. The CA1 neurons send 
a dense projection to the subiculum and the CA3 pyramidal 
cells project to all parts of the subicular complex through the 
Schaffer collateral pathway (Swanson et al., 1978). The extra-
hippocampal projections to the subiculum mainly originate 
from the raphe nuclei (Conrad et al., 1974), locus coeruleus 

(Jones and Moore, 1977; Haring and Davis, 1985), amygdaloid 
nuclei (Krettek and Price, 1977), septal nucleus (Meibach and 
Siegel, 1977a) and peririhnal cortex (Kosel et al., 1983).

The subiculum is an important area for hippocampal effer-
ents. The brain target regions for subicular projections include, 
but are not limited to, thalamic nuclei (Aggleton et al., 2005), 
reunions nucleus(Herkenham, 1978), mammillary body of the 
hypothalamus (Aggleton et al., 2005) and amygdala (Kishi 
et al., 2006). The para-subiculum and pre-subiculum proj-
ect heavily to the anterior thalamic nuclei (Sikes et al., 1977; 
Cohen and Eichenbaum, 1993).

6.3. Role of the Hippocampus 
in Learning and Memory

6.3.1. Memory Functions of the Hippocampus

The role of the hippocampus in learning and memory has 
been the focus of neuroscience studies since Scoville and 
Milner reported the case of HM who had severe anterograde 
amnesia following bilateral medial temporal lobe resection 
(Scoville and Milner, 1957). The pattern of impaired and 
spared memory functions displayed by HM prompted a now 
commonly acknowledged characterization of the  temporal 
lobe amnesic syndrome. It is widely believed that damage to 
the hippocampus disrupts declarative memory processes and 
more specifically episodic memory functions (Tulving and 
Markowitsch, 1998; Tulving, 2001). Declarative memories 
have been further divided into episodic and semantic memo-
ries. Episodic memory is concerned with conscious recall 
of specific episodes, and semantic memory with the storage of 
factual information. The memory functions that are spared in 
temporal lobe lesions have been classified as nondeclarative or 
procedural memories (Squire, 1992; Cohen and Eichenbaum, 
1993). Nondeclarative or procedural memory processes are 
thought to operate automatically and do not include informa-
tion about where or when learning experience took place. 
The pattern of memory deficits in humans with temporal 
lobe damage prompted the question, what role did the hip-
pocampus play in memory?

The precise role of the hippocampus in learning memory 
remains to be determined. Accumulating evidence suggest 
that hippocampus has an essential role in the formation of 
new memories about experienced events. Damage to the hip-
pocampus usually results in profound difficulties in form-
ing new memories (anterograde amnesia), and normally also 
affects access to memories prior to the damage (retrograde 
amnesia). Although the retrograde effect normally extends 
some years prior to the brain damage, in some cases older 
memories remain. This sparing of older memories leads to 
the idea that consolidation over time involves the transfer of 
memories out of the hippocampus to other parts of the brain. 
However, it is difficult to test the sparing of older memo-
ries experimentally. Also, in some cases of retrograde amne-
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sia, the sparing appears to affect memories formed decades 
before the damage to the hippocampus occurred, so its role 
in maintaining these older memories remains controversial.

Animal studies indicate that the hippocampus plays a role 
in storing and processing spatial information. In rodents, 
the firing rate of hippocampal neurons was found to cor-
relate to the location of the animal in a test environment 
and these cells are referred to as place cells (O’Keefe and 
Dostrovsky, 1971; O’Keefe and Conway, 1978). There are 
many thousands of different place cells, which can be acti-
vated in response to a location in a particular environment. 
Different place cells have different place fields, which are 
not fixed in absolute space and are relative to spatial cues. 
The discovery of place cells led to the idea that the hip-
pocampus might act as a cognitive map — a neural repre-
sentation of the layout of the environment (O’Keefe and 
Nadel, 1978). There has been considerable support for the 
cognitive mapping theory from lesion and unit recording 
studies. It has been reported that rats with hippocampal 
lesions exhibit impairment in learning as detected in radial 
arm (Jarrard, 1983), T-maze (Bannerman et al., 2001) and 
Morris water maze, where lesioned rats had poor perfor-
mance in finding the hidden platform (Morris et al., 1982; 
Morris et al., 1986). Indeed, neuroimaging studies in 
humans revealed that the hippocampus becomes active dur-
ing spatial navigation, suggesting that the hippocampus in 
humans contributes to the encoding and retrieval of spatial 
information. This finding corresponds well with the results 
in animal studies, which show a significant deficit in spa-
tial navigation resulting from hippocampal damage.

6.3.2. Synaptic Mechanisms of Memory

The nature of the physiological basis of learning and memory 
remains an enigma in neurobiology. The assumption that infor-
mation is stored in the brain as changes in synaptic efficacy 
was initially proposed by Ramon y Cajal and later refined by 
Hebb (1949). This assumption was not tested until the early 
1970s when Timothy Bliss and Terje LØmo made an important 
discovery that brief high frequency electrical stimulation of an 
excitatory pathway to the hippocampus produced a long-lasting 
enhancement in the strength of the stimulated synapses. This 
effect is now known as long-term potentiation (LTP).

LTP is expressed as a persistent increase in the size of the 
evoked synaptic response recorded from single cells or group 
of cells. It can be induced by high frequency stimulation 
(HFS, typically 100 Hz) or other types of stimulation, such 
as theta-burst stimulation. These stimulus paradigms resemble 
the synchronized firing patterns and frequencies that occur in 
the hippocampus during learning (Otto et al., 1991), making 
them useful experimental means to generate “learning activi-
ties” in the hippocampus. Over the past 30 years, LTP has 
been intensively studied because it is the leading experimental 
model for the synaptic changes that may underlie learning and 
memory.

6.3.2.1. Basic Properties of LTP

Although LTP was first demonstrated at the perforant path 
synapses on the granule cells in the dentate gyrus (Bliss and 
Gardner-Medwin, 1973), the majority of experiments on 
understanding the mechanisms of LTP have been performed 
on the Schaffer collateral/commissural synapses on the CA1 
pyramidal cells in the hippocampus.

LTP in the hippocampus has three basic properties: 
cooperativity, associativity and input-specificity (Bliss and 
Collingridge, 1993). Cooperativity refers to the fact that 
long-lasting synaptic enhancement following HFS increases 
with the number of stimulated afferents (McNaughton et al., 
1978). Threshold stimulus intensity during HFS is required 
for synaptic enhancement. ‘Weak’ HFS, which activates 
relatively few fibers, does not produce LTP, whereas strong 
stimulation at the same frequency and for the same dura-
tion produces LTP. Associativity means that a weak input 
(small number of stimulated afferents) can be potentiated 
if it is active at the same time as a strong tetanus (large 
number of stimulated afferents) is applied to a separate 
but convergent input (Bliss and Collingridge, 1993). This 
associativity has often been viewed as a cellular analog of 
associative or classic conditioning (Malenka and Nicoll, 
1999). Another basic property of LTP is its input-speci-
ficity. When LTP is induced by repetitive stimulation the 
increase in synaptic strength usually does not occur in other 
synapses (on the same cell) that are not active at the time of 
repetitive stimulation (Bliss and Collingridge, 1993). This 
property increases the storage capacity of individual neu-
rons (Malenka and Nicoll, 1999).

One remarkable feature of LTP is that it can be induced by 
a brief HFS, lasting less than or equal to a second and consist-
ing of stimulation frequencies well within the range of nor-
mal axon discharging. Longevity is an additional feature of 
LTP. Once induced, LTP can persist for many hours in brain 
slices in vitro or in an anaesthetized animal, and for days or 
weeks (possibly even a lifetime) in a freely moving animal.

6.3.2.2. Mechanisms of Hippocampal LTP

It is well accepted that activation of postsynaptic NMDA 
receptors, a subtype of glutamate receptors, is required for the 
induction of LTP in the hippocampus. The key role that the 
NMDA receptors play in LTP induction relies on the voltage-
dependent block of its channel by Mg2+ (Ascher and Nowak, 
1988). In this way the NMDA receptor channel complex 
behaves as a molecular detector for LTP induction. To trigger 
the induction of LTP, two events must occur simultaneously: 
the cell membrane must be sufficiently depolarized to expel 
Mg2+ from NMDA channels at the same time L-glutamate 
binds to NMDA receptors and promotes the opening of these 
receptor-ligand-gated ion channels. The membrane depolar-
ization can be achieved by repetitive tetanic stimulation of 
synapses or by directly depolarizing the cell while continu-
ing low frequency stimulation of synapses (Gustafsson et al., 
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1987). At Schaffer collateral—CA1 pyramidal cell synapses, 
Na+ ions passing through the AMPA receptors are responsible 
for this membrane depolarization. When the membrane depo-
larization is sufficient and reaches a certain level, it expels 
Mg2+ from the NMDA receptor channel, allowing Ca2+ as well 
as Na+ to enter the cell. The influx of Ca2+ through NMDA 
receptor channel raises intracellular Ca2+ and triggers the 
induction of LTP.

Considerable evidence now links this rise in postsynaptic 
Ca2+ concentration to the induction of LTP. The most com-
pelling evidence in support of this model comes from experi-
mental results wherein LTP induction can be blocked by 
pharmacological inhibition of NMDA receptors (Collingridge 
et al., 1983), or prevented by the injection of a Ca2+ chelator 
into the postsynaptic neuron (Lynch et al., 1983; Yang et al., 
1999). Ca2+ imaging studies have demonstrated that tetanic 
stimulation directly increases Ca2+ within dendrites and spines 
as a result of NMDA receptor activation (Regehr and Tank, 
1990; Perkel et al., 1993; Yuste and Denk, 1995). Although 
NMDA receptors are the primary source of Ca2+ entry into the 
dendrites and spines, activation of dendritic voltage-gated Ca2+ 
channels and Ca2+ release from intracellular stores also elevate 
Ca2+ levels and contribute to the induction of LTP. However, 
the mechanisms underlying the Ca2+ channel-dependent LTP 
may differ from NMDA receptor-dependent LTP (Malenka 
and Nicoll, 1999).

6.3.2.3. Expression of LTP

It has long been a challenge for neurobiologists to identify 
whether the increase in synaptic strength is mediated primarily 
through a pre- or post-synaptic mechanism. Available experi-
mental results indicate that the increase in the synaptic strength 
could be either pre- or post-synaptic or both, or through an 
extrasynaptic mechanism, such as reduction in uptake of glu-
tamate by glial cells resulting in an elevated concentration of 
glutamate at synaptic cleft. Evidence for pre-synaptic mecha-
nisms comes from experiments measuring the overflow of 
radiolabeled or endogeneous L-glutamate in hippocampus 
before and after the induction of LTP (Bliss et al., 1986). In 
addition, quantal analysis of synaptic transmission reveals 
the proportion of synaptic failures decreases after the induc-
tion of LTP (Kullmann and Siegelbaum, 1995; Malenka and 
Nicoll, 1999). As synaptic failures represent the failure of 
neurotransmitter release or silent synapses, it was concluded 
that the induction of LTP is the consequence of an increase in 
the probability of neurotransmitter release. Evidence support-
ing this conclusion came from the finding that the variation 
around the mean of EPSCs decreased during LTP (Kullmann 
and Siegelbaum, 1995; Malenka and Nicoll, 1999). If the 
probability of neurotransmitter release increases during LTP, 
then the quantal content will, on average, increase and the 
coefficient of variation will decrease, because the coefficient 
of variation (SD/mean) is inversely proportional to the quantal 
content (Malenka and Nicoll, 1999).

Experimental results from other studies have shown a post-
synaptic mechanism for LTP induction. First, paired-pulse 
facilitation (PPF) is not altered after the induction of LTP 
and this has been interpreted as evidence for a post-synaptic 
facilitation of LTP. PPF occurs when two pre-synaptic stimuli 
are delivered with a short interval (50–200 ms) and is thought 
to result from residual Ca2+ in the pre-synaptic terminal fol-
lowing the first stimulus, enhancing release during the second 
stimulus (Manabe et al., 1993). Various manipulations known 
to increase transmitter release do cause a decrease in the 
facilitation ratio, because release is already enhanced to near 
saturation during the first stimulus (Manabe et al., 1993). The 
failure in the alteration of PPF ratio suggests a post-synaptic 
locus of LTP expression.

A number of studies have shown that during LTP the AMPA 
receptor component of the EPSC is selectively enhanced, 
with little or no change in the component of NMDA recep-
tors (Larkman and Jack, 1995), though both receptors are fre-
quently co-localized at individual synapses. Pharmacological 
modulation of transmitter release affects AMPA and NMDA 
components equally, arguing for a selective postsynaptic alter-
ation in either the density or properties of AMPA receptors 
(Kullmann and Siegelbaum, 1995).

6.4. Neuroimmunomodulation 
via Hippocampus

One of the important recent advances in understanding the bio-
logical basis of neurodegenerative disorders is the recognition 
that there is extensive communication between the central ner-
vous system (CNS) and the immune system. Initial evidence 
that the immune system may communicate with the CNS was 
provided by Besedovsky et al. (1977), who observed that acti-
vation of the immune system was accompanied by changes 
in hypothalamic, autonomic and endocrine processes. The 
existence of neural-immune interactions is now supported by 
abundant evidence showing that the immune system commu-
nicates with the CNS through immunotransmitters (primarily 
cytokines) leading to direct CNS activation (Berkenbosch et  al., 
1987; Sapolsky et al., 1987) or by release of CNS-derived 
cytokines, and that the CNS regulates the immune system via 
neurotransmitters, hormones and neuropeptides. It has been 
shown that cells of immune system can synthesize and release 
several immunomodulatory hormones, neuropeptides and cat-
echolamines (Blalock, 1989, 1994). For example, lymphocytes 
and macrophages produce the endogenous opioid peptides, 
norepinephrine, and epinephrine (Lolait et al., 1984; Harbour 
et al., 1987; Engler et al., 2005). A recent study (Rivest, 2003) 
shows that the CNS responds to systemic bacterial infection 
with innate immune reaction without pathogen’s direct access 
to the brain. Whether caused by a microbe, trauma, toxic 
metabolite, autoimmunity, or as part of a broader degenerative 
process, activation of the immune system results in changes in 
the activity of discrete populations of brain neurons, including 
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hippocampal neurons. Accumulating evidence indicates that 
these mechanisms are relevant for the course of infectious, 
inflammatory, autoimmune and neoplastic diseases.

6.4.1. Lesion of Hippocampus Affects Immunity

It has been shown that during immune challenge the hippo-
campus exhibits time-dependent changes in neurotransmitter 
levels and that an intact hippocampus is essential for the nor-
mal humoral immunity for the primary immune response in 
rats (Devi et al., 2004). Lesions of the dorsal hippocampus 
were found to produce a transient increase in splenocytes and 
thymocytes, as well as increased T-cell mitogen responses 
(Brooks et al., 1982). Lesions of the hippocampus were also 
found to cause differential effects on humoral immunity 
depending on the lesions of different subfields of the hip-
pocampus (Pan and Long, 1993). Axotomy of afferent fibers 
within the molecular layer of the dentate gyrus caused activa-
tion of neural-immune elements in the slice cultures (Coltman 
and Ide, 1996). In addition, electrical stimulation of hippo-
campus increased the number of neutrophils and phagocytic 
index while also decreasing the number of lymphocytes and 
plasma corticosterone level in rats (Devi et al., 1993). Lesions 
in hippocampus induced by kainic acid resulted in elevated 
antibody production including IgM and IgG (Nance et al., 
1987). Taken together, these studies show that lesions (or 
stimulation) in the hippocampus affect immune functions.

6.4.2. Immunomodulation of Neuronal Functions 
in Hippocampus

Hippocampal neuronal activities have been examined 
thoroughly in studies on neuroendocrine, autonomic and 
cognitive function, as well as psychomotor behavior. Circum-
stantial evidence indicates that hippocampal physiology can 
be modulated by the immune system (Jankowsky and Pat-
terson, 1999; Jankowsky et al., 2000). This modulation could 
be achieved through proinflammatory cytokines including, 
but not limited to, interleukin-1β (IL-1β), IL-2, IL-6, tumor 
necrosis factor alpha (TNF-α) and interferon gamma (INF-γ) 
(Wrona, 2006). Indeed, a number of cytokines, including the 
aforementioned ones, are expressed in the hippocampus and 
alteration of their expression levels can affect hippocampal 
functions. Studies have shown that inflammatory cytokines, 
released in response to the detection of foreign substances 
(antigens), influence ion channel activities, intracellular Ca2+ 
homeostasis, membrane potentials, and suppress or enhance 
the induction of LTP in the hippocampus (Koller et al., 1997). 
Extensive experimental results have implicated IL-1 as the 
most likely candidate for key immunotransmitter, commu-
nicating immunological activation to the brain including the 
hippocampus (Besedovsky et al., 1975; Besedovsky et al., 
1986). It is worth to point out that cytokines rarely work in 
isolation. For instance, the release of IL-1β is usually associ-
ated with the release of the other proinflammatory cytokines, 

such as TNF-α and IL-6, which are indeed expressed in the 
hippocampus.

IL-1β and its receptors are expressed in the hippocampus 
(Farrar et al., 1987; Ban et al., 1991; Cunningham and De 
Souza, 1993). High density of binding sites for IL-1β has been 
detected in the hippocampus, with highest density in the den-
tate gyrus (Takao et al., 1990). It has been shown that peripheral 
immune activation by lipopolysaccharide (LPS) up-regulates 
IL-1β mRNA expression and increases IL-1β protein in the 
hippocampus (Laye et al., 1994; Nguyen et al., 1998). This 
suggests that immune activation may modulate hippocampal 
function via release of immune active molecules, such as IL-1β. 
As hippocampus is a brain region involved in learning and 
memory, the immune associated upregulation of IL-1β mRNA 
and protein expression may interrupt hippocampal functions 
such as learning and memory. Indeed, IL-1β suppresses the 
induction of LTP in the CA1 and CA3 areas of the hippocam-
pus as well as in the dentate gyrus (Katsuki et al., 1990; Bell-
inger et al., 1993; Cunningham et al., 1996; O’Connor and 
Coogan, 1999; Xiong et al., 2000), while having no significant 
effects on excitatory postsynaptic potential (EPSP) evoked by 
low frequency stimulation. The IL-1β-mediated suppression 
of LTP is antagonized by an IL-1β receptor antagonist, sug-
gesting that IL-1β inhibits LTP through IL-1β receptors. In 
addition to IL-1, IL-2 had similar effects on LTP in hippocam-
pus. Application of recombinant IL-2 inhibited the induction 
of both short-term potentiation (STP) and LTP. It also inhib-
ited post-tetanic potentiation (PTP) and LTP maintenance 
without affecting basal synaptic transmission (Tancredi et al., 
1990). Moreover, IL-2 deficiency results in altered hippocam-
pal cytoarchitecture (Beck et al., 2005).

LTP was also suppressed by TNF-α in both the CA1 region 
(Tancredi et al., 1992) and the dentate gyrus (Cunningham 
et al., 1996). In the CA1, the induction of LTP was inhibited 
by TNF-α if the tetanic stimulation was given at least 50 min 
after TNF-α application. In contrast to IL-1 and IL-2, TNF-α 
increased basal synaptic transmission in the CA1 region of the 
slices acutely exposed to TNF-α (Cunningham et al., 1996) 
but not in the dentate gyrus. The underlying mechanisms, by 
which TNF-α increased basal synaptic transmission, have not 
been determined. Brief treatment of hippocampal slices with 
TNF-α did not influence LTP, while long-lasting application 
(>50 min) of TNF-α inhibited LTP.

Summary

The hippocampus is a symmetrical structure located inside the 
medial temporal lobe on both sides of the human brain. In 
cross-sections, the hippocampus consists of two interlocking 
sheets of cortex with three distinct sub-regions: the dentate 
gyrus, the hippocampus proper (CA1—CA3) and the subic-
ulum. The hippocampus has a highly defined laminar struc-
ture with visible layers of pyramidal cells arranged in rows. 
A striking feature of hippocampus is its connection circuitry. 
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The connections within the hippocampus generally follow 
this laminar format and are largely unidirectional. They form 
well-characterized closed loops that originate mainly in the 
adjacent entorhinal cortex. Thus information flow through the 
hippocampus proceeds from the dentate gyrus to the CA3 to 
the CA1 to the subiculum, forming the principal trisynaptic 
circuit. Together with the adjacent amygdyla and entorhinal 
cortex, the hippocampus forms the central axis of the limbic 
system and plays an important role in spatial learning and 
awareness, navigation, episodic/event memory, and neuroim-
munomodulation.
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Review Questions/Problems

 1. Where is the hippocampus located in the human 
brain?

 2. What are the three subfields in the hippocampus?

 3. What are the principal cells in the dentate gyrus and 
the CA1 field?

 4. CA1 region belongs to which subfield in hippocam-
pus?

 5. The main input to the dentate gyrus originates from 
which part of brain and via which fiber path?

 6. The medial and lateral perforant paths project to 
which part of the dendrite tuft of the granule cells?

 7. Mossy fibers originate from which part of the hip-
pocampus and synapse onto the neurons of which 
field(s)?

 8. How many groups of dendrites do a CA1 neurons have 
and what is the name for each group? From which 
part of a CA1 neuron does the axon originate?

 9. What is the main afferent pathway to the CA1 pyra-
midal cells and from where does this pathway origi-
nate?

10. Briefly describe information flow through the hippo-
campus

11. Damage to the hippocampus disrupts which type of 
memory?

12. What are the three basic properties of LTP? Define 
each of the three basic properties.

13. What is the key role that NMDA receptors play in LTP 
induction and what two simultaneously occurring 
events are needed for LTP induction?
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7
Glial and Neuronal Cellular Compostion, 
Biology, and Physiology
Kalipada Pahan

The brain has the unique ability to affect so many things from 
movement to emotion to cognitive abilities. It can, together 
with life events, transform a person into an artist, a priest, a 
scientist, or a teacher. To achieve any goal, all of our body 
systems need to collaborate with one other. It is the brain 
that controls and co-ordinates the activity of all in response 
to environmental cues and demands with the assistance of all 
of the nervous system. Each and every demand is detected 
by our senses and messages are judged by merit, which in 
turn, directs particular responses. Taken together, our nervous 
system is concerned about sensory input and motor output. 
Sensory nerves collect information about the body’s internal 
and external environment and convey it to the central nervous 
system (CNS). Motor nerves carry instructions on what to do. 
Let me describe it with an example. When we feel hungry, our 
internal environment generates a sensory input that provides us 
the awareness of hunger. Then sensory input from the external 
environment provides us the information on how to obtain 
food. Consequently, motor output is generated in the external 
environment to get and swallow food. Then motor activity in 
the internal environment assists us with the food intake to the 
extent until we get the nod from our sensory input from the 
internal environment that enough food has been consumed.

This input and output business is simply dictated by a group 
of cells forming the basis of the supercomputing system of the 
brain—called neurons. This particular group of cells forces 
us to revere brain as an elite organ. It is the “neuron doctrine” 
of Professor Cajal that contributed to the basic understanding 
of the organization of the CNS. As nobody in this world is 
unable to survive alone, neurons are also not an exception 
from this universal rule. Therefore, there are other cells in the 
CNS, called glial cells (Figure 7.1). Glial cells have diverse 
functions that are necessary for the proper development and 
function of the complex nervous system. The growing number 
of links between glial malfunction and human disease has 
generated great interest in glial cell biology.

Axons are surrounded by while matter coating called 
myelin that consists of a layer of proteins packed between two 

layers of lipids. This myelin coating enables axons to conduct 
impulses between the brain and other parts of the body. Myelin 
is synthesized by specialized cells—oligodendrocytes in the 
CNS and Schwann cells in the peripheral nervous system 
(PNS). Although the composition of CNS and PNS myelins 
are not same, they are assigned for the same function—to 
promote efficient transmission of a nerve impulse along the 
axon. Schwann cells have an intimate association with axons 
and each Schwann cell forms myelin around a single axon, 
and lines up along the axon to define a single internode. On 
the other hand, one oligodendrocyte extends several processes 
and can myelinate upto 1–40 axons with distinct internodes. 
In addition to myelination, Schwann cells are able to migrate 
and phagocytose debris from the PNS. However, oligodendro-
cytes do not have such activity.

The major cells in the CNS are astrocytes that are believed 
to support the entire structure of the microenvironment 
(Liedtke et al., 1996) together with endothelial cell lining. 
In addition to structural support, astrocytes have many other 
important functions, such as food supply, water balance, ion 
homeostasis, regulation of neurotransmitters, detoxification 
of ammonia, organizing information network, and release 
of neuropeptides and neurotrophins. Because neurotrophins 
support the growth of neurons and astrocytes are the major 
producer of neurotrophins in the CNS, these cells also play 
an important role in neurogenesis. The other important cell 
type is microglia, the resident macrophages in the CNS. As 
happens in other organs, cells in the CNS also undergo natural 
cell death. Then microglia keep the CNS microenvironment 
clean by scavenging these dead cell bodies. In addition, when 
immune responses are generated within the CNS or from 
outside the CNS, microglia, being the primary CNS immune 
cells, receive and pass on that response to other cells (Carson, 
2002; Rock et al., 2004). Under physiological condition, the 
immune response usually ends up with a logical conclusion 
leading to the development of a better neuroimmune system. 
Another less characterized glial cell type is Bergmann glia 
that are composed of unipolar protoplasmic astrocytes in the 
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cerebellar cortex. These are associated with granule cells in 
the developing cerebellum and with Purkinje cells in the adult 
cerebellum.

As part of our life, we experience stress, trauma, infection, 
injury etc. and come in contact with various toxic substances. 
Although brain is separated from the rest of our body by a 
well-defined blood-brain barrier, brain perceives and faces 
each of these challenges (Figure 7.2). Therefore, after these 
insults, the injured brain cell usually tries to either die or survive. 
When an injured cell dies, the death process usually becomes 
associated with increased production of proinflammatory mol-
ecules, decreased production of anti-inflammatory molecules, 
increase in T-helper 1 (Th1) response, decreased production 
of growth factors, increased expression of death genes (e.g. 
bad, bax), decreased expression of survival genes (e.g. bcl

2
, 

X-IAP, survivin), and over-activation of tumor suppressor 
genes (e.g. p53). On the other hand, during the survival of 
an injured cell, opposite phenomena are observed (Figure 7.2). 
If the survival process is accompanied by a very high Th2 

response, huge production of growth factors, abnormal cell 
growth, and mutation of tumor suppressor genes, the injured 
cell may like to live as a cancerous cell. Although everybody 
is receiving some kind of insults or injuries, everybody does 
not get the disease because in healthy human beings, there is 
a proper balance between cell death and cell survival. When 
this invaluable balance is lost, we see the disease (Figure 7.2). 
Although there are four major cell types in the CNS, under 
neuroinflammatory and neurodegenerative stress conditions, 
only neurons and oligodendroglia succumb to cell death. On 
the other hand, astroglia and microglia do not die but undergo 
activation and gliosis under the same condition. Although glial 
activation is not always bad, when activated glia are forced to 
amplify the stress response to such an extent that it goes out 
of control, it helps in neuroimmune and neurodegenerative 
pathologies (Gonzalez-Scarano and Baltuch, 1999; Eng et al., 
1992; Reier, 1986).

Another aspect that also plays a vital role in unsettling 
the balance between physiology and pathophysiology is 
dose or amount of a biomolecule. Each and every bio-
molecule is important for our cells. However, any good 
thing either in excess or in less is not good any more. For 
example, nitric oxide (NO), an important CNS signaling 
molecule, exerts profound effects depending on its dose. 
In neuronal nitric oxide synthase (–/–) mice, when neu-
rons do not produce much NO, male mice become very 
aggresive and fight with each other (Nelson et al., 1995) 
much like terrorists do all the time! When this molecule 
is present in physiological amount, neurons feel happy 
and relaxed due to the activation of guanylate cyclase 
(GC)-cyclic GMP (cGMP) pathway and proper neuro-
transmission (Hawkins et al., 1998). On the other hand, 
when NO is produced within the CNS in excess, a bitter 
mood prevails over this happy mood as excess NO starts a 
“Hurricane Katrina” damaging cellular powerhouse mito-

Figure 7.2. Balance between physiology and pathophysiology in the CNS.

Figure 7.1. Classification of brain cells.
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chondria, inactivating essential enzymes (e.g. anti-oxidant 
enzymes), castrating multifunctional transcription factors 
(e.g. NF-κB), oxidizing lipids, and destroying many other 
biomolecules (Mitrovic et al., 1994; Radi et al., 1991).

Once Sir Charles Sherrington, 1932 Nobel Laureate of 
Medicine, described brain as “an enchanted loom where 
millions of flashing shuttles weave a dissolving pattern, 
always a meaningful pattern though never an abiding one”. 
Even after more than a hundred years of research, enchant-
ing discoveries are still coming out about this organ. We 
are still more or less in the dark about how to control these 
flashing shuttles and how to direct them to follow a cer-
tain meaningful pattern. In the following chapters, we have 
made an honest attempt to cover most of the known aspects 
of CNS physiology. A one-year old boy has about 100 bil-
lion neurons. As we grow older, neurons are lost and not 
replaced. However, contrary to this century-old dogma, 
recently it has been demonstrated that humans are able to 
generate new nerve cells throughout their life. Therefore, 
we also provide some cues for future scientists to develop 
the wit of transforming old and depressed minds into per-
petually youthful and active minds.
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8.1. Introduction

Central nervous system (CNS) is composed of two major 
cell types: neuron and glia. Astrocytes and oligodendrocytes 
belong to the latter category. Astrocytes, through an intri-
cate network surrounding blood vessels, play an important 
role in supplying food, water and ions from periphery to the 
CNS and maintain CNS homeostasis. Astrocytes also play 
an active role in neurogenesis. However, under inflammatory 
or neurodegenerative conditions, astrocytes produce pro-
inflammatory mediators and take active part in the ongoing 
events. Neurons in the CNS are covered by myelin sheath 
that maintains conduction of nerve impulse. Consistently, 
the CNS houses oligodendrocytes for myelin synthesis. On 
the other hand, Schwann cells are the myelinating cells in 
the peripheral nervous system (PNS). Balanced expression 
of several genes and activation of transcription factors criti-
cally regulate the entire complicated functional network of 
astrocytes, oligodendrocytes and Schwann cells. Keeping 
a birds’ eye view, this chapter delineates genesis and func-
tional aspects of astrocytes, oligodendrocytes and Schwann 
cells.

8.2. Historical View

For decades, astrocytes and oligodendrocytes were considered 
as silent partners of neurons in the CNS. It was known that 
astrocytes, like neurons, were unable to transmit messages 
as they did not possess voltage and ion gated channels. 
With the advancement of science, it is now well accepted 
that astrocytes possess ion channels as well as G-protein 
coupled receptors necessary to sense and respond to neuronal 

activities. Recent advancements also reveal that oligodendro-
cytes, apart from myelinating neurons in the CNS, secrete 
some growth factors to help neuronal growth and develop-
ment. On the other hand, under disease conditions, astroglia 
undergo proliferation and gliosis. Activated astroglia also 
secrete neurotoxic molecules that may be involved in the 
loss of neurons in neurodegenerative disorders and the dam-
age of oligodendroglia in neuroinflammatory demyelinating 
disorders.

The present chapter focuses on biology and functional 
aspects of astrocytes and oligodendrocytes ranging from their 
genesis to their enormous role in maintaining CNS homeostasis 
along with their role in CNS pathology. The biology and function 
of PNS myelinating Schwann cells has been discussed later as 
a separate section (Section 6).

8.3. Development of Astrocytes 
and Oligodendrocytes in the CNS

The vertebrate nervous system including neurons, astrocytes, 
oligodendrocytes, and other cells originates from a flat sheet 
of neuroepithelial cells, constituent of the inner lining of 
neural plate along the dorsal surface of embryo (Fujita, 2003). 
These neuroepithelial cells are the earliest precursors in the 
developing CNS.

8.3.1. Generation of Glial Precursor Cells

During neurogenesis, neuroblasts are first derived from stem 
cells and then migrate peripherally to the mantle and mar-
ginal layers in the developing brain. After that, DNA synthe-
sis in neurons is completely ceased and the progenitor cells 
enter into the phase of gliogenesis in the neural tube. These 
glioblasts are functionally different but morphologically 
indistinguishable from the multipotent stem cells and even-
tually differentiate first into functional astrocytes and then 
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oligodendrocytes. The quiescent form of the glioblasts called 
microglia comes after these events.

Differentiation of cortical progenitor cells is being controlled 
by some transcription factors having basic-helix-loop-helix 
(bHLH) motifs. These are NeuroD, Neurogenin, Mash, Olig, Id, 
and Hes families of protein. The restricted and time-depen-
dent binding of these transcription factors with corresponding 
DNA sequences present in the promoter of different devel-
opmental genes determines the outcome of final cell types. 
Recent developments (Gotz and Barde, 2005; Alvarez-Buylla 
et al., 2001) show that neuron and glia are generated from 
same progenitors/precursors.

8.3.2. Signaling Events Driving the 
Precursors to Functional Cells: Astrocytes 
and Oligodendrocytes

The signaling events like hedgehog and notch regulate genesis 
of functionally distinguished glia and neurons from multipo-
tent stem cells. Hedgehog (Hh) family of signaling molecules 
are the key organizers of tissue patterning during embryogen-
esis (Altaba et al., 2002). In mouse, three Hh genes have been 
identified. These are Desert hedgehog (Dhh), Indian hedge-
hog (Ihh) and Sonic hedgehog (Shh). The Shh plays a vital 
role in the development of CNS. In mammals and birds, Shh 
is the only hedgehog family member that is reported to be 
expressed in normal CNS.

The oligodendrocyte progenitors (OPs) in caudal as well 
as ventral neural tube originate under the influence of Shh 
protein secreted from ventral midline. At this initial stage, 
Shh patterns the ventral neuroepithelium by controlling the 
expression of a set of transcription factors PAX6, NKX 2.2, 
high mobility group protein SOX10, and basic helix-loop-
helix proteins Olig1 and Olig2. These Olig genes and SOX10 
are co-expressed in cells before the appearance of PDGF-
α on OPs. These PDGF-positive OPs then proliferate and 
migrate away from the ventricular surface to all parts of the 
CNS before differentiating into functional myelin forming 
mature cells.

Notch signaling (Yoon and Gaiano, 2005) first specifies 
glial progenitors and then functions in those cells to promote 
astrocytes versus oligodendrocytes fate. The ligands of the 
Notch signaling pathway are expressed in differentiating 
neurons. The receptors Notch are transmembrane proteins 
and are found on neural stem cells. Upon ligand binding, 
intracellular domain (NICD) of Notch is cleaved by γ-secretase 
which then enters into the nucleus to form a complex with 
C promoter binding factor (CBF1) and mastermind-like 
(MAML). Then the complex (NICD:CBF1:MAML) binds 
to promoter regions of target genes Hes and Herp and up-
regulates corresponding HES/HERP proteins. These proteins 
are bHLH transcriptional regulators that antagonize proneural 
genes like Mash 1 and neurogenins. As a result, it blocks 
neuronal differentiation.

8.4. Astrocytes: Biology and Function

In the middle of the nineteenth century, German anatomist 
and pathologist Rudolph Virchow was wondering about the 
group of cells in the brain that surround the neurons and fill 
the spaces between them. Dr. Virchow named these cells as 
“neuroglia” means “neural glue.” He used the term “glue” to 
represent the gluing function of these cells to hold the neurons 
in place. Nowadays “neuroglia” is collectively used for all 
glial cells in the CNS. Later on, due to “star-shaped” appear-
ance, the major neuroglial cells were named as “Astrocytes” 
(Astra: star; cyte: cells).

8.4.1. Morphology and Markers

Morphologically, astrocytes can be classified into two types: 
fibrous astrocytes and protoplasmic astrocytes (Brightman 
and Cheng, 1988). Fibrous astrocytes are located predomi-
nantly in white matter and possess fewer but longer processes. 
These processes form cytoplasmic bundles of intermediate 
filaments (IFs). The major constituent of these filaments are 
glial fibrillary acidic protein (GFAP). Under light microscope, 
the fibrous astrocytes look like a star-shaped cell body with 
finer processes. These processes are extended for long dis-
tances and contain abundant IFs.

The protoplasmic astrocytes, on the other hand, have more 
complex morphology. They contain highly branched processes 
that form membranous sheets surrounding the neuronal 
processes, cell bodies and end-feet on capillaries. In contrast 
to fibrous astrocytes, these cells have fewer IFs and a greater 
density of organelles.

Apart from the ultrastructural study, astrocytes can also be 
identified on the basis of marker proteins (Table 8.1).

8.4.2. Heterogeneous Population of Astrocytes 
in the CNS

In the CNS, many cells share some characteristics with astro-
cytes. These “astrocytes-like” cells are pituicytes, tanycytes, 

Table 8.1. Markers of astrocytes.

  Cellular  Molecular
Marker Function localization weight

GFAP Major constituent of  Cytoplasm 50 kDa
  intermediate filament found  (predicted)
  mostly in adult astrocytes
EAAT1 Transport of amino acids Cytoplasm 59.5 kDa
Glutamine  In CNS, the enzyme found  Cytoplasm 43 kDa
 synthase  only in astrocytes; 
  it catalyzes conversion of
  glutamate to glutamine
S-100 Ca-binding proteins Cytoplasm/ 21–24 kDa
   Nucleus

GFAP, glial fibrillary acidic protein; EAAT1, excitatory amino acid transporter
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ependymal cells, and Müller glia (Brightman and Cheng, 1988). 
“Bergmann glia” or Golgi epithelial cell, one of the astrocyte 
subtypes, is found mainly in cortical region of the cerebellum. 
The soma of such cell type is located in the Purkinje cell layer; 
they extend very long processes that end at the glia limitans of 
pia mater and large blood vessels. Also, there are astrocytes in 
white matter with more protoplasmic topology and with mixed 
fibrous and protoplasmic features.

On the basis of morphology and antigenicity, astrocytes 
from optic nerve cultures were designated as type 1 and type 
2 (Raff et al., 1984). The type 1 astrocytes were originally 
defined as flat, polygonal cells that expressed GFAP but 
did not bind anti-ganglioside monoclonal antibodies A2B5 
or R24 and LB1 except rat neural antigen 2 (Ran 2). These 
type 1 astrocytes proliferate well in the presence of epidermal 
growth factor and are found during gliogenesis in early devel-
opmental stage. On the other hand, type 2 astrocytes are found 
as GFAP+A2B5+ cells in rat optic nerve culture.

However, it is yet to know whether these morphologically 
distinct heterogeneous populations of astrocytes are also 
different in their function or such morphological differences 
are merely intrinsic.

8.4.3. Physiological Role of Astrocytes 
in the CNS

8.4.3.1. Maintaining CNS Homeostasis

8.4.3.1.1. Providing Structural Support

Astrocytes have long been considered as structural support 
cells of the brain. The anatomy of brain microvasculature 
shows that astrocytic end feet constitute an envelope around 
blood vessels (Kacem et al., 1998). Astrocytic processes are 
positioned beneath the pial membrane and the ependymal 
surface and thereby segregate the CNS parenchyma from 
external environment (Figure 8.1). The cytoplasmic processes 
of astrocytes form a close network around the synaptic complex 
and maintain synaptic integrity (Newman, 2003).

8.4.3.1.2. Maintaining Water Balance

Water is essential in the CNS for formation and maintenance of 
cerebrospinal fluid. Water enters into the CNS either through 
diffusion due to difference in osmotic pressure or through some 
specified channels. Astrocytes, through membrane-bound 
transporter system, maintain water and ionic homeostasis in the 
brain. The co-transporter system like “sodium-glutamate co-
transporter” (Na+-glutamate, EAAT1) and sodium-potassium-
chloride ion co-transporter (Na+-K+-Cl− co-transporter, NKCC) 
are located on astroglial membrane and regulate astrocytic 
water transport into the CNS (Figure 8.1).

Apart from the co-transporters, astrocytic perivascular system 
in the brain involves membrane-bound water channels, called 
aquaporins (Nagelhus et al., 2004). These water channels 

specifically mediate water fluxes within the brain. Among 
several members of the aquaporin family, aquaporin 4 and 9 are
expressed in astrocytes. The activity of aquaporins is regulated 
by transmembrane G-protein coupled receptor (GPCR) family 
of hormonal receptors.

8.4.3.1.3. Maintaining IonHomeostasis

Astrocytes are responsible in maintaining extracellular K+ ion 
concentration at a level compatible with neuronal function. 
Astrocytes form a syncytium through which it efficiently 
redistributes K+ from perineuronal to perivascular space. Such 
redistribution of K+ is mediated by inwardly rectifying K+ ion 
channels. One such K+ ion channel Kir 4.1 is expressed in 
astrocytes surrounding neuronal synapses as well as blood 
vessels in the brain (Nagelhus et al., 2004).

In addition to having K+ channels, astrocytes bear plenty 
of other ion channels; function of many of them is still under 
research. Astrocyte cell surface bears an atypical sodium 
channel Nax that is assumed to be under voltage-gated sodium 

Figure 8.1. Maintenance of CNS integrity by astrocytes. Astrocytes 
endfeet forms a network on blood capillary and regulate transfer of 
water, ions and sugars. The pre-synaptic position of astrocytes is crit-
ical for the uptake of excitotoxic glutamate from neuronal synapse.
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channel family. Nax is exclusively localized to perineuronal 
lamellate processes extended from ependymal cells and astrocytes. 
It has been suggested that glial cells bearing Nax channel are 
the first to sense a physiological increase in sodium level in 
body fluids (Watanabe et al., 2002).

8.4.3.1.4. Regulating Neurotransmitter 
and Amino Acid Levels

Astrocytes are active participants in the formation of tri-partite 
synapse and modulate synaptic activity of neurons. Gluta-
mate plays a central role in astrocytic-neuronal interactions. 
This excitatory amino acid released by neurons, is taken up 
by astrocytes from the neuronal synapses via their glutamate 
transporters. Astrocytes convert glutamate into glutamine and 
release into the synaptic cleft for being taken up by neurons 
(Hertz and Zielke, 2004). Astrocytes express several receptors
linked to ion channels and second messenger pathways. Acti-
vation of receptors e.g. metabotropic glutamate receptor, in 
turn, elevates intracellular level of Ca2+. Calcium-dependent 
glutamate release from astrocytes modulates the activity of 
both excitatory and inhibitory synapses (Figure 8.1).

Apart from glutamate, astrocytes also uptake neurotrans-
mitters like gamma amino butyric acid (GABA), aspartate, 
taurine, β-alanine, serotonin, and catecholamines. The fate of 
all these neurotransmitters is to be metabolized within astro-
cytes.

8.4.3.1.5. Detoxifying Ammonia

Ammonia is toxic for the CNS. Ammonia toxicity may result 
in neurological abnormalities leading to seizures, mental retar-
dation, brain edema, convulsion, and coma. One of the most 
important enzymes that catalyze the formation of ammonia in 
the brain is glutamate dehydrogenase. This enzyme catalyzes 
reversible oxidative deamination of glutamate and produces 
ammonia particularly in astrocytes, thereby provides a mecha-
nism for the removal of excess nitrogen from certain amino 
acids. Brain lacks carbamoyl phosphate synthase 1 and ornithine 
transcarbamylase, essential enzymes for the urea cycle, and 
thereby unable to remove accumulated ammonia (Cooper and 
Plum, 1987). However, astrocytes convert excess ammonia to 
glutamine via glutamine synthase (Figure 8.1). The excreted 
glutamine from astrocytes is taken up by neurons. In fact, 
either in physiological condition or even in hyperammonemic 
condition, rapid conversion of ammonia to glutamine in 
astrocytes is the predominant detoxification event in the CNS 
(Bak et al., 2006).

8.4.3.2. Supplying Energy

Glucose and ketone bodies are the primary source of energy 
in mammalian brain under normal physiological conditions. 
In comparison to its weight, which is only 2–3% of total body 
weight, brain consumes up to one fourth of body’s total glucose 
supply.

8.4.3.2.1. Glycolysis

Astrocytes are the major food depot in the CNS. The food 
is stored in the forms of glycogen. Several studies suggest 
that glycogen phosphorylase and synthase are predominantly 
localized in astrocytes. Glucose is utilized in astrocytes mainly 
via glycolysis (Wiesinger et al., 1997). Deprivation of glucose 
in cultured astrocytes results in reduction in ATP/ADP ratio 
and membrane depolarization. Sugars enter into the meta-
bolic pathway through phosphorylation which is considered 
as rate determining step. Astrocytes express hexokinase 1, 
the primary isoform of hexokinase in the CNS. This enzyme 
is mostly localized in mitochondria, only about 30% of it is 
found in cytosol.

8.4.3.2.2. Oxidative Metabolism

In order to generate energy in the form of ATP, sugars are 
bound to enter into oxidative metabolic pathway, the tri 
carboxylic acid cycle (TCA cycle) (Figure 8.1). Glycolysis 
generates 2 molecules of ATP and the TCA cycle generates 
30 more ATP molecules from one molecule of glucose. The 
formation of energy in astrocytes is either through utilization of 
glucose under normal physiological condition or from reserve 
food storage glycogen via gluconeogenesis.

8.4.3.3. Organizing the Information Network in the CNS

As has been discussed earlier, astrocytes outnumber neurons 
by about ten to one in the CNS; and yet, historically they were 
considered to be a sort of glue (γλια) or connective tissues of 
the CNS. In the recent years though, it is increasingly clear 
that astrocytes form an integral and active component of the 
information network in the CNS and have received the “star-
dom” reflecting their morphology (Haydon, 2001; Nedergaard 
et al., 2003; Ransom et al., 2003). Astrocytes thus are a critical 
participant of “the tripartite synapse” (Araque et al., 1999; 
Perea and Araque, 2002). Indeed, not too long ago an entire 
book dedicated to “The Tripartite Synapse” that discussed in 
excellent detail, the anatomical and functional basis of neuro-
glial interactions, astrocyte calcium excitability, and the role 
of astrocyte in regulation of synaptic function (Volterra et al., 
2002). Any discussion on astrocyte biology is thus incomplete 
without a consideration of their role in information transfer and 
intercellular communications in the brain. The details of the 
molecular mechanisms of this process via specific signaling 
events in health and disease will be discussed later in this book 
(see chapter by Pahan and Bidasee). This section highlights the 
current information on the glial communication networks of 
metabolite transport through gap junctions and the importance 
of calcium as a hallmark regulator of glial function.

8.4.3.3.1. Role of GAP Junctions

In the brain, astrocytes form a syncytium, or a network of 
integrated cells (Scemes, 2000). Such a syncytium consists of 
astrocytes that have cytoplasmic continuity in adjacent cells 
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through gap junctions (Bennett et al., 2003). Gap junctions 
serve as a conduit between two astrocytes and consist of two 
hemichannels, also called connexones. These hemichannels 
or connexones are contributed by the juxtaposed cells and 
together form the gap junction (Figure 8.2). Hemichannels 
assembled in the endoplasmic reticulum consist of junctional 
proteins belonging to the family of connexins (Contreras et al., 
2003; Saez et al., 2003). Although a variety of connexins are 
expressed by astrocytes, connexin (Cx) 43 is the predominant 
astrocyte connexin (Theis et al., 2005). These gap junctions 
form channels or pores about 1–1.5 nm in diameter and per-
mit transfer of small metabolites including, but not limited 
to, NAD, ATP, glutamate and Ca2+ (Saez et al., 2005). Gap 
junctions formed with Cx43 are also permeable to dyes, such 
as Lucifer yellow or propidium, which serve as experimental 
tools for studies on gap junction function. The presence of gap 
junctions between astrocytes and the tripartite synapse con-
sisting of the conventional synapse ensheathed by astrocyte 
processes together serve as models for neuroglial interactions. 
Indeed, evidence from astrocyte-neuron co-cultures has dem-
onstrated that the presence of astrocytes in neuronal cultures 
increases the number of synapses and their efficiency. On the 
other hand, gap junctional communication and function can 

be regulated by neurons (Rouach et al., 2004). It is now gen-
erally accepted that astrocytes are likely involved in a variety 
of neurodegenerative diseases; however, alterations in the gap 
junction communication in pathological conditions, regula-
tion of hemichannels and connexin expression and function is 
largely unresolved (Nakase and Naus, 2004).

8.4.3.3.2. Role of Calcium

While neurons are most prominently identified with their 
electrical excitability and astrocytes lack such electrical 
impulses, calcium waves that propagate through gap junc-
tions have emerged as the parallel mechanism to that of the 
transfer of electrical impulse from one neuron to another. This 
of course by no means suggests that calcium communication 
is unique to astrocytes; indeed, such signals are commonly 
used by a variety of cells and neurons are no exception to 
this. In neurons, calcium signals lead to an instant integrated 
elecrical and chemical communication in synaptic cells. In 
both cultured astrocytes and astrocytes in intact brain slices, 
excitation of one cell can form a calcium wave transferred to 
several neighboring cells in multiple directions. This involves 
elevated calcium in a single cell followed by elevated intra-

Figure 8.2. The astrocyte nexus: The astrocyte processes engulf the synapse forming what is now known as the tripartite synapse, consisting 
of pre- and post-synaptic elements as the two components along with the astrocyte ensheathment as the third. The brain astrocytes communi-
cate with each other through intercellular connections forming a large network on interconnected cells. These cells join through gap junctions 
that form a channel through which small molecules can pass from one cell to the next. Calcium, one of the molecules that can pass through 
these gap junctions can lead to exponential transfers within the astrocyte nexus forming a calcium wave. Such connexin 43 containing func-
tional gap junctions are primarily observed in the astrocytes in the brain.
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cellular calcium in other cells. Such transfer of the calcium 
wave has been related to the Cx43 gap junction coupling of 
astrocytes both in vitro and in situ (Schipke and Kettenmann, 
2004). Mobilization of intracellular calcium is also widely 
used by astrocytes as a prominent cell signaling mechanism 
in response to a variety of stimuli both in physiological and 
pathological conditions (Verkhratsky and Kettenmann, 1996). 
Calcium ions form an important cellular messenger and can 
provide an exquisitely sensitive mechanism for signaling, 
depending on their amount, distribution, amplitudes, and time 
course.

Even more exciting is that neuronal activity can stimulate 
such calcium communication in astrocytes and vice versa 
(Perea and Araque, 2005a). Thus, the role of calcium in the 
function of the tripartite synapse has received significant 
recent attention (Araque and Perea, 2004; Hirrlinger et al., 
2004; Perea and Araque, 2005b). Ca2+ excitability of glia is 
observed in response to a variety of stimuli (Verkhratsky and 
Kettenmann, 1996). Such an elevation in intracellular calcium 
in a single astrocyte thus leads to the elevated calcium in the 
neighboring cells or the calcium wave described above. The 
complexity of calcium regulation in astrocytes is even greater, 
as has been revealed by recent studies showing that the calcium 
oscillations in a single cell may not even encompass the entire 
cell volume, but remain restricted to certain microdomains or 
certain processes within the astrocyte. Thus, we see the beauty 
of the autonomous functioning of a specific part of the cell 
that may have encompassed a syncytium of other cells or may 
ensheathe certain synapses, and provide at the same time the 
possibility of chemical coupling of the entire cell when given 
the appropriate stimulus (Carmignoto and Pozzan, 2002; 
Kettenmann and Filippov, 2002; Nett and McCarthy, 2002). 
The question as to what such calcium excitability of glia does 
in the neuroglial interactions is evolving. Certainly, from the 
example set by neurons where calcium signaling is tightly 
integrated with chemical release, the possibility that calcium 
excitability of astrocytes leads to the release of metabolites, 
which may in turn act in an autocrine or a paracrine manner, 
has also been investigated. The arena of calcium excitability 
of glia, their functional syncytium in the brain and their role 
in the tripartite synapse, all are subjects of intense investiga-
tion and will prove valuable in the complete understanding of 
neuroglial function.

8.4.3.4. Releasing Neuropeptides and Neurotrophins

Apart from its function as “support” cells by maintaining 
integrity of the CNS, astrocytes release several neuropeptides 
and neurotrophins. So far, four families of neuropeptides have 
been demonstrated to be expressed in astrocytes:

A. Renin-angiotensin family : The major function of renin-
angiotensin system (RAS) in periphery is to maintain body-
fluid homeostasis and regulate blood pressure.

B. Endothelins : Endothelins (ETs), a group of vasoactive 
peptides, acts as growth factor, exerting different functions 
like induction of proliferation, protein synthesis or changes 

in morphology. The ET1 also increases the rate of glucose 
6-phosphate utilization via pentose phosphate pathway.

C. Enkephalins : The pentapeptide enkephalins are the ligand of 
orphan receptors in brain and are present mostly as precursor 
form in astrocytes.

D. Neurotrophins : Astrocytes are capable of releasing several 
growth factors and neurotrophic factors including epidermal 
growth factor (EGF), transforming growth factor (TGF), 
insulin like growth factor-1 (IGF-1), fibroblast growth factor-2 
(FGF-2), brain-derived neurotrophic factor (BDNF), glial-
derived neurotrophic factor (GDNF), and neurotrophin-3 
(NT-3) (Wu et al., 2004).

8.4.3.5. Facilitating Neurogenesis

One of the key advances in the field of neurobiology is the 
discovery that astroglial cells can generate neurons not only 
during development, but also throughout adult life and poten-
tially even after brain lesion. It has been shown that in neuro-
genic regions of adult brain (ventricular zone, hippocampus, 
and olfactory subependyma), astrocytes secrete factors like 
FGF-2, IGF-1, Shh, BDNF, GDNF, and NT-3 that induce 
neurogenesis (Altaba et al., 2002) and support the growth of 
neurons and neural progenitor cells (Wu et al., 2004).

8.4.4. Role of Astrocytes in CNS Disorders

8.4.4.1. Activation of Astrocytes and Gliosis

Recent evidence suggests that astrocytes might act as immu-
nocompetent cells within the brain (Shrikant and Benveniste, 
1996). Astrocytes react to various neurodegenerative insults 
rapidly, leading to vigorous astrogliosis. This reactive gliosis 
is associated with alteration in morphology and structure 
of activated astrocytes along with its functional characteris-
tics (Eddleston and Mucke, 1993). The astrocytic processes 
construct a bushy network surrounding the injury site, thus 
secluding the affected part from the rest of the CNS area. 
Subsequently, astrogliosis has been implicated in the patho-
genesis of a variety of neurodegenerative diseases, including 
Alzheimer’s disease (AD), Parkinson’s disease, inflammatory 
demyelinating diseases, HIV-associated dementia (HAD), 
acute traumatic brain injury, and prion-associated spongiform 
encephalopathies (Eng and Ghirnikar, 1994). Although acti-
vated astrocytes secret different neurotrophic factors for neu-
ronal survival, it is believed that rapid and severe activation 
augments/initiates inflammatory response leading to neuro-
nal death and brain injury (Tani et al., 1996; Yu et al., 1993). 
Enhanced up-regulation of GFAP is considered as a marker for 
astrogliosis (Eng et al., 1994). GFAP increases at the periphery 
of ischemic lesion following neurodegenerative insults 
(Chen et al., 1993). Senile plaques, a pathologic hallmark 
of Alzheimer’s disease, are associated with GFAP-positive 
activated astrocytes (Nagele et al., 2004). It is reported that 
in various neuroinflammatory diseases, the increased GFAP 
expression corresponds to the severity of astroglial activation 
(Eng et al., 1992; Eng and Ghirnikar, 1994).



8. Astrocytes, Oligodendrocytes, and Schwann Cells 75

Recently our lab showed that various neurotoxins increase 
the expression of GFAP in astrocytes via nitric oxide (NO) 
(Brahmachari et al., 2006) suggesting that scavenging of NO 
may be an important mechanism in attenuating astrogliosis. 
Although the activation of NF-kB is involved in neurotoxin-
induced production of NO in astrocytes, once NO is pro-
duced, it does not require the activation of NF-κB to induce 
the expression of GFAP (Figure 8.3). However, NO induces/
increases the expression of GFAP in astrocytes via guanylate 
cyclase (GUCY)—cyclic GMP (cGMP)—protein kinase G 
(PKG) pathway (Figure 8.3).

8.4.4.2. Release of Pro-inflammatory Molecules

Upon severe activation in response to various neurodegenera-
tive and neuroinflammatory challenges, astrocytes secrete var-
ious pro-inflammatory molecules including pro-inflammatory 
cytokines (TNF-α, IL-1α, IL-1β, IL-6, and lymphotoxin), 
chemokines, reactive oxygen species, reactive nitrogen 
species, and eicosanoids (Brosnan et al., 1994; Gendelman et al., 
1994; Meeuwsen et al., 2003; Van Wagoner et al., 1999). These 
secreted pro-inflammatory molecules play an important role 
in the pathogenesis of various neurological disorders (Heales 
et al., 2004). In cultured murine astrocytes, bacterial lipo-
polysaccharides (LPS) act as a prototype inducer of various 
inflammatory responses. LPS is capable of inducing the 
expression of pro-inflammatory cytokines and inducible nitric 
oxide synthase (iNOS) in rat primary astrocytes (Pahan et al., 
1997) but unable to induce the expression of iNOS in human 
astrocytes (Jana et al., 2005).

Among different pro-inflammatory cytokines (IL-1β, TNF-α, 
and IFN-γ) tested, only IL-1β alone is capable of inducing 
iNOS in human primary astrocytes (Jana et al., 2005). Similarly, 
among different cytokine combinations, the combinations 
involving only IL-1β as a partner are capable of inducing iNOS 
in human astrocytes (Figure 8.4). The combination of IL-1β 
and IFN-γ induces the expression of iNOS at the highest level 
in human astrocytes. Different pro-inflammatory transcription 
factors are involved in the transcription of iNOS in various cell 
types including astrocytes (Kristof et al., 2001; Liu et al., 2002; 
Pahan et al., 2002; Xie et al., 1994). All the three cytokines 
independently induce the activation of AP-1 while IL-1β and 
TNF-α but not IFN-γ induces the activation of NF-κB. How-
ever, among three cytokines, only IL-1β is capable of induc-
ing the activation of CCAAT box/enhancer-binding proteinβ 
(C/EBPβ) (Figure 8.4) suggesting an essential role of C/EBPβ 
in the expression of iNOS in human primary astrocytes (Jana 
et al., 2005). In addition to pro-inflammatory cytokines, viral 
double-stranded RNA (Auch et al., 2004) and HIV-1 Tat also 
induce the expression of iNOS and the production of NO in 
human astrocytes (Liu et al., 2002).

8.4.4.3. Do astrocytes Present Antigen 
Under Autoimmune Response?

The CNS has long been known as “immunological privileged 
site” as it is secluded by BBB from peripheral immune system. 
However, this hypothesis is gradually becoming wrong. Microglia 
are capable of functioning as antigen-presenting cells (APC) 
as they express MHC I and II molecules (Carpentier et al., 

Figure 8.3. Various neurotoxins induce the expression of inducible nitric oxide synthase (iNOS) via the activation of NF-κB. Nitric oxide 
produced from iNOS then induces the activation of guanylate cyclase (GUCY) that catalyzes the production of cGMP. Inhibition of phos-
phodiesterase may also increase the level of cGMP. Cyclic GMP utilizes protein kinase G (PKG) to increase the expression of GFAP. IL-1R, 
IL-1 receptor; TLR4, toll-like receptor4; GPCR, G protein-coupled receptor; TLR3, toll-like receptor 3.
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2005; Dong and Benveniste, 2001). In addition, microglia also 
expresses co-stimulatory molecules B7.1 and B7.2 molecules 
which play a role during antigen presentation. Another possible 
candidate as CNS APC is astrocyte. Expression of MHC II in 
astrocyte upon stimulation with IFN-γ or viruses has been 
demonstrated both in vivo and in vitro. However, capability 
of astrocytes as APC is still a controversial point. Examina-
tion of CNS tissues in MS, shows expression of B7-1 or B7-2 
co-stimulatory molecules on macrophages and microglia but 
not on astrocytes. Human astrocytes also do not express co-
stimulatory molecules B7-1 or B7-2. On the other hand, murine 
astrocytes express B7-1 or B7-2 either constitutively or in the 
presence of IFN-γ. Conflicting results are also found in case of 
CD40 expression. For example, CD40 expression is observed 
in fetal human astrocytes but not in adult human astrocytes. 
Therefore, functional ability of astrocytes as APC needs more 
research.

8.4.4.4. Formation of Glial Scar: 
A Double-Edged Sword

Astrocytes play a dual role in inflammatory insults. In one 
hand, activated astrocytes, characterized by cellular hypertro-
phy, proliferation and increased GFAP expression represent 
anisomorphic gliosis. This is the consequence of gross tissue 
damage and results in the formation of tightly compacted lim-
iting glial margin termed as astrogliotic scar or glial scar. The 
pro-inflammatory molecules released by reactive astrocytes 
in the scar cause tissue damage and inhibit neurite outgrowth 
as well as induce oligodendrocytes death. Chondroitin and 
keratin sulphate proteoglycans are among the main inhibitory 
extracellular matrix molecules that are produced by reactive 
astrocytes in the glial scar and are believed to play a crucial 
part in failure to regeneration. On the other hand, isomorphic 
gliosis, formed in response to insult, results in improved recov-

ery and regeneration of the damaged tissue (Eddleston and 
Mucke, 1993; Silver and Miller, 2004). At the sites distant 
from injury, activated astrocytes get transformed to a more 
pronounced stellate shape with increased production of anti-
oxidants and soluble growth factors that coordinate tissue 
remodeling in enhancing the survival of adjacent neurons and glia.

8.4.4.5. Trying to Defend Neurons Against Oxidative 
Stress and Excitotoxic Damage

One of the hallmarks of various neurodegenerative and neuroin-
flammatory disorders is oxidative stress-induced CNS damage. 
Such oxidative stress can damage lipids, proteins and nucleic 
acids of cells and power-house mitochondria causing cell death 
in assorted cell types including neurons and oligodendroglia. 
However, astrocytes having high levels of anti-oxidant enzymes 
(glutathione peroxidase, catalase, glutathione reductase, and 
superoxide dismutase) and anti-oxidants (gluthathione and ascorbic 
acid) try to absorb reactive oxygen species (O

2
=, O

2
−, and OH.) 

and reactive nitrogen species (NO, ONOO−), maintain redox 
homeostasis and defend the insulted CNS (Chen and Swanson 
2003; Dringen and Hirrlinger, 2003; Wilson, 1997). In addi-
tion, astrocytes also scavenge detrimental molecules such as 
glutamate, produced during synaptic transmission through neu-
rons (Hertz and Zielke, 2004). Astrocytes convert glutamate 
to glutamine by glutamine synthetase.

8.4.4.6. Swelling of Astrocytes

Astrocytes undergo rapid swelling in certain acute pathological 
conditions like ischemia and traumatic brain injury. Different 
mechanisms are involved in such swelling process of astro-
cytes. Some of these are, decreasing extracellular fluid osmo-
larity, intracellular acidosis, formation of ammonia, increase 
in Na+, K+, 2Cl− co-transporter system, and due to drastically 

Figure 8.4. Expression of iNOS by various pro-inflammatory cytokines in human primary astrocytes. TNF-&bdotalpha;and IFN-γ alone or 
in combination are unable to induce the expression of iNOS. On the other hand, IL-1B alone or in combination with other cytokines induce 
iNOS in human astrocytes. Activation of AP-1 and GAS together by IFN-γ is not sufficient for the expression of iNOS. Activation of AP-1 
and NF-κB together by TNF-α is also not sufficient for iNOS expression. Activation of AP-1, NF-κB and GAS together even at a higher level 
by the combination of TNF-α and IFN-γ compared to that induced by individual cytokines is also not sufficient for the expression of iNOS. 
However, Il-1β capable of activating C/EBPβ, AP-1 and NF-κB induced iNOS in human astrocytes suggesting an important role of C/EBPβ 
in the expression of iNOS in human astrocytes.
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elevated levels of arachidonic acid and its metabolites. Alteration 
in glutamate metabolism and accumulation of glutamine and 
its transamination product, alanine is another possible cause 
of astrocytes swelling. In ischemic condition or in acute brain 
trauma, proton accumulation in cytoplasm cause astroglial 
cell swelling predominantly via activation of Na+/H+ and Cl−/
HCO

3
− exchangers.

8.4.4.7. Undergoing Apoptosis Under Acute Insults

Although astrocytes usually undergo proliferation and gliosis 
in various neurodegenerative disorders, under acute insults, 
astrocytes may undergo apoptosis. Ex vivo cell culture studies 
demonstrate that tumor suppressor protein p53 plays a role in 
neuronal as well as astrocyte apoptosis (Bonni et al., 2004). 
HIV-1 infection of the central nervous system (CNS) frequently 
causes dementia and other neurological disorders in which 
apoptosis of astrocytes along with neuron has been found. 
HIV-1 infection of primary brain cultures induces the receptor 
tyrosine kinase c-kit and causes apoptosis of brain cells 
including astrocytes (He et al., 1997). The importance of c-
Kit in apoptosis of astrocytes has further been confirmed by 
overexpressing c-Kit in an astrocyte-derived cell line in the 
absence of HIV-1. The mechanism of c-kit induction by HIV-
1 involves transactivation of the c-kit promoter by the HIV-1 
Nef protein.

8.5. Oligodendrocytes: Biology and 
Function

Camillo Golgi was the first to give a good description of 
glia. A few years later, Cajal, student of Rio Hortega (1921) 
showed that there are two quite distinct cell types of neu-
roglia besides astrocytes using silver carbonate impregna-
tion technique which he named oligodendrocyte (OL) and 
microglia. OLs are specifically the myelin-forming cells of 
the CNS.

8.5.1. Markers and Morphological Characteristics 
of Various Developmental Stages of Oligodendrocytes

Among different brain cells, the development of OL has been 
well characterized. During differentiation, oligodendrocyte 
lineage cells (early oligodendrocyte progenitors, oligodendro-
cyte progenitors, pro-oligodendrocytes, immature oligoden-
drocytes, and mature oligodendrocytes) (Figure 8.5) express 
stage-specific components that serve as markers of lineage 
progression (Table 8.2). Morphological characteristics of various 
developmental stages are shown in Figure 8.5.

8.5.2. Biological Role of Oligodendrocytes 
in the CNS

The major biological role of OL is myelination. However, 
OL may also promote neuronal survival, axonal growth and 
process formation. Neuronal function is also influenced by 
OL-derived soluble factors that induce sodium channel-
clustering along axons. Neurotrophins (NGF, BDNF, and 
NT3) produced from OL may provide the trophic support for 
both OL and local neurons.

PSA-NCAM, polysialylated form of neural cell adhesion 
molecule; PDGFR-α, platelet-derived growth factor receptor α; 
MBP, myelin basic proteins; PLP, proteolipid protein; DM20, 
isoform of PLP; MOG, myelin/oligodendrocyte glycoprotein; 
MAG, myelin-associated glycoprotein; CNPase, 2′,3′-cyclic 
nucleotide 3′-phosphodihydrolase (Baumann and Pham-Dinh, 
2001; Deng and Poretz, 2003).

8.5.2.1. Myelinating CNS Neurons

Myelination is a sequential multi-step process in which 
a myelinating cell recognizes and adheres to an axon, then 
ensheathes, wraps and ultimately excludes its cytoplasm from 
the spiraling process to form compact myelin. An OL is able 
to myelinate upto 40 axons depending on its localization. 
Myelin is composed of lipids and proteins, most of which are 

Figure 8.5. Different stages of oligodendroglial development.
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specific for the myelin sheath. The major proteins are MBP, 
PLP, CNPase, and MAG. In the CNS, axonal factors play a 
critical role in the myelination process and thickness of the 
myelin, and that myelination in the CNS depends on a bal-
ance between positive and negative axonal signal (Sherman 
and Brophy, 2005).

8.5.2.1.1. Role of Proteins

Role of CNPase: CNPase was first identified in CNS myelin 
and it represents about 4% of the total myelin protein in the 
CNS. It possesses enzymatic activity that catalyses the hydro-
lysis of 2′, 3′-cyclic nucleotides into their corresponding 
2′-neucleotides. However, to date any substrates of this enzyme 
has not been detected in the brain. Therefore, precise role of this 
enzyme in brain is unknown. However, it is one of the earliest 
myelination-specific polypeptides, synthesized by oligodendro-
cytes prior to the appearance of the myelin structural proteins 
(MBP and PLP) and its synthesis persists into the adulthood, 
suggesting a role in the synthesis and maintains of the myelin 
sheath. Over-expression of CNPase in transgenic mice perturbs 
myelin formation and creates aberrant OL membrane expan-
sion. Recently, CNP knockout mouse study shows that CNP 
protein is required for maintaining the integrity of para-nodes 
and disruption of the axo-glial signaling at this site causes the 
progressive axonal degeneration (Rasband et al., 2005).

Role of MBP: MBP is one of the major proteins of the CNS, 
and it constitute about 25–30% of the total protein. The 18.5 kDa 
isoform of myelin basic protein (MBP) is the exemplar of the 
family, being most abundant in adult myelin, and thus the most-
studied. Shiverer mutation of MBP gene results in the absence 
of MBP proteins and morphological analysis of the CNS 
reveals an almost total lack of myelin in the brain, and also the 
existing myelin is abnormal, presenting no major dense line. 
Therefore, MBP is necessary for the formation of the major 
dense line in the CNS myelin (Readhead and Hood, 1990).

Role of MOG: MOG is a member of the immunoglobulin 
super family, preferentially localized on the outside surface of 
myelin sheath and on the surface of OL process. Immunocy-

tochemical studies demonstrate that the expression of MOG is 
late in OL differentiation compared with other major myelin 
proteins. It is used as a surface marker of oligodendrocyte 
maturation. This specific CNS protein is a minor component 
of myelin, constituting 0.01–0.05% of total myelin proteins. 
It is a 26–28 kDa integral glycoprotein and like other myelin 
proteins it may exist in multiple forms. Since the location 
of this protein in outermost surface of the myelin, it is easily 
accessible to a humoral immune response. MOG not only 
binds C1q but also may be the protein in myelin responsible 
for complement activation (Johns and Bernard, 1999).

Role of PLP/DM20: PLP is the most abundant intra-mem-
brane protein and represents about 50–60% of the total pro-
tein in the CNS. It is localized predominantly in compact 
myelin. DM-20 and PLP arise from alternative splicing of a 
genomic transcript and differ by a hydrophilic peptide seg-
ment of 35-amino acids long, the presence of which gener-
ates the PLP product. PLP is necessary for normal myelin 
compaction, but the molecular mechanism for the adhe-
sive function of these proteins is not known. In addition, 
it has been shown that PLP/DM20 play a metabolic role 
in maintaining axonal metabolism (Knapp, 1996) and also 
play an important role in the formation of intraperiod line 
and in maintaining axonal integrity. In human, mutation of 
PLP and DM20 gene causes Pelizaeus-Merzbacher disease 
(PMD), an X-linked dysmyelinating neuropathy, and spas-
tic paraplegia type II (SPG-II) (Duncan, 2005).

Role of other myelin proteins: Besides these four proteins, 
myelin also contains other proteins that play a critical role in 
myelin compaction and neuronal function.

Myelin-associated glycoprotein (MAG) : MAG is a minor con-
stituent of both the CNS and PNS myelin. MAG found on the 
myelin membrane adjacent to the axon. MAG is believed to 
participate in axonal recognition and adhesion, inter-membrane 
spacing, signal transduction during glial cell differentiation, 
regulation of neurite out growth, and in the maintenance of 
myelin integrity.

Table 8.2. Stage-specific markers of oligodendrocytes.

Developmental stages Markers Detection Characterization

Precursor PSA-NCAM,  Anti-PDGFR-α  PSA-NCAM+

  Nestin, PDGFR-α,   antibody  /Nestin+/
A2B5−

  DM-20
Oligodendrocyte  NG2/AN2+ proteoglycan,  Anti-NG2 antibody,  A2B5+ /O4−

 Progenitor cells(OPCs)  PDGFR-α protein or mRNA,   Anti-PDGFR-α antibody, 
  GD3-related gangliosides,   A2B5 antibody
  DM-20, CNPase
Pro/pre-oligodendrocyte PDGFRα, O4, GD3,  Anti-NG2 antibody,  A2B5+ /O4+

  NG2/AN2+, PLP/DM20,   Anti-PDGFR-α antibody, 
  CNPase  O4 antibody
Immature oligodendrocytes GalC, O4, CNPase,  O4, O1, CNPase A2B5-/MBP-/
  PLP/DM20   R-mAb+
Mature oligodendrocytes GalC, O4, CNPase,  MBP, MOG, PLP, MAG A2B5-/MBP+
  MBP, PLP, MAG, MOG
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Myelin associated/oligodendrocyte basic protein (MOBP) : 
MOBP is abundantly expressed in the CNS myelin and shares 
several characteristics with MBP. MOBP is synthesized by 
mature OL and localized at the major dense line, suggesting a 
role in the myelin compaction process.
P2: P2, a basic protein with a molecular weight about 
13.5 kDa, is located on the cytoplasmic side of the compact 
myelin membranes. It may serve as lipid carrier and thus could 
be involved in the assembly, remodeling and maintenance of 
myelin (Garbay et al., 2000).

Oligodendrocyte-specific protein (OSP/claudin-11): OSP/
claudin-11 and PLP are both tetraspan proteins concentrated in 
CNS myelin. OSP represents about 7% of total myelin proteins. 
They possibly play an important role in myelin formation and 
maintenance due to their localization and concentration in 
membrane sheaths. Individual OSP/claudin-11- and PLP-null 
mice have relatively normal-appearing myelin and mild neu-
rological deficits due to their compensatory role. However, 
when both OSP/claudin-11 and PLP genes are knocked out, mice 
show severe neurological deficits, markedly abnormal myelin 
compaction, and smaller axon diameters (Chow et al., 2005).
Cx32: Cx32, an integral membrane protein, is structurally 
related to PMP22 with four hydrophobic transmembrane 
domains. Recent studies show that it is also expressed on 
some areas of the CNS myelin and corresponding myelinating 
OL. Cx32 is preferentially expressed in oligodendrocytes 
in the CNS and in Schwann cells in the PNS. In addition to 
forming gap junctional channels, Cx32 also forms functional 
hemichannels. Mutation in Cx32 causes a common peripheral 
demyelinating neuropathy, X-linked Charcot-Marie-Tooth 
disease (Gomez-Hernandez et al., 2003).

Oligodendrocyte-myelin glycoprotein (OMgp) : It is a glyco-
sylated protein with molecular mass 120 kDa. It is located in 
the para-nodal areas of myelin. During injury, it inhibits the 
axonal growth by interacting with Nogo-66 receptor (NgR) 
complex.

Myelin/oligodendrocyte specific protein (MOSP) : MOSP is a 
novel surface protein which is exclusively expressed in CNS 
myelin. It also plays an important role in membrane/cytoskeleton 
interactions during the formation and maintenance of CNS 
myelin.

8.5.2.1.2. Role of Lipids

In the CNS, lipids play an important role in myelin formation 
along with various protein molecules. One of the major bio-
chemical characteristics that distinguish myelin from other 
biological membranes is its’ high lipid-to-protein ratio. About 
70–80% of the dry weight of myelin is comprised of lipid 
components and 20–30% protein. In every mammalian species, 
myelin contains cholesterol, phospholipids and glycolipids in 
molar ratios ranging from 4:3:2 to 4:4:2. In mature brain, 
cholesterol is the major lipid in myelin (about 20–25%) but 
generally normal myelin does not contain any cholesterol 

ester. Cholesterol helps to increase membrane thickness and 
fluidity as well as ion leakage through membranes which may 
be relevant to its property of electrical insulation.

Other abundant lipids in myelin are galactosylcerebrosides 
(Gal-C) and their sulfated derivatives (sulfatides). GalC repre-
sent 20% lipid dry weight in mature myelin. Immunological 
and chemical perturbation studies indicate that these lipids are 
involved in oligodendrocyte differentiation, myelin forma-
tion and myelin stability. These galactolipid-deficient animals 
exhibit severe tremor, hindlimb paralysis and display electro-
physiological deficits in both CNS and PNS (Baumann and 
Pham-Dinh, 2001).

8.5.2.1.3. Molecules Involved in Positive and Negative 
Regulation of Myelination

The formation and maintenance of the myelin sheath require 
the coordination of a number of gene products. While some gene 
products facilitate myelination, some others try to suppress 
myelin formation. In the following lines, we describe such 
positive and negative regulatory mechanisms.

Molecules involved in positive regulation of myelination : OLIG1 
and OLIG2 are closely related basic helix-loop-helix transcription 
factors that are expressed in myelinating OL and their progeni-
tor cells in the developing CNS. Both OLIG1 and OLIG2 are 
positive regulators of myelination. Specifically OLIG1 has an 
essential role in oligodendrocyte differentiation and myelina-
tion, as it regulates the transcription of major myelin-specific 
genes MBP, PLP and MAG. On the other hand, OLIG2 is 
required for the initiation of oligodendrogliogenesis but its role 
in myelination is controversial (Xin et al., 2005).

Another important molecule that stimulates myelination 
is GPI-linked neural cell recognition molecule F3/contactin. 
This is a physiological ligand of Notch that signals via DTX1 
to promote the development of OL (Hu et al., 2003; Popko, 
2003). Additionally, F3 also transduces signals to glial intra-
cellular Fyn, which then interacts with Tau protein to mediate 
myelination. As expected, different neurotrophins also favor 
myelination through the maintenance of oligodendroglial cell 
health and viability. For example, neurotrophin-3 (NT3) is 
known to induce both survival and proliferation of oligoden-
drocyts. NT3 interacts with TrkC to activate CREB that plays 
a critical role in proliferation and maturation of OPCs, and in 
the expression of myelin genes (MBP, P2, P0 MOG, PLP, and 
MAG) and anti-apoptotic gene Bcl-2. In addition, recent studies 
have identified many other molecules (e.g. PAX3, PPAR-δ, 
MyT1, SOX, GTX, Sp1, SCIP/Oct6/Tst-1) that may function 
as positive regulators of myelination (Wegner, 2000).

Molecules involved in negative regulation of myelination : Bone 
morphogenic proteins (BMP4s) should have a role in regulating 
bone density! Yes, they do have and in addition, these important 
molecules also regulate oligodendrocyte development. At early 
stage, BMPs regulate cell lineage decision and at later stage, 
they inhibit cell specialization in OL. For example, BMP4 
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signaling inhibits the generation of OL and enhances the genera-
tion of astrocytes from neural progenitor cells both in vitro and 
in vivo. BMP4 induces the expression of all four members of 
the inhibitor of differentiation (ID) family of helix-loop-helix 
transcriptional inhibitors and blocks oligodendrocyte lineage 
commitment through the interaction with OLIG1 and OLIG2 
(Samanta and Kessler, 2004).

LINGO-1, a transmembrane protein containing a leucine-
rich repeat (LRR) and immunoglobin domain, functions as a 
component of the NgR1/p75 and NgR1/Taj (Troy) signaling 
complexes. Recent studies show that LINGO1 is also expressed 
in OL where it negatively regulates oligodendrocyte differen-
tiation and axonal myelination by down-regulating the function 
of Fyn kinase and up-regulating the activity of RhoA-GTPase. 
Lack of LINGO-1 expression promotes more axonal myelina-
tion due to increased expression of myelin gene such as MBP, 
CNPase and MOG in OL. LINGO-1 knockout mice also show 
earlier onset of CNS myelinatin (Mi et al., 2005).

8.5.3. Fate of OL in CNS Pathology

Death of OL and subsequent myelin loss has been reported 
in a variety of myelin disorders including, multiple sclerosis 
(MS), X-adrenoleukodystrophy (X-ALD), adrenomyeloneu-
ropathy (AMN), vascular dementia, periventricular leukomalacia 
(PVL), hypoxia, and ischemia. Several factors that might be 
associated with OL death in these pathophysiological condi-
tions are discussed below.

8.5.3.1. Role of Autoimmune Trigger in the Death of OL

MS and experimental allergic encephalomyelitis (EAE), an 
animal model of MS, are autoimmune diseases of the CNS 
mediated by T cells recognizing self-myelin proteins including 
MBP, MOG, and PLP. T cells are activated in the periphery 
by unknown antigens of both myelin and non-myelin origins. 
After activation, T cells cross the blood-brain barrier and 
invade into the brain where they accumulate and proliferate 
in response to antigen re-stimulation. These activated T cells 
secrete different pro-inflammatory molecules which stimulate 
not only the resident glial cells (microglia and astroglia) but 
also other infiltrating cells. CD4+ and γδ T cells express Fas-L 
which is found to be associated with oligodendroglial death. 
Furthermore, infiltrating CD8+ T cells interact with MHC class 
1 surface receptor of OL and in turn cause oligodendroglial 
lysis. T cell-derived perforin may also be responsible for 
oligodendroglial death (Scolding et al., 1990).

8.5.3.2. Role of Cytokines in the Death of OL

Cytokines are important mediators in the inflammatory demy-
elination observed in MS, EAE, X-adrenoleukodystrophy 
(X-ALD), and Theiler’s virus infection. In these pathologies, 
pro-inflammatory cytokines and others factors released by 
endogenous glial cells and/or infiltrated macrophages and 
CD4+ Th1 cells, accumulate and exert pleiotropic effects on 

OL. At lower concentrations, these cytokine may be involved 
in normal development of the nervous system while following 
brain trauma or inflammatory insults, the overproduction of 
these cytokines may result in a homeostatic imbalance and may 
contribute to the outcome of the pathological event. Various 
cytokines can directly kill OL or it may also affect other sig-
naling pathways that could be involved in the susceptibility of 
OL. For example, IFN-γ produced by T cells may induce oli-
godendroglial apoptosis and cell death via JAK-STAT path-
way. Another pro-inflammatory cytokine TNF-α induces 
oligodendroglial death via death signaling pathways (e.g. 
death inducing signaling complex (DISC), ceramide signaling 
pathway and stress-activated protein kinase pathways (SAPK) 
(Buntinx et al., 2004). IL-1 is a strong stimulus for TNF-α 
release from astrocytes and microglia. Both IL-1 and TNF-α 
are capable of inhibiting the expression of myelin genes via 
redox-sensitive mechanism (Jana and Pahan, 2005).

8.5.3.3. Role of Nitric Oxide in the Death of OL

Nitric oxide (NO), a short-lived and highly reactive free 
radical, is an important physiological messenger in the CNS. 
However, high level of NO in the CNS has been associated 
with different type of neurodegenerative diseases such as MS 
and EAE. During CNS inflammation, activated microglia, 
astrocytes and infiltrating cells express inducible nitric oxide 
synthase (iNOS) producing excessive amount of NO. OL at 
different stages of differentiation are differentially sensitive 
to NO. For example, OPCs and immature oligodendroctyes 
are more susceptible than mature OL to NO. However underlying 
mechanisms are poorly understood. It has been shown that 
NO reacts with superoxide generated by NADPH oxidase 
from activated glial cells and infiltrating cells to form per-
oxynitrite, the most reactive NO derivative. This peroxynitrite 
plays a critical role in the death of OL (Li et al., 2005).

8.5.3.4. Role of Oxidative Stress in the Death of OL

Reactive oxygen species (ROS) and reactive nitrogen species 
(RNS) leading to oxidative stress have been implicated as 
mediators of demyelination and axonal damage in both MS 
and EAE. Oxidative stress can damage lipids, proteins and 
nucleic acids of cells and mitochondria potentially causing OL 
cell death. During oxidative stress-induced oligodendroglial 
apoptosis, cytochrome c is released from damaged mitochondria, 
which in turn leads to the activation of the death-related cas-
pases 3 and 9. Another study by Vollgraf et al. (1999) shows 
that mature OL exposed to oxidative stress undergo chromatin 
segmentation, condensation via mechanisms involving tran-
scriptional activation of the immediate early stress genes (c-fos 
and c-jun). An induction of Bax protein has also been reported 
under oxidative stress condition in OL (Mronga et al., 2004).

8.5.3.5. Role of Ceramide in the Death of OL

Ceramide, the lipid second messenger and a hydrolyzed 
product of sphingomyelin, is involved in apoptosis of OL. In 
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pathological conditions, pro-inflammatory cytokines (TNF-α 
and IL-1β) released specifically from activated microglia and 
astroglia leads to the activation of sphingomyelinases and pro-
duction of ceramide in OL via the redox-sensitive mechanism 
(Singh et al., 1998). Furthermore, a direct role of oxidative stress-
induced ceramide production via activation of neutral sphin-
gomyelinase has been recently demonstrated in OL. During 
Alzheimer’s disease, amyloid-β is aggregated in the plaque 
region that also causes OL death by activating the NSMase-
ceramide cascade via redox-sensitive pathways (Lee et al., 
2004). In addition, ceramide can inhibit inwardly rectifying K+ 
currents and cause depolarization in OL (Hida et al., 1998).

8.5.4. Regeneration of OL

Recent evidences indicate that OPs remain intact both in normal 
white matter and in demyelinating CNS of patients with MS. 
OPs can give rise to new OL in experimental conditions and 
have the ability to repopulate areas from where they are missing 
(Franklin, 2002).

8.5.4.1. Molecules Involved in the Regeneration of OL

Recent identification of several genes associated with regen-
eration of OL has become helpful to understand the mechanism 
of remyelination and formulate a strategy for possible therapeutic 
intervention in demyelinating disorders. It has been shown 
that during demyelination, the expression of several genes 
such as, Nkx2.2, Olig1, Olig2, BMP4, and Fyn are increased 
in OPs (Lubetzki et al., 2005). Although functions of each of 
these genes are not clearly understood, some of these genes 
may lead to differentiation of the quiescent OPs to mature 
remyelinating OL and help oligodendrocyte regeneration in 
demyelinated areas (Zhao et al., 2005).

8.5.4.2. Role of Schwann Cells 
in the Regeneration of OL

During demyelination, after macrophages/microglia remove 
myelin debris and glial scar, SCs enter into the CNS where they 
remyelinate axons in the absence of reactive astrocytes. During 
this period, survival of SCs requires the axon-derived trophic 
factors (Zhao et al., 2005). Schwann cell can also produce some 
growth factors like IGF1, FGF2 and PDGF, which promote the 
migration of OPs and maturation into myelinating OL.

8.5.4.3. Role of Thyroid Hormone 
in the Regeneration of OL

Thyroid hormone (TH) plays an important role by regulating 
several stages of oligodendrocyte development and maturation. 
Oligodendrocytes express TH receptors and during demyelin-
ation, TH increases the expression of NGF. This NGF, in turn 
may lead to an increase in maturation of OPs and remyelination 
through the activation of Notch-Jagged signaling pathway. TH 
hormone also up-regulates the expression of PDGFR-α, MBP and 
CNPase in CNS tissues of animals with MS (Calza et al., 2005).

8.6. Schwann Cells (SCs): Peripheral Glia

The peripheral nervous system contains a number of dis-
tinct glial cells, each of which is intimately associated with 
different parts of the neurons or with specific neuronal cell 
types. Earlier, these cells were known as the supporting cells 
of the PNS but recent studies delineate their multifunctional 
role. These cells are of two types: satellite cells and Schwann 
cells (SCs). Satellite cells surround the neuronal cell bodies 
in dorsal root sensory ganglia and in sympathetic and para-
sympathetic ganglia. These cells help to maintain a controlled 
microenvironment around the nerve cell body, providing elec-
trical insulation and a pathway for metabolic exchange. The 
other cells named after German physiologist Schwann are flat-
tened cells with an elongated nucleus oriented longitudinally 
along the nerve fiber. Surface of all axons in peripheral nerves 
are ensheathed by non-myelinating or myelinating SCs.

8.6.1. Classification of Schwann Cells (SCs)

In the mature nervous system, SCs can be divided into three classes 
based on their morphology, biochemistry and function: myelinating 
Schwann cells (MSCs), non-myelinating Schwann cells (NMSCs) 
and perisynaptic Schwann cells (PSCs) (Figure 8.6).

MSCs are well characterized and they wrap around axons 
with a diameter of 1 µm or greater, including all motor neurons 
and some sensory neurons. This is a mystery why they wrap 
a specific diameter of the axons. Smaller diameter axons 
including many sensory and all post-ganglionic sympathetic 
neurons are myelinated by NMSCs. The NMSCs provide the 
metabolic and mechanical support to the axon. The NMSCs 
appear latter than MSCs. They express higher levels of GFAP, 
p75NTR and cell adhesion molecule L1 compare to MSC. 
The PSCs located at the neuromuscular junction incompletely 
wrap around the pre-synaptic terminal of motor axons. They 
help to maintain a stability of the neuromuscular junction and 
regulate synaptic transmission (Corfas et al., 2004).

8.6.2. Schwann Cell Development

SCs originate from the neural crest cells, a transient popula-
tion of cells migrating away from the dorsal part of the neural 
tube. The signaling pathway and their detailed migratory route 
are not clearly known. Neural Crest cells are multipotent cells 
that differentiate to form neurons and glia of the PNS, and also 
additional cell and tissue types such as melanocytes and 
connective tissue of the head. Several molecules (e.g. ErbB3, 
transcription factor SOX10, AP2α and Ets1, the N-Cadherin 
6, the low affinity receptor for nerve growth factor p75NTR) 
have been shown to play important roles during the detachment 
of neural crest from neural tube (Jessen and Mirsky, 2005).

Markers of lineage progression : Characterization of a number 
of specific biochemical markers has increased our knowledge 
on the stages of SC maturation, both in vivo and in vitro. Some 
of the biochemical markers have been shown to overlap 
partially (Table 8.3).
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SOX10, SRY (sex determining region Y) box 10; AP2α, 
activator protein 2α; DHH, desert hedgehog; GAP43, growth 
associated protein 43; P0, protein zero; O4, lipid antigen; 
BFABP, brain fatty acid-binding protein; S100, calcium-binding 
protein; PMP22, peripheral 22 kDa myelin protein, MBP, 
myelin basic protein; GFAP, glial fibrillary acidic protein; 
NCAM, neuronal cell-adhesion molecule.

SOX10, SRY (sex determining region Y) box 10; AP2α, 
activator protein 2α; DHH, desert hedgehog; GAP43, growth 
associated protein 43; P0, protein zero; O4, lipid antigen; 
BFABP, brain fatty acid-binding protein; S100, calcium-binding 
protein; PMP22, peripheral 22 kDa myelin protein, MBP, myelin 
basic protein; GFAP, glial fibrillary acidic protein; NCAM, 
neuronal cell-adhesion molecule.

8.6.3. Signaling Pathways Involved in Survival, 
Migration and Death of SCs

8.6.3.1. Survival

The survival of immature SCs in late embryonic and pre-natal 
nerves is probably controlled by a balance between factors that 
support survival and factors that cause death. Axon-derived 
neuregulin family (NRG-1, NRG-2, and NRG-3) have been 
implicated in the biological processes of SCs including fate 
specification, proliferation, survival, migration, regulating 
the extent of myelination, and triggering demyelination. It 
is believed that the interaction between several NRG ligands 

with different ERB receptors (ErbB2, ErbB3, and ErbB4) on 
SCs plays a critical role in regulating these steps (Garratt et al., 
2000; Michailov et al., 2004). SCs can support their own sur-
vival by producing a number of growth factors such as IGF2, 
NT3, PDGF-β, LIF, and lysophosphatidic acid (LPA) in an 
autocrine fashion. The autocrine survival circuits are probably 
important in maintaining the survival of SCs in injured nerves. 
However, SCPs may need some signal for their survival from 
neurons.

8.6.3.2. Migration

During development of the PNS, neural crest cells migrate 
along the outgrowing axons and proliferate in order to produce 
sufficient number of cells for myelination of axons. Various 
factors or signaling molecules present on the neighboring cells 
effect Schwann cell migration in cell culture and it is possible 
that these signals lead to SCs movements during radial sorting 
in vivo. Integrins, a subgroup of adhesion receptors mediate 
interaction between cytoplasm and the extracellular environ-
ment. This interaction influences the migration of neural crest 
cells, axonal out growth and SCs differentiation. Integrins can 
interact with different growth factors, cell adhesion molecules 
(NCAM and F3) and intracellular cytoskeleton or adaptors 
proteins. This interaction is crucial for conformational changes 
and movement of SCs. Several growth factors that regulate 
the migration of SCs include NRG1, BDNF, GDNF, NT3, and 
IGF-1. The majority of these molecules are also expressed by 
SC itself (Yamauchi et al., 2005; Iwase et al., 2005).

8.6.3.3. Death

NGF acting via the p75 neutrophin receptor promotes cell 
death during the SC injury or infection via activation of c-jun-
N-terminal kinase (JNK). It has been found that neonatal p75 
neurotrophin receptor mutant mice are less prone to cell death 
after nerve transaction. Here it is to be noted that the same 
neurotrophin signaling pathway may also promote survival of 

Table 8.3. Stage-specific markers of Schwann cells.

Stages Markers

Neural crest cells SOX10, AP2α
Schwann cell precursor (SCPs) Cadherin19, AP2α, low level P0, GAP43, 
  F-spondin, SOX10, BFABP, DHH
Immature Schwann cells S100β, GFAP, low level of P0, SOX10, 
  O4 antigen, BFABP, DHH
Myelinating Schwann cells P0, PMP-22, MBP
Non-myelinating Schwann cells  NCAM, GFAP

Figure 8.6. Different stages of Schwann cell development.



8. Astrocytes, Oligodendrocytes, and Schwann Cells 83

SCs via activation of NF-κB. Although mechanisms behind 
p75-mediated death of SCs are poorly understood, Yeiser et 
al. (2004) have shown that NGF signaling through the p75 
receptor is deficient in TRAF-6 (–/–) mice and that NGF is 
unable to kill TRAF-6 (–/–) SCs. In addition, TGFβ is also 
known to cause apoptosis of SCs via JNK in culture (Jessen 
and Mirsky, 2005).

8.6.4. Differences Between OL and SC

Although both OL and SC share the common task of synthe-
sizing myelin, there are some differences between the two cell 
types. See Table 8.4.

8.6.5. Biological Roles

8.6.5.1. Myelinating Peripheral Neurons

SCs cover most part of the PNS neurons by myelin sheath. 
Although the PNS myelin is mainly formed by the differentiation 
of the plasma membrane of SCs, myelination of mammalian 
PNS is a very complex developmental process. It requires intricate 
timing of several gene expression and cellular interactions 
between the axon and differentiated SCs (Michailov et al., 
2004). In the PNS, mature SCs express Dhh, a family member 
of the Hh signaling proteins that is involved in the formation of 
peripheral nerve sheath and is also responsible for the forma-
tion of nerve-tissue barrier. Therefore, it has been found that 
Dhh mutant mice are defective in nerve barrier formation and 
unable to protect themselves against inflammatory responses. 
The activity of Dhh is regulated by several molecules such as 
Notch1, Hes5, MASH-1, and others (Parmantier et al., 1999). 
Another protein NDRG1 that is abundantly expressed in the 

cytoplasm of SCs rather than myelin sheath is also essential for 
maintenance of the myelin sheaths in peripheral nerves.

In addition, some well-known transcription factors such as, 
KROX20, NF-κB, SOX10, OCT-6, and POU class 3 homeobox 
2 (POU3F2) also play an important role in PNS myelination. 
KROX-20, a master regulator for myelinating SCs, appears to 
be fundamental in controlling SC differentiation, regulating 
the expression of a number of genes including periaxin, P0, 
MBP, and PMP22 by interacting with NAB (NGF1-A binding) 
proteins. Mutation of this transcription factor Krox-20 is asso-
ciated with lethal human neuropathy such as congenital hypo-
myelinating neuropathy (CHN), Dejerine-Sottas syndrome 
(DSS) and the Charcot-Marie-Tooth (CMT) disease. OCT-6 
and POU3F2 have been implicated in the expression of Krox-20 
and may therefore positively regulate myelination (Ghislain 
and Charnay, 2006; Mattson, 2003).

8.6.5.2. Tissue Repair/Regeneration

The SCs play a pivotal role during the event of mechanical 
damage such as spinal or peripheral nerve injury due to their 
regenerative properties. SCs in the distal stumps of adult animals 
can survive for several months in the absence of axons due 
to injury/insult and these SCs provide both trophic factors 
and adhesive substrates that promote axonal regeneration and 
restore the original function. After nerve injury, SCs can trans-
form their phenotype from differentiated myelinating state to 
the de-differentiating state. During this process, there is also 
up-regulation of regeneration-associated genes such as the 
neurotrophin receptor p75 NTR, neuregulin and their recep-
tors (erbB2, erbB3, erbB4), and GAP-43. They also produce 
different trophic factors (GDNF, TGF-β, IGF-2, NT3, PDGF-
β, and LIF), adhesion molecules (L1, NCAM), extra-cellular 

Table 8.4. Differences between oligodendrocytes (OL) and Schwann cells (SC).

OL SC

 1. OLs are present only in the CNS.  1. SCs are the major glial cells in the PNS.
 2.  The sub ventricular zone (SVZ), which is present in  2. SCs are originated from the neural crest.

late gestational and early post-natal mammalian
brain, is a major source of OL.

 3. Oligodendroglial developmental steps are irreversible.  3. Fully differentiated SCs retain an unusual
    plasticity throughout the life and can readily
    de-differentiate to form cells similar to immature SCs.
 4.  One oligodendrocyte extends several processes   4. One SC has an intimate association with axon

and can myelinate upto 1 to 40 axons with     and each SC forms myelin around a single axon, 
distinct internodes.    and lines up along the axon to define a single inter-
node.

 5.  GM4, one of the most abundant lipids of the CNS,   5. Some glycolipids such as sulfated glucuronyl
is present in OL.    paragloboside and its derivatives are specific to SC.

 6.  CNS myelin contains more choline and   6. PNS myelin contains more ethanol phosphoglycerides
plasmalogens than PNS myelin (Garbay et al., 2000).    than CNS myelin.

 7.  Basic proteins (MBP and PLP) are major   7. Glycoproteins (P0 and PMP22) are major constituents
constituents of CNS myelin (about 80% of the total     of PNS myelin.
protein) (Baumann and Pham-Dinh, 2001).

 8. OLs have phagocytic activity.  8. SCs do not have phagocytic activity.
 9.  OLs migrate slower and divide and remyelinate   9. SCs migrate faster and divide and remyelinate at

at a slower rate than SCs.    a faster rate than OLs.
10. OLs are less resistant than SCs to injury. 10. SCs are more resistant than OLs to injury.
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matrix molecules (laminin, tenascin), proteoglycans, and col-
lagen type IV in an autocrine/paracrine manner, thereby pro-
viding a favorable environment for axonal re-growth and their 
own survival (Jessen and Mirsky, 1999).

Summary

Astrocytes, OL and SC are not silent partners of others any-
more as thought a couple of decades earlier. Recent works 
have put these cell types in the forefront of neuroscience 
research. Although astrocytes being the major cell type in 
the CNS get more attention than the other two cell types, 
both OL and SC play an equally important role in human 
health and disease through myelination of neurons in the 
CNS and PNS respectively. As a result, thousands of cut-
ting-edge research articles are coming out each year describ-
ing biological and functional aspects of astrocytes, OL and 
SC. Therefore, now it is an uphill task to compile everything 
about these three important cell types in a single chapter. 
However, here we have made an honest attempt to briefly 
delineate major biological and functional aspects of these 
cell types. Although there are vast body of evidence that 
implicate dysfunction and dysregulation of astrocytes, OL 
and SC in a number of human neurological diseases, we are 
still more or less in the dark to draw an unifying picture from 
these data. An improved understanding of their genesis and 
function in both healthy and diseased conditions is necessary 
for better preservation of brain in physiological conditions 
and for better repairing of this organ in pathophysiological 
situations.
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Review Questions/Problems

1. During developmental stage which cell types come last:

a. microglia
b. neuron
c. astrocyte
d. oligodendrocyte

2. If there is formation of abnormal Shh protein during 
embryogenesis:

a. genesis of astrocyte will be affected
b. genesis of oligodendrocytes will be affected
c. genesis of neurons will be affected
d. brain development will be impaired
e. all are true
f. none are true

 3. Enzyme glutamine synthase is not found in

a. astrocytes
b. oligodendrocytes
c. none of the above is true
d. all are true

 4. Tripartite synapse is formed by

a. neurons
b. microglia
c. astrocytes
d. microglia and astrocytes
e. neuron and astrocyte

 5. In the central nervous system, major role of astrocyte 
is to

a. scavange glutamine
b. scavange cell debris
c. produce ATP
d. all the above
e. none the above

 6. In the CNS, glycogen is found only in

a. oligodendrocyte
b. microglia
c. astrocyte
d. neuron
e. all the above

 7. In astrogliosis, astrocytes form

a. cluster all around the CNS
b. bushy network surrounding the injury site
c. all are true

 8. Schwann cells but not oligodendrocytes have phago-
cytic activity.

a. True
b. False

 9. Unmyelinated axons generally have a smaller diam-
eter than myelinated axons.

a. True
b. False

10. A single Schwann cell forms myelin around one and 
only one axon while a single oligodendrocyte forms 
myelin around several separate axons.

a. True
b. False

11. Oligodendrocytes progenitors are identified by A2B5 
antibody whereas pre-oligodendrocytes are identified 
by O4 antibody.

a. True
b. False
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12. Which of the sequential stage is correct for oligoden-
droglial development?

a.  Neural stem cells, progenitors, pre-oligodendrocytes, 
precursors and mature oligodendrocytes.

b.  Progenitors, precursors, pre-oligodendrocytes, mature 
oligodendrocytes and neural stem cells.

c.  Neural stem cells, precursors, progenitors, pre-
 oligodendrocytes and mature oligodendrocytes.

d.  Pre-oligodendrocytes, precursors, mature oligoden-
drocytes, progenitors and neural stem cells.

e. None of the above.

13. Action potentials are conducted rapidly through 
(choose one)

a. myelinated axons
b. unmyelinated axons
c. large diameter axons
d. small diameter axon
e. both a and c

14. Which of the following molecule is not a part of the 
peripheral nervous system?

a. LINGO-1
b. BDNF
c. CNTF
d. PDGF
e. EGF

15. Which of the following functions in the nervous system 
is not provided by the oligodendrocytes?

a. Ensheath axons
b. Supply neurotrophic factors
c. Form the node of Ranvier
d. Phagocytic properties to remove debris.

16. Non-myelinating Schwann cell is characterized by the 
following properties EXCEPT

a. Wraps axons greater than 1 µm.
b. Appear later than myelinating Schwann cells.
c. Myelinate all post-ganglionic sympathetic neurons.
d. Produce more p75NTR and GFAP.
e. Provide mechanical and metabolic support to the neuron.

17. Gliogenesis and Neurogenesis during development

a. occur simultaneously during development
b.  follow this sequence i.e. gliogenesis followed by 

neurogenesis
c. occur one after the other after the first is completed
d. occur sequentially with overlapping periods
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9.1. Introduction

Celebrated as the “decade of the brain,” the ten years between 
1990 and 2000 gave rise to an increased awareness of brain 
function in health and disease. At the cellular level, none 
other than the microglia emerged as stars of the decade 
despite being only 10% of the total brain cell population. The 
profiles of microglia overpower, in part, neurons (Streit et al., 
1999). In this chapter, we provide an overview of the diverse 
functions of microglia including their ontogeny, immune 
functions, and the spectrum of their responses during neuro-
degeneration. Microglia are the brain’s mononuclear phago-
cytes (MP) and are influenced by their microenvironment 
(Streit, 2006). Phagocytosis, killing, secretion of bioactive 
factors, and antigen presentation are function shared amongst 
all MP including microglia. Such roles in both health and 
disease are developed and discussed, in some detail, in this 
chapter.

9.2. MP Ontogeny

MP includes a family of terminally differentiated cells with 
shared innate immunological function such as monocytes, 
macrophages, dendritic cells (DC), and microglia (Flaris 
et al., 1993). Originally, macrophages were considered part 
of the reticuloendothelial system, which was in 1969 replaced 
by the current MP designation. Macrophages in Greek, means 
“big eaters” principally referring to their phagocytic function 
in nonspecific or innate defense [reviewed by Fujiwara (Fuji-
wara and Kobayashi, 2005)]. Cells originate from circulating 
monocytes to ingest and destroy cellular debris and pathogens 
as well as stimulating lymphocytes to respond to antigens. 

The term macrophage, was used nearly a century ago by Elie 
Mechnikoff in 1882, when he discovered phagocytosis and 
explained its function, the first experimentally based theory in 
immunology. The concept was accepted in 1908 when Metch-
nikoff won the Nobel Prize and proved to be the first official 
recognition for the existence of immunology (Frolov, 1985). 
Nonetheless, it was nearly 12 years later when the contribu-
tions of W. Ford Robertson, Santiago Ramón y Cajal, Pio del 
Rio-Hortega, and Wilder Penfield developed the insights and 
discrimating histology that lead to the term microglia that 
was inevitably coined by del Rio-Hortega in 1919 (Kitamura, 
1973). The word “mesoglia” was made for microglia in the 
beginning of the 20th century to dictate their unique origins as 
compared to neurons and macroglia. del Rio-Hortega was the 
one who conducted the first systematic studies on microglia 
and is considered the “father” ” of these cell types although 
F. Nissl and F. Robertson made earlier observations of the 
cell’s morphology. Many of Hortega’s observations are valid 
even today (Hortega, 1919, 1932) including the fact that resting 
microglia show characteristic elongated, almost bipolar cell 
bodies with spine-like processes.

The debate about the nature and identity of microglial cells 
has continued over several decades. In the 1980s, new immu-
nohistochemical markers and lectins were discovered that 
provided miroglia with improved histological characteriza-
tion (Mannoji et al., 1986). It became clear with the advent 
of newer antigenic markers that microglia shared phenotypic 
characteristics and lineage-related properties with bone mar-
row-derived monocytes and macrophages of the MP-lineage 
system (Lee et al., 1992).

9.2.1. MP Differentiation and Development

Macrophages are renewed on an ongoing basis by the influx 
of monocytes from the circulation and by local division of 
immature MP that have arised from precursors in the bone 
marrow. The cells develop from monoblasts to promonocytes 
then to circulating monocytes. During microbial infections 
and an inflammatory response monocyte production increases 
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from the bone marrow, a process regulated by colony stimu-
lating factors produced from both macrophages and lympho-
cytes. The ontogeny of the macrophage are highly primitive 
and cells with MP properties can be found in the yolk sac 
(Moore and Metcalf, 1970). These cells express CD11b, the 
mannose receptor, and share other macrophage-like func-
tions. In the bone marrow, the common myeloid precursor 
for macrophages and neutrophils is called colony forming 
unit-granulocyte macrophage (CFU-GM). This leads to the 
formation of monoblasts, the most immature cells of the MP 
system, which further develop into promonocytes and then 
monocytes. The newly formed monocytes remain in the bone 
marrow for about 24 h and then enter the peripheral blood. 
Bone marrow progenitors give rise to monocytes, macro-
phages, and DC (van Furth, 1982). There is an established 
lineage relationship between macrophages and DC. These 
two cell types have in common essential roles in the develop-
ment, differentiation, and maintenance of tissue homeostasis. 
Perhaps even more important is their shared roles in toler-
ance, and regulation of inflammation and immunological 
responses. Circulating monocytes can also give rise to sev-
eral tissue-macrophages, Among the cells now recognized 
as being derived from a monocyte pool are histiocytes (in 
connective tissues), Kupffer cells (in the liver), osteoclasts 
(in the bone), microglial cells (in the brain), synovial type A 
cells, interdigitating cells, alveolar cells (in the lung), osteo-
clasts (in bone), and Langerhans cells (of the skin) (Nibber-
ing et al., 1987; Sluiter et al., 1987).

9.2.1.1. Histological and Immunohistochemical 
Characterization of Monocytes and Macrophages

Macrophages are generally large, irregularly shaped cells 
and contain a kidney-shaped or round nucleus (Figure 9.1). 
 Monocytes usually have ample cytoplasm in contrast to lym-
phocytes. The surface of a macrophage is not smooth and 
presents a ruffled appearance. Differentiated cells usually bear 
microvilli that can be visualized with localization of vimen-
tin, an MP-specific intermediate filament protein (Figure 9.1). 
Microglia, the resident central nervous system (CNS) macro-
phages, present a ramified morphology in the resting stages. 
Upon activation or injury, these cells can revert to an activated 
state and appear amoeboid in nature (Figure 9.1).

9.2.1.2. Microglia

Shown by lectin immunohistochemistry, microglia are  present 
in the embryonic brain by 13 weeks of gestation (Billiards et al., 
2006). Blood-borne monocytes migrate to the fetal brain and 
after the formation of blood–brain barrier, remain to form the 
resident population. There is functional and morphological 
variability in the microglia observed from 13 to 18 weeks of 
gestation indicating differential derivation (Chan et al., 2007). 
Ramified cells are found more in the cortex and amoeboid 
microglia, also known as brain macrophages, are found more 
in the germinal matrix. Moreover, in the first few weeks of the 
postnatal period, amoeboid microglia reduce in number giving 

Figure 9.1. Morphological and immunohistochemical characteristics of monocytes and macrophages. Panel A demonstrates Wright’s stain 
demonstrating the classical monocyte kidney-shaped nucleus. Panel B demonstrates the fine processes on microglial cells called the fimbriae. 
In the brain, microglial cells demonstrate a typical ramified phenotype as shown in panel C. In neuroinflammatory diseases, such as HAD, cells 
from the periphery infiltrate the brain as shown in panel D. A blood vessel in brain parenchyma is surrounded by perivascular macrophages.
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rise to cells bearing longer, thinner, and branched processes 
(Monier et al., 2006). In addition to their capacity to proliferate 
in situ in response to injury, morphologically microglia appear 
as a distinct class of MP. The normal phagocytic functions of 
blood macrophages are considerably downregulated in ramified 
microglia; hence they are occasionally referred to as resting 
microglia. In response to injury or upon activation, they show a 
typical graded response and differentiate into immunologically 
active cells with functional and morphologic plasticity. Chime-
ric animal models have been extensively used to determine the 
myeloid origin of CNS microglial (Hickey et al., 1992; Lass-
mann et al., 1993; Hickey and Williams, 1996).

9.2.1.3. DC

DC are unique antigen presenting cells (APC) in that these 
cells can initiate the primary immune response. Both lym-
phoid and myeloid precursors can give rise to DCs. Evidence 
for the myeloid ontogeny of DCs was obtained when myeloid-
committed precursors gave rise to mature DCs in vivo under 
the influence of granulocyte monocyte-colony stimulating fac-
tor (GM-CSF). However, transfer of lymphoid precursor cells 
in an irradiated mouse can give rise to DCs in addition to other 
cells of the lymphoid lineage, indicating their differentiation 
through the lymphoid lineage (Ardavin et al., 2001; Ardavin, 
2003). In vitro, both human monocyte subsets can form DC 
when exposed to interleukin (IL)-4 and GM-CSF (Wu et al., 
2001). Recently, a third population has been identified on the 
basis of CD64 expression. These cells resemble DCs and also 
have monocyte features (Tacke and Randolph, 2006).

Antigen presentation is essential for the maintenance of 
antigen-specific T cell responses in the nervous system (Groux 
et al., 2004; Karman et al., 2004). How this occurs remains 
incompletely defined. Although it is now well accepted that 
DC are the most potent APC type responsible for any primary 
immune response and occur through a strong and sustained 
ability to activate naive T cells the role of these cells in CNS 
immunity is hotly contested. The reasons are numerous. First, 
the differential phenotypes of DCs make their functional char-
acterization in the nervous system difficult. Second, DCs are 

both capable of initiating the immune responses and inter-
estingly, of peripheral tolerance. Third, DCs constitutively 
express major histocompatibility complex (MHC) class II 
molecules and although upregulation of these molecules in 
response to inflammatory stimuli differentiation of their role in 
health and disease is difficult. Fourth, DCs actively participate 
in the humoral immune response. CD11c as well as CD205 
and MHC class II can tract DC but are not always exclusive. 
DCs serve as nature’s adjuvants. DCs express the pattern-
recognition receptors such as toll-like receptors (TLRs) and 
can strongly influence the quality and the  robustness of the 
immune response. DC-based therapeutic vaccines and TLRs 
present attractive ways to harness the innate and adaptive 
immune response in combating neurodenerative disease.

9.2.2. MP-Specific Markers 
and Cellular Heterogeneity

Macrophages express a variety of surface markers that can be 
broadly classified into families of receptors including adhesion 
molecules, chemokines, lectins, advanced glycation endproducts 
(AGE), lipoprotein enzymes, cytokines, and Fc and comple-
ment. MP show well-developed enzymes including, but not 
limited to, nonspecific esterase expressed on the plasma mem-
brane, acid phosphatase, alpha-glucuronidase, lysozyme, and 
peroxidase. Many of these are used for localization, identifica-
tion, and isolation of MP. Table 9.1 provides a comprehensive 
list of these molecules. Several of the markers that are used for 
identification and localization of macrophages are denoted 
with an asterisk. Among the receptor families, scaven-
ger receptors, glycosylphosphatidylinositol (GPI)-anchored 
receptors such as CD14, integrins (complement receptor), 
immunoglobulin superfamily (FcR), chemokine receptors, 
NK-like-C-type lectin (Dectin-1), C-type lectin (DC-SIGN), 
and the TLRs are important for immune recognition by 
macrophages (Gordon and Taylor, 2005).

Peripheral blood monocytes also exhibit heterogeneity in 
size, granularity, and shape of the nucleus. In addition, two 
distinct subpopulations of monocytes exist in circulation on 

Table 9.1. Surface markers for macrophages/microglial.

Chemokine Receptors
 CCR1, CCR2, CCR3, CCR5, CCR8, CCR9, CXCR1, CXCR2, CXCR4, CX3CR1
Complement Receptors
 C3b, C3d, C3bi, C1q
Cytokine Receptors
 Interleukins 1, 2, 3, 4, 6, 7, 10, 13, 16, 17
 Interferon α, β, γ
 Colony stimulating factors
Fc Receptors
 IgG2a, IgG2b, IgG1, IgG3, IgA, IgE
Fibronectin & Laminin Receptors
 Mannose, fucose, galactose
 Integrins (CFA-1, CR3, CR4, VLA-4)
Toll-like receptors (Pattern Recognition)
CD4, CD14, CD16, CD45, CD68, CD163, HLA-DR
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the basis of CD14 expression. CD14, a part of the lipopolysac-
charide (LPS) receptor, is a surface marker used commonly for 
identification of monocytes. Differential expression of CD14 
and CD16-the FcγRIII can segregate peripheral monocytes into 
CD14hiCD16− and CD14+ CD16+ types of monocytes. The 
classic monocytes, CD14hiCD16− cells, express higher amounts 
of MHC Class II and FcγRII molecules. CD14+ CD16+ mono-
cytes express the chemokine receptor CCR5, a highly relevant 
receptor in human immunodeficiency virus (HIV)-1-infection 
of macrophages, whereas the CD14hiCD16− express CCR2 
(Gordon and Taylor, 2005).

Although most of the tissue macrophages arise from circu-
lating monocytes, it has been shown that local proliferation of 
monocytes does contribute to this pool. DCs differ in the sur-
face marker expression depending on their lineage. In mice, the 
two subsets express high levels of CD11c, MHC Class II, and 
the costimulatory molecules CD86 and CD40. The most com-
monly used marker to differentiate between the two DC popula-
tions is CD8α expressed only on the lymphoid lineage and not 
on the myeloid lineage. In humans, CD14+ and CD11c+ mono-
cyes and lineage-negative CD11c− IL3Ra are the two precursor 
pools of DCs. The immunobiology of DCs, ontogeny and the 
different outcomes of the immune response as influenced by 
DCs are extensively reviewed by Banchereau et al. (2000).

9.2.3. Heterogeneity of CNS Macrophages 
and Microglia

The heterogeneity that is archetypal to the MP member prevails 
within the localized CNS environment. Microglia, perivascular 
macrophages, meningeal macrophages, and choroids plexus 
macrophages are some examples of the MP-originated cells in 
the brain. The classical microglial cells (Figure 9.1) are bone-
marrow-derived, reside in the brain parenchyma, and exhibit 
an arborized or ramified morphology in the resting stage. 
Typically, microglia have a small soma and ramified processes. 
Although these cells harbor the ability to perform all macro-
phage functions, in homeostasis, these cells have severely 
downregulated most of these functions and appear to be rest-
ing brain macrophages. Perivascular macrophages (Figure 9.1) 
are those cells that line the blood vessels and do not migrate 
deep into the brain parenchyma. Meningeal macrophages and 
choroids-plexus macrophages describe the locations of these 
cells. Meninges, the membranes that surround the brain or 
choroids-plexus (the location of the blood and cerebrospinal 
fluid interface), have macrophages that comprise the CNS MP 
pool. Depending on the type of the microglial cell, the kinet-
ics of its repopulation may be varied. For example, meningeal 
macrophages may be replaced by bone-marrow-derived mono-
cytes rather rapidly, whereas perivascular and choroids-plexus 
microglia replacement is relatively slower.

Among the subpopulations of monocytes, CCR2+ Ly6C+ 
monocytes are defined as the inflammatory monocytes, which 
are recruited to the site of inflammatory injury. The responses 
of these “inflammatory” monocytes to different stimuli are 

intriguing. Depending on the stimulus, these monocytes may 
assume phenotypes that appear to be distinct in vitro. How-
ever, the existence of such phenotype plasticity in vivo, its 
significance, and whether these phenotypes are overlapping or 
mutually exclusive in vivo is currently unclear.

9.2.4. Markers to Distinguish Microglia 
from Other Brain Macrophages

Indeed, one of the challenges in developing transgenic mouse 
models with microglia-specific expression is the lack of a unique 
promoter that will express only in the microglia population. 
Thus, most of the strategies that attempt to distinguish microg-
lia from other brain macrophages are based on quantitative dif-
ferences rather than qualitative parameters (Flaris et al., 1993). 
The most commonly used method for isolation of microglial 
cells has been to enrich the CD45low population (parenchymal 
micrgoglia) from the CD45hi population of peripheral and other 
macrophages (Dick et al., 1995). For rat cells, ED2 is used as 
a unique marker for perivascular macrophages. Recently, the 
scavenger receptor, CD163 is proposed to be the human homo-
log of this protein however, additional evidence is needed to con-
firm this. In humans, monkeys, and mice, CD163 is expressed 
at high levels on all circulating monocytes and perivascular 
macrophages rather than parenchymal microglia in humans, 
monkeys, and mice (Kim et al., 2006). Specifically, the CD14+ 
CD16+ monocytes express high levels of CD163.

9.3. Macrophages and Microglia: 
Biology and Function

According to the dominant viewpoint of the scientific commu-
nity, microglial cells first become present in CNS tissue dur-
ing the embryonic and early postnatal phases of  development 
 (Barron, 1995; Kaur et al., 2001). During this time when the 
brain is dynamic and undergoing constant remodeling, microg-
lia are believed to assist in the clearance of undesirable cells 
through apoptosis (Thomas, 1992; Polazzi and Contestabile, 
2002). In the mature brain under physiological conditions, 
resting microglia adopt a ramified morphology and serve as 
resident immune cells with very slow turnover (Wierzba-
Bobrowicz et al., 1995; Tanaka et al., 1998). Thus, microg-
lia could be viewed as the first line of the innate immune 
 mechanism in the brain. Macrophages and microglia, both 
MP, arise from  hematopoietic stem cells in the bone  marrow 
as described above. After passing through the monoblast and 
promonocyte states of the monocyte stage, they enter the 
blood. Then, they enter tissues and increase in size, phagocytic 
activity, and lysosomal enzyme content and become macro-
phages. The morphology of macrophages varies among differ-
ent tissues and between normal and pathological states, and 
not all macrophages can be identified by morphology alone. 
However, most macrophages are large cells with a round or 
indented nucleus, a well-developed Golgi apparatus,  abundant 
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 endocytotic  vacuoles, lysosomes, phagolysosomes, and a 
plasma membrane covered with ruffles or microvilli. The func-
tions of macrophages include nonspecific phagocytosis and 
pinocytosis, specific phagocytosis of opsonized microorgan-
isms mediated by Fc receptors and complement receptors, kill-
ing of ingested microorganisms, digestion and presentation of 
antigens to T and B lymphocytes, and secretion of a large num-
ber of diverse products, including many enzymes (lysozyme, 
collagenases, elastase, and acid hydrolases), several comple-
ment components and coagulation factors, some prostaglan-
dins and leukotrienes, and several regulatory molecules. In this 
section, we will review the basic functions of the macrophage 
as a part of the immune surveillance mechanism.

9.3.1. The Four R’s of Immune Response

As the immune responses involving MP participate in host 
defense mechanisms both against invading organisms and 
against injury, they involve four major components that 
include: Recognition, Recruitment, Removal, and Resolu-
tion/Repair. Both innate and adaptive immunity is involved 
in the process of recognition. The pattern recognition concept 
for innate immunity has evolved into a well accepted scheme 
of how immune recognition by APC is carried out using so-
called pathogen-associated molecular patterns (PAMPs) by a 
limited number of germline encoded APC pattern recognition 
receptors (PRRs). In contrast, the adapative arm of immune 
recognition involves a large repertoire of specific T and B 
cell receptors against specific peptides,  generated by somatic 
recombination. The recruitment process of the immune 
response is largely mediated by the process of chemotaxis via 
chemokines generated at the site of injury. The recruitment of 
immune cells at the site of injury involves slowing of the cells 
in circulation, rolling against the vessel wall, binding to the 
wall close to the site of injury, followed by transmigration into 
the damaged tissues. This process plays a critical role in infil-
tration of peripheral cells into the brain during neurodegen-
erative diseases. Once at the site of injury, MP undertake the 
process of removal, which involves phagocytosis and intra-
cellular clearance of the foreign bodies, apoptotic cells, and 
pathogens. These are discussed in some detail below.

9.3.2. Phagocytosis and Intracellular Killing

The phrase “to phagocytose” literally means “to eat.” This is an 
important function of MP that is shared with neutrophils. Phago-
cytosis is a critical defense mechanism operational not only 
against a variety of invading microorganisms including bacteria, 
viruses, fungi, and protozoa but also in cleanup of debris in tissue 
microenvironment. The process of phagocytosis involves amoe-
boid movements of cellular pseudopodia from the approaching 
MP. Three predominant pathways including the Fc-receptor-
mediated phagocytosis, complement receptor-mediated phago-
cytosis, and the mannose receptor-mediated phagocytosis exist 
(Aderem and Underhill, 1999). Ligation of these receptors to 

their specific ligands leads to cytoskeletal rearrangements in the 
MP that facilitate internalization of the particles. The presence 
of opsonins, which are recognition molecules that bind to both 
the invading particle and the MP, facilitate this process. Most 
commonly,  immunoglobulin G (IgG) molecules and comple-
ment fragments serve as opsonins. This microglial function is 
deficient in the brain parenchyma in neurodegenerative diseases 
such as Alzheimer’s Disease (AD), where deposits of amyloid 
beta (Aβ) are inefficiently cleared by the brain MP leading to 
senile plaque burden. Once the particles are surrounded and 
engulfed inside the MP, the process of intracellular clearance 
begins. The production of intracellular reactive oxygen inter-
mediates (ROIs) is an important contributor to clearance as well 
as other enzymes. Fc receptor-mediated phagocytosis results 
in the release of large amounts of oxygen and arachidonic 
acid metabolites. Another mechanism is considered to involve 
charge compensation across the phagocytic vacuole membrane. 
The pumping of electrons into the phagocytic vacuole creates a 
charge that needs to be compensated. During this charge replen-
ishment, the environment inside the vacuole favors enzymatic 
activity and microbial clearance (Segal, 2005). Additionally, 
this process of clearance does not occur until the phagosome 
with the engulfed particles fuses with the lysosomes to form the 
secondary lysosome also referred to as the phagolysosome. As 
mentioned above, MP in tissues are relatively long-lived and do 
not turnover rapidly. The long life span of most tissue macro-
phages allows for sustained phagocytic and clearance abilities 
in the repopulated microenvironments.

9.3.3. Antigen Processing and Presentation

MP are adorned with a remarkable ability to ingest a foreign 
moiety, digest it partially and present the broken down pep-
tides in the context of the MHC proteins to the T cells. This 
whole process of antigen processing and presentation has 
been extensively reviewed in several articles (Frei and Fon-
tana, 1997; Watts, 1997; Perry, 1998; Banchereau et al., 
2000). Both MHC Class I and II molecules are thus present-
ing the protein environment of the MP for T cell surveillance. 
A majority of the peptides derived from foreign proteins are 
usually presented in the context of MHC Class II molecules 
rather than MHC Class I. Antigen processing is in part affected 
by factors intrinsic to the endosomal compartment, includ-
ing pH, protease levels, and reducing potential. Other factors, 
such as the presence and vicinity of invariant chains for MHC 
Class II binding, interactions of the antigen with other proteins 
and modulation of lysosomal enzymatic activities may also 
influence antigen presentation. In essence, effective antigen 
presentation is achieved with a good balance between release 
of epitopes and their destruction. In addition, MHC Class II 
expression is necessary but not sufficient for presentation to 
T cells as additional costimulatory molecules are required for 
successful antigen presentation. The readout system for antigen 
presentation process is a functional one. The success of anti-
gen presentation is usually measured as a T cell proliferation 
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response. However, not all antigen presentation phenomena 
necessarily lead to proliferative responses and may be restricted 
to cytokine production without proliferation.

The brain presents a special case for MHC Class II-related 
antigen presentation since microglial cells, the largest of the 
brain MP population, do not express high levels of Class II. 
However, Class II expression on microglia is readily enhanced 
upon activation. Indeed, upregulation of MHC Class II or 
human leukocyte antigen (HLA)-DR is a sign of microglial 
activation and is commonly associated with CNS pathologies 
and with neural injury. Thus, undoubtedly for antigen pre-
sentation in the brain at homeostasis, the perivascular mac-
rophages are more important as they constitutively express 
MHC Class II. A new paradigm for the role of microglial cells 
in early immune responses in the brain has emerged in the 
form of TLR activation and this will be discussed in the cur-
rent opinion section below (Gordon, 2002).

9.3.4. Secretion of Immune Factors

The innate pro-inflammatory response of these cells is activated 
upon exposure to LPS, prostaglandin or other TLR ligands, 
 leading to production of classical proinflammatory  cytokines 
including tumor necrosis factor (TNF)-α. On the other hand, clas-
sical activation by interferon (IFN)-γ and LPS leads to  production 
of TNF-α and also increased secretion of  reactive oxygen species 
(ROS) and inducible nitric oxide synthase (iNOS).

Macrophages and all MP in general, are known to produce 
a plethora of immune factors that are secreted into the environ-
ment and can act in a paracrine and/or autocrine manner. The 
microenvironment affects timing, dosage, and the receptiveness 
of the target cells. Moreover, there are very few of these immune 
factors that are solely attributed to MP, and multiple other cell 
types express immune mediators.  Nonetheless, several of these 
factors may work in concert with others and it is difficult to 
delineate individual versus combined effects. Thus, the varied 
biological effects of these factors are not mutually exclusive and 
thus the net effect of the response in the microenvironment may 
be unpredictable. Table 9.2 provides an overview of the major 

secretory families of MP. Among the proinflammatory cytokine 
family, TNF-α and IL-1 have the most pleitropic effects.

9.4. Microglia and Neurodegenerative 
Diseases

9.4.1. Overview

Microglia are very sensitive in detecting changes in their 
microenvironment and react promptly to any alteration. These 
cells become readily activated following injury, during a neu-
rodegenerative process, or upon interacting with misfolded 
proteins or invading pathogens. (Nakajima and Kohsaka, 
1998; Streit et al., 1999; Mrak and Griffin, 2005; Vilhardt, 
2005). Upon activation, microglia quickly proliferate, become 
hypertrophic, and upregulate a variety of surface receptors, 
including CD11b and those involved in antigen presentation 
to T cells, that is, MHC Class I and II and costimulatory mol-
ecules. Activation of microglia also induces changes in their 
phenotype as resting ramified cells become amoeboid and 
retract their processes upon activation (Thomas, 1992; Geh-
rmann, 1996). These cells can interact with T cells, activate T 
cells, and produce cytokines for further boost of an immune 
response. Besides morphological changes and upregulation of 
surface receptors, activated microglia also produce a plethora 
of secreted factors such as growth factors, pro- and anti-inflam-
matory cytokines, ROS, nitric oxide (NO), and glutamate. As 
would be expected from the variety of factors produced, some 
can potentially promote neuronal survival whereas others 
exacerbate neuronal degeneration (Table 9.3). Microglial acti-
vation is incited not only by bacterial antigens and pro-inflam-
matory cytokines, but also by self-compounds that exceed 
physiological concentration or acquire an altered structure 
(e.g., aggregation). For example, Aβ peptides  associated with 
senile plaques in AD induce activation of microglia (Sriram 
and Rodriguez, 1997; Rangon et al., 2003). A similar effect 
is obtained with a protein found in lewy bodies associated 
with Parkinson’s disease (PD), α-synuclein (Iseki et al., 2000; 

Table 9.2. Microglial/macrophage secretory factors.

Complement
 C1, C2, C3, C4, C5
Cytokines
 TNFα
 IL1, IL6, IL-10, IL-12, IL-15
 IFN-α, IFN-γ
 TGF-β
 M-CSF, GM-CSF
 CXC Chemokines (IL-8, GRoα, IP-10)
 FGF, PDGF, BDNF
Arachidonic Acid Metabolites
 Prostaglandin E2, leukotrienes
 Platelet activating factors
Reactive Oxygen Species
 Nitric oxide, peroxynitrite, superoxide
 Hydrogen peroxide

Table 9.3. Microglial factors that affect neuronal 
protection/destruction.

Molecule Effect on neuronal survival

NGF Neuroprotective
BDNF Neuroprotective
NT-3 Neuroprotective
NT-4 Neuroprotective
TGF-β Neuroprotective
IL-10 Neuroprotective
IGF-1 Neuroprotective
VEGF Neuroprotective
NO Neurodestructive
H

2
O

2
Neurodestructive

Glutamate Neurodestructive
Superoxide Neurodestructive
Hydroxyl radicals Neurodestructive
Peroxynitrite Neurodestructive
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Kitamura et al., 2001; Zhang et al., 2005). Due to the rapid 
response of microglia to environmental changes and upregu-
lation of its activation markers following injury and during 
most neurodegenerative conditions, activated microglia are 
often found in conjunction with damaged sites in postmortem 
human tissue and in animal models. Indeed, activated microg-
lia were colocalized with neuritic plaques in the brain regions 
of AD patients (Benveniste et al., 2001; Hoozemans et al., 
2001; Meda et al., 2001).

As microglial cells are of the hematopoietic lineage, they 
respond to bacterial antigens and acquire a phagocytic pheno-
type in vitro. Under such stimuli, microglia produce NO and 
glutamate. Thus, conditioned media obtained from activated 
microglia leads to some extent of neurotoxicity in cultured 
neurons. Based on these observations, activated microglia 
were suggested to be neurotoxic and their proximity to damaged 
neurons led to a theory for microglia-mediated neurodegenera-
tion (Liu et al., 2002; Liu and Hong, 2003; Kadiu et al., 2005). 
However, while microglia can contribute to neurodegenera-
tive processes through the release of a variety of  neurotoxic 
compounds, it has been shown that microglia can also protect 
neurons from degeneration by secreting other compounds 
(Grunblatt et al., 2000; Liu et al., 2002; Morale et al., 2006). 
Therefore, it should be remembered that the inflammatory pro-
cess leading to the injured or diseased nerve is not a process 
mediated by a single type of cell, but it is rather a complex pro-
cess of cellular interactions. As such, a discovery of activated 
microglia in conjunction with injured tissue does not neces-
sarily imply that these cells are a part of the pathology as they 
could also be a part of the physiological healing process.

9.4.2. Acute Injury

Acute injury initiates a process of secondary degeneration, 
where neurons that were undamaged by primary injury but 
located in close proximity to damaged neurons degenerate due 
to high levels of neurotoxic compounds in the environment 
(Yoles and Schwartz, 1998). Why does the microglial response 
following this type of injury attract so much scientific atten-
tion? The answer to this question is simple—microglia are the 
major class of cells that populate the site of injury. Astrocytes, 
the main nonneuronal cells in the CNS, leave injured tissue 
and create the glial scar, thus delineating the site of injury 
(Moalem et al., 1999; Butovsky et al., 2001). Therefore, in 
this model it appears that the cells that can provide trophic 
support to injured neurons are mainly microglia.

The microglial response to injury is very rapid and within 
several hours activated ED1 positive microglial cells can be 
clearly found in the injured sites (Moalem et al., 1999; Hauben 
et al., 2000; Butovsky et al., 2001). Activated microglia dem-
onstrate features of specialized macrophages and acquire rod-
like or “bushy” morphology as seen in the white matter or 
gray matter, respectively (Sorensen et al., 1996). Activated 
microglia engage in the same activity as most tissue macro-
phages including the killing of microorganisms, stimulation 

of inflammation, presentation of antigens, and liquefying 
and phagocytosing nonviable tissue. In injury activated cells 
express higher levels of MHC Class I and II molecules and 
show upregulation of complement type 3 receptor (CR3) and 
lectin binding proteins (Nelson et al., 2002).

Since activated microglia are implicated in exacerbating 
brain diseases, the biochemical markers and pathways that 
are stimulated by microglia in injury have been extensively 
studied. Several recent evidences clearly demonstrate that 
microglial phenotype after injury could be either destruc-
tive or protective (Butovsky et al., 2001; Nelson et al., 2002; 
Butovsky et al., 2005). In response to various stimuli, microg-
lial cells will produce different sets of dominant compounds 
that differentially affect the fate of neural tissue. The partial 
list of common compounds can be found in Table 9.3.

One of the factors that controls microglial phenotype and 
determines the effect on neuronal survival is the adaptive 
immune response evoked by injury, namely the CD4+ T cells. 
T cells control not only the phenotype but also the microglial 
population size. In immune deficient rodents, microglial activa-
tion following injury is attenuated. Similar results are obtained 
in rodents with malfunctioning T cells. Moreover, a controlled 
T cell response changes the profile of molecules predominantly 
released by microglial cells (Shaked et al., 2004). Microglia acti-
vated following injury or in vitro by bacteria-derived antigens, 
such as LPS express high levels of  pro-inflammatory media-
tors and possess a phagocytic  phenotype. Following interaction 
with T cells, fewer neurotoxic factors are produced by microg-
lia whereas production of neuroprotective growth factors and 
anti-inflammatory molecules is increased. Moreover, activation 
of iNOS in injury-activated microglia is high but can be down 
regulated upon interaction with T cells. Likewise, release of glu-
tamate, one of the major neurotoxic agents produced by microg-
lia, is altered as a result of interaction with T cells. Microglia 
that were activated by T cells reverse the glutamate transport-
ers, which results in buffering rather than a release of glutamate 
(Butovsky et al., 2005, 2006a; Shaked et al., 2005). In normal 
brain tissue, glutamate buffering is mediated by astrocytes. Due 
to the lack of astrocytes at the site of injury, the role that microg-
lia take in glutamate clearance presumably affects neuronal sur-
vival significantly. Microglia in the injured CNS tissue can be 
viewed as local guardians. If these guardians fail to correctly 
read incoming stress signals, then they will not develop the phe-
notype needed to fight off the threat, or alternatively, in fighting it 
off, the price they pay (in terms of death of neighboring neurons) 
is likely to outweigh the benefit (Schwartz et al., 2003, 2006).

9.4.3. Multiple Sclerosis

The role of activated microglia in neuronal survival during inflam-
matory conditions has been extensively studied in the models 
of experimental allergic/autoimmune encephalomyelitis (EAE) 
and in the animal model of Multiple Sclerosis (MS) (Antel and 
Owens, 1999; Becher et al., 2000; Biernacki et al., 2005; Jack 
et al., 2005). A rapid recruitment of blood-borne monocytes, an 
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activation of resident microglia and perivascular macrophages 
and the recruitment of autoimmune T cells are among the most 
consistent changes observed in MS and EAE. The initial and 
subsequently developed neural lesions in MS are characterized 
by a T lymphocyte-dominated inflammatory response, although 
monocytes, macrophages, and B cells are also present. The 
large variety of symptoms commonly attributed to MS reflects 
the heterogeneity of the disease (Lassmann et al., 2001). Two 
main kinds of demyelinating processes, each with its specific 
pathology, may be seen (alone or in various combinations) in 
patients with MS. Macrophage-mediated demyelination demon-
strates radial expansion of the lesions, which are composed of 
inflammatory infiltrates (T cells and macrophages). Activated 
macrophages and microglia are associated with myelin destruc-
tion, attributable in part to macrophage cytotoxicity caused, for 
example, by TNF-α or ROS (Probert et al., 2000). The second 
type of demyelination is antibody-mediated. The lesions are 
similar to those seen in macrophage-mediated demyelination, 
with evidence of immunoglobulins and activated complement 
at active sites of myelin destruction. The inflammation is T cell-
mediated and is activated by macrophages/microglia, with com-
plement-mediated lysis of antibody-targeted myelin. Similar 
lesions are found in animal models of EAE induced by active or 
passive immunization with epitopes of myelin oligodendrocyte 
glycoprotein (MOG). Additionally, T cells in combination with 
demyelinating anti-MOG antibodies  (Linington et al., 1988) 
induce this type of demyelination.

As cells of the innate immune system, microglia serve as sen-
sors of events occurring within the inflamed CNS. APC proper-
ties of microglia allow infiltrating immune cells to accumulate 
in the CNS (Nelson et al., 2002). The presence of antigen spe-
cific T cells at the sites of inflammation allows for bidirectional 
feedback in the CNS; thus, microglial-T cell regulation will 
play a crucial role in the propagation and resolution of inflam-
matory lesions. Monocytes infiltrating along with the T cells 
represent an important source of tissue macrophages that, once 
present in the CNS parenchyma, can fulfill parallel functions 
to microglia. Soluble products derived from autoimmune Th1 
cells upregulate expression of MHC Class II, costimulatory 
molecules (CD80/86), CD40, and the adhesion molecule CD54 
(ICAM-1) on microglia. Coculture of naive T cells with mac-
rophages/microglia modulated by activated Th1 cells has been 
shown to promote a Th1-type phenotype in the responding T 
cells. Th1 soluble products also enhance the production of che-
mokines and cytokines (CXCL10/IP10, TNFα, and IL-6) by 
microglia (Sorensen et al., 1999; Flugel et al., 2001).

The acute CNS inflammatory response in MS and in EAE 
is self-limited, which is a contributing factor to the functional 
recovery that follows most clinical relapses (Antel and Owens, 
1999; Jack et al., 2005; Prat and Antel, 2005). Histopatho-
logic analyses indicate that a significant proportion of the 
infiltrating T cells (more than 70%) undergo programmed cell 
death and are subject to phagocytosis by microglia and mac-
rophages. The rate of phagocytosis of apoptotic lymphocytes 
by microglia significantly exceeds that of nonapoptotic cells. 

Such phagocytosis down regulates the immune functions of 
microglia, as measured by the production of proinflammatory 
cytokines and T-cell priming/proliferation. The down regula-
tion of APC functions in microglia after phagocytosis of cells 
programmed to die may represent an active mechanism to 
limit the inflammatory response that characterizes the acute 
MS lesion (Williams et al., 1994; Prat et al., 2001).

Microglia/macrophages are central components of the MS 
lesion throughout all phases of the disease course and they are 
armed with a battery of molecules capable of damaging cells. 
The acute MS lesion has been classically defined based on the 
presence of phagocytes ingesting myelin and of  infiltrating 
lymphocytes. The chronic MS lesion, on the other hand, which 
is characteristic of the progressive phase of the disease, is 
dominated by the presence of activated microglia/macrophages 
without a prominent lymphocyte component. Myelin itself 
has been shown to bind and activate complement. Cross-
linking of FcRs on microglia can induce an oxidative burst 
in these cells (Iribarren et al., 2002). The production of ROS 
after a phagocytic burst could represent an important source 
of toxic microglia-derived mediators in the CNS, particularly 
in combination with reactive nitrogen species, present on MS 
plaques due to upregulation of iNOS (Brosnan et al., 1994; 
Mitrovic et al., 1996; Gebicke-Haerter, 2001).

Recent studies attribute a novel role to microglia as both 
supporters and blockers of oligodendrocyte renewal from the 
endogenous neural progenitor cells (NPC) pool in the adult 
CNS (Butovsky et al., 2006a, b). The in vitro findings showed 
that microglia activated with IL-4, in part via production of 
Insulin-like growth factor (IGF)-I and down regulation of TNF-
α, were remarkably potent in counteracting the impediment 
to oligodendrogenesis induced by high-dose IFN-γ. In vivo, 
IL-4-activated microglia supported oligodendrogenesis and 
clinical recovery in rodents in which severe inflammatory con-
ditions are known to evoke clinical symptoms of transient or 
chronic EAE. Injection of IL-4 treated microglia into the CSF 
of animals with acute or chronic EAE caused an increase in the 
number of newly formed microglia. Most of the new microglia 
expressed MHC Class II and IGF-I (Butovsky et al., 2006a, b). 
Recent evidence supports the active participation of IGF-I in 
maintenance of the integrity and homeostasis of the CNS. This 
growth factor was shown, for example, to play an important 
role in the differentiation and survival of oligodendrocytes and 
to be beneficial in the treatment of EAE. It seems reasonable 
to assume that the IGF-I produced by IL-4-activated microglia 
is responsible, at least in part, for the shift to a Th2 phenotype 
and thus for the increased number of MHC Class II+ microglia 
expressing IGF-I. The increased oligodendrogenesis in mice 
correlated with a higher incidence of newly formed MHC Class 
II+ microglia (Butovsky et al., 2006a; Schwartz et al., 2006).

9.4.4. Alzheimer’s Disease

Alzheimer’s disease is accompanied by widespread loss of neu-
rons and synapses in the brain. AD brains also show disruption 
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of the blood–brain barrier and general metabolic deficit. The 
neuropathology of AD is mediated, at least in part, by amyloid 
plaques and neurofibrillary tangles (Durany et al., 1999).

Microglia are key players in the pathology and repair of AD 
(Eikelenboom et al., 2002; Rogers et al., 2002; Streit, 2004; 
Kim and de Vellis, 2005). Several laboratories have provided 
evidence that microglia demonstrate an apparently increased 
state of activation with age, thus providing partial explana-
tion for the fact that aged brains are more vulnerable to devel-
oping lesions, which are composed of activated microglia. 
AD plaques are composed of a basic unit—Aβ peptide. In 
animals models of AD, microglia are a major component of 
amyloid plaques (Aisen, 1996; Marx et al., 1998; Marx et al., 
1999; Bornemann and Staufenbiel, 2000; Emmerling et al., 
2000). However, the fact that plaques can form in different 
ways may explain why some plaque types (dense-cored) are 
associated with microglial cells while others (diffuse) are 
mostly not. Beside Aβ, amyloid plaques contain many other 
substances such as lysosomal enzymes, cellular DNA, AGE 
etc., which are known to be sufficient to activate microglia. 
The hypothesis that microglia potentiate the toxicity of Aβ 
peptide is most directly substantiated by the physical proxim-
ity between amyloid fibrils and microglia (Streit, 2004; Streit 
et al., 2005).

According to the neuroinflammation theory of AD, the key 
pathological mechanism of AD is activation of the microglial 
cell. The neuroinflammation theory has originated from those 
studies that showed clustering of microglial cells within amy-
loid deposition in the human brains. These studies have been 
reinforced by numerous publications showing immunologi-
cal activity of microglia. Proinflammatory molecules such as 
cytokines, complement components and MHC Class II recep-
tors were detected in the AD brain in association with microg-
lia. Studies on cultured microglia demonstrate that these cells 
can produce, in response to Aβ, a variety of neurotoxins (such 
as proteolytic enzymes, cytokines, complement proteins, 
ROS, N-methyl-d-aspartate (NMDA)-like toxins and reactive 
nitrogen intermediates). Several in vitro works proposed that 
Aβ may bind receptors for advanced glycation endproducts 
(RAGE) on microglia and thus stimulate intracellular signals 
leading to activation of transcription nuclear factor (NF)-κB. 
Early evidence from epidemiological studies supported the 
neuroinflammatory hypothesis, suggesting a beneficial effect 
of the prolonged use of nonsteroidal anti-inflammatory drugs 
(NSAIDs) in reducing the risk of developing AD (Scali et al., 
2000; Hoozemans et al., 2001; Eikelenboom and van Gool, 
2004; Gasparini et al., 2005).

Recent results showed that exposure of microglia to Aβ, 
reminiscent of exposure to LPS, resulted in a cytotoxic microg-
lial phenotype. Cytotoxicity was associated with upregulation 
of TNF-α. The cytotoxicity induced by LPS or by Aβ could 
be partly overcome by pretreatment of the microglia with IL-
4 in-vitro (Butovsky et al., 2005). Other studies have shown 
that the induction of TNF-α expression in microglial cells by 
Aβ is dependent on the fibrillary state of the peptide; thus, for 

example, Aβ (1–40) (which is nonfibrillar) does not induce 
TNF-α expression (Goodwin et al., 1995; Campbell et al., 
2004; Rosenberg, 2005). Moreover, a recent study showed 
that the LPS receptor CD14, a key receptor for innate immu-
nity, interacts with fibrils of Alzheimer’s amyloid peptide. 
Neutralization of the receptor with anti-CD14 antibodies, or 
genetic deficiency of CD14, significantly reduces the microg-
lial activation induced by these fibrils and attenuates the neu-
rotoxic effect.

9.4.5. HIV-1-Associated Dementia

HIV-1 infects CD4+ cells of the immune system. Thus, in the 
brain, the primary targets of HIV-1 replication are the cells of 
the MP lineage. This includes microglia, perivascular macro-
phages, multinucleated giant cells formed post-viral infection 
and blood-monocyte-derived macrophages that infiltrate the 
brain during disease. The importance of activated microg-
lia in the neuropathogenesis of HIV-1-associated dementia 
(HAD) cannot be understated. Indeed, virus-infected and/or 
immune activated MP secrete a variety of neurotoxic factors 
that affect neural function in HAD. Although monocytes and 
 microglia remain the major cellular targets of HIV-1 in the 
brain, HIV-1 infection appears to be necessary, but not suf-
ficient, to  produce neurological disease (Nottet et al., 1996; 
 Gendelman et al., 1997; Ghorpade, 1997). Thus, it is theorized 
that infected brain MP elicit disease through their secretory 
factors which induce both autocrine and paracrine cytokine 
production. These factors affect neural function through a 
complex circuitry of intercellular interactions between MP 
and various neural  elements such as astrocytes, endothelial 
cells and neurons. The monocyte  subset that expresses CD14 
and CD16 is important in HIV-CNS disease (Fischer-Smith 
et al., 2001). This monocyte  subset expands in the disease 
state and higher percentages of the CD14+ CD16+ monocytes 
correlate with HIV-1 disease progression. Similar to numbers 
of immune competent MP, activated microglia are known to 
produce a variety of cytokines that are upregulated in HAD. 
Pro-inflammatory cytokines include IL-1β, TNF-α, and IL-6 
among others.

9.4.6. Parkinson’s Disease

Parkinson’s disease is a common neurodegenerative disor-
der characterized clinically by resting tremor, slowness of 
movements, rigidity, and postural instability. The pathology 
of PD is associated with a dramatic loss of dopamine con-
taining neurons in the substantia nigra pars compacta (SNpc) 
and their termini within the striatum, resulting in subsequent 
loss of striatal dopamine (Vila et al., 2001; Barcia et al., 
2003). The detection of elevated levels of pro-inflammatory 
cytokines and evidence of oxidative stress-mediated dam-
age in postmortem PD brains led to the notion of microglial 
involvement in the degenerative process. Indeed, a consistent 
pathological feature of the disease is the chronic activation 
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of microglial cells around degenerating neurons. With the 
exception of rare familial forms, the majority of PD cases are 
sporadic. Some epidemiological studies indicate a correlation 
between early-life brain injury and late development of PD, 
suggesting that inflammation in the brain, and specifically 
microglial activation plays a crucial role in the pathogenesis 
of the disorder, at least in its early stage. Additional evidence 
to support the notion of inflammatory processes in the brain 
as a pre-conditioning factor for development of neurode-
generative disorders, such as PD, is that people exposed to 
certain viruses or other infectious agents have an increased 
probability to develop PD or Parkinsonian-like syndromes 
(McGeer and McGeer, 1997; Vila et al., 2001; Teismann 
and Schulz, 2004; Hald and Lotharius, 2005; Nagatsu and 
Sawada, 2005).

Interestingly, the SN is an area extremely rich in microglia. 
As discussed above, microglia may serve as a source of ROS. 
Dopaminergic neurons in the SN are known to have a reduced 
antioxidant capacity, evidenced by a reduced level of the intra-
cellular thiols, rendering them uniquely vulnerable to a vari-
ety of oxidative insults (Mirza et al., 2000; Koutsilieri et  al., 
2002; Hald and Lotharius, 2005). Therefore, it is reasonable to 
 suggest that activation of microglia as a result of brain injury 
or infectious agent may serve as a risk factor and may trigger 
a cascade of events culminating in a massive death of dopami-
nergic neurons. There are several compounds that selectively 
damage dopaminergic neurons through microglial activation, 
such as rotenone (Gao et al., 2003), diesel exhaust particles 
(Block et al., 2004), and Aβ (Qin et al., 2002). Most of these 
toxins have a dual mode: they damage dopaminergic neu-
rons via microglial activation at low concentrations, whereas 
at high concentrations, they induce a direct neuronal death. 
LPS, on the other hand, is toxic to dopaminergic neurons only 
via activation of microglia, and not directly. It should be kept 
in mind that the phagocytic phenotype of microglia induced 
by infectious agents and other compounds results in produc-
tion of ROS, among other neurotoxic factors (listed in Table 
9.3); thus, their neurodestructive effect is not restricted to 
dopaminergic neurons. Due only to the unique susceptibility 
of dopaminergic neurons to oxidative stress is the microglial 
neurotoxic effect so robust on these neurons.

Alpha-synuclein is a major component of lewy bodies, the 
morphological hallmark of PD. However, the pathophysi-
ological role of this protein in degeneration of dopaminergic 
neurons is not understood. It was thought that alpha-synuclein 
exerts a direct damage on dopaminergic neurons; however, 
recent works demonstrated that microglia are capable of 
potentiating alpha-synuclein-induced neuronal degeneration. 
Alpha-synuclein leads to production of extra-cellular super-
oxide, increased production of ROS and induces morphologi-
cal changes in microglia (Eells, 2003; Hishikawa et al., 2003). 
It should be mentioned, however, that microglia can also pro-
duce glial-derived neurotrophic factor (GDNF), a major factor 
shown to beneficially affect dopaminergic neurons (Connor, 
2001; Chiang et al., 2005).

9.4.7. Glaucoma and Ocular Disorders

The origin of retinal microglia is controversial. Initial stud-
ies suggested neuroepithelial cells as an origin of microglia 
in the retina, whereas later studies provide evidence support-
ing a hematopoietic origin. Microglial precursors enter the 
developing retina via the ciliary margin prior to the orga-
nization of retinal vasculature and these cells differentiate 
into ramified parenchymal microglia. These cells express 
DC45, and MHC Class I and II molecules. In the developing 
rodent retina, most microglia are found at the vitreal sur-
face at 12 days of gestation, and by 16 days of gestation, 
most microglial cells appear in a regular array across the 
retina. Microglia are largely confined to the ganglion cell 
layer and inner plexiform layer (Chen et al., 2002). While 
resting microglia are spread in different parts of the retina 
forming a network of cells with a potential immune effec-
tor function, their role in the normal retina is under-investi-
gated. Microglia are considered to play a role in host defense 
against invading microorganisms upon injury and breakdown 
of retinal–blood barrier (Chen et al., 2002). Neurodegenera-
tion activates microglial cells and facilitates their phagocy-
totic activity. Thus, these cells clean up cell debris from the 
damaged retina. However, an abnormal accumulation of acti-
vated microglia could also result in retinal dystrophy. Under 
inflammatory conditions in the eye, microglia serve as APCs 
and thus allow activation and proliferation of autoimmune 
T cells, which augment local inflammatory responses with 
potential destructive effects to adjacent neurons. Presenta-
tion of self-antigens by retinal microglial cells serves as a 
trigger for experimental autoimmune uveitis. Neuroprotec-
tive T cells, on the other hand, also require the presence of 
microglia at the site of injury to facilitate a neuroprotective 
response (Hauben et al., 2000; Butovsky et al., 2001; Kip-
nis et al., 2002). In glaucoma, for example, microglia func-
tion by clearing the debris and the deleterious breakdown 
products from degenerating retinal ganglion cells and their 
axons (Chen et al., 2002; Tezel and Wax, 2004). Boosting 
the T cell immune response further facilitates this beneficial 
effect and also leads to production of growth factors from 
microglia, which further facilitate neuroprotection (Schori 
et al., 2001; Bakalash et al., 2005). However, microglial 
cells also produce neurotoxic compounds and overactivation 
of microglia in the glaucomatous optic nerve head may be 
associated with immune-mediated neurodegeneration. In the 
retina, as with previously described neurodegenerative con-
ditions, microglia serve a dual role in neuroprotection/neu-
rotoxicity, which is determined by environmental factors and 
an adaptive immune response.

Retinal detachment associated with vitreoretinopathy 
is a complication of ocular trauma and vitreoretinal sur-
gery. The mechanism leading to the detachment is not 
completely understood (Weller et al., 1991; McGillem and 
Dacheux, 1998; Valeria Canto Soler et al., 2002). Several 
studies suggest a role of MP, however; their origin was not 
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detected. Recently a distinct population of proliferating cells, 
 presumably of microglial origin, was identified. These stud-
ies suggested that several soluble factors [e.g., transforming 
growth factor (TGF)-β] produced by invading macrophages 
and local activated microglia might underlie the mechanism 
for development of vitreoretinal pathology (Weller et al., 
1990). Microglia may also be involved in the pathogenesis 
of age-related macular degeneration, which is associated 
with hypertrophy of retinal microglia as well as with dia-
betic  retinopathy, since elevated numbers of microglia are 
also present (Chen et al., 2002; Caicedo et al., 2005; McGeer 
et al., 2005).

9.4.8. Neurogenesis

In the adult brain, the subgranular zone of the hippocampus 
and subventricular zone of lateral ventricles are the two neu-
rogenic active zones that throughout adult life give rise to new 
neurons and glia cells from NPC. It was found that irradiation 
blocks differentiation of neural stem cells in vivo due to an 
inflammatory response caused by activated microglia. Block-
ing inflammation, elicited by either irradiation or injection of 
bacterial LPS in the rat brain using nonsteroid anti-inflamma-
tory drugs prevented impairment of hippocampal  neurogenesis 
(Monje et al., 2003). Similar impairment of hippocampal 
neurogenesis by injection of LPS was prevented by minocy-
cline, a drug that blocks microglial activation (Ekdahl et al., 
2003a; Ekdahl et al., 2003b). Thus, inflammatory mediators/
cytokines released by microglia during an immune response 
to injury or disease strongly influence neurogenesis and neu-
ronal function (Kempermann et al., 2003; Kempermann and 
Kronenberg, 2003). Proinflammatory cytokine IL-6 is the key 
factor involved in inhibition of neurogenesis in vitro; admin-
istration of an antibody to IL-6 selectively blocked the IL-6 
effect and restored hippocampal neurogenesis in vivo (Monje 
et al., 2003).

Other studies have associated microglial activation with 
improved neurogenesis (Butovsky et al., 2006a; Ziv et al., 
2006). Indeed, an enriched environment was shown to facili-
tate endogenous neurogenesis (Kempermann et al., 1998a, 
b). Examination of brains from animals kept in an enriched 
environment demonstrated activated microglial cells located 
in close proximity to hippocampal NPC. These microglia 
expressed MHC Class II molecules and also showed immu-
noreactivity to IGF-1 (Ziv et al., 2006), a major factor facili-
tating neurogenesis. Interestingly, these microglial cells were 
shown to interact with T cells (of yet unknown antigenic 
specificity). Depletion of T cells (using T cell deficient mice) 
abolished activation of microglial cells, which led to abroga-
tion of the enriched-environment-induced facilitation of neu-
rogenesis (Ziv et al., 2006). Similar results were obtained with 
minocycline, which blocks microglial activation. Similar to 
neurodegenerative conditions, microglia may play a dual role 
in neurogenesis, which is dictated by their phenotype deter-
mined in turn by environmental clues.

9.5. Future Perspectives

9.5.1. The Neuroimmune Synapse

Gap junctions in the brain have been predominantly studied 
in astrocytes. Gap junctions provide continuity in the cyto-
plasm of neighboring cells. Such gap junctions provide astro-
cytes with cellular transfer mechanisms for small molecules 
and secondary messengers. Although classically microglia 
were not considered to be gap-junction coupled, recent evi-
dence suggests that under certain conditions, such as in injury, 
connexin (Cx) proteins are upregulated in microglial cells 
and may provide cell-to-cell continuity and communication 
in the areas of injury. Gap junctions consist of hemichannels 
contributed by cells juxtaposed to each other. The Cx fam-
ily of proteins is involved in the formation of gap junctions. 
Microglia have been shown to express both Cx43 and Cx36, 
members of the Cx family of proteins and these observations, 
have implications in the neural cell network in inflammation 
and injury (Eugenin et al., 2001; Takeuchi et al., 2006).

9.5.2. TLRs Signaling in Macrophages 
and Microglia

TLRs are some of the recently recognized PRRs important 
in the early responses to pathogens. The pattern recognition 
concept was originally proposed by Janeway (Medzhitov and 
Janeway, 2000). Indeed, in microglial cells, TLRs are pre-
sumed to be key sensors of infection and initiate the innate 
immune responses. TLR members are identified on the basis 
of the molecular patterns and ligands they recognize. Lipid 
structures are recognized by TLR2 whereas LPS is recognized 
by TLR4. Viral and bacterial nucleic acids are recognized by 
TLR3, 7, 8, and 9, whereas dsRNA is recognized by TLR3. 
The signal transduction of activated-TLRs is classified into 
two major pathways. One pathway involves the activation of 
NF-κB, which is a master switch for production of a variety 
of cytokines and effector molecules. The alternate activation 
pathway involves activation of microtubule-associated pro-
tein (MAP) kinase p38 and cJun NH2 terminal kinase (JNK). 
Most TLR (except for TLR3) signaling involves activation of 
a novel protein kinase IL-1 receptor associated protein kinase 
(IRAK) -1 and -4. The current discussion in the literature per-
tains to the mechanisms of TLR signaling during microglial 
responses to injury, and the potential of microglial TLRs to 
serve as rapid sensors and initiate innate immunity in the brain 
(Lee and Lee, 2002; O’Neill, 2006).

9.5.3. DC-Based Vaccines

The immune system thus applies both the innate and the 
 adaptive immune responses as combined host defense mecha-
nisms that operate in the periphery and in tissues including 
the brain. The main feature of adaptive immunity is its elastic-
ity in generating diverse and yet specific immune responses. 
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 However, the immune system is almost blind to all antigens 
that are  provided in a soluble form; therefore, the use of adju-
vants has a dramatic immune-stimulating effect. DC, the most 
powerful antigen-presenting cells, are capable of capturing, 
processing, and presenting antigens to T- and B-cells. This 
permits DC the capability for breaking self-tolerance. DC can 
stimulate cytotoxic T-lymphocytes to clear tumor or virus-
infected cells.  Vaccination with DCs can also affect clearance 
of tumors without eliciting autoimmunity (Zhang et al. 2007). 
They may also induce neuroprotective adaptive immune 
activities for models of neurodegenerative diseases (Schwartz 
et al., 2006).

Summary

Macrophages, microglia, and DC are the primary cell ele-
ments involved in the clearance and inactivation of microbial 
pathogens, in immune surveillance, and in homeostatic func-
tions in all body tissues including the nervous system. Para-
doxically, during disease these cells compromise are principal 
mediators of brain injury mediated through secretion of a vari-
ety of inflammatory neurotoxic factors and through precipitat-
ing adaptive immune responses. Modulation of macrophage 
and dendritic cell function mediated through environmental 
cues, microbial pathogens, or disordered protein structure or 
regulation leads to a wide range of pathological outcomes. 
The net result of a complex series of autocrine and paracrine 
amplification of immunoregulatory factors leads to intracellu-
lar events in neighboring neurons and glia that affect disease. 
Importantly, such events can now be controlled by immune 
intervention strategies that can prevent or slow neural tissue 
damage. Taming the function outcomes of macrophage and 
microglial activation is a frontier for research for neuroim-
mune pharmacology.

Review Questions/Problems

True/False

 1. Microglia are solely neuroprotective cell.

 2. Microglia are solely neurodestructive cells.

 3. Microglial activation is always associated with 
impaired neurogenesis.

 4. Microglia are not found in the retina but only in the 
optic nerve.

 5. Retinal detachment associated with vitreoretinopathy 
as a result of complication of ocular trauma is medi-
ated solely by microglia.

 6. Microglia could be a source of IGF-1 in the brain.

 7. Microglia can clear amyloid plaques, but not very effi-
ciently.

 8. Th1 soluble products enhance the production of 
chemokines and cytokines (CXCL10/IP10, TNF, and 
IL-6) by microglia.

 9. T cells in combination with anti-MOG antibodies 
induce demyelination.

10. Astrocytes are the major cells of interest in the mechan-
ically injured CNS.

11. Which of the following describe the shared functions 
of mononuclear phagocytes?

a. Phagocytosis
b. Intracellular killing of microbes and elimination of tis-

sue debris
c. Secretion of bioactive factors
d. Antigen presentation
e. All of the above

12. Mononuclear phagocytes are a family of terminally 
differentiated cells with shared innate immune func-
tions and include all of the following with the excep-
tion of?

a. Monocytes
b. Macrophages
c. Dendritic Cells
d. Histiocytes
e. CD4+ T lymphocytes
f. Microglia

13. The ontogeny of tissue macrophages includes the 
following in order of development?

a. Monoblasts to promonocytes to monocytes to tissue 
macrophages

b. Promonocytes to monoblasts to monocytes to tissue 
macrophages

c. Monoblasts to monocytes to histiocytes to Kupffer 
cells

d. Monocytes to promonocytes to tissue macrophages

14. All are histological features of monocytes and macro-
phages except?

a. Large, irregularly shaped cells with a kidney-shaped 
or round nucleus.

b. Ample cytoplasm in contrast to lymphocytes
c. Smooth surface
d. Differentiated cells commonly bear microvilli that are 

visualized with localization of vimentin
e. After activation cells revert to an activated state and 

appear amoeboid in nature

15. Macrophages express a number of surface markers 
that can be classified broadly into family of receptors 
that include all of the following except?

a. Adhesion molecules
b. Chemokines
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c. Lectins
d. Advanced glycation endproducts
e. TCR

16. Describe the neuroinflammatory theory of Alzheimer’s 
disease

17. How can microglial responses be modulated during 
neurodegenerative conditions?

18. Is there a dual role of microglia in health and disease? 
How does this occur?
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10.1. Introduction

The major function of the nervous system is to rapidly trans-
fer and integrate information with a view to organizing the 
diverse functions of multicellular organisms. Our present 
understanding as to how nerve cells communicate originates 
with studies in the nineteenth century on the anatomy of the 
nervous system. Work conducted by Camillo Golgi and San-
tiago Ramon y Cajal defined the fine structure of neurons for 
the first time. Golgi favored the idea that all the nerves in the 
nervous system existed as a sort of reticular net, rather than 
as separate entities. Cajal, in contrast, concluded that neu-
rons were independent entities and that a minute gap existed 
between the ends of nerve fibers and other nerve cells or the 
muscles that they innervate. This gap was ultimately named a 
“synapse” by the great neurologist Sir Charles Sherrington in 
1897, from the Greek meaning “to clasp”. Cajal also argued 
that neurotransmission was basically a unidirectional process, 
information being received by dendrites and being transmit-
ted unidirectionally along axons. The actual existence of the 
synapse as a structure was not confirmed until the develop-
ment of the electron microscope in the 1950s. Around this 
time a fierce debate took place between two opposing sets 
of scientists (Valenstein, 2005). One set, primarily electro-
physiologists, held the view that information was transmitted 
between nerves and between nerves and muscles by purely 
electrical processes. The other group, primarily pharmacolo-
gists, suggested that chemical messenger molecules were 
released by the presynaptic nerve and carried the information 
across the synapse. The nature of the chemicals that consti-
tute neurotransmitters was gradually revealed by the work of 
several important investigators who characterized the effects 
of different substances that mimicked or blocked the actions of 
neurotransmitters on fast skeletal muscles and in the autonomic 

nervous system. This finally culminated in the demonstra-
tion by Otto Loewi in 1921 that the vagus nerve secreted a 
chemical (“Vagusstoff”) that mediated the slowing effect of 
vagal stimulation on the heart. This substance turned out to be 
acetylcholine.

The term glia, or rather neuroglia (nerve glue), was first 
introduced by Virchow in 1859 who conceived of these cells 
as being neutral elements concerned in holding the nervous 
system together and playing a supportive role. Further 
studies by Ramon y Cajal and his colleagues divided glia 
into astrocytes, oligodendrocytes and microglia. We now 
know that glial cells are far from inactive support systems 
and are engaged in diverse dynamic interactions with nerve 
cells. Nissl suggested that microglia had the capacity for 
migration and phagocytosis and this has indeed proved to be 
the case. As opposed to other major cell types in the brain, 
the microglia are of mesenchymal origin and can generally 
be thought of as resident cells with macrophage like prop-
erties. Signaling between neurons and glia is involved in 
dynamically integrating the functions of the nervous system 
in health and disease. In general, signaling in the nervous 
system requires us to understand the properties of the dif-
ferent types of neurotransmitters, how they engage receptors 
and how this impacts the electrical and other properties of 
neurons and glial cells.

10.2. Electrogenesis and the Action 
Potential

10.2.1. The Resting Membrane Potential

The most common molecules in the body are water and inor-
ganic molecules such as sodium, potassium and chloride ions. 
A feature that is common among all living cells is that the 
concentrations of these ions are different in the extracellular 
and intracellular compartments. The extracellular fluid is high 
in sodium (Na+) and chloride (Cl−) ions, but low in potassium 
(K+) ions (Figure 10.1). In contrast, the  intracellular solution is 
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low in Na+ and Cl−, but high in K+. This  difference is maintained 
and regulated by control mechanisms residing in the plasma 
membrane of the cell, a phospholipid bilayer with protein mol-
ecules inserted into it. The plasma membrane acts as a selec-
tively permeable barrier permitting some molecules to cross 
while excluding others. When a pathway or “channel” for the 
movement of these charged molecules opens up across the 
plasma membrane, a phenomenon known as “gating”, the net 
movement of ions is governed not only by their concentration 
gradients, but also by the electrical potential difference across 
the plasma membrane. As we shall discuss below, neurons 
express proteins in their plasma membranes that act as chan-
nels allowing the selective permeability of different ions.

How does an electrical potential come into this picture? 
The movement of ions through selective pores in the mem-
brane gives rise to a charge separation across the phospholipid 
bilayer, essentially giving rise to a “capacitor” and a poten-
tial difference across the membrane. It takes the movement of 
only a very small number of charges to give rise to a substan-
tial membrane potential difference across the membrane. As 
a result, ions that are propelled down their concentration gra-
dient encounter the electrical force that opposes their move-
ment down this concentration gradient. Equilibrium for ion 
movement across the membrane is reached when the electrical 
force exactly balances the diffusional force arising from the 
concentration gradient. A relationship that describes the value 
of the electrical potential reaches at this equilibrium condition 
is given by the Nernst equation:
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 are the extracellular and intracellular concentrations of 

the ion being examined, R is the gas constant, T is the absolute 

temperature, z is the valence of the ion, and F is Faraday’s 
constant. It is important to remember that the Nernst equation 
applies only to one ion at a time and only to ions that can cross 
the plasma membrane. For an ion in question, with a certain 
extracellular and intracellular concentration, the value of the 
electrical potential given by the Nernst equation is called the 
equilibrium potential.

For the typical ionic concentrations in mammalian cells 
(Figure 10.1), the equilibrium potentials for K+ and Na+ can 
be calculated from the Nernst equation to be −80 mV and 
+57 mV, respectively. If the plasma membrane is permeable 
only to K+ and no other ion, the membrane potential would 
be determined solely by the equilibrium potential for K+ and 
would be −80 mV. Real cells, however, are permeable to more 
than one ion at a time, and as a consequence, their resting 
membrane potential is influenced not only by the move-
ments of K+, but also other ions, primarily Na+. For a typical 
cell that has a large K+ permeability at rest, if we increase 
the Na+ permeability to the membrane very slightly, the net 
effect would be to depolarize the membrane potential away 
from the equilibrium potential of K+ and toward the equilib-
rium potential of Na+. There is a struggle between Na+ on the 
one hand, tending to make the V

m
 equal to +57 mV, and K+ 

and Cl− on the other hand, which push to make V
m
 equal to 

−80 mV. An equation that quantitatively relates these factors 
is the Goldman-Hodgkin-Katz equation (also referred to as 
the constant field equation because of the assumption made 
that the membrane field between the intra and extra-cellular 
compartment varies at a constant rate with distance). For a 
cell that is permeable to Na+, K+ and Cl−, this equation can 
be written as:
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This equation is similar to the Nernst equation except that it 
simultaneously takes into account the contributions of all three 
permeant ions. It indicates that the membrane potential is 
governed by two factors: (1) the ionic concentrations, which 
determine the equilibrium potentials for the ions, and, (2) their 
relative permeabilities, which determine the relative importance 
of a particular ion in governing where V

m
 lies. For many cells, 

including most neurons and immune cells, this equation can be 
simplified: the chloride term can be dropped altogether because 
the contribution of chloride to the resting membrane potential is 
insignificant. In this case, the Goldman equation becomes:

V
RT

zF

p p

p pm
o o

i i

=
+
+

⎛
⎝⎜

⎞
⎠⎟

+ +

+ +ln
[K ] [Na ]

[K ] [Na ]
K Na

K Na

Because it is easier to measure relative ion permeabilities than 
the absolute permeabilities, this equation can be rewritten in a 
slightly different form:

Figure 10.1. Composition of major ions in the intracellular and 
extracellular compartments.
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where term a = p
K
/p

Na
 is the permeability of K+ relative to Na+, 

and the term RT/F has been evaluated at room temperature 
and converted to log. In most cells at rest, the ratio a is about 
50, resulting in a membrane potential of −71 mV for a cell 
with ionic composition as shown in Figure 10.1.

Because the steady-state membrane potential lies between 
the equilibrium potentials for Na+ and K+, there is a constant 
movement of K+ out from the cell and Na+ into the cell. To 
ensure that this does not lead to a progressive decline in the 
concentration gradients across the membrane, all cells have a 
Na–K pump, which uses the hydrolyses of ATP to simultane-
ously pump K+ into the cell and push Na+ out. The constant 
fluxes of K+ and Na+ constitute electrical currents across the 
cell membrane, and at steady-state, these currents cancel each 
other out so that the net membrane current is zero.

10.2.2. The Action Potential

As noted above, the membrane potential is governed by the 
relative permeabilities for K+ and Na+. If the K+ permeabil-
ity is greater than the Na+ permeability, the membrane poten-
tial is closer to E

K
. Conversely, if the Na+ permeability far 

exceeds the K+ permeability, the membrane potential should 
be closer to E

Na
 than E

K
. In excitable cells such as neurons, 

ionic permeabilities are not fixed, but can be varied resulting 
in the occurrence of transient, dramatic changes in the mem-
brane potential. It is these transient changes in the membrane 
potential brought about by changes in ionic permeabilities that 
underlies the action potential, a fundamental basic signal that 
sub-serves communication between all brain cells.

The typical profile of membrane potential changes during 
an action potential is illustrated in Figure 10.2. Following a 
small depolarization to a “threshold” value, there is a sudden, 
large jump in the membrane potential during which the poten-
tial transiently moves in the positive direction (referred to as a 
depolarization) and actually reverses in sign for a brief period. 
After peaking at a positive voltage, the membrane potential 
begins an equally rapid return toward its resting value, and 
transiently becomes more negative than its normal resting 
value. The last part of the action potential is a slow return to 
its resting value that often lasts several milliseconds. This is 
called the undershoot of the action potential. This basic elec-
trical signal pattern is fundamental to neurons and is the basis 
of information transfer between neurons of the brain.

The key to understanding the origin of the action poten-
tial lies in the factors that influence the membrane potential 
of the cell as exemplified by the Goldman relationship. 
Recall that the membrane potential of the cell lies somewhere 
between E

K
 and E

Na
. At rest, because the relative perme-

ability of the membrane is much higher for K+ than Na+, the 

point at which the membrane potential lies is closer to E
K
. 

If the Na+ permeability suddenly increases dramatically, 
then the membrane potential would correspondingly shift 
toward E

Na
. For example, if p

K
/p

Na
 changed from 50 at rest 

to 0.02, then the membrane potential would swing from 
−71 mV to 53 mV. After a brief delay, if the p

K
/p

Na
 changed 

back to 50, the membrane potential would be expected to 
return to −71 mV. It is these transient changes in Na+ per-
meability that are responsible for the swings in membrane 
potential from near E

K
 toward E

Na
 and back during the 

action potential.

10.2.3. The Sequence of Activation 
and  Inactivation of Na+ and K+ Channels 
During an Action Potential

A dramatic increase in Na+ permeability requires a dramatic 
increase in the number of channels that allow Na+ to enter 
the cell. Thus, the resting p

Na
 is only a small fraction of what 

it could be because most membrane sodium channels are 
closed at rest. What stimulus causes the hidden Na+ chan-
nels to reveal themselves? It turns out that the activation 
of these Na+ channels is triggered by membrane depolariza-
tion. When V

m
 is at its usual resting levels around −70 mV, 

these Na+ channels are closed and p
Na

 is low. However, 
depolarization causes the channels to open. Because the 
voltage-activated Na+ channels respond to depolarization,
 the response of the membrane to depolarization is regenerative, 
and thus explosive (Figure 10.3). A small depolarization of 
the membrane opens Na+ channels, which causes influx of 
Na+ into the cell and additional depolarization, which in 
turn opens more Na+ channels. This explains the all-or-none 
nature of the action potential: once it is triggered, it runs to 
completion.

Figure 10.2. Various phases of the action potential. Once a depo-
larization reaches a certain threshold, the membrane potential moves 
rapidly in a regenerative manner toward E

Na
. The opening of K+ 

channels coupled with the inactivation of Na+ channels causes the 
membrane potential to repolarize. The prolonged hyperpolarization 
(undershoot) results from slow closing of open K+ channels follow-
ing rapid repolarization.
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What causes V
m
 to return to its resting potential following 

the regenerative depolarization during the action potential? 
Two processes cause this: (1) the time-dependent inactiva-
tion of the depolarization induced increase in p

Na
, and (2) a 

delayed increase in the p
K
 initiated by depolarization. A few 

milliseconds following the opening of voltage-activated Na+ 
channels by depolarization, an “inactivation gate” is trig-
gered which plugs the ion permeation pathway of Na+ chan-
nels and shuts down channel activity, causing a dramatic 
decrease in p

Na
. Almost at the same time as this is happen-

ing, depolarization-activated K+ channels begin to open up, 
causing the p

K
 to dramatically increase. The closure of Na+ 

channels and the opening of K+ channels cause a dramatic 
increase in the p

K
/p

Na
 ratio, thereby shifting the balance 

strongly in favor of E
K
. Therefore, the repolarizing phase of 

the action potential arises from the simultaneous decline in 
p

Na
 and an increase in p

K
. In fact, the increase in p

K
 lasts for 

several milliseconds after the Na+ channels close, causing 
the p

K
/p

Na
 ratio to be higher than at rest. This causes the V

m
 

to be pushed closer to E
K
, explaining the undershoot that fol-

lows fast repolarization.
How does the action potential propagate along the nerve 

fiber? This is easily explained by the basis for the generation 
of the action potential. As we have just seen, the stimulus for 
an action potential is a depolarization of sufficient strength to 
open large numbers of Na+ channels to cause a regenerative 
membrane depolarization. Once such a depolarization occurs 
in one part of the cell, it brings neighboring regions above the 
threshold, setting up an action potential in that region. This 
in turn causes other neighboring regions to reach threshold 
and triggers the same gating schemes of Na+ and K+ channels 
to produce action potentials in those regions. The “inactiva-
tion” of Na+ channels ensures that once an action potential has 
occurred in one region, it cannot immediately occur again in 
that region until Na+ channels have recovered from inactiva-
tion. This causes the unidirectional movement of the action 
potential, away from the region that triggered the initial rise in 
membrane potential, and typically down the nerve fiber. This 
is the basis of the fundamental long-distance signal of the 
nervous system.

10.2.4. Transmission of Signals Between 
 Neurons: Voltage-Activated Ca2+ Channels 
 Mediate Neurotransmitter Release

Propagation of action potentials typically occurs from the 
somatic regions of neurons, through the axon and into the “ter-
minals”—the tiny axon branches that terminate in synapses on 
neighboring neurons or end organs. As described below, inva-
sion of the action potential into nerve terminals causes fusion of 
pre-packaged neurotransmitter-filled vesicles with the plasma 
membrane, releasing neurotransmitter across the synapse, and 
resulting in the activation of receptors on neighboring cells. 
What process couples the electrical action potential signal in 
the nerve terminal to the release of neurotransmitter? This is 
mediated by Ca2+ influx from the extracellular space into the 
nerve terminal through voltage-activated Ca2+ channels. Com-
pared to Na+ and K+, Ca2+ is present in much lower amounts 
in the extracellular space (1–2 mM) and was therefore ignored 
in the previous discussions of resting membrane potential and 
action potentials. However, as a chemical messenger inside 
the cell, Ca2+ mediates a variety of critical signaling functions. 
Nature has evolved such that the intracellular concentration of 
Ca2+ is of the order of only 100 nM. With the Ca2+ concentra-
tion in the extracellular space of 1–2 mM, this creates a 10,000-
fold concentration gradient across the membrane. In addition, 
with these ionic concentrations, the Nernst equation indicates 
that the equilibrium potential for Ca2+ is also very positive. 
Therefore, near the resting potential, both the concentration 
and electrical gradients promote the movement of Ca2+ into 
the cell. When a conduit for Ca2+ entry, such as a voltage-acti-
vated Ca2+ channel opens up, Ca2+ rushes into the presynaptic 
intracellular space, elevating the local Ca2+ concentration, and 
resulting the fusion of neurotransmitter-filled vesicles through 
series of very rapid signal transduction events.

Voltage-activated Ca2+ channels are activated by membrane 
depolarization and represent a large family of related channels 
with a wide tissue distribution. They are found ubiquitously 
in neurons, muscles, and endocrine cells as well as in many 
epithelial and endothelial cells. In addition to neurotransmit-
ter release, they mediate a variety of essential functions in the 
body including muscle contraction, insulin secretion, gene 
expression, modulation of signal transduction events and in 
excess can cause cell death.

10.2.5. Membrane Properties of Glial Cells

Intermingled with the neurons in the brain are a variety of 
other cell types. The most common of these “satellite” cells 
are glial cells. These make up virtually about one half of the 
total volume of the brain and exist in several forms such as 
astrocytes, oligodendrocytes, and Schwann cells. Membrane 
properties of glial cells exhibit fundamental differences from 
neurons, the chief difference being their passive nature. 
Unlike neurons, most glial cells are not excitable and do not 
fire action potentials. Membrane potential measurements of 

Figure 10.3. Behavior of Na+ channels and resulting changes in 
membrane potential during the rising phase of the action potential.
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glia indicate a relatively negative resting membrane poten-
tial—around −90 mV in contrast to −70 mV for most neuronal 
cells. This arises from the fact that, in contrast to neurons, the 
membranes of glia such as astrocytes and oligodendrocytes 
are permeable almost exclusively to K+.

Glial cells play several essential roles in neuronal function. 
Schwann cells form the well-studied myelin sheaths around 
large axons of peripheral nerves, enabling faster propagation 
of action potentials along nerve fibers by effectively increas-
ing the membrane resistance of the fibers. The end-feet of 
astrocytic cells helps form the blood-brain barrier, which lim-
its what substances cross over from the vasculature into the 
brain. Glial cells are also involved in guiding axons to their 
targets during neuronal development and during regeneration 
of nerve fibers after injury.

One particularly intriguing function of glial cells related 
to their unique membrane properties is the uptake of excess 
extracellular K+ by astrocytes. When neurons fire repeatedly, 
K+ accumulates in the extracellular space. Pumps and trans-
porters in the neighboring astrocytes take up the excess K+ 
and store it to protect neurons from the depolarization that 
could result from the increase in extracellular K+ concentra-
tion. What happens next to the excess K+ taken up? Astrocytes 
are connected to each other by electrical synapses—essen-
tially cytoplasmic bridges between neighboring cells, form-
ing sheets of physically connected cells. As a result, the K+ 
taken up by astrocytes in one area is shuttled to neighboring 
astrocytes through the cytoplasmic bridges to draw it away 
from areas of high extracellular K+. It has been discovered that 
astrocytes lining membranes around the blood vessels have 
significantly higher K+ channel density than the other cells 
of this network. The K+ taken up by the astrocytic network 
is eventually extruded by so called “end-feet” specializations 
of high K+-channel density directly into the blood vessels. 
By this mechanism, the high K+ permeability of astrocytes 
protects neurons from excess depolarization that could result 
from K+ efflux into the extracellular space.

10.2.6. The Structure of Channel Proteins

A remarkable feature of ion channels is that once open, they 
promote the diffusion of ions down their concentration gra-
dient often with extremely high selectivity and at extremely 
high rates (tens of millions of ions per second). What essential 
common structural elements confer ion channels with these 
properties? As might be expected, a first requirement is the 
existence of a pore region for passage of ions. The phospho-
lipid bilayer is a hostile, low dielectric barrier to the passage 
of hydrophilic and charged ions. The amino acids of ion chan-
nel proteins provide a comfortable conducting hydrophilic 
pathway across the hydrophobic interior of the membrane. 
As a result, ion channels are necessarily transmembrane pro-
teins with domains that span the membrane. Ion channels are 
usually constructed from the assembly of several subunits. A 
second requirement is the existence of a gating mechanism 

that regulates the transport of ions across the pore. Channel 
gating is controlled by external factors (voltage, for voltage-
activated channels, ligands for ligand-gated channels). Gat-
ing arises from the movements of protein domains that open 
or occlude the ion permeation pathway. Finally, the channel 
pores are often ion selective, discriminating between ions of 
varying sizes and charges to enable the passage of only a sin-
gle ionic species.

How nature has evolved to solve these issues can be under-
stood by exploring the structure of the K+ channel. The crystal 
structure of a non-voltage gated, two transmembrane spanning 
K-channel from the bacteria Streptomyces lividans (KcsA 
K+ channel) has been solved to 2 Å resolution (Doyle et al., 
1998; Zhou et al., 2001). Like its mammalian voltage-gated 
K+ channel counterparts, the KcsA channel is a tetramer. Each 
subunit of this tetramer has only two membrane-spanning 
segments (instead of six for the mammalian channels), but it 
closely resembles the fifth and sixth transmembrane regions 
(S5 and S6) of the mammalian voltage-gated K+ channels in 
its amino acid sequence. The two transmembrane segments 
in each  subunit are α helices, with a peripheral and an inner 
helix (Figure 10.4D) that run almost in parallel through the 
membrane. The inner helix, which corresponds to S6 in the 
well-characterized Shaker potassium channel of Drosophila 
forms the lining of the inner part of the pore. The four helix 
pairs are like the support poles for an inverted teepee (with 
the top inside), widely separated near the outer membrane 
surface and converging toward a narrow zone near the inner 
cytoplasmic surface. The inner helices are tilted with respect 
to the membrane normal by about 25° and are slightly kinked 
with the wider part facing the outside of the cell allowing the 
structure to form the pore region near the extracellular sur-
face of the membrane. This region contains the K+ channel 
signature sequence, forming the selectivity filter, which dis-
criminates between K+ and Na+ ions. Within the selectivity 
filter, the orientation of the amino acid side chains preclude 
their participation in ion coordination, leaving this function 
to the oxygen atoms of the main chain carbonyls. They form 
an oxygen ring coordinating dehydrated K+ ions. Roughly in 
the middle of the membrane is a water-filled cavity, lined by 
hydrophobic amino acids, and at the bottom of the cavity is 
another constriction that is likely involved in channel gating 
(Yellen, 2002).

How does this structure explain the key issues of high ion 
selectivity, high ion throughput, and gating of K+ channels? 
Selectivity for K+ over Na+ is explained by the binding of 
the carbonyl oxygens of the selectivity filter to K+ ions. The 
spatial geometry of the selectivity filter and its energetics for 
ion binding is perfectly tuned for K+, the channel’s natural 
ligand, but not for Na+ and other ions (Yellen, 2001; Zhou 
et al., 2001). As a consequence, hydrated K+ ions moving 
into the selectivity filter seamlessly lose their attached water 
molecules to form bonds with the selectivity filter. For Na+, 
the pore does not adjust to form good bonding, resulting in 
poor dehydration and migration of the water-attached Na+ 
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into the selectivity filter. The tuning of the selectivity filter 
for K+ bonding also allows for its high throughput. New K+ 
ions entering the selectivity filter from the water-filled cavity 
expel one or more of the resident ions to the opposite side on 
the extracellular side and produce net transport. Because the 
water-filled cavity is hydrophobic, K+ ions in the cavity are 
less happy and impatient to get into the comfort zone of the 
selectivity filter, eliciting high throughput rate of ion move-
ment. The structural basis for the phenomenon of gating is less 
well understood and currently the topic of intense discussion. 
It has been shown that the narrow constriction near the intra-
cellular side created by the crossover of the two outer helices 
and lined by hostile hydrophobic residues, can close the ion 
permeation pathway and terminate the supply of K+ ions to the 
selectivity filter (del Camino and Yellen, 2001). This has been 
proposed to be the primary closing process. Additionally, by 
adjusting the tuning of K+-bonding and hence the rate of ion 
throughput, the selectivity filter itself has been proposed to 
underlie the opening/closing of the channel (Yellen, 2002).

The elucidation of the K+ channel pore structure has pro-
vided us with real insight and confirmation of abstract ideas 
on pores, filters, gates, and ion binding sites. Structures of 
other channels such as Na+ and Ca2+ channels await elucida-
tion. Given the differences in ion selectivity and regulation 

between K+ channels and these other channels, many differ-
ences are to be expected. However, fundamental similarities 
between these channels such as their pseudotetrameric sub-
unit composition, voltage-dependent gating, and selectivity 
for specific ions suggest that the lessons gained from examin-
ing K+ channel structure are also likely to extend to these and 
other ion channel families (Hille, 2001).

10.3. Neurotransmitters and 
 Neurotransmission

10.3.1. Classical Neurotransmitters

What types of molecules act as neurotransmitters and how 
does the process of neurotransmission proceed? Following 
the identification of acetylcholine (ACh) as a chemical 
neurotransmitter by Leowi, noradrenaline (or norepinephrine, 
NE) was identified through the work of Dale, Cannon and oth-
ers as the neurotransmitter at many sympathetic neuroeffector 
junctions. Although ACh and NE are quite different from each 
other from the chemical point of view, they do share certain 
key features in terms of the way they act as neurotransmitters. 
These features are also shared by numerous other substances 

Figure 10.4 (A) Topology of a single subunit of a voltage-gated K+ channels. Hydropathy studies predict the presence of 6 transmembrane 
α-helices. The sequence that spans the pore region is present between the S5 and S6 transmembrane helices. (B) Four identical copies of the 
K+ channel subunit shown in A assemble together to form the walls of the K+ channel. (C) Cross-section of an open K+ channel, based on the 
crystal structure of the bacterial K+ channel, KcsA. The selectivity filter, the wide intracellular cavity, and pore helix dipoles are highlighted. 
(D) A diagram derived from the high-resolution structure of the KcsA channel, showing the cross-over of the inner helices, corresponding to 
the S6 transmembrane segment of the mammalian K+ channels. The four inner helices produce a narrow opening that provides access to the 
water-filled cavity in the middle of the membrane protein. (adapted from Yellen, 2002).
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that have subsequently been demonstrated to act as neurotrans-
mitters, including other biogenic amines (e.g. dopamine and 
serotonin), amino acids (e.g. glutamate, GABA, and glycine) 
as well as many peptides (e.g. Substance P, NPY, CGRP, and 
the endorphins). Because of these shared features an informal 
consensus has gradually been reached setting out the “rules” 
for demonstrating that a substance acted as a neurotransmitter 
at a particular synapse. These rules are something like this:

(1)  The potential neurotransmitter substance should be localized 
in the presynaptic neuron together with the enzymatic machin-
ery for its biosynthesis.

(2)  The substance should be released by stimulation of the 
presynaptic nerve. Because transmitter release has been 
shown to be dependent on the influx of Ca2+ ions through 
voltage dependent Ca2+ channels located in the nerve 
terminal (see above), evoked transmitter release should be 
Ca2+ dependent.

(3)  Drugs that block synaptic transmission at a particular 
synapse should also block the effects of the substance 
when it is directly applied to the postsynaptic cell.

(4)  A mechanism should exist (in addition to free diffusion) 
for terminating the action of the proposed neurotransmitter. 
Inhibition of this mechanism should prolong the time 
course of action of the proposed neurotransmitter.

It is clear that these criteria are fulfilled in the cases of ACh 
and NE acting as neurotransmitters at different synapses. Let 
us consider, for example, the effects of ACh at the synapse 
made by a motor neuron with fast skeletal muscle (“neuro-
muscular junction”).

(1)  ACh is found to be stored within the terminals of motor 
neurons. Detailed analysis has demonstrated that ACh 
is stored within small packages called synaptic vesicles 
that are concentrated around “active zones” on the 
presynaptic membrane. These active zones have been 
identified as specialized sites for neurotransmitter con-
taining vesicle release. The enzyme for synthesizing 
ACh from choline and acetyl-CoA, choline acetyltrans-
ferase, is also found within the presynaptic terminal. 
Choline acetyltransferase is found in the cytoplasm. 
When ACh is synthesized it is pumped into synaptic 
vesicles by means of a specific carrier molecule located 
in the vesicle membrane. Once released, ACh subse-
quently diffuses across the synapse and activates nico-
tinic ACh receptors localized on the plasma membrane 
of the postsynaptic muscle cell producing depolariza-
tion of the muscle (see below).

(2)  Stimulation of the presynaptic nerve results in the release 
of ACh in a Ca dependent manner. Release of ACh can 
be demonstrated using a bioassay of the type originally 
employed by Loewi or more commonly nowadays by a 
direct chemical method.

(3)  Neurotransmission at these synapses can be inhibited by the 
drug d-tubocurarine, an antagonist of nicotinic ACh recep-
tors. Direct application of ACh mimics the effects of nerve 

stimulation, e.g. depolarization of the muscle and muscle con-
traction. D-tubocurarine also inhibits both of these effects.

(4)  The enzyme acetylcholinesterase (AChE) is localized at 
the synapse and degrades ACh released by the presynaptic 
nerve, thus limiting its actions. Inhibition of the effects of 
AChE (e.g. with a cholinesterase inhibitor such as physo-
stigmine) prolongs the time course of action of ACh or of 
stimulation of the presynaptic nerve.

These observations are clearly consistent with the view that ACh 
acts as a chemical neurotransmitter at these synapses, indeed, 
they furnish the necessary “proof” of this proposed hypothesis.

Similarly, if we consider the effects of NE at noradrenergic 
synapses (Figure 10.5).

(1)  As with ACh, NE can be shown to be stored within vesicles 
localized to the presynaptic terminal. The enzymes responsi-
ble for NE biosynthesis are also found within the presynaptic 
terminal. The synthesis of NE is more complicated than the 
single step involved in ACh synthesis. In the case of NE an 
entire biosynthetic pathway exists with the initial step cata-
lyzed by the enzyme tyrosine hydroxylase (TH) being rate 
limiting (Figure 10.5). TH activity can be precisely regulated 
at several levels (see legend to Figure 10.5). For example, it is 
subject to feedback inhibition by its products such as the cat-
echolamines dopamine and NE. Following its biosynthesis, 
NE is pumped into synaptic vesicles using a specific pump 
localized in the vesicle membrane.

(2)  Stimulation of NE containing nerves is associated with the 
Ca2+ dependent release of NE.

(3)  Neurotransmission resulting from NE release can be blocked 
by a variety of drugs that block adrenergic receptors. These 
may be α or β blockers depending on the situation. Applica-
tion of NE mimics the effects of nerve stimulation and these 
effects can also be inhibited by the same drugs. For exam-
ple, vasodilation produced by stimulation of sympathetic 
innervation of blood vessels can be blocked by a blocker of 
α adrenergic receptors such as phentolamine.

(4)  Rather than being metabolized directly like ACh, the synap-
tic terminals of noradrenergic nerves express a high affinity 
uptake system for NE. Following its postsynaptic actions, 
NE is retaken up into the nerve terminals from which it 
was released via this high affinity uptake system and can be 
repackaged into synaptic vesicles. Drugs that block the high 
affinity presynaptic uptake system (e.g. cocaine and the tricy-
clic antidepressant amitryptaline) enhance the effects of pre-
synaptic nerve stimulation or of exogenously applied NE.

(5)  The properties of classical neurotransmitters, as described 
for ACh and NE, can be applied with some variations to 
numerous other substances which have subsequently 
been determined to act as neurotransmitters. For exam-
ple, in the case of amino acid transmitters such as GABA 
or glutamate, we would note that much of the released 
neurotransmitter is cleared from synapses by high affinity 
uptake into glial cells (astrocytes), in addition to nerve ter-
minals. Peptide neurotransmitters, such as one of the endor-
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phins, are synthesized in the soma of the neuron as inactive 
precursor molecules after which they are packaged into 
synaptic vesicles. These are then transported down the axon 
to the nerve terminal. The active peptide is cleaved from 
its precursor by proteases copackaged in the vesicle during 
its transport from the soma to the terminal. In response to 
nerve stimulation and Ca2+ influx the contents of the vesicle, 
including the peptide neurotransmitter are released.

As will be appreciated, in all of these cases neurotransmitters 
are ultimately packaged into synaptic vesicles. These synaptic 
vesicles are released from the terminal in response to a rise in 
intracellular Ca2+. In most instances the source of this Ca2+ is the 
extracellular medium, and Ca2+ moves into the nerve terminal 
through voltage sensitive Ca2+ channels. A complex of proteins 
holds the vesicle in a “primed” state at presynaptic release sites, 
the active zones discussed above. Some of the proteins involved 
in this complex are provided by the vesicle (v-SNAREs) and 

some by the presynaptic active zone (t-SNAREs). One or more 
proteins, in this complex senses the rise in Ca2+ and vesicle 
fusion and transmitter release ensues. The fact that neurotrans-
mitters are stored within synaptic vesicles provides an anatomi-
cal basis for the properties of neurotransmitter release when 
recorded electrophysiologically. In particular, in electrophysi-
ological recordings, transmitters are observed to be released 
in discrete packages or “quanta”. The evoked release of these 
quanta is dependent on Ca2+ influx via voltage dependent Ca2+ 
channels situated in close juxtaposition to the active zones, 
exactly where transmitter-containing vesicles are docked.

10.3.2. Novel Neurotransmitters

Although these traditional views of neurotransmitter function 
cover the properties of many neurotransmitters, it is now clear 
that numerous substances that act as neurotransmitters do not 

Figure 10.5. (a) The enzyme choline acetyltransferase catalyzes the synthesis of acetylcholine (ACh) from Acetyl-CoA and choline. 
(b) Diagram illustrates the different phases of ACh synthesis, release and degradation by a cholinergic neuron. (c) Biosynthetic pathway for 
catecholamines such as norepinephrine (NE) in a noradrenergic neuron. Note that the rate of biosynthesis of a catecholamine transmitter can 
be regulated at three levels. First, feedback inhibition of the rate limiting enzyme tyrosine hydroxylase (TH) by NE, adrenaline (E) or dopamine 
(DA). Second, phosphorylation of TH by second messenger regulated kinases and finally, at the protein level of TH by transcriptional control 
of mRNA transcription. (d) Diagram illustrates the different phases of NE synthesis, release and uptake in a typical noradrenergic neuron.
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fit easily into this description. Consider, for example, the 
endocannabinoids (Figure 10.6). Neurotransmitters in this 
class (e.g. anandamide and 2-arachidonoylglycerol, 2-AG) 
are lipid molecules derived from arachidonic acid which act 
as endogenous activators of the same receptors as the drug 
cannabis, the CB1 and CB2 cannabinoid receptors (Piomelli 
2003). These transmitters show several features that differ 
from the above model. First, endocannabinoids are usually 
synthesized and released from the postsynaptic rather than 
the presynaptic cell. Secondly, although their synthesis is 
Ca2+ dependent, endocannabinoids are not stored in synaptic 
vesicles.

Following their synthesis endocannabinoids leave their 
cell of origin by a diffusion driven mechanism, rather than 
as discrete quanta. Endocannabinoids are frequently synthe-
sized postsynaptically and then diffuse across the synapse to 

produce effects on the presynaptic neuron. Thus, in this case 
neurotransmission may be viewed as occurring in the reverse 
direction! Furthermore, consider a molecule like NO, which 
is a gas and so also diffuses very easily. Here again its syn-
thesis is dependent on an increase in Ca2+. Once synthesized, 
however, NO can leave the cell by diffusion and enter target 
cells the same way. As in the case of endocannabinoids the 
information carried by NO may well travel backwards across 
the synapse, influencing presynaptic functions following its 
postsynaptic release. Both the endocannabinoids and NO are 
clearly neurotransmitters. They are responsible for the activity 
dependent transfer of information across synapses. However, 
their modus operandi is not at all traditional. Indeed, we could 
now list of whole host of molecules that can be released from 
neurons following electrical stimulation and which can then 
transfer information across synapses in the forward or back-

Figure 10.6. The biosynthesis of endocannabinoids. Biosynthetic pathways for the biosynthesis of the major endocannabinoids anandamide 
and 2-arachidonoylglycerol (2-AG). Note that the enzymes N-acyltransferase in anandamide biosynthesis. The biosynthesis of 2-AG can 
proceed via two different routes and is also dependent on an increase in Ca2+. Figures reprinted from Piomelli (2003) with permission from 
Nature Publishing Group.
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ward direction. These include a variety of growth factors and 
cytokines. Given the wide range of molecules that can appar-
ently act as neurotransmitters, it is also true that information 
transfer across synapses can vary over a vast time scale rang-
ing from very rapid electrical events taking a few milliseconds 
to much longer events taking hours/days and which involve 
changes in protein synthesis or gene transcription. As we shall 
now discuss, the type of information involved will depend on 
the receptor mechanism employed to decode the action of the 
neurotransmitter. Neurotransmitter receptors are expressed by 
neurons, glia and microglia and will be involved in decoding 
information transfer between all of these cell types.

10.4. Neurotransmitter Receptors

Once a neurotransmitter is released it will diffuse across the syn-
aptic gap and interact with its target cell. The type of information 
“transmitted” to the target cell will depend both on the nature of 
the neurotransmitter and its receptor. As discussed above, this 
information transfer can be very rapid (perhaps a few millisec-
onds) or relatively slow (hundreds of milliseconds or even lon-
ger). Sometimes a single neurotransmitter can produce multiple 
types of signals if it can activate more than one type of receptor. 
Indeed, more than one receptor for a particular transmitter can 
be expressed simultaneously by the same target cell. If we our 
consider our archetypal neurotransmitter ACh for example, its 
actions can be very rapid due to activation of the nicotinic class 
of ACh receptors, or its actions can be somewhat slower, due to 
activation of muscarinic ACh receptors. The effects of ACh typ-
ify the two major classes of neurotransmitter receptors-ligand 
gated ion channels (ionotropic receptors) that mediate rapid syn-
aptic transmission, and G-protein coupled receptors (GPCRs, 
sometimes also called metabotropic receptors) that mediate 
slower synaptic transmission. Let us consider the structures of 
these receptors and how they function in neurotransmission.

10.4.1. Ligand-Gated Ion Channels (Ionotropic 
Receptors)

Ionotropic neurotransmitter receptors are a family of ligand 
gated ion channels. Normally, these channels exist in the cell 
membrane in a closed state. However, upon binding the appropri-
ate neurotransmitter they open transiently and ions permeate the 
channel. This results in a redistribution of ions across the plasma 
membrane of the cell and a change in the membrane potential. 
This change in potential is the “signal” that can then be propa-
gated by the target cell. A change in membrane potential of this 
type is a very rapid event taking only a few milliseconds.

In the case of the nicotinic ACh receptors at the neuromus-
cular junction, the structure of the receptor has been extensively 
studied and the structural basis for its properties is fairly well 
established (Figure 10.7). Nicotinic receptors are made up of a 
pentamer of subunits, which surround a central channel region 
that spans the membrane. X-ray crystallographic and electron 

microscopic studies have revealed the overall structure of the 
receptor. The majority of its mass exists extracellularly in the 
form of a “vestibule” in which ions congregate. The receptor 
then enters the cell membrane as a channel or “pore” region, 
which narrows to highly restricted area in the middle of the 
membrane. Less of the mass of the receptor is found on the 

Figure 10.7. The structure of nicotinic ACh receptors. Receptors are 
pentamers of 5 related subunits (a) which form a barrel like array in 
which the transmembrane region of each subunit (TM2) surrounds a 
central channel or pore region (b) electron micrographs have demon-
strated that most of the mass of the channel is located extracellularly 
(c) The outside and inside of the channel pore region is surrounded 
by rings of negatively charged amino acids. These rings of negative 
charges will repel anions and attract cations resulting is a channel 
with cationic selectivity.
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intracellular (cytoplasmic) side of the membrane. Intracellu-
larly, receptors such as nicotinic receptors are often seen to 
be associated with cytoskeletal proteins that serve to localize 
them to the appropriate portion of the cell membrane, particu-
larly opposite active vesicle release zones in the presynaptic 
terminal. The 5 subunits that make up the nicotinic receptor 
are all related transmembrane glycoproteins with molecular 
weights of around 25 KDa. Each of the subunits is a trans-
membrane protein that crosses the membrane 4 times (trans-
membrane regions 1–4; TM1-4), so that their N and C termini 
are both extracellular. The five subunits are arranged like a 
barrel in which the central ion channel or pore is created by 
one TM2 region supplied by each subunit. The five subunits 
that make up the receptor consist of two α subunits, one β 
subunit, one γ subunit and either a δ or ε subunit. Although 
these are all proteins of closely related sequence, only the 
α subunits have binding sites for ACh. ACh molecules bind 
cooperatively to the receptor producing a conformational 
change and increasing the probability of channel opening or 
“gating.” When two ACh molecules bind there is a high prob-
ability of channel opening. Once open, the channel is perme-
able to cations, which permeate the pore region moving down 
their electrochemical gradients. As discussed above, at normal 
resting potentials Na moves into the cell and K moves out. 
The net result of this ionic flux is depolarization of the cell as 
the membrane potential moves toward the reversal potential of 
the nicotinic receptor channel-i.e. 0 mV. Sufficient depolariza-
tion of the postsynaptic cell will trigger an action potential. 
If receptors are exposed to ACh for longer periods of time 
they change conformation once again to a form a “desensi-
tized” state, in which ACh remains bound to the receptor but 
the channel is closed. The selectivity of nicotinic receptors for 
cations over anions is engendered by an interesting structural 
motif. As can be seen in Figure 10.7, both the extra and intra-
cellular regions of the receptor just outside the cell membrane 
are surrounded by a ring of amino acids with a net negative 
charge. Hence any cation will be attracted into the channel 
whereas any anion will be repelled. Nicotinic receptors in 
other parts of the nervous system, including the sympathetic 
ganglia and the brain, are also thought to be composed of pen-
tameric arrays of subunits. These subunits are members of an 
extended gene family of nicotinic receptor subunits that can 
associate in multiple different combinations of α and β sub-
units (Gotti and Clementi, 2004). For example, in the brain 
many nicotinic receptors may exist as pentamers of the α4β2 
combination. Indeed, some receptors e.g. α7 exist as a homo-
meric array of the same subunits. The basic properties of all of 
these nicotinic receptors are the same but some of the details 
differ. For example, in addition to being permeable to Na+ and 
K+, some receptors (e.g. α7 pentamers) are also highly perme-
able to Ca2+. Given the importance of Ca2+ as an intracellular 
second messenger, this may have important signaling conse-
quences.

The pentameric arrangement of subunits used to construct 
nicotinic receptors is also utilized to make up other types of 

ligand gated ion channels including the GABA-A, glycine 
and 5-HT3 receptors. Here again the subunits used are mem-
bers of the same extended gene family of proteins as those 
that make up nicotinic receptors, and the basic structure of 
the receptor as well as its mechanism of action are similar. 
Interestingly, the GABA-A and glycine receptors are anion 
(chloride and bicarbonate) rather than cation permeable chan-
nels, a property based on the same structural motif that makes 
the nicotinic receptors cation selective. However, in this case 
the channels possess rings of positive rather than negative 
amino acids. GABA-A receptors are highly important as they 
mediate the rapid effects of GABA at most of the synapses 
in the brain. Furthermore, these receptors are also the targets 
for many pharmacologically significant substances includ-
ing anxiolytic and hypnotic drugs. As in the case of nicotinic 
receptors the precise subunit composition and properties of 
GABA-A receptors vary throughout the neuraxis depending 
on the precise combination of subunits utilized. The ability to 
target drugs to these various subclasses or receptors allows for 
the production of agents with selective anxiolytic or hypnotic 
properties, for example.

Another important family of ligand gated ion channels is 
the receptors for the excitatory amino acid neurotransmitters 
such as glutamate and aspartate (Figure 10.8). These act as 
neurotransmitters at the vast majority of excitatory synapses 
in the brain. These receptors are also multisubunit ion channel 
arrays, in this case consisting of tetramers of related subunits 
(Wollmuth and Sobolevsky, 2004). The proteins that make up 
these subunits are all related in structure but are quite different 
from those that make up the nicotinic and GABA-A receptor 
family.

In the case of glutamate receptors the basic structure of 
each subunit is a protein that crosses the membrane 3 times. 
The TM2 or P region, which again forms the pore of the 
channel, does not cross the membrane entirely and forms a 
loop like structure that folds back into the membrane. Indeed, 
the basic structure of this pore region bears similarities to 
that described above for K+ channels. The overall structure 
of each subunit consists of a large N-terminal extracellular 
region attached to a transmembrane region that forms the 
channel. It is interesting to note that the large extracellular 
region is related in structure to ancient bacterial periplasmic 
amino acid binding proteins. Similar extracellular motifs also 
make up the N-terminal of metabotropic glutamate receptors, 
although in this case they are attached to a 7 transmembrane 
core rather than an ion channel motif (Jingami et al., 2003 
Figure 10.8). In the case of the ionotropic glutamate receptors, 
binding of  glutamate to the “clam shell” region in the extra-
cellular portion of the receptor closes the clamshell, initiating 
a conformational change that eventually results in channel 
gating. There are basically 3 types of glutamate receptors, 
named for archetypal agonists that activate each class—these 
being AMPA, kainate and NMDA receptors. The subunits that 
make up these receptors (GluR subunits) are all related and 
form an extended gene family. Although their basic structures 



116 Murali Prakriya and Richard J. Miller

and gating mechanisms are similar, there are some interest-
ing details that distinguish each type. The AMPA receptors 
are made up of tetrameric arrays of the GluR 1–4 (or A-D) 
subunits. These receptors are basically cation selective chan-
nels that are relatively impermeable to Ca. However, it was 
demonstrated that the structure of the channel as coded in the 
genome was slightly different. The originally coded GluR2 
subunit possessed a single glutamine residue in the TM2/P 
loop region. This is the region of the channel that makes up 
the cation permeable channel pore. In contrast to the sequence 
coded in the genome, the subunit normally found to exist in 
functional AMPA receptors expressed in cells has an arginine 
residue in exactly the same position. The triplet code for Gln 
is CAG. It was shown that neurons express a highly specific 
adenine deaminase that “edits” this triplet to produce C-Ino-
sine-G, which is then read by the protein synthetic machinery 
as CGG or arginine. It was observed that Gln or Arg contain-
ing channels differed in their Ca2+ permeabilities, the extra 
positive charge associated with Arg repelling Ca2+ ions and 
making the channel relatively Ca2+ impermeable. It is pos-
sible, however, that in some cases editing of GluR2 may be 
incomplete or that some tetrameric AMPA receptors may not 
include an edited GluR2 subunit and are therefore Ca2+ per-
meable. Thus, a single base change produced by RNA editing 
can completely change an important property of these AMPA 
receptors, i.e their permeability to Ca2+.

In the case of NMDA receptors Ca2+ permeability is also 
an important issue and is a key to understanding certain forms 
of glutamate mediated synaptic plasticity (see below). These 
properties of NMDA receptors can be readily observed through 

a consideration of their electrophysiological properties (Figure 
10.9). Let us compare the properties of AMPA and NMDA 
receptors. When recorded in physiological solutions, currents 
carried via AMPA receptors display current/ voltage (I/V) 
relationships that strictly follow Ohm’s law. On the other hand 
the I/V relationships for NMDA receptors exhibit a region of 
“negative slope conductance” similar to that displayed by 
voltage dependent channels, such as voltage sensitive Na+ or 
Ca2+ channels (see above). An important discovery was that 
this behavior was not due to the intrinsic gating properties 
of the NMDA receptor protein itself. It was observed that if 
Mg2+ was removed from the physiological bathing solution 
in which the measurements were made, currents carried by 
NMDA receptors behaved in a strictly Ohmic manner just like 
the related AMPA receptors. Further investigations revealed 
that NMDA receptors can be blocked by Mg2+ at hyperpolar-
ized membrane potentials. As the cell depolarizes the block 
by Mg2+ is relieved. This behavior means that glutamate will 
only activate an NMDA mediated current when the cell is 
relatively depolarized. This has important implications for 
the mechanisms underlying some types of synaptic plasticity 
(see below).

10.4.2. G-Protein-Coupled Receptors/GPCRs

In addition to ligand gated ion channels neurotransmitters often 
activate GPCRs. These receptors are all based on a structural 
motif in which the receptor protein crosses the membrane 7 
times in a serpentine like manner so that that N-terminal is 
extracellular and the C-terminal is intracellular. This arrange-

Figure 10.8. The structures of ionotropic and metabotropic glutamate receptors. (a) Family tree of related protein subunits that constitute 
different types of ionotropic glutamate receptors. (b) Typical domain structure of a glutamate receptor subunit. The extracellular regions show 
homologies to bacterial periplasmic binding proteins. (c) Structure of a metabotropic glutamate receptor. In this case the extracellular region 
also bears homology to a bacterial periplasmic binding protein, but this time it is attached to a 7-transmembrane G protein coupled receptor 
motif. Metabotropic glutamate receptors probably function as dimmers or other higher order arrays.
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ment results in the formation of three intracellular loops 
between the different transmembrane regions of the protein. 
These loops can be used to transduce signals to the inside of 
the cell and, in particular, to heterotrimeric G-proteins. GPCRs 
constitute an extremely large gene family and include many 
variations on the same basic structural motif (Figure 10.10). 
However, in virtually every instance the mechanism of action 
is basically the same. Binding of the agonist produces a con-
formational change in the receptor that leads to activation of 
the G-protein. G-protein activation results in its dissociation 
into α or βγ subunits-either of which can then mediate sig-
nal transduction within the cell. In the classical description of 
GPCR function the downstream signal is typically produced 
through the regulation of an enzyme like adenylate cyclase or 
phospholipase C. Activation of these enzymes produce second 
messenger molecule such as cAMP, diacylglycerol (DAG) or 
Ca2+ that then activate protein kinases or other effectors. For 
example, phosphorylation of ion channels by activated kinases 
changes their gating properties and so transduces the message 
to the level of electrical signaling. However, this classical 
model is only one of many possible alternatives. The subunits 
of the G-protein may bypass the kinase activation step and 
interact directly with the channel protein, resulting in direct 
channel gating. For example, direct interaction of G-protein 
βγ subunits with K+ channels or N-type Ca2+ channels can 

Figure 10.9. Biophysical properties of the N-methyl-D-aspartic acid 
receptor. The current voltage (i/v) relationship measured in physi-
ological solutions shows a region of “negative slope conductance” at 
hyperpolarized potentials. Little inward current is observed until the 
cell is substantially depolarized. However, when Mg2+ is removed 
from the bathing medium the i/v relationship follows Ohm’s law 
and is represented by a straight line. The reason for this behavior 
is that Mg2+ block NMDA receptors in a voltage dependent manner 
(see main text).

Figure 10.10. G-protein coupled receptor (GPCR) structure and function. (a) The basic 7-transmembrane structure of a GPCR is common to 
all members of the family. (b) The cycle of heterotrimeric G-protein activation. The cycle is initiated by stimulation of GTP/GDP exchange 
on the G-protein alpha subunit produced by an agonist induced conformational change in the GPCR. (c) Activation of a GPCR also produces 
interactions with proteins of the β-arrestin family that mediate uncoupling of the GPCR from its G-protein and receptor internalization. (d) 
Arrestins can also act as scaffold proteins that bring together members of the MAP kinase pathway and so activate MAP kinase signaling.
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directly modulate channel function by activating K+ channels 
or inhibiting N-channels. Such effects can directly modulate 
neurotransmitter release at nerve terminals. Although such a 
model is generally applicable to the activation of GPCRs, in 
the case of certain GPCRs that are important in the nervous 
system the basis for signal transduction is not entirely clear 
and may not even involve a traditional G-protein. Thus, for 
GPCRs of the frizzled or smoothened families, which are 
involved in the important Wnt and hedgehog signaling path-
ways, the precise mechanisms of signal transduction are not 
known and the role of G-proteins is unclear. Thus, as we shall 
discuss below, activation of a heterotrimeric G-protein may 
be only one way in which a GPCR can ultimately transduce 
information.

How does a GPCR normally work from the molecular point 
of view? In order to answer this question we should first con-
sider how G-proteins produce their effects (Figure 10.10). For 
heterotrimeric G proteins the α-subunit has intrinsic GTPase 
activity. Normally GDP is bound to this subunit. In order to 
initiate a cycle of G-protein mediated signaling this GDP moi-
ety must be replaced by a GTP molecule. Binding of GTP 
results in dissociation of the G-protein into α and β subunits 
and signaling ensues. Once the GTP has been hydrolyzed the 
heterotrimer reforms and signaling ceases. In order for these 
events to be carried out two proteins are important in addition 
to the G-protein. The first of these is a GEF or “guanyl nucleo-
tide exchange factor”. This protein is responsible for stimulat-
ing the initial exchange of GTP for GDP. Because the intrinsic 
GTPase activity of most α-subunits is low a second protein 
called a GAP (GTPase activating protein) is required. This 
protein acts upon the GTP bound α–subunit to enhance its 
GTPase activity and so allow the cycle of G-protein mediated 
signaling to terminate. In this context the GPCR can be seen 
to act as a GEF. Under resting conditions the heterotrimeric 
G-protein is bound to the intracellular loops of the receptor. 
Binding of the agonist produces a conformational changes 
such that the receptor now stimulates exchange of GDP by 
GTP bound to the α-subunit and initiates signaling. Thus, the 
GPCR is an agonist activated GEF. The arrangement of GPCR 
and heterotrimeric G-protein is a special case of G-protein 
mediated signaling. In other cases “small” G-proteins such as 
Ras, which carry out numerous cellular signaling functions, 
are not heterotrimers but also function in GTP regulated man-
ner. In this case other proteins have GEF like activity to pro-
mote guanyl nucleotide exchange.

Signaling mediated by GPCRs has been shown to be a very 
information rich event which is much more complex than ini-
tially supposed. In order to understand this we should consider 
the entire sequence of events that takes place when a GPCR 
is activated. Here again there are many variations on the basic 
theme, but it appears that there are other signaling pathways 
that are activated in addition to G-proteins. Binding of the 
agonist to the receptor initiates conformational changes in the 
intracellular C terminal region. This allows diverse residues in 
this region to be phosphorylated by kinases of the GRK (GPCR 

kinase) family. Phosphorylation of these residues has numerous 
effects. First, the interaction of the receptor and G-protein is 
interrupted. Secondly, the phosphorylation of the GPCR allows 
it to interact with proteins of the β-arrestin family (Lefkowitz 
and Shenoy, 2005 and Figure 10.10). This interaction was ini-
tially shown to allow the GPCR to be relocated to a region of 
the membrane (coated pit) resulting in receptor endocytosis. 
When internalized into the cell in this way the receptor may be 
dephosphorylated and recycled back to the cell surface or else 
it can be degraded in the lysozomes. As will be obvious all of 
these actions will result in interference of the basic signaling 
functions of the receptor by uncoupling it from the G-protein 
and/or removing it from the surface. This acts as a negative 
feedback loop controlling the extent of GPCR signaling in the 
face of continuous receptor stimulation. However, it has subse-
quently been demonstrated that β-arrestin like molecules have 
a very large number of additional receptor related functions. 
For example, β-arrestins can act as scaffolding proteins for the 
intermediates of the MAP kinase signaling cascade. Thus, once 
activated by a GPCRs arrestins might bind MAP kinases allow-
ing for their mutual phosphorylation and activation. The overall 
effect of this is to inhibit the initial signaling of the GPCR and 
to redirect it down the MAP kinase pathway. Indeed, it has been 
frequently observed that activation of a GPCR can produce 
activation of ERK or other MAP kinases (Figure 10.10). Other 
studies have linked GPCR/β-arrestin interactions to effects on 
the ubiquitination/proteasome pathway. Thus, the diversity of 
signaling initiated by a GPCR can potentially be very great and 
can operate over a wide time course. Rapid signaling events can 
influence the activity of ion channels, electrical excitability and 
synaptic communication, whereas longer term effects can influ-
ence processes such as neuronal gene transcription possibly 
leading to changes in neuronal structure or phenotype.

A further recent insight into the mechanism of action of 
GPCRs is that they often act as dimers or other higher order arrays 
(Milligan, 2004). Homo and heterodimerization of GPCRs has 
now been frequently reported. These receptor dimers may have 
properties, including agonist selectivity and signaling, that are 
unique and that differ from those of receptor monomers. Thus, 
the overall impact of signaling by GPCRs may be very diverse.

10.5. Synaptic Plasticity

The strength of synaptic communication is not constant. 
Moment to moment changes in the strength of synaptic 
transmission underlie the ongoing requirements of neuronal 
communication and are probably the basis of long lasting 
phenomena such as learning and memory. We now understand 
that there are numerous forms of this synaptic “plasticity”. 
Some forms of plasticity last for brief periods of time whereas 
others last for many hours or days-perhaps encompassing the 
lifetime of the organism. In each case changes in the amount 
of transmitter released, postsynaptic sensitivity to the trans-
mitter or combinations of these processes are involved in 
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producing these effects. In order to give a general idea as 
to what these important and widespread neuronal signaling 
processes involve, we shall discuss two different examples of 
synaptic plasticity.

10.5.1. Long-Term Potentiation (LTP)

Long-term potentiation and its flip side, long-term depres-
sion (LTD), are probably the most intensively studied of 
all forms of synaptic plasticity (Collingridge et al., 2004 
and Figure 10.11). LTP was first observed in vivo using 
rabbits by Bliss and Lomo who demonstrated that a brief 
high frequency stimulation of the perforant path input to 
the dentate gyrus of the hippocampus from the entorhinal 
cortex produced a long lasting (many hours) potentiation of 
the extracellularly recorded field potential. This phenom-
enon, or something akin to it, has now been shown to exist 
at other hippocampal synapses and at many other synapses 
throughout the brain. Subsequent investigations both in vivo 
and using hippocampal slice preparations revealed LTP to 
have some interesting properties. For example, if a neuron 
receives both a weak and a strong input, in which the weak 
input is not sufficient to produce potentiation, the weak 
input can be potentiated if it is paired in time with a tetanic 

stimulation of the strong input. This property of “associa-
tivity” was seen to be a neurophysiological correlate of the 
proposal made by Canadian psychologist Donald Hebb that 
coincident activity between two synaptically coupled neu-
rons would cause increases in the synaptic strength between 
them-a postulate that was made to explain how long-term 
phenomena such as memory could be represented synapti-
cally. From the point of view of the present discussion the 
mechanism underlying LTP at many excitatory synapses 
has been shown to depend on the biophysical properties of 
NMDA receptors as discussed above. Indeed, the induction 
of LTP at numerous synapses has been shown to depend 
both on NMDA receptor activation and the associated influx 
of Ca2+ into the postsynaptic neuron. It will be recalled 
that the function of NMDA receptors is critically depen-
dent on block by physiological concentrations of Mg2+. 
 Accordingly, when synaptic activity is low and the cell 
maintains a relatively high resting potential NMDA receptors 
are blocked. At low rates of presynaptic stimulation the 
synaptic release of glutamate will result in activation of 
postsynaptic AMPA receptors. Although AMPA receptor acti-
vation will result in some postsynaptic depolarization, this will 
not be sufficient to relieve the Mg2+ block of postsynap
tic NMDA receptors, and so no NMDA receptor associated 

Figure 10.11. Examples of receptor mediated synaptic plasticity. (a) Long-term potentiation. (LTP). Synaptic transmission at hippocampal 
synapses (in this example the CA3/CA1 synapse) is potentiated following application of a tetanus (period of rapid stimulation) to the pre-
synaptic nerve. This phenomenon is dependent on the activation of synaptic AMPA and NMDA receptors (see main text). (b) Depolarization 
suppression of inhibition (DSI). Diagram shows how endocannabinoids produce DSI in the hippocampus. Synaptic potentials recorded as 
hippocampal neurons are depressed following a tetanus.
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current will result. Now consider the situation when a tetanus 
is applied to the presynaptic nerve resulting in increased 
glutamate release. The degree of postsynaptic depolariza-
tion produced by AMPA receptor stimulation may now 
sufficient to relieve the block of NMDA receptors by 
Mg2+. Once Mg2+ leaves the receptor and the receptor is 
unblocked, its activation by glutamate will not only result 
in the influx of Na+ but also that of Ca2+. Subsequent stud-
ies have shown that it is this influx of Ca2+ that acts as 
a second messenger stimulating the changes responsible 
for maintained increases in synaptic function, primar-
ily the insertion of new AMPA receptor subunits into the 
postsynaptic cell membrane and hence an increase in the 
strength of glutamate mediated signaling. There are numer-
ous variations on this basic model including observations 
that, depending on the precise pattern of pairing of synaptic 
inputs, resulting synaptic transmission may be decreased 
rather than increased, a phenomenon known as Long-Term 
Depression (LTD). Thus, synaptic strength at central gluta-
mate synapses can be tuned up or down depending on the 
overall requirements of the synapse in question, a process 
dependent on glutamate receptor mediated signaling.

10.5.2. Depolarization-Induced Suppression 
of Inhibition (DSI)

It has been shown that when the pyramidal neurons of the 
CA1 field of the hippocampus are depolarized, the inhibitory 
GABA mediated input to these cells is transiently suppressed 
(Figure 10.11). This phenomenon is known as “depolarization 
induced suppression of inhibition” (DS1, Diana and Marty, 
2004). As with LTP/LTD described above, phenomena of this 
type occur widely throughout the nervous system. The mecha-
nism of this effect and its dependence on receptor signaling 
is interesting. It has been shown that DSI is dependent on the 
influx of Ca2+ into the postsynaptic cell (e.g. the pyramidal 
neuron in this example). However, this results in a reduction 
of GABA release presynaptically. This means the signal that 
is responsible for this effect must be transmitted backwards 
across the synapse. It will be recognized that this is some-
thing that applies to endocannabinoid signaling in the brain. 
Indeed, it has been shown that DS1 can be inhibited by block-
ers of CB1 cannabinoid receptors (Piomelli, 2003). Thus, the 
mechanism involved appears to be as follows. Influx of Ca2+ 
into the postsynaptic cell as a result of postsynaptic depolar-
ization, activates endocannabinoid synthesis. The endocan-
nabinoid molecules then leave the cell and diffuse back across 
the synapse where they bind to CB1 receptors situated on pre-
synaptic terminals. Activation of presynaptic CB1 receptors 
produces activation of heterotrimeric G-proteins. Binding of 
the G-protein βγ subunits to voltage dependent Ca2+ channels 
in the nerve terminal, inhibits these channels. Thus, less Ca2+ 
enters the terminal in response to an action potential and less 
transmitter is released. The metabolism of the endocannabi-
noid results in the transient nature of the phenomenon.

Summary

Neurons communicate with each other, as well as with glial 
cells, through the propagation of action potentials and the 
release of chemical neurotransmitters across synapses. In this 
chapter we discuss the molecular processes that are responsible 
for the electrical excitability of neurons that allows the genera-
tion of action potentials as well as the electrical properties of 
glia cells. The nature of the resting membrane potential in cells 
and the structure and function of voltage dependent Na, K and 
Ca channels are discussed. Many different types of substances 
can act as neurotransmitters. The first neurotransmitter to be 
discovered was acetylcholine, but now many other substances 
including biogenic amines and peptides are also known to be 
neurotransmitters. Conventional neurotransmitters carry infor-
mation across synapses in an anterograde manner, although 
some recently defined neurotransmitters such as the endocan-
nabinoids carry information in a retrograde fashion. Neurotrans-
mitters act on different types of receptors. The main classes of 
receptors are ligand gated ion channels, such as the nicotinic 
acetylcholine receptor and G-protein coupled receptors, which 
include the majority of receptors for biogenic amines. Activa-
tion of ligand gated ion channels results in a rapid change in the 
membrane potential, whereas activation of a G-protein coupled 
receptor can result in numerous changes in ion gradients and 
second messenger systems. Neurotransmission is not a unvary-
ing process and the strength of synaptic communication can 
vary on a moment to moment basis – a process known as syn-
aptic plasticity. Different types of synaptic plasticity exist and 
may involve the participation of receptors for glutamate or for 
endocannabinoids for example.
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Review Questions/Problems

1. The undershoot of an action potential occurs from

a. Prolonged opening of voltage-activated Na+ channels
b. Opening of voltage-activated K+ channels
c. Inactivation of Na+ channels
d. All of the above

2. The resting membrane potential is largely influenced by

a. K+ channels
b. Na+ channels
c. none of the above
d. all of the above

 3.  What is a “selectivity filter” of an ion channel? Do all 
channels contain a selectivity filter?
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 4.  How many pore-forming K+ channel subunits assem-
ble to form a functional channel?

 a. One
 b. Two
 c. Four
 d. None of the above

 5. Voltage-gated Ca2+ channels mediate

 a.  Fusion of neurotransmitter-filled vesicles in the pre-
synaptic terminals

 b. Repolarization of the action potential
 c. Generation of the resting membrane potential
 d. All of the above

 6.  Name four properties that you would expect a chemi-
cal substance to possess if it functions as a neurotrans-
mitter at a synapse you are investigating.

 7.  What is an “endocannabinoid”? What evidence exists 
that these substances act as neurotransmitters?

 8.  How many protein subunits does a nicotinic acetyl-
choline receptor possess?

 a. More than one
 b. Lots
 c. Five
 d. Not sure, but definitely around 5 (…..or perhaps 6)

 9.  How do ionotropic glutamate receptors regulate the 
movement of Na and Ca ions into neurons? Why is Ca 
influx through glutamate receptor channels impor-
tant?

10.  What is the basic structure of a G-protein coupled 
receptor? How does agonist binding to the receptor 
lead to the activation of heterotrimeric G-proteins?

11.  Which of the following apply to the arrestin class of 
proteins?

 a.  They are scaffold proteins that can bind members of 
the MAP kinase pathway.

 b.  They can sometimes act as receptors for opioid peptides.
 c.  They are involved in down regulating the effects of 

activation of GPCRs
 d.  They act as blockers of ionotropic glutamate receptors, 

or something like that.
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11.1. Introduction

The retina, like other parts of the CNS, derives embryo-
logically from the neural tube. Retinal neurons and glia 
therefore have many properties in common with other CNS 
tissue, but they also exhibit specialized response properties 
and proteins that have evolved to serve the retina’s function 
in transducing light energy into nerve signals and analyzing 
the visual image. For example, to encode small changes in 
light intensity, many retinal neurons respond to light with 
graded changes in membrane potential and do not exhibit 
sodium-dependent action potentials. In addition to pos-
sessing the specialized proteins needed for phototransduc-
tion (e.g., rhodopsin and transducin), the retina contains 
a number of proteins specialized for the transmission and 
processing of visual information such as the metabotropic 
glutamate receptor, mGluR6, in ON type bipolar cells; the 
GABA

c
 receptor (Lukasiewicz et al., 2004); and the alpha 1F 

calcium channel subtype in rod photoreceptors. This chapter 
summarizes some of the special features of retina that help it 
to transduce and process light.

11.2. Anatomy

The retina is a thin sheet of neural tissue (150–400 µm thick) 
at the back of the eye upon which the visual image is focused 
by the cornea and lens (Figure 11.1A). Behind the neurosen-
sory retina is a layer of pigmented epithelial cells known as 
the retinal pigment epithelium (RPE, Figure 11.1) and beyond 
the RPE is a dense bed of capillaries within the choroid. Sur-
rounding the choroid is the sclera, made up of densely woven 
collagen fibers that help to encase and protect the globe.

The retina has a highly organized laminar structure that 
is similar in all vertebrate species (Figure 11.1B; Dowling, 
1987; Rodieck, 1998). It is oriented so that photoreceptors 
lie at the back, adjacent to the RPE. Thus, to reach the 

photoreceptors light must pass through overlying layers 
of the retina. The photoreceptor (PR) layer consists of the 
outer and inner segments of rod and cone photoreceptors. 
Separating the inner segments and photoreceptor cell bodies 
is the outer limiting membrane (OLM) formed from api-
cal processes of glial Müller cells. The outer nuclear layer 
(ONL) contains the cell bodies of photoreceptors, which 
make synaptic contact with horizontal and bipolar cells in 
the outer plexiform layer (OPL). The inner nuclear layer 
(INL) contains cell bodies of horizontal, bipolar, and ama-
crine cells. Synaptic contacts among bipolar, amacrine and 
retinal ganglion cells are made in the inner plexiform layer 
(IPL). Anterior to the IPL, closer to the front surface of the 
retina, is the ganglion cell layer (GCL), which contains cell 
bodies of retinal ganglion cells. Axons from retinal ganglion 
cells create a nerve fiber layer (NFL) at the inner surface of 
the retina. The axons join together as they exit the eye to 
form the optic nerve, which projects to higher visual centers. 
The absence of retina and photoreceptors at the optic nerve 
head creates a small blind spot (Figure 11.1A). The vitreal 
surface of the retina is bounded by an inner limiting mem-
brane (ILM) formed by Müller cell endfeet.

The retina contains ∼60 types of retinal neurons grouped 
into five major classes: photoreceptors (3–4 types), horizontal 
cells (2 types), bipolar cells (10–12 types), amacrine cells 
(∼30 types), and ganglion cells (10–15 types) (Masland, 2001; 
Wässle, 2004). Photoreceptors release L-glutamate to stimulate 
bipolar cells, which in turn release L-glutamate onto ganglion 
cells forming a throughput pathway for the transmission of 
light signals through the retina (Figure 11.2). Horizontal and 
amacrine cells are predominantly inhibitory interneurons with 
processes extending laterally in the outer and inner plexi-
form layers, respectively. As light signals are transmitted 
from photoreceptors to bipolar cells to ganglion cells, they 
are modified by inhibitory synaptic feedback from horizontal 
cells onto photoreceptors and bipolar cells in the outer retina 
and from amacrine cells onto bipolar and ganglion cells in the 
inner retina. Photoreceptors and second order retinal neurons 
(bipolar and horizontal cells) respond to light with graded 
changes in their membrane potential (Dowling, 1987; but see 
Kawai et al., 2001). Action potentials are typically observed 
only in third order neurons of the retina (amacrine and ganglion 
cells). The use of graded responses by cells early in the visual 
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pathway is likely related to the ability of graded responses to 
transmit more information than a spike code (Laughlin, 2001). 
By contrast, the use of action potentials by ganglion cells is 
necessary to propagate information over the greater distances 
needed to reach higher visual centers.

11.3. Cell Types

11.3.1. Rod and Cone Photoreceptor Cells

11.3.1.1. Outer Segments and Phototransduction

There are two major types of photoreceptors cells: rods and 
cones (Ebrey and Koutalos, 2001). The structure and photo-
transduction proteins of rods are specialized to allow them to 
respond to dim lights. Cones are less sensitive to light, but pro-
vide high acuity and color vision. Rods and cones are named 
for their rod- and cone-shaped outer segments, respectively. 
The outer segments of both cell types contain the proteins 
necessary for phototransduction, packaged into disc-shaped 
organelles. Cone discs are formed by invaginations of the 
outer segment plasma membrane whereas rod discs are com-
pletely sequestered within the outer segment.

The principal job of photoreceptors is to transduce light into an 
electrical signal. Phototransduction involves a cascade of enzymes 
in the outer segment (Arshavsky et al., 2002) (Figure 11.3). 
It is initiated by absorption of a photon by rhodopsin (or cone-
specific opsins). Rhodopsin is a G-protein coupled receptor 
with homology to other G-protein coupled receptors (GPCRs) 
(e.g., beta-adrenergic, muscarinic, etc.). However, unlike GPCRs 
that are activated by the binding of a neurotransmitter ligand, the 
activating ligand of opsin is a light-sensitive chromophore mol-
ecule, vitamin A aldehyde (or retinal), bound within a pocket of 
the opsin protein. Absorption of a photon by this chromophore 
initiates a conformational transition of 11-cis-retinal, which is 
bent around the 11-cis carbon position, into all-trans retinal, 
which has a straight chain configuration (Figure 11.3). The con-
formational change in retinal produces conformational changes 
in the seven trans-membrane domains of rhodopsin, causing it to 
assume an active configuration known as metarhodopsin. The 
activated GPCR, metarhodopsin, stimulates exchange of GTP 
for GDP on the associated G-protein, transducin (G

T
). Acti-

vated alpha subunit of transducin (α
T
) stimulates the activity of 

a cGMP-specific phosphodiesterase, which hydrolyzes cGMP. 
The plasma membrane of outer segments contains nonselective 
cation channels permeable to Na+, K+, and Ca2+ that are opened 

Figure 11.1. (A) Schematic diagram of a primate eye. (B) Cross section of primate retina showing the different layers.

Figure 11.2. The five major retinal cell types (photoreceptors, bipolar cells, horizontal cells, amacrine cells, and ganglion cells) and their 
synaptic connections.
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by the binding of cGMP to their intracellular face. Light-induced 
reduction in cytoplasmic [cGMP] causes some cGMP-gated 
cation (CNG) channels to close. When open in darkness, Na+ 
and Ca2+ influx through CNG channels causes photoreceptors to 
depolarize. Conversely, light-induced closure of these channels 
causes photoreceptors to hyperpolarize. Because brighter lights 
cause a larger number of CNG channels to close, the amplitude 
of membrane hyperpolarization is graded with intensity.

The enzymatic transduction cascade initiated by photon 
absorption is terminated by two mechanisms: (1) Light-activated 
meta-rhodopsin is inactivated in a process that begins with its 
phosphorylation by rhodopsin kinase. Following phosphorylation 
of rhodopsin at three sites by rhodopsin kinase, the protein arrestin 
binds to rhodopsin and arrests further activity. (The actions of 
rhodopsin kinase are analogous to the regulation of beta-adren-
ergic receptors by beta-adrenergic receptor kinase.) (2) Light 
activated transducin is shut down by its intrinsic GTPase activ-
ity, which converts GTP into GDP and thereby deactivates 
the G-protein. The intrinsic GTPase activity of transducin is 
accelerated by binding of an accessory protein, RGS/Gβ5, to the 
transducin alpha subunit.

Tremendous amplification of the light signal by phototrans-
duction in rods allows them to detect absorption of a single pho-
ton (Field et al., 2005). To accomplish this feat, each  activated 
metarhodopsin molecule catalyzes hundred to thousands of 
transducin molecules and although each transducin activates 
only a single PDE molecule, every PDE molecule hydrolyzes 
thousands of cGMP molecules. The net result is that activa-
tion of a single rhodopsin molecule by a single photon of light 
causes the degradation of 105–106 cGMP molecules causing 
many cGMP-gated cation channels to close and producing a 
small but detectable change in membrane potential.

Mutations in phototransduction proteins are a major cause 
of retinitis pigmentosa and other photoreceptor degenerations 

(Kennan et al., 2005). Mutations in rhodopsin, phosphodi-
esterase and cGMP-gated cation channels can all produce 
retinitis pigmentosa. Mutations in rod-specific transducin 
produce night blindness whereas mutations in cone-specific 
transducin produce achromatopsia (rod monochromacy). 
Similarly, by preventing cones from responding to light, 
mutations in cone-specific cGMP-gated cation channels also 
lead to achromatopsia. For an updated list of genes involved 
in retinal diseases, consult the “Retinal Information Network” 
(http://www.sph.uth.tmc.edu/Retnet/).

11.3.1.2. Light Adaptation

Photoreceptors can respond to only a limited range of intensities 
before their responses saturate. To maintain responsive-
ness over the large range of intensities encountered in the 
world, the phototransduction apparatus adapts its sensitiv-
ity to increased light levels to maintain a constant relative 
response to  increments in illumination (∆I/I = constant 
response) (Burkhardt, 2001; Fain et al., 2001). This pro-
cess of light adaptation is largely due to calcium-sensitive 
adjustments of the phototransduction enzyme cascade. As 
mentioned above, cGMP-gated cation channels are perme-
able to Ca2+ allowing Ca2+ to enter the outer segments when 
these channels are open in darkness. This steady Ca2+ influx 
is countered by the extrusion of Ca2+ from outer segment by 
Na+/Ca2+ exchangers. The closing of cGMP-gated channels 
in response to light diminishes the influx of Ca2+ but its efflux 
via the Na+/Ca2+ exchanger continues. The concentration of 
Ca2+ in the outer segment therefore diminishes in light. This 
decrease in [Ca2+]

i
 has two main effects on phototransduc-

tion: (1) Decreased [Ca2+] enhances the activity of guanylyl 
cyclase stimulating the production of cGMP. The resulting 
increase in cGMP opens cGMP-gated channels leading to 

Figure 11.3. The enzymatic cascade responsible for phototransduction.
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depolarization of the photoreceptor membrane potential. (2) 
Decreased [Ca2+] increases the affinity of cGMP for cGMP-
gated cation channels to further promote their opening. The 
membrane depolarization that results from reopening of 
cGMP-gated cation channels restores the operating range 
of the photoreceptor cell, allowing it to hyperpolarize in 
response to another flash of light.

While calcium-dependent adaptation is sufficient to main-
tain the sensitivity of cones over a large range of intensities, 
at extremely high intensities there is also a contribution from 
photochemical adaptation in which a significant fraction of 
unbleached chromophore (11-cis-retinal) is bleached to all-
trans-retinal (Burkhardt, 1994). At most light levels, there is 
a sufficient reservoir of 11-cis-retinal in the outer segments so 
that the bleaching of chromophore molecules does not appre-
ciably limit the sensitivity of the opsin molecule, as long as 
levels of 11-cis-retinal are soon restored. (As presented later, 
restoration of chromophore levels after bleaching requires 
participation of the RPE.) However, at extremely high light 
levels, the rate and amount of bleaching is sufficient to limit 
the availability of chromophore and thereby limit the sensitiv-
ity of opsin to light.

The combined effects of calcium-dependent and photo-
chemical adaptation allow cones to maintain constant incre-
mental sensitivity to light over 107-fold changes in intensity 
(Burkhardt, 1994). Rods, sensitive to dimmer lights, maintain 
relatively constant sensitivity over a thousand-fold change in 
intensity. Rod and cone systems together therefore allow the 
visual system to perform the impressive feat of maintaining 
relatively constant incremental sensitivity to light over a ten 
billion-fold range of intensities. For comparison, pupillary 
constriction or dilation contributes a 16-fold change in sensi-
tivity, although it has the advantage of being relatively rapid, 
occurring within a couple hundred milliseconds compared to 
minutes for full light adaptation.

11.3.1.3. Photoreceptor Inner Segment, Soma, 
and Synaptic Terminal

The inner segment of photoreceptors is packed with mito-
chondria that fuel its tremendous metabolic demands. Sodium 
ions continuously entering the outer segments through cGMP-
gated cation channels in darkness are extruded by Na/K-
ATPases in the inner segments. The continuous consumption 
of ATP by these pumps makes photoreceptor cells among the 
most metabolically active in the body.

Below the inner segment is the soma and nucleus, which 
connects at its base to the axon and synaptic terminal. Photo-
receptors release glutamate at ribbon synapses (Heidelberger 
et al., 2005). Synaptic ribbons are specialized for sustained 
release of neurotransmitter and are also found in the terminals 
of retinal bipolar cells, as well as vestibular and cochlear hair 
cells. Synaptic ribbons receive their name because of their 
planar structure in photoreceptor terminals, although bipolar 
and hair cell ribbons are more spherical in shape.

The ribbon is composed mainly of the structural protein, 
Ribeye, but also includes a kinesin motor protein, KIF3A, 
and Rab3-interacting protein, RIM. Ribbons are attached to 
the synaptic active zone by bassoon, and its structural rela-
tive, piccolo. Although the ribbon appears to anchor a readily 
releasable pool of vesicles, molecular motors do not appear to 
be involved in vesicle movements near the active zone. RIM 
protein mutations have been implicated in an autosomal domi-
nant rod-cone dystrophy (Johnson et al., 2003).

Glutamate release from synaptic terminals of photorecep-
tor and bipolar cells is regulated by calcium influx through 
L-type calcium channels (Heidelberger et al., 2005). The use 
of L-type channels at ribbon synapses contrasts with the reli-
ance on N, P, and Q type channels for neurotransmission at 
conventional synapses of spiking neurons. A retina-specific 
L-type channel, alpha 1F (CaV1.4), is localized to rod termi-
nals. Mutations in this channel produce a congenital station-
ary night blindness (Bech-Hansen et al., 1998).

11.3.1.4. The Fovea

In humans, the center of the visual image is focused on the 
fovea in the macula lutea, the region of highest acuity in the 
retina (Kolb et al., 2005). Although primates are the only 
mammals with a fovea, many birds and lizards also possess 
a fovea. Unlike more peripheral retina where light must pass 
through overlying retinal layers to reach the photoreceptors, 
overlying neurons are displaced at the fovea to diminish light 
scattering. At the center of the resulting foveal pit, the only 
structures between the outer segments and vitreal surface are 
cone axons. Cone axons contain xanthophyll pigments that 
give the macula lutea its characteristic yellow color. The fovea 
contains only cones and, at its very center, is even free of blue-
sensitive cones. Visual acuity, the ability to resolve fine spatial 
details, is limited by the spacing between cones in the fovea 
and the density of cones parallels visual acuity in the retina. 
Acuity can be as high as 20/10 at the foveal center, but falls off 
rapidly toward the retinal periphery. Although we are not typi-
cally conscious of these movements, the eye is constantly in 
motion, making small microsaccades to allow the high acuity 
fovea to scan various points and thus construct a high- resolu-
tion image at higher visual centers. Loss of the macular region 
(e.g., in macular degeneration) thus leads not only to a loss of 
central vision but also to a general loss of high acuity vision.

11.3.1.5. Cones and Cone Opsins

The retinas of Old World primates have three cone subtypes 
with different spectral sensitivities: short-wavelength 
(S or blue-sensitive) cones, middle-wavelength (M or 
green-sensitive) cones, and long-wavelength (L or red-sensitive) 
cones. Trichromacy evolved in Old World primates 40 mil-
lion years ago with duplication of a single M/L ancestral 
pigment gene followed by divergence into separate M and 
L pigments. Differences in spectral sensitivity among dif-
ferent cone types arise from the presence of different cone 
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opsins. Cone opsins are 40% homologous to rhodopsin, 
S cone opsins are 40% homologous with M and L cone 
opsins, but M and L cone opsins are 97% homologous with 
one another. The differences in spectral absorbance among 
different opsins result from differences in a small number 
of amino acid residues that alter the position of hydroxyl 
groups close to 11-cis-retinal. The 30 nm difference in 
spectral absorbance between primate M and L cones is 
determined primarily by three amino acids: alanine vs. ser-
ine at position 180 (∼4 nm), phenylalanine vs. tyrosine at 
position 277 (∼10 nm) and alanine vs. threonine at position 
285 (∼16 nm) (Deeb, 2005).

Different photopigments are encoded by genes located on 
different chromosomes (Deeb, 2005). The gene for rhodop-
sin is found on chromosome 3, the S cone pigment gene on 
chromosome 7, and M and L cone pigment genes on the X 
chromosome. M and L cone pigments are found in a tandem 
array on the X chromosome. Recombination between these 
genes on adjacent X chromosomes is the most frequent cause 
of color vision anomalies. For this reason, most color vision 
defects involve red-green color vision and are X-linked reces-
sive. Males with anomalous M or L cone pigments are most 
common (anomalous trichromats), with a frequency of ∼6% 
among European males, while 2% are entirely lacking in one 
pigment or the other (dichromats).

11.3.2. Horizontal Cells

Horizontal cells are laterally arborizing interneurons in the 
outer retina that receive excitatory synaptic inputs from photo-
receptors and make inhibitory synapses onto cones and bipolar 
cells. The neurotransmitter released from horizontal cells is 
predominantly GABA. A light-evoked reduction of glutamate 
release from photoreceptors causes horizontal cells to hyper-
polarize by reducing the activation of AMPA-type glutamate 
receptors. With the exception of certain fish retina, there 
appear to be no NMDA receptors in horizontal cells of adult 
retina (Thoreson and Witkovsky, 1999). Rats and mice have 
only one type of horizontal cell, but most other mammals have 
two types (Masland, 2001). Because both types hyperpolarize 
to light of all visible wavelengths, they are sometimes referred 
to as luminosity-type horizontal cells. Many nonmammalian 
vertebrates have additional chromaticity or color-opponent 
horizontal cell types that depolarize to certain wavelengths 
and hyperpolarize to other wavelengths.

Horizontal cells in most vertebrates have large receptive 
fields due to extensive gap junction coupling among cells. 
Large receptive fields allow horizontal cells to measure illumi-
nation from a wide area. Inhibitory feedback from horizontal 
cells to cones and bipolar cells subtracts the mean luminance 
level measured over a wide area from signals transmitted to the 
inner retina about local luminance changes (Kamermans and 
Spekreijse, 1999). As discussed later, this negative feedback 
contributes to formation of the center-surround arrangement of 
visual receptive fields, important for the detection of edges.

11.3.3. Bipolar Cells

Bipolar cells transmit signals from photoreceptors to gan-
glion cells. They receive glutamatergic input from photore-
ceptors, inhibitory influences from horizontal cell contacts 
at their dendrites in the outer retina, and additional inhibi-
tory inputs from amacrine cell contacts at their terminals in 
the inner retina. Bipolar cells release L-glutamate at ribbon 
synapses that contact amacrine and ganglion cells in the 
inner plexiform layer. There are 9–11 types of cone bipolar 
cell and a single type of rod bipolar cell in mammalian retina 
(Masland, 2001; Wässle, 2004). The different cone bipolar 
cells can be grouped into two major physiological subtypes: 
cone ON bipolar cells that depolarize to light and cone OFF 
bipolar cells that hyperpolarize to light. All rod bipolar cells 
in the mammalian retina are of the ON, depolarizing type. In 
lower vertebrates, many ON and OFF bipolar cells receive 
mixed rod and cone inputs.

ON and OFF responses of bipolar cells result from the pres-
ence of different glutamate receptors in the two cell types. 
OFF bipolar cells possess KA and AMPA-type ionotropic 
glutamate receptors, but not NMDA receptors (Thoreson and 
Witkovsky, 1999). Thus, like horizontal cells, the synapse 
from cones to OFF bipolar cells is sign-conserving, that is, 
light-evoked hyperpolarization of the cone reduces the depo-
larizing influence of AMPA/KA receptors thereby causing the 
OFF bipolar cell to hyperpolarize.

ON bipolar cells do not possess ionotropic glutamate 
receptors but are instead activated by a metabotropic gluta-
mate receptor, mGluR6 (Slaughter and Awatramani, 2002). 
mGluR6 is a G-protein coupled receptor that acts via the G-
protein, G

o
, to close nonselective cation channels. Thus, light-

evoked cessation of glutamate release from photoreceptors 
causes these cation channels in ON bipolar cells to open and 
thereby depolarizes the cell. By contrast with OFF bipolar and 
horizontal cells, the synapse from photoreceptors to ON bipo-
lar cells is therefore sign-inverting.

ON and OFF bipolar cells excite ON- and OFF-type ganglion 
and amacrine cells, respectively. ON and OFF pathways remain 
segregated into the lateral geniculate nucleus (LGN) of the thal-
amus suggesting this segregation has functional significance. 
Saturating mGluR6 with the selective agonist, L-2-amino-4-
phosphonobutyric acid (L-AP4), produces an acute deficit in the 
perception of positive contrast (i.e., bright spots on a dark back-
ground) (Schiller et al., 1986). It has therefore been suggested 
that ON bipolar cells preferentially encode information about 
positive contrast and OFF bipolar cells preferentially encode 
information about negative contrast. However, ON and OFF 
bipolar cells can respond equally well to positive and negative 
contrast steps (Burkhardt, 2001). Furthermore, although muta-
tions in mGlu6 leading to a loss of rod ON bipolar cell function 
produce night blindness, mGlu6 mutations in ON bipolar cell 
function do not produce obvious deficits in contrast perception 
at higher light levels (Dryja et al., 2005). Thus, the role played 
in contrast perception by the segregation of different ON and 
OFF pathways remains unclear.
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11.3.4. Amacrine Cells

Amacrine cells are laterally interconnecting interneurons and 
most contain the inhibitory neurotransmitters GABA, glycine 
or both. Amacrine cells are excited by glutamate released 
from bipolar cells. This glutamate acts principally on KA 
and AMPA receptors although many amacrine cells also pos-
sess NMDA receptors (Thoreson and Witkovsky, 1999). By 
anatomical and neurochemical criteria, amacrine cells can 
be classified into 29 different types (Masland, 2001; Wässle, 
2004). With the exception of glutamate, almost every type of 
neurotransmitter is present in at least one type of amacrine 
cell. Physiological responses of amacrine cells include tran-
sient and sustained depolarizations at light onset (ON cells), 
light offset (OFF cells), or both (ON/OFF cells). By contrast 
with the graded light responses of bipolar, horizontal, and 
photoreceptor cells, many amacrine cells exhibit sodium-
dependent action potentials making their responses much 
more transient.

Many amacrine cells have relatively dedicated functions. 
Some examples include:

1. Large, radially symmetric starburst amacrine cells help cre-
ate directional selectivity in directionally selective ganglion 
cells (Taylor and Vaney, 2003).

2. Dopaminergic amacrine cells with widespread dendritic 
arborizations increase release of dopamine in response 
to increases in global illumination. Dopamine diffuses 
throughout the retina to influence cells as far away as the 
RPE. The increased release of dopamine by light modifies 
cell function to optimize retinal responses in daylight (Wit-
kovsky, 2004).

3. AII amacrine cells transfer rod signals from rod bipolar 
cells to ganglion cells (Bloomfield and Dacheux, 2001).

11.3.5. Ganglion Cells

Retinal ganglion cells are the output cells of the retina. Their 
axons course along the vitreal surface of the retina and bundle 
together to exit the eye as the optic nerve. Ganglion cells are 
excited by glutamate released from bipolar cells acting on 
both NMDA and non-NMDA (KA- and AMPA-type) gluta-
mate receptors (Thoreson and Witkovsky, 1999).

There are 10–15 types of ganglion cells in mammalian ret-
ina (Masland, 2001; Wässle, 2004). The two most common 
types in primate retina are M (magnocellular) cells and P (par-
vocellular) cells. The various types of ganglion cells remain 
generally segregated in their projections to the LGN: M gan-
glion cells project to M cell layers of the LGN, P cells to the P 
cell layers, and bistratified cells project predominantly to the 
koniocellular (interlaminar) regions. Primate M and P cells 
are analogous to Y and X cell types in cat retina.

M cells have large cell bodies and large dendritic arboriza-
tions resulting in large receptive fields (Rodieck, 1998). M 
cells are classified anatomically as parasol ganglion cells. The 
large receptive fields of M cells limit their contribution to fine 

feature analysis. Instead, their output is primarily related to 
motion and other changes in illumination.

In contrast to M cells, P cells have small cell bodies with 
small dendritic arborizations resulting in small receptive 
fields. P cells are also wavelength-selective. P cell output thus 
contributes to fine feature analysis and color vision. P cells are 
classified anatomically as midget ganglion cells.

S cones do not provide direct inputs into M and P-type 
ganglion cells, which receive inputs only from M and L 
cones. S cones instead provide inputs into two different types 
of ganglion cells: blue OFF cells and small bistratified blue 
ON cells.

Recent studies have revealed a population of ganglion 
cells that are intrinsically light sensitive, that is, they do not 
require photoreceptor inputs in order to respond to light (Fu 
et al., 2005). The intrinsic light-sensitivity of these cells is 
conferred by the presence of the photopigment, melanopsin. 
Intrinsic light responses of these cells are slow and exhibit 
minimal adaptation. Although the mechanism of phototrans-
duction employed by melanopsin remains under investigation, 
early results indicates that it may involve transient receptor 
potential (TRP) channels similar to those used for inverte-
brate phototransduction. Thus, intrinsically photosensitive 
ganglion cells may utilize a more primitive phototransduc-
tion mechanism than photoreceptor cells. Melanopsin-con-
taining ganglion cells are very large but few in numbers. 
They project to the suprachiasmatic nucleus where their tonic 
responses to light provide important signals for setting circa-
dian rhythms.

11.4. Circuitry

In addition to transducing the incoming light, the retina plays 
a number of important roles in the initial process of analyzing 
visual information. In the following section, we consider the 
retinal circuitry employed for analysis of edges, color, direc-
tional selectivity, and scotopic vision.

11.4.1. Edge Detection and Center-Surround 
Receptive Fields

The detection of contrast edges is enhanced by the center-
surround arrangement of receptive fields in cones, bipolar 
cells, and ganglion cells (Kuffler 1953; Baylor et al 1971). 
How does this center-surround organization improve edge 
detection? Consider an ON type ganglion cell (Figure 11.4) 
in which the circular center of the receptive field is excited 
by light. Its center-surround arrangement is imparted by the 
presence of an annular inhibitory region flanking this central 
excitatory region. A small spot of light illuminating only the 
excitatory center strongly excites this cell but an annulus of 
light falling only on the inhibitory surround strongly inhibits 
it. Full field illumination, which stimulates both the excitatory 
center and the inhibitory surround, thus produces smaller 
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changes in ganglion cell output. A bar or edge of light illumi-
nating the entire excitatory center along with small portions 
of the inhibitory surround evokes a stronger response than 
full field illumination, but not as strong as a spot of light illu-
minating just the excitatory center. The net result of this cen-
ter-surround receptive field arrangement is that cells respond 
more strongly to spots, bars and edges than to full field illumi-
nation. These same kinds of considerations can be extended to 
OFF type cells that are excited by light decrements in the cen-
ter and inhibited by light decrements in the surround. Another 
way to think about center-surround inhibition is that inhibi-
tory feedback from the broad receptive fields of horizontal 
and amacrine cells subtracts the mean luminance level from 
signals transmitted to ganglion cells about local luminance 
changes. In machine vision, the mathematical equivalent of 
the center-surround receptive field is implemented to spatially 
differentiate the image and thus enhance the detection of 
edges. This is useful in robotics and as a component of artificial 
visual stimulating systems for visually deprived humans.

11.4.2. Color

The retina initiates the process of analyzing color in the world. 
The presence of three spectrally distinct types of cones in the pri-
mate retina (L, M, and S) provides the physiological basis for 
trichromatic vision (R, G, and B). The responses of an individual 
cone do not vary with wavelength, but only with the number of 
photons absorbed. Thus, one can obtain an identical response 
from a green-sensitive cone with either green or red light as long 
as one adjusts the intensities of the two lights to provide equiva-
lent photon capture by the green-sensitive cone. For this reason, 
color discrimination requires comparisons between inputs from 
different classes of cones. Synaptic comparisons between dif-

ferent types of cones produce responses that are color opponent, 
that is, cells that respond to one wavelength by depolarizing but 
to another wavelength by hyperpolarizing. In nonmammalian 
vertebrates, color opponency is evident in horizontal and bipolar 
cells (Twig et al., 2003). In mammalian retinas, color opponency 
is first detected in ganglion cells (Dacey and Packer, 2003).

There are red/green and blue/yellow opponent cell types in 
the retina. These two classes of opponent neurons contribute 
to the perception of color opponent after-images (e.g., the illusory 
appearance of red produced after gazing steadily at a field 
of green). In primate retina, the red/green hue axis of color 
vision utilizes separate retinal circuits and ganglion cell types 
from the blue/yellow axis. Red/green opponency in primate 
P-type ganglion cells arises from the selective segregation to 
center and surround of M and L cone inputs via distinct bipo-
lar cells (Dacey and Packer, 2003). Via specialized S cone 
bipolar cells, S cones provide the input for responses to blue 
light in the receptive field center of blue ON bistratified and 
blue OFF-type ganglion cells. Responses to yellow light in the 
receptive field surround are generated from a sum of L and M 
cone signals.

11.4.3. Directional Selectivity

Some magnocellular ganglion cells are excited by stimuli 
moving along one axis of the receptive field (e.g., upward) but 
show little response to stimuli moving in the opposite direc-
tion (e.g., downward). Surprisingly, directionally selective 
ganglion cells with directional asymmetries in their receptive 
field receive their main synaptic inputs from symmetrically 
radiating starburst amacrine cells (Taylor and Vaney, 2003). 
Starburst amacrine cells provide both excitatory (cholinergic) 
and inhibitory (GABAergic) inputs into ganglion cells. The 

Figure 11.4. Center-surround arrangement of receptive fields in the retina enhances responses to small spots, edges, and bars of light. 
(A) Cross section of the center/surround receptive field of an ON center cell. Light falling on the center of the receptive field excites the cell 
whereas light falling in the periphery produces inhibition. (B) Overhead view of the center/surround arrangement of a receptive field of an ON 
center ganglion cell illustrating differences in the trains of action potentials evoked by a small spot or full field illumination.
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directional selectivity in postsynaptic ganglion cells results 
from the fact that cholinergic excitation from starburst ama-
crine cells occurs earlier than GABAergic inhibition when 
visual stimuli move in the preferred direction, but GABAer-
gic inhibition precedes excitation when stimuli move in the 
opposite, nonpreferred direction. Thus, GABAergic inhibi-
tion more strongly dampens the response of the ganglion cell 
to stimuli moved in the nonpreferred direction compared to 
the preferred direction. The mechanisms responsible for this 
asymmetric synaptic output of acetycholine and GABA from 
starburst amacrine cells remain under investigation.

11.4.4. Rod Pathways

Scotopic or low-light vision is mediated by rod photoreceptors. 
The mammalian retina has a duplex organization in which rods 
communicate with ganglion cells using a largely separate circuit 
from cones. The primary rod circuit begins with rods communi-
cating with ON-type rod bipolar cells that, unlike cone bipolar 
cells, do not contact ganglion cells directly but instead contact 
AII amacrine cells. AII amacrine cells form gap junctions with 
cone ON bipolar cell terminals and inhibitory, sign-invert-
ing glycinergic synapses with cone OFF bipolar cells. Output 
from AII amacrine cells, therefore, feeds rod signals into cone 
bipolar cells driving both ON and OFF center ganglion cells. 
AII amacrine cells provide the primary pathway for rod sig-
nals at very low light levels, but at higher light levels there is 
also a contribution from direct rod inputs into OFF bipolar cells 
and the transmission of rod signals through gap junctions into 
neighboring cones (Bloomfield and Dacheux, 2001).

There is tremendous synaptic convergence in the rod path-
way with as many as 75,000 rods converging onto a single 
ganglion cell. By contrast, cones show much less convergence, 
with a 1:1 connection of cones to midget bipolar cells to midget 
ganglion cells in the foveal center. This difference accounts for 
the high visual acuity mediated by cone circuits. On the other 
hand, the large convergence of signals in the rod pathway facili-
tates the perception of very dim flashes of light. The ability of 
individual rods to respond to a single photon of light combined 
with convergence allows us to perceive the absorption of as few 
as a dozen photons within 100 ms (Field et al., 2005).

11.5. Glia

The predominant retinal glial cell is the Müller cell. Müller 
cells are radial glia that span the retina from the OLM to ILM 
and ensheathe virtually every cell in the retina. They play a 
number of important roles in maintaining homeostasis (New-
man and Reichenbach, 1996). For example, Müller cells are a 
primary storage depot for glycogen in the retina that can pro-
vide metabolites (e.g., lactic acid) to neurons during times of 
metabolic stress. Müller cells also help to remove and redis-
tribute metabolic waste products. They exhibit high levels 
of glutathione that can help protect the retina from oxida-
tive stress. Müller cells also possess Na/HCO

3
 cotransport 

mechanisms and carbonic anhydrase to stabilize pH levels in 
the retina.

Another important role of Müller cells is the spatial redistri-
bution of K+ from regions of high concentration to regions of 
low concentration in order to maintain a stable extracellular K+ 
concentration of about 3 mM (Kofuji and Newman, 2004). When 
neuronal depolarization causes K+ levels to increase in the IPL 
and OPL, excess K+ ions enter Müller cells processes. K+ influx 
in the plexiform layers is accompanied by a simultaneous efflux 
through K+ channels clustered at the vitreal surface and along 
blood vessels. Conversely, a reduction in K+ accompanying neu-
ronal hyperpolarization is accompanied by an efflux of K+ out 
of Müller cells into the plexiform layers. The current flowing 
through radially oriented Müller cells as a result of this spatial 
buffering of K+ produces measurable trans-retinal potentials, 
such as slow PIII of the electroretinogram. It was once believed 
that Müller cell K+ currents were the predominant mechanism 
responsible for the ERG b-wave, but more recent studies suggest 
that the b-wave primarily reflects ON bipolar cell responses.

Müller cells are major sites for the uptake and removal of 
neurotransmitters, most notably glutamate and GABA. Gluta-
mate transport into neurons is smaller and slower than trans-
port into Müller cells and thus uptake into Müller cells is the 
principal mechanism responsible for the initial removal of 
extracellular glutamate following synaptic activation (Pow, 
2001). In addition to neurotransmitter transporters, Müller 
cells possess neurotransmitter receptors and can release neu-
roactive substances (e.g., ATP) (Newman, 2004). Thus, activ-
ity of retinal neurons can influence Müller cells and Müller 
cell activity can in turn influence adjacent neurons.

The retina also contains three other types of glia: astro-
cytes, oligodendrocytes and microglia. Retinal astrocytes are 
located primarily in the NFL and oligodendrocytes form the 
myelin sheath of axons in the optic nerve. Hematopoetically 
derived microglia are small stellate cells that, when quiescent, 
associate with inner retinal blood vessels.

Infection or damage to the retina stimulates Müller cell 
gliosis (Garcia and Vecino, 2003) and migration of microg-
lia to the injured area to assist in phagocytosing debris from 
dying cells. Microglia and Müller cells both release cytokines 
in response to injury but the release of proinflammatory cyto-
kines can sometimes exacerbate cell damage during retinal 
disease. Cytokines released by Müller cells include vascular 
endothelial growth factor and transforming growth factor beta, 
which promote neovascularization, as well as basic fibroblastic 
growth factor. At least in some species, Müller cells respond 
to injury and cytokines by dedifferentiating into progenitor 
cells that can give rise to neurons (Fischer and Reh, 2003).

11.6. Retinal Pigment Epithelial Cells

The RPE is a monocellular epithelium of hexagonal cells 
whose name reflects the facts that it contains melanin pigment 
granules and forms the outermost layer of the retina. The apical 
processes of RPE cells ensheathe outer segments of rods and 
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cones and each RPE cell contacts 20–30 rods (Marmor and 
Wolfensberger, 1998; Strauss, 2005). Melanin granules are 
concentrated in the apical processes and cytoplasm of RPE 
cells but are nearly absent from basal cytoplasm. By absorb-
ing stray photons of light that have passed through photore-
ceptor outer segments, melanin granules improve the optical 
isolation of individual photoreceptors.

Neighboring RPE cells are connected by tight junctions that 
help to create the blood/retinal barrier separating the neuro-
sensory retina from fenestrated capillaries in the choroid. The 
basement membrane of RPE, together with the adjacent base-
ment membrane of the choroid, forms a structure known as 
Bruch’s membrane. RPE cells possess a number of organic 
and ion transporters to help move polar molecules across the 
blood retinal barrier. These include transporters for amino 
acids, folate, ascorbic acid, myo-inositol, organic anions, glu-
cose and lactate.

Photoreceptors continually synthesize new phototransduc-
tion proteins for incorporation into newly formed outer seg-
ment discs. As new discs are formed at the base of the outer 
segment, older discs are phagocytosed by RPE cells at the tip 
of the outer segment. Each outer segment disc is formed and 
shed in ∼2 weeks. The phagocytosis of discs occurs in circa-
dian bursts (rods at the end of night, cones at the end of day).

The bleached, all-trans form of the chromophore retinal 
cannot be converted back into photosensitive 11-cis-retinal 
within photoreceptor cells but requires participation of the 
RPE (Lamb and Pugh, 2004). After the conversion of 11-cis-
retinal to all-trans-retinal by light, all-trans-retinal is rapidly 
converted to all-trans-retinol (all-trans-vitamin A) in the 
photoreceptor outer segment. All-trans-retinol is then trans-
ported out of the photoreceptor cell, through the interstitial 
space separating the photoreceptor outer segments and RPE, 
and into the RPE via a process involving interstitial retinoid 
binding proteins (IRBP). Upon entering the RPE, retinol is 
bound to cellular retinol binding protein. All-trans-retinol is 
converted to 11-cis-retinol by retinol isomerase (RPE65) and 
11-cis-retinol is converted back to 11-cis-retinal (11-cis-vita-
min A aldehyde) by 11-cis-retinol dehydrogenase. 11-cis-reti-
nal is transferred to cellular retinal binding protein (CRalBP) 
for transport to the RPE cell surface. Finally, regenerated 
11-cis-retinal is transported back to photoreceptors via IRBP. 
By depriving photoreceptors of chromophore, mutations of 
proteins in the visual cycle (e.g., retinol isomerase [RPE65], 
11-cis-retinol dehydrogenase, CRalBP, and IRBP) can lead to 
photoreceptor degeneration.

The interstitial space between RPE and photoreceptors 
contains a sticky interphotoreceptor matrix consisting of 
glycoproteins, proteoglycans, and hyaluronic acid that helps 
the retina adhere to the back of the eye. Retinal adhesion is 
also promoted by extrusion of water from the RPE to cho-
roid. Basolateral Cl channels and apical Na/K/2Cl transport-
ers are particularly important for water transport out of the 
RPE. Because photoreceptors are not physically bound to the 
RPE, the retina can detach from the RPE with a strong blow 
to the eye, fluid build-up behind the retina (rhegmatogenous 

detachment), or traction from overlying cells in proliferative 
vitreoretinopathy. Detachment of photoreceptor cells from the 
adjacent RPE prevents recycling of the photopigment which 
blocks phototransduction by depriving opsin of sufficient 
chromophore. Unless repaired, retinal detachment therefore 
results in blindness.

One by-product of photoisomerization in photoreceptor 
outer segments is A2E (N-retinylidene-N-retinylethanol-
amine). A2E is ingested by RPE cells when they phagocy-
tose outer segments. However, A2E cannot be enzymatically 
degraded by RPE cells and thus accumulates in these cells, 
where it becomes a major component of lipofuscin granules 
(Sparrow and Boulton, 2005). Stargardt’s macular degenera-
tion involves a defect in the ABCR transporter that increases 
accumulation of A2E suggesting it may play a role in macular 
degeneration. The damage to the RPE associated with A2E 
accumulation may result from stimulation of apoptosis in 
A2E-laden RPE cells produced by exposure to blue light.

A major risk factor for age-related macular degeneration 
(ARMD) is the presence of drusen deposits (Zarbin, 2004). 
White drusen spots visible with an ophthalmoscope are formed 
by deposits between the RPE and Bruch’s membrane. Dru-
sen formation involves inflammatory reactions and RPE cells 
overlying drusen often show signs of impending cell death. 
Studies on genetic factors contributing to ARMD have singled 
out mutations in complement factor H as a major risk factor 
(Edwards et al., 2005; Haines et al., 2005; Klein et al., 2005). 
This has led to the suggestion that mutations in complement 
factor H promote an over-active inflammatory response that 
contributes to drusen formation leading to RPE cell damage 
and ARMD.

11.7. Blood Supply

Blood is supplied to the retina by the central retinal artery 
and choroidal blood vessels (Oyster, 1999). The central ret-
inal artery arises from the ophthalmic artery, which in turn 
branches off the internal carotid artery. Upon entering the 
retina, the central retinal artery branches into deep capillary 
beds in the INL and superficial capillary beds in the GCL. 
Endothelial cells of retinal capillaries are joined by tight junc-
tions, contributing to the blood/retinal barrier. There is little 
or no autonomic regulation of the retinal circulation; blood 
flow through these capillaries is instead primarily controlled 
by autoregulation (Wangsa-Wirawan and Linsenmeier, 2003). 
Retinal capillaries drain into the central retinal vein.

Choroidal vessels derive from posterior and short posterior 
ciliary arteries that, like the central retinal artery, branch off 
from the ophthalmic artery. The choroidal circulation forms a 
dense bed of fenestrated capillaries, known as the choriocapil-
laris, adjacent to the basolateral surface of the RPE. The flow 
rate through the choriocapillaris is among the highest in the 
body and the arterio-venous drop in PO

2
 is minimal. This high 

flow rate supplies the energetically demanding photorecep-
tors with large amounts of oxygen and maintains the retina 
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at a constant temperature despite changing levels of radiant 
energy focused onto the back of the eye. Oxygen for the pho-
toreceptors comes primarily from the choroid. The high level 
of oxygen consumption by photoreceptor cells in darkness 
produces a PO

2
 of zero at the level of the inner segments in 

mammalian retina (Linsenmeier, 1986). Under these condi-
tions, there is no oxygen available for the remainder of the 
retina from the choroid. Other retinal neurons instead receive 
their oxygen from the retinal circulation. (By contrast with 
mammals, many cold-blood vertebrates lack retinal capillaries 
and rely on the choroid to supply the entire retina with oxygen 
and other nutrition.) While capable of autoregulation (Kiel 
and Shepherd, 1992), blood flow in the choroicapillaris is also 
regulated by autonomic inputs. Choroidal capillaries drain 
into four vortex veins, one from each quadrant of the eye.

Summary

The retina is an outpost of the CNS with neuronal structures 
and proteins specialized for the transduction of light signals 
into a neural code that the brain can interpret. Mutations of 
proteins involved in phototransduction or synaptic transmis-
sion through the retina produce visual deficits ranging from 
subtle color vision defects to complete blindness. Although 
normally isolated from blood-mediated immune responses by 
the blood-retinal barrier, inflammatory responses, including 
gliosis and those mediated by the complement system, are impor-
tant  contributors to retinal degeneration, particularly ARMD. 
Studying immune responses in the retina and their pharmaco-
logical manipulation therefore presents a promising avenue for 
the treatment and prevention of retinal degeneration.

Review Questions/Problems

 1.  Briefly summarize the major steps in phototransduc-
tion in rods.

 2.  What are the calcium-dependent steps in light adapta-
tion?

 3.  What are the major physiological features of the two 
most common types of retinal ganglion cells in the pri-
mate retina?

 4.  In mammalian retina, which capillary beds supply 
oxygen to the photoreceptors and which to the remain-
ing parts of the retina?

 5.  For an ON-type ganglion cell, describe how the cen-
ter-surround organization of visual receptive fields 
improves edge detection.

 6.  Describe the mechanisms responsible for directional 
selectivity in retinal ganglion cells.

 7. Describe the rod pathway used in scotopic vision.

 8.  Describe the key enzymatic steps in the visual cycle 
converting bleached all-trans-retinal back into light-
sensitive 11-cis-retinal.

 9.  Describe the spatial redistribution of K+ by Müller 
cells.

10.  Summarize the enzymatic mechanisms by which 
phototransduction is terminated after photo-
stimulation.

11.  Which of the following is the predominant glial cell 
type in the retina?

a. Astrocyte
b. Müller cell
c. Microglia
d. Schwann cell
e. RPE cell

12.  In which layer of the retina do bipolar cell terminals 
contact ganglion cell dendrites?

a. Outer nuclear layer
b. Outer plexiform layer
c. Inner nuclear layer
d. Inner plexiform layer
e. Ganglion cell layer

13.  Which of the following statements is true about the 
fovea?

a. The fovea contains both rods and cones
b.  The fovea is the region of the retina where ganglion 

cell axons exit the eye.
c.  The fovea is the region of the retina responsible for the 

highest acuity vision in humans and primates.
d.  The location of the fovea on the retina is not a fixed 

anatomical feature but varies with focus.
e.  At the center of the fovea, light must first pass through 

ganglion, amacrine, horizontal and bipolar cells before 
reaching photoreceptor outer segments.

14.  Upon which chromosome are genes for M cone 
pigments located?

a. X chromosome
b. Y chromosome
c. Chromosome 3
d. Chromosome 7
e. Chromosome 10

15.  Which of the following statements is true about ON 
and OFF type retinal bipolar cells?

a.  ON bipolar cells possess KA/AMPA receptors and 
OFF bipolar cells possess NMDA receptors.

b.  ON bipolar cells possess NMDA receptors and OFF 
bipolar cells possess mGluR6.

c.  ON bipolar cells possess mGluR6 and OFF bipolar 
cells possess NMDA receptors.
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d.  ON bipolar cells possess mGluR6 and OFF bipolar 
cells possess KA/AMPA receptors.

e.  ON bipolar cells possess KA/AMPA receptors and 
OFF bipolar cells possess mGluR6.

16.  Which of the following is NOT considered to be a 
major role of Müller cells?

a. Spatial redistribution of potassium
b. Neurotransmitter uptake and removal
c. Homeostatic maintenance of retinal pH levels
d. Glycogen storage
e. Promoting retinal adhesion to the back of the eye

17.  Which of the following is NOT considered to be a 
major role of RPE cells?

a. Phagocytosis of injured cells
b. Formation of blood-retinal barrier
c. Absorption of stray light
d. Photopigment recycling
e. Phagocytosis of outer segment discs

18.  Which of the following proteins is a major constituent 
of synaptic ribbons?

a. Retinol dehydrogenase
b. Melanin
c. Ribeye
d. RGS/Gβ5
e. Bestrophin

19.  Which of the following is the main reason that retinal 
detachment leads to blindness?

a.  The retina dies from oxygen deprivation after separating 
the retina from the choroidal blood supply.

b.  Separation of the RPE and photoreceptor outer segments 
prevents visual pigment recycling.

c.  Retinal detachment shears off photoreceptor outer seg-
ments because they are covalently bound to the RPE.

d.  Photoreceptors die because of the inability of the RPE 
to phagocytose photoreceptor outer segments.

e.  Retinal detachment moves the retina out of the optical 
plane of focus.

20.  What is the light-sensitive molecule found in intrinsi-
cally photosensitive retinal ganglion cells of mamma-
lian retina?

a. Melanopsin
b. Transducin
c. Rhodopsin
d. Cryptochrome
e. Peropsin
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12.1. Introduction

The immune system maintains the integrity of the human 
body by recognition and elimination of new antigens com-
ing from outside and inside generated modified substances. 
The control of immune reactions to infections, tumors and 
degeneration in the brain is different than in other tissues. 
The differences in immune control in the brain became clear 
with the development of transplantology. In 1873 Dutch 
ophtalmologist van Dooremaal observed prolonged mouse 
skin graft survival in the dog eye, and later in 1948 Sir Peter 
Medawar, while trying to explain success of corneal homo-
graft transplantation, performed classic transplantation of 
skin to the brain and anterior chamber of the eye of non-
immunized or immunized rabbits (previously transplanted 
with the same donor’s skin sample to the chest). He high-
lighted two mechanisms involved in the immunologic control 
in brain: existing systemic immunity to donor’s skin and the 
status of vasculature. Tissue grafted in the brain or eye sur-
vived longer than in any other place in the body without sen-
sitized lymphocyte infiltration via new vessels of the graft. 
A few more places in the human body obtained definition of 
“privileged” sites (testis and a placenta) based upon immune 
tolerance to the graft. Only direct transplantation/injection 
allows backward introduction of “unknown” antigens. This 
process in brain parenchyma (not meninges and choroids 
plexes) is also different than in non-privileged sites due to 
the absence of endogenous professional antigen-presenting 
cells capable to trigger immune responses (Hart and Fabre, 
1981), and because of the specific properties of non-profes-
sional antigen-presenting microglial cells in parenchyma 
(Matyszak and Perry, 1996; Matyszak, 1998). However, in 
situ inflammation induced by pathogens or abnormal proteins 

with complementary peripheral adaptive immune responses 
will induce brain damage and appearance of tertiary lym-
phoid structures (Aloisi and Pujol-Borrell, 2006). The role 
of professional antigen-presenting cells, microglial cells and 
regulatory T cells in these events will be reviewed in other 
chapters (4, 9, 18–24, 37, 42, 46).

As of today, the control of immune reactions in the brain 
attributed mostly to the specific cell membrane-bound 
molecules, soluble factors and brain-associated immune devi-
ation (BRAID) reviewed by (Niederkorn, 2006).

In this chapter we will review the development and function 
of lymphocytes, which include T cells (thymus derived), B 
cells (associated with antibody production) and natural killer 
(NK) cells (effectors of innate immunity).

The specialized functions of lymphocyte subsets are 
reflected in the differing patterns of molecules and genes they 
express. These molecules often underlie the unique function 
of the subsets they mark. For instance, CD3 defines T cells 
because it is an essential component of the TCR complex; 
CD4 is associated with MHC class II recognition, mostly 
in “helper” (Th) responses, whereas CD8 is associated with 
MHC class I recognition and cytotoxic responses, and B 
cells are defined by their immune globulin (Ig) expression 
or production. Immunological research during much of the 
1980–1990 era was directed at identifying and characterizing 
leukocyte markers, first through mAb production, and then 
through gene sequencing. This led to the discovery of most 
of the CD molecules that are used today to mark leukocyte 
subsets and define subset function (http://www.pathologyout-
lines.com/ cd100300.html).

The final stage of lymphocyte differentiation is antigen-specific 
memory cells. Only these cells are capable of surveillance in 
the brain. The mechanisms of survilance of perivascular and 
parenchymal sites are reviewed in the following articles (Ranso-
hoff et al., 2003; Engelhardt and Ransohoff, 2005).

It is important to discuss lymphopoiesis and lymphocyte 
function before discussing lymphocyte-CNS interactions during 
diseases of the nervous system in this textbook.

T. Ikezu and H.E. Gendelman (eds.), Neuroimmune Pharmacology. 135
© Springer 2008



136 Larisa Y. Poluektova

12.2. Overview of Embryonic Lymphopoiesis

Today, the common concept of lymphoid tissue ontogeny 
results from the understanding that circulating stem/pro-
genitor cell populations migrate from the yolk sack into the 
aorta-gonad mesonephros (AGM), then into organ anlages, to 
initiate hematopoiesis in fetal liver and bone marrow, bursa 
of Fabricius, spleen and T cells lymphopoiesis in the thymus. 
The generation of lymphocytes from adult hematopoietic 
stem cells (HSCs) is different from embryonic development 
and will be discussed separately. Our knowledge about ontog-
eny of the immune system developed mainly from studies on 
mice, where the performing of in vivo experiments to test pre-
cursors activities of certain cell populations was possible. By 
contrast, most information about human lymphopoiesis came 
from in vitro studies. The principles outlined in mouse models 
seem to be generally consistent with some underlining mecha-
nisms of human lymphoid system development, but the cell 
surface phenotypes of human transitional cell populations are 
often different from those in the mouse.

12.2.1. T Cells

The thymus is a primary lymphoid organ involved in the 
development of T cells. T cells are primary effectors of adap-
tive immune responses. The human thymus develops from the 
endoderm at approximately embryonic day 35. The thymic 
epithelium and surrounding mesenchyme derived from the 
cephalic region of the neural crest play an important role in 
T cell development. The epithelium undergoes morphological 
changes, beginning to express high levels of major histocom-
patibility class (MHC) II complex and of epidermal growth 
factor-like transmembrane protein Delta 1. This protein inter-
acts with the Notch receptors from the family of epidermal 
growth factor-like transmembrane proteins that control differ-
ent aspects of tissue development and homeostasis, and plays 
a critical role in T cell development.

At the embryonic stage, lymphomyeloid commitment pre-
cedes thymic development in CD45+CD117+CD34+ hema-
topoietic clusters of AGM region. In addition, multi-lineage 

progenitors restricted to T, NK and macrophage lineage 

(pTM) or just T lineage (pT), or B and B plus macrophage 
(pBM) were identified in the AGM region. At the time of 
entry into the thymic epithelium, immigrant cells express 
CD45+, CD117+, CD44+, CD34+, and α4 integrin, but are neg-
ative for CD62L, CD25, and Thy-1.2 in mice. An important 
cytokine that regulates survival of human lymphoid progeni-
tors is interleukin (IL)-7 (see Chapter 15). Before exposure 
to epithelial inductive influence by thymic epithelial stromal 
cells (TEC), lymphomyeloid progenitors express the alpha 
chain of the IL-7 receptor). Upon differentiation into func-
tionally mature lymphocytes (CD4 and CD8), IL-7Rα appears 
to be downregulated and cells lose thymic homing capacity. 
The transmembrane receptor Notch is essential during early 

T lineage development. In the absence of Notch1-mediated 
signals, T cell development is arrested at an early stage and B 
cells accumulate intrathymically.

12.2.2. B Cells

B-lymphocytes are generated during a lifetime by differen-
tiation from hematopoietic stem progenitors. At the mature 
stage, they possess a system that can sense the presence of 
microorganisms and contribute to their destruction by secreting 
immunoglobulins (Igs). The precise site of B cell commitment 
in ontogenesis is not known. The B cell precursors derive 
from the intraembryonic para-aortic region. B cell commit-
ment might take place in the omentum and fetal liver. These 
progenitors express CD117+AA4.1+CD34+CD45+CD19+Sca-1−. 
Fetal liver has long been considered the initial site of B cell 
commitment, and from then on B progenitors expand in a syn-
chronous wave-like pattern reaching a peak in the perinatal 
stage. Even after birth B cells may develop at sites other than 
the bone marrow. The myeloid suppressing transcription factor 
Pax-5 plays a critical role in B cell commitment, while the che-
mokine receptor CXCR4 and its ligand SDF-1α play a pivotal 
role of B cell development in the fetal liver (see Chapter 13.)

12.2.3. NK Cells

Natural killer (NK) cells are one component of the innate 
immune system and have the ability to both lyse target cells 
and provide an early source of immunoregulatory cytokines. 
As with B cells, the precise site of NK cell commitment 
in ontogenesis is not known. The population of fetal liver 
CD34+CD38+ cells contains committed NK precursors, which 
are unable to develop into T cells. The fetal thymus also con-
tains an immature CD34−CD5−CD56− population with a clo-
nogenic NK cell potential, as well as T/NK precursors with 
bipotentiality. The general consensus is that the bone marrow 
is the site for NK development in adults.

12.2.4. Cells Derived from Hematopoietic Precursors 
and Involved in Immune Responses in the Brain

Brain tissue contains only one type of specialized resident 
cell of macrophage lineage called microglia. Several waves of 
population in the brain by cells of macrophage lineage have 
been proposed: primitive macrophages from yolk sac with high 
proliferation capacity, myeloid precursors from fetal liver with 
ability to proliferate, and bone marrow derived non-dividing (or 
very limited division) precursors in adult. Two types of resident 
brain macrophages, microglia and perivascular macrophages, 
exist with non-selective, but differently expressed human 
markers. Both types are CD45loCD11c+CD11b+(Mac-1+/−)CD64+/

−CD68+/−RCA-1+/−MHC-classII+/−Ham56+ and function in the 
immune system as effectors of innate immunity. Microglia and 
perivascular macrophages are major participants in the estab-
lishment of adaptive immune reaction and immune privilege 
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in situ in the parenchyma and the meninges. The nature of 
microglia and other brain residents from monocyte lineage will 
be explored in Chapter 9.

12.3. Postnatal Development 
of Lymphocytes

12.3.1. Hematopoietic Stem Cells

The generation of lymphocytes from adult HSCs is differ-
ent from embryonic development. HSCs are defined by their 
unique capacity to self-renew as well as their ability to dif-
ferentiate into all blood cell lineages. Therefore, transplanted 
HSCs are crucial for reconstitution of hematopoiesis in patients 
following bone marrow (BM) ablation. Although represent-
ing approximately only 0.05–0.1% of total BM cells, virtu-
ally all HSCs activity has been shown to be contained within 
the lineage negative or low (Lin–/lo) Sca1+c-Kit(CD117)lo/hi 
(LSK) CD34−/lo HSC compartment. The LSK HSC pool can 
be further subdivided for short-term repopulating cells using 

additional markers. As HSCs begin to express high levels of 
CD34, CD27 and another tyrosine kinase type receptor, Flk-
2/Flt3, they lose long-term repopulating activity.

To date it is still unclear whether the four lymphoid lin-
eages—T, B, NK, and DCs develop from common lymphoid 
progenitors (CLPs, Figure 12.1), or whether they are derived 
from either lymphoid-restricted stem cells or multipotent pro-
genitors. However, at least in the adult murine bone marrow, a 
population of Lin-IL-7R+Thy-1−Sca-1loCD117lo cells has been 
shown to contain CLPs. This has been determined by their 
capacity to develop into lymphoid cells while being unable 
to support myeloid differentiation. It is possible that between 
common myeloid precursors (CMP) and granulocyte mono-
cyte precursors (GMP), exist a population of progenitors for 
monocytes and dendritic cells (MDP), that are positive for 
CX

3
CR1 (fractalkine receptor) (Fogg et al., 2006). These 

novel progenitors give rise to monocytes, to several subsets of 
macrophages, and to steady-state CD11c+ CD8+ and CD11c+ 
CD8− dendritic cells in vivo. They are devoid of lymphoid, ery-
throid, and megakaryocytic potential and, also lack granu-
locyte differentiation potential.

Figure 12.1. Model for lymphocytes development. Modified from Blom and Spits (2006).
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12.3.2. T Cells Development, TCR, MHC, 
and CD4-CD8 Commitment

Postnatal lymphomyeloid progenitors are present in bone mar-
row and circulate in the blood. They do not express IL-
7Rα. Expression of this receptor reappears on CLP in adult 
bone marrow before entry into the thymus and final commit-
ment to T cells. The thymus does not provide an environment 
for self-renewal. Seeding of the thymus with bone marrow 
progenitors is required to maintain thymopoiesis throughout 
adult life. CD25− (IL-2 receptor alpha chain) and CD117+ 
expression have been used to characterize progenitor migra-
tion from blood into the thymus. Intrathymic development of 
T cells is based on three major sets of genes: promiscuous 
tissue-specific antigen (TSA) expression on thymic epithelial 
cells (TEC), MHC class I and II molecules expression on anti-
gen-presenting cells (APC) such as cortical TEC, medullary 
TEC, thymic dendritic cells (DCs) and macrophages, and T 
cell receptor (TCR) molecule expression on mature T cells.

12.3.2.1. The Thymic Epithelial Cells

The nature of TEC precursors and pathways of maturation 
is still under debate. The most accepted concept today is 
that TEC come from the self-renewing precursors of endo-
derm origin, positive for expression of keratin 5 and 8. TEC 
precursors cells undergo a maturation pathway beginning 
as cortical TEC (cTEC) without expression of a transcrip-
tional regulator known as an autoimmune regulator (AIRE), 
advancing to an immature medullary TEC (mTEC) with 
low levels of AIRE expression, then maturing into mTEC 
AIRE-positive cells, and finally into Hassall’s corpuscles. 
TEC express tissue-specific antigens representing all paren-
chymal organs, and including up to 5–10% of all currently 
known genes, including fetal stage-, tumor- and sex-associ-
ated genes. TSA expression increases with TEC maturation. 
Brain-, intestine- and liver-related TSA have the highest 
presentation on mTEC. TECs do not form a static scaffold, 
but similar to stratified epithelia of the skin and gut have a 
steady state turnover with a half-life of 3–4 weeks. Together 
with a turnover rate of two weeks for thymic DCs, this 
makes the APC population in the medulla a highly dynamic 
compartment (Derbinski and Kyewski, 2005). Those, mTEC 
and thymic DCs play a central role for the establishment of 
central tolerance (Kyewski and Klein, 2006).

Interaction with TEC is the major step in T cell education in 
the thymus and in establishment of self-tolerance. The cross-
talk between derived early T lineage progenitors (ETPs) with 
MHC II-positive cTEC gives rise to CD4−CD8− double/dominant 
negative (DN) thymocytes. DN thymocytes undergo prolifera-
tive expansion, lose B- and NK potential and commit to T 
cell lineage with the onset of TCR β-chain rearrangement. Fol-
lowing T cell lineage commitment, positive selection occurs 
through the interaction of now CD4+CD8+ double positive cells 
with cTEC bearing MHC I and II. Cross-talk between mTEC 
and DCs expressing TSA leads to deletion (or induction of 

anergy) of self-reacting T cells, a process known as negative 
selection. Negative selection results in the generation of CD4 
or CD8 positive T cells. Maturation of ETPs into CD4 or CD8 
T cells take place in corticomedullary junction and medulla. 
Following education and establishment of self tolerance, sin-
gle positive CD4 or CD8 cells leave the thymus (Bommhardt 
et al., 2004). However, the ectopic expression of antigens on 
mTEC is very low and several are not expressed at all. Indeed, 
it seems unbelievable that a tiny population of mTEC could 
realistically reproduce the tremendous antigenic diversity cre-
ated by post-translational modifications, alternative mRNA 
splicing and differential peptide processing. Moreover, intra-
thymic gene expression cannot induce tolerance to the broad 
range of innocent external antigens derived from flora or food. 
It was proposed that thymus-tropic DCs that patrol the periph-
ery and then return to the blood might constitute a mechanism 
to prevent misguided T cell responses toward at least some 
of these unpredictable antigens. Normal blood contains small 
numbers of circulating differentiated DC, which can capture 
blood-borne microorganisms. These DCs use a classical mul-
tistep adhesion cascade for homing to the thymus through 
microvessels in the corticomedullary junction (Bonasio et al., 
2006). They can induce antigen-specific clonal deletion and 
participate in maintaining central tolerance to brain-born 
antigens throughout human life as well as participate in the 
induction of regulatory T cells for establishment of acquired 
peripheral tolerance (Goldschneider and Cone, 2003). Intra-
thymal expression of brain antigens such as putative multiple 
sclerosis (MS) autoantigens B-crystallin, S100, proteolipid 
protein (PLP) spliced variant, but not myelin oligodendrocyte 
glycoprotein (MOG)-α and MOG-β isoforms were found in 
the medullary compartment in humans (Bruno et al., 2002). 
During ontogeny, oligodendrocytes first express the fetal form 
termed golli-MBP, which postnatally is replaced by the adult 
form, termed classic MBP. The switch from golli-MBP to 
classic MBP does not occur in mTECs. Instead, golli-MBP 
remains the predominant transcript throughout adulthood, 
possibly favoring self-tolerance to epitopes present in this iso-
form (Kyewski and Klein, 2006). Thus, T cells specific for 
epitopes encoded only by the full-length form of PLP or clas-
sic MBP, respectively, may escape intrathymal selection and 
contribute to the initiation and maintenance of the early phase 
of multiple sclerosis (Chapter 18, 21).

12.3.2.2. T Cells Receptor and CD4/CD8 
Commitment

Signaling through the T cell receptor controls key events in 
the life of T cells: their development in the thymus from com-
mon lymphoid progenitors, the survival of naive T cells fol-
lowing their exit from the thymus, and the differentiation of 
these cells into effector populations with discrete functional 
profiles. Mature T cells express either as αβ- or γδ-T-cell 
receptors that recognize specific antigens. These receptors are 
generated by a rearrangement of gene segments that result in 
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the formation of genes encoding the α-,β-,γ-, and δ-chains of 
the receptors.

The choice of γδ vs. αβ chains of TCR expression happens 
at the stage of pre-TCR by selection of cells with productive 
TCRβ rearrangements irrespective of the Vβ gene segment 
used. Rearrangement of TCR generates receptors with differ-
ent affinity and avidity to an unlimited amount of peptides 
(derived from self and non-self proteins) in the context of 
MHC molecules expressed on thymic APC/TEC.

Thymocyte fate and selection are related by the degree of 
TCR downregulation and internalization after TCR/peptide/
MHC engagement. Maximal TCR downregulation is corre-
lated with negative selection (highest avidity, agonists), and 
suboptimal TCR downregulation is correlated with positive 
selection (lowest avidity, antagonists). Intermediate stages 
in development of early thymocytes from triple negative 
(CD3−CD4−CD8−) into double positive (CD3+CD4+CD8+) are 
presented in Table 12.1.

Further lineage commitment is directed by cellular interac-
tions with MHC molecules. Cellular interaction with MHC 
class I antigens generates CD8 cells. Interaction with MHC 
class II antigens generates CD4 cells (reviewed in Kappes 
et al., 2005). The Lck protein tyrosine kinase activity upon 
“strong” TCR signaling favors development of CD4+ cells, 
whereas “weak” TCR signaling and reduction of Lsk activity 
favors development of CD8+ cells. TEC and thymic hemato-
poietic DCs are able to induce the proliferation and differen-
tiation of CD4+CD8−CD25−T cells into CD4+CD25+FOXP3+ 
(forkhead box P3) regulatory T cells (Treg). This induction 
depends on peptide/MHC class II interactions, and the pres-
ence of IL-2 (Watanabe et al., 2005).

These mature, but naive T cells exit peripheral blood and 
seed lymphoid organs in T-cell specific zones to be acquired 
by adaptive immune responses for elimination of infected or 
tumor cells, support for humoral immune responses, formation 
of immunologic memory, prevention of excessive tissue dam-
age, and facilitation of tissue regeneration (see Chapter 12).

12.3.2.3. NKT-Cell Development

One lineage choice that occurs rather late in T-cell ontogeny 
is the development of NKT cells. NKT cells express markers 
of both NK cells and T lymphocytes. These include Ly49 fam-
ily receptors NK1.1 and TCR in mice. Mature NKT cells are 
CD44hiCD69+, a phenotype consistent with an activated cell. 
A hallmark of NKT cells is copious IL-4 and IFN-γ secretion 
promptly upon TCR activation. Because of this property, NKT 
cells most likely possess regulatory functions. They suppress mul-
tiple autoimmune phenomena, and in some cases, inhibit tumor 
metastases. Unlike conventional αβ T cells that are selected by 
classical MHC class I and II, the vast majority of NKT cells are 
selected by the non-polymorphic class I-like molecule, CD1d.

NKT-cell development is dependent on the protease cathepsin L. 
As NKT cells react to lipids, cathepsin L may process a lipid 
carrier protein that is required for loading lipids onto CD1d. 
A strong candidate for the lipid carrier protein is prosaposin, a 
precursor that is cleaved into a series of lipid transfer proteins. As 
the structure of lipids capable of binding CD1d is not as diverse 
as peptides, it is perhaps not surprising that NKT cells exhibit a 
limited TCR repertoire. The CD1d-restricted NKT cells also 
differ from mainstream T cells in co-receptor expression. They 
are CD4+ or double negative, and never CD8+.

12.3.2.4. T Cells and Brain

The long living neurons and synapses that provide long-term 
memory have to be strongly protected from damage by inflam-
matory/autoreactive CD4+ and cytolytic/cytotoxic CD8+ T cells. 
Brain parenchyma does not support migration or survival of 
naïve T cells (Hickey, 2001). The highly specialized nature of 
the cerebral vasculature endothelial cell lining with tight junc-
tions provides a diffusion barrier for hydrophilic molecules 
(see Chapter 38) and forms a physical barrier to lymphocytes. 
However, lymphocytes capable to enter perivascular spaces, 
without disruption of this barrier via emperipolesis (Engelhardt, 
2006). Moreover, a small amount of memory T cells predomi-
nantly consisted of CD4+/CDRA−/CD27+/CD69+ activated 
central memory T cells expressing high levels of CCR7 and 
L-selectine are present in cerebrospinal fluid of patients with 
noninflamed CNS (Engelhardt and Ransohoff, 2005). Choroid 
plexus stroma always contains CD3+ T cells (Kivisakk et al., 
2003). These cells represent a circulating pool of long living 
lymphocytes and express other tissue specific homing deter-
minants, such as skin homing molecules cutaneous leukocyte 
antigen (CLA) and CCR4 chemokine receptor and gut tissue 
committed determinants integrin α4β7 and CCR9 chemokine 
receptor (Kivisakk et al., 2006).

Table 12.1. Markers for intermediate stages in T cell development.

Thymus

Blood TSP ETP Pre-T
Small

CD4 ISP
Large

CD4 ISP

icTCRβ+/ 
ic TCRβ- 

EDP
CD3εlo

DP

CD34 +lo + + + − − −
CD1α − − + + + + +
icTCRβ − − − − + +/− +
icCD3ε ? +/− + + + +− +
CD2 − +/− + + + +− +
CD5 − +/− + + + +− +
CD7 +lo + + + + +− +
CD4 − − − + + + +
CD8α − − − − − + +
CD8β − − − − − − +
CD45RA +lo + − − − − −
CD45RO − − − − + +/− +
IL-7Rα − + + + + + +
DJβ − + + + + + +
V-D-Jβ − − − + + + +
V-Jα − − − − − − +

Abbreviation: TSP, thymus seeding progenitors; ETP, early thymic progenitor; 
ISP, immature single-positive progenitor, icTCR, intracytoplasmic TCR; EDP, 
early double-positive
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For a short period of time, T cells can be found in perivascular 
spaces and make parenchymal foci as an inflammatory reaction to 
acute viral or bacterial infection, during autoimmune and degen-
erative diseases (see Chapters 18–24). However, such physiologic 
responses in the brain parenchyma are quickly terminated by 
neuron-produced gangliosides via the downregulation of MHC 
class I and II co-stimulatory molecular expression on glial cells 
(Massa, 1993). Several soluble factors can suppress activation 
and proliferation of T cells in response to local antigens presented 
by microglia. For example, vasoactive intestinal peptide (VIP), 
which is a neurotransmitter in the suprachiasmatic nucleus, mod-
ulates T cells differentiation, and affects the profile of cytokine 
secretion by cells of macrophage lineage (Delgado et al., 2002). 
During inflammation in the brain a wide spectrum of anti-inflam-
matory and immunosuppressive substances were observed: IL-
10, TGF-β, indoleamine dioxygenase, prostaglandins etc. T cells 
could be eliminated from brain parenchyma by apoptosis medi-
ated by Fas-Fas ligand (CD95/CD95L) interaction. Fas ligand is 
constitutively expressed throughout the CNS (neurons, astrocytes, 
oligodendrocytes, microglia, and vascular endothelium), and its 
expression increases in response to inflammation. Antigen-
priming and activation of lymphocytes also stimulates expression 
of CD95 (the receptor for Fas ligand). Through Fas-Fas-L inter-
action, endothelial cells as well as astrocytes, prevent access of 
activated T cells (Choi and Benveniste, 2004).

Lymphocyte behavior in brain tissue depends upon functional 
status of microglial cells, parenchymal and perivascular mac-
rophages.

Activation of brain microglial cells, DCs and macrophages 
may also be stopped by factors directly produced by neurons, 
such as CD200 molecules. This protein from the Ig superfam-
ily plays an important role in the downregulation of myeloid 
cell function, which expresses a receptor to this ligand. 
Another soluble factor chemokine, fractalkine, produced by 
neurons and astrocytes, downregulates inflammatory activity 
of microglia/macrophages via its receptor CX3CR1 (Cardona 
et al., 2006; Charo and Ransohoff, 2006).

Persistence of T cells in the brain is a rare event and is 
associated with chronic pathology forming tertiary lymphoid 
structure that provides support and activation signals by DCs 
and macrophages. These structures are present in perivascular 
spaces, meninges and choroid plexus, and were studied mostly 
in multiple sclerosis (see Chapter 18).

12.3.3. B Cells

12.3.3.1. Development in Bone Marrow

In adults, B cells are generated from B-lineage committed 
precursors in the bone marrow (BM). Newly formed B cells 
express antigen-specific surface antibodies (sIgM+ and sIgD+). 
In the BM, B cells are subjected to multiple selective pressures 
that purge autoreactive B cells and guide differentiation of 
the remaining cells into functionally distinct peripheral B cell 
compartments (Table 12.2). Naive B cells then enter the circula-
tion and migrate to the spleen and lymph nodes.

The generation of B-lymphocytes from HSCs is controlled 
by two cytokine receptors (Flk2/Flt3 and IL-7R) and six tran-
scription factors (PU.1, Ikaros, E2A, Bcl11a, EBF, and Pax-5). 
Ikaros and PU.1 act in parallel pathways to control the devel-
opment of lymphoid progenitors, in part, by regulating the 
expression of essential signaling receptors Flt3, CD117, and 
IL-7Rα. Generation of the earliest B cell progenitors depends 
on transcriptional factors E2A and EBF that coordinately acti-
vate the B cell gene expression program and immunoglobulin 
heavy-chain gene rearrangements at the onset of B-lympho-
poiesis. Pax5 restricts developmental options of lymphoid 
progenitors to the B cell lineage by repressing transcription 
of lineage-inappropriate genes and by simultaneously activat-
ing expression of B-lymphoid signaling molecules. Two other 
transcriptional factors LEF1 and Sox4 contribute to the survival 
and proliferation of pro-B cells in response to extracellular sig-
nals. Finally, IRF4 and IRF8 together control the termination 
of pre-B cell receptor signaling, and thus, promote differen-
tiation to small pre-B cells undergoing light-chain gene rear-
rangements (Singh et al., 2005). Productive variable-region 
and joining-region rearrangements (V

L
J

L
 rearrangements) of 

the immunoglobulin light chain are completed in pre-B cells. 
Expression of the B-cell receptor (BCR) drives pre-B cells to 
the immature B-cell stage. Newly formed B cells are exported 
to peripheral lymphoid tissues as functionally immature or 
transitional intermediates cells.

12.3.3.2. Distribution of B Cells and Function

Selection of newly formed B cells to transitional, follicular 
and marginal-zone (MZ) B cells depends on integrated signals 
from several classes of surface receptors such as, the BCR and 
co-signals, the tumor-necrosis factor receptor (TNFR) family, 
and the G-protein-coupled receptors (GPCRs).

Follicular and MZ long-lived compartments participate 
differentially in B-cell effector functions such as the germinal-

Table 12.2. Markers for early stages in B cell development

Bone marrow

CLP
Early 

B Pro-B Pre-BI
Large 

pre-BII
Small 

pre-BII
Immature 

B

CD34 + + + − − − −
CD10 + + + + + + +
IL-7Rα + + + +− − − −
CD19 − − + + + +/− +
CD79α − + + + + + +
TdT − − + − − − −
RAG − − + + − + +
Vpre-B − + + + + − −
µH − − +/− + + + +
pre-BCR − − − − + − −
IgH GL DJ

H
V

H
DJ

H
V

H
DJ

H
V

H
DJ

H
V

H
DJ

H
V

H
DJ

H

κL GL GL GL GL GL V
L
J

L
V

L
J

L

cycling − − − + + − −
Pax-5 − − + + + + +
sIgM − − − − − − +



12. Lymphocytes and the Nervous System 141

centre (GC) reaction, long-term memory, antigen presenta-
tion, and antibody and plasma-cell (PC) generation. Different 
strengths of BCR signaling are required for the development 
of the three mature B-cell subsets: peritoneal B cells require 
the strongest BCR signal, follicular B cells require an inter-
mediate BCR signal, and marginal-zone B cells require a 
weaker BCR signal.

During B lymphocyte development, antibodies are assem-
bled by random gene segment re-assortment to produce a 
vast number of specificities. A potential disadvantage of this 
process is that some of the antibodies produced are self-reac-
tive, and in humans, the majority (55–75%) of all antibodies 
expressed by early immature B cells display self-reactivity, 
including polyreactive and anti-nuclear specificities. Most 
auto-antibodies are removed from the population at discrete 
checkpoints during B cell development. Inefficient check-
point regulation would lead to substantial increases in circu-
lating auto-antibodies. So, an important role of the BCR at 
the immature B-cell stage is to induce efficient elimination of 
these potentially harmful cells. This can be achieved in three 
ways: immature B cells are eliminated through negative selec-
tion (BCR-induced cell death), immature B cells are inacti-
vated (anergy), or immature B cells revise the specificity of 
their BCRs (receptor editing).

12.3.3.3. Brain and B Cells

In contrast to T cells, in different immunopathologies, the 
brain provides a fostering environment to B cells. Primary 
central nervous system (CNS) lymphomas are usually of B 
cell origin. The cerebrospinal fluid (CSF) of patients with 
chronic infections and autoimmune diseases of the CNS typi-
cally contains remarkably stable oligoclonal Ig bands. In the 
CNS of multiple sclerosis patients, clonally expanded B cells 
and plasma cells persist. Ectopic B cell follicles develop in 
the meninges of patients with secondary progressive MS, and 
B cell differentiation may be recapitulated in the CNS of MS 
patients (Krumbholz et al., 2006) (see Chapters 18–24).

12.3.4. Adult NK Cells

Human NK cells comprise ~15% of all lymphocytes and are 
defined phenotypically by their expression of CD56 and lack 
of CD3 expression. Two distinct populations of human NK 
cells can be identified based upon their cell-surface density 
of CD56. The majority (~90%) of human NK cells have low-
density expression of CD56 (CD56dim) and express high levels 
of Fcγ receptor III (FcγRIII, CD16), whereas ~10% of NK 
cells are CD56brightCD16dim or CD56brightCD16− (Table 12.3).

Over the past decade a number of phenotypic and func-
tional properties of human NK cells have been characterized. 
There is now good evidence to suggest that distinct immuno-
regulatory roles can be assigned to the CD56bright and CD56dim 
NK-cell subsets. Peripheral NK cells express, in addition to 
CD16 and CD56, CD161 (NKR-P1A). Low-affinity FcgRIII 
on the surface of NK cells binds to Ab-coated (opsonized) 

targets and signals through associated subunits containing an 
immunoreceptor tyrosine-based activation motif (ITAM) and 
directs antibody-dependent cellular cytotoxicity (ADCC).

Of significance, the CD56bright NK-cell subset expresses the 
high-affinity IL-2R constitutively and can produce interferon 
gamma (IFN-γ) in response to picomolar concentrations of IL-2. 
Since IL-2 is produced only by T cells and not NK cells, the 
expression of high-affinity IL-2Rabg on CD56bright NK cells is 
necessary to promote cytokine cross-talk between NK cells and 
T cells in secondary lymphoid organs. NK cells constitutively 
express several receptors for monocyte-derived cytokines 
(monokines), including IL-1, IL-10, IL-12, IL-15, and IL-18, 
and most likely receive some of their earliest activation signals 
from monocytes during the innate immune response.

12.4. Organization of the Secondary 
Lymphoid Tissues

12.4.1. Embryonic Development of Lymphoid 
Tissues

Development of the lymphatic system begins with the invagi-
nation of endothelial cells from veins and the formation of 
lymphoid sacs. At the location of the lymph sacs, connective 
tissue protrudes into these lymph sacs, forming the very first 
anlagen of the lymph nodes. At this moment, differentiation 
of mesenchymal cells into specialized cells, known as lym-
phoid organizer cells, initiates the formation of lymph nodes.

Platelet-derived growth factor (PDGF), fibroblast growth 
factor, as well as TGF superfamily of growth factors, all of 
which are crucial for the differentiation of mesenchymal cells, 
are likely to be involved in the earliest phases of lymphoid 
organ formation. However, no molecules have been identified 
that direct the early specification of mesenchymal cells into 
specific lymph node organizer cells.

Mesenchymal specification of lymph node organizer cells 
is expected to be independent from lymphotoxin beta receptor 
(LT-βR) signaling. Stromal organizer cells mediate attraction 
and retention of hemopoietic cells (lymphoid tissue induc-
ers, LTi), resulting in accumulation and clustering of cells 
(Mebius, 2003; Cupedo and Mebius, 2005).

Table 12.3. Markers for NK cell development.

   Commitment Maturation

CLP T/NK precursor NKp NKi NK

CD34 + + +lo − −
CD45RA + + + + +
CD7 − + +lo − −
CD10 + − −
CD122 − +lo + + +
α4β7 − − + − −
CD16 − − − +/− +/−
CD56 − − − − +hi
CD161 − − − + +
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For the generation of LTi cells from IL-7R-expressing 
hematopoietic precursors, expression of retinoic-acid-receptor-
related orphan receptor-γ (RORγ) by LTi cells is mandatory. 
LTi cells trigger the LT-βR on stromal cells through expression 
of LTα

1
β

2
. LTα

1
β

2
 is induced by ligation of either the TNF-

related activation-induced cytokine (TRANCE) that signals 
through TRANCE receptor (TRANCER) and/or IL-7R. Func-
tional LTi cells need to express CXCR5 as well as CCR7 to 
respond to chemokines involved in lymph node formation 
such as CXCL13, CCL19, and CCL21.

During the generation of functional lymphoid tissue organiz-
ers, LT-βR signaling leads to expression of mucosal addressin 
cell adhesion molecule (MAdCAM-1), intercellular adhesion 
molecule 1 (ICAM-1), and vascular cell-adhesion molecule 
1 (VCAM-1) on endothelial cells, as well as the production 
of the chemokines CXCL13, CCL19, and CCL21 by stromal 
cells and HEVs (Carlsen et al., 2005).

A few days before birth, lymphocytes and dendritic cells 
(DCs) are recruited to the lymph-node and Peyer’s-patch anla-
gen. Because T cells and B cells themselves express LT-α

1
β

2
, 

recruitment of lymphocytes is amplified by a second positive-
feedback loop and culminates in the formation of a mature 
lymph node or Peyer’s patch consisting of segregated T-cell 
zones and B-cell follicles, HEVs and additional specialized 
mesenchymal cells.

IL-7R signaling has been reported to be essential for the 
development of Peyer’s patches, but this pathway is also 
involved in the generation of some lymph nodes. In the 
absence of a functional components of the IL-7R signaling 
pathway such as IL-2R common γ-chain (γc) and Janus kinase 
3 (Jak3) or in the absence of IL-7, peripheral lymph nodes 
do not develop. Although lymphopenia has been suggested as 
an explanation for the inability to detect lymph nodes in IL-
7R-deficient and γc-deficient mice, lymph nodes can easily be 
found in severe combined immunodeficient (SCID), recom-
bination-activating gene (Rag) 1 product and Rag2-deficient 
mice, which also lack mature lymphocytes.

Inducer, precursor CD45+CD4+CD3− cells also differentiate 
into antigen-presenting cells, as well as natural killer cells, 
but not to B or T cells. Detailed phenotyping of adult LTi 
(or accessory) CD45+CD4+CD3− cells has shown that they are 
similar to a CD4+ cell population.

12.4.2. Lymph Node Architecture

Lymph nodes have two components: the stroma with its fixed 
cells and the parenchyma with its migrating cell populations. 
In contrast to non-lymphoid parenchymal organs, the stromal 
network has an indispensable functional role.

Fibroblastic reticular cells (FRCs) constitute the main 
stromal population and form its internal three-dimensional 
network. FRCs express surface molecules and produce “hom-
ing” chemokines for T cells, B cells, and DCs. FRCs provide 
anatomical arrangements that influence the traffic patterns of 
lymphocytes facilitating lymphocyte “crawling” along pre-

formed “corridors”. Moreover, FRCs typically wrap reticular 
fibers (mainly made up of type III and IV collagen, elastin and 
laminin) to form a set of interconnected channels called the 
FRC conduit system.

This system allows for efficient and rapid transfer of soluble 
molecules, such as antigens, chemokines and immune complexes 
from the subcapsular sinus to the deeper cortex, the high 
HEVs, and perhaps the follicular compartment.

Lymph nodes can undergo rapid and profound hypertrophy 
during an immune response, and FRCs are deeply involved 
in matrix reorganization and the remodeling of lymph node 
architecture.

The conduit system and sinuses are lined by sinus endo-
thelial cells (SECs). SECs are flattened cells that do not form 
a continuous layer, especially in the wall of the medullary 
sinus, but contain intercellular gaps or pores. Gaps have also 
been demonstrated in the floor of the subcapsular sinus. FRCs 
and SECs might be ontogenically related and serve to filtrate 
lymph fluid collected from all peripheral tissues, including 
brain interstitial tissue and cerebrospinal fluid.

In the subcapsular sinus, macrophages and DCs sample the 
lymph and remove microorganisms and debris contained there. 
FRCs and SECs cells also transport and/or process antigenic 
material for presentation to B and T cells. However, soluble 
lymph-borne material can restrict access to the lymphocyte 
compartment and the cortex.

Migrating naive T and B cells enter lymph node via 
HEVs, migrate through the net of dendritic cells and exit 
via single (one) for each nodule efferent lymph vessel back 
to circulation. Soluble antigen and circulating DCs enter via 
afferent lymphatic vessels at multiple sites along the cap-
sule. All secondary lymphoid tissues have some structural 
similarity where the major component is a lymphoid follicle 
with germinal center, follicular mantle and marginal zone 
(Figure 12.2).

12.4.3. Antigen-Presenting Cells in Lymph Node

The lymph node harbors a composite population of dendritic 
cells (DCs)—residents and emigrants—capable of selection, 
stimulation and elimination of effector lymphocytes. These 
cells trigger adaptive immunity and/or tolerance. In the human 
lymph node T-cell compartment, two primary subsets of DCs, 
compared to six in mice, have been identified: monocytoid 
CD11b−CD11c+ and plasmacytoid interferon (IFN)-α produc-
ing CD123+CD11b−CD11c−. The last subset clusters with T 
cells around HEVs.

CD11c+ DCs are present as stellate cells whose delicate pro-
cesses or “veils” extend in many directions, these are called 
interdigitating DCs.

In the B cell compartment, follicular DCs (FDCs) orches-
trate B cell function. Whether FDCs originate from hema-
topoietic progenitors or from stromal elements is still a 
controversy. New evidence suggests the presence of two types 
of FDCs within the human germinal centers: the classic FDCs 
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Figure 12.2. Pathways of lymphocytes selection and migration. Modified from Von Andrian and Mackay (2000).

that express CD21 and fibroblast-related markers represent 
stromal cells and the CD3−CD4−CD11c− germinal center den-
dritic cells (GCDC) that represent hematopoietic cells and 
may be analogous to the antigen-transporting cells described 
in mice.

Under specific conditions in vitro, human monocytes 
can downregulate expression of the hematopoietic marker 
CD45 and function as FDCs (Heinemann and Peters, 
2005). For example, FDCs are generally considered to be 
the major source of CXCL13 (also called B cell-attract-
ing chemokine-1) both in normal and aberrant lymphoid 
tissue. The most CXCL13-expressing cells in rheumatoid 
arthritis and ulcerative colitis are of monocyte/macrophage 
lineage. They are located not only in irregular lymphoid 
aggregates within an FDC network but also within and near 
smaller collections of B cells in diseased tissue where no 
FDCs are detected.

The same type of macrophage-derived FDCs could support 
B cells in multiple sclerosis patients (Krumbholz et al., 2006).

These cells occupy the outer layers of primary and secondary 
lymph node follicles—the light zone and the follicular mantle. 
FDCs constitute a three-dimensional sponge-like network 
formed by interdigitation of adjacent cells. As shown by 

ultrastructural studies, these cells present filiform or beaded 
dendrites with characteristic “ball-of-yarn” convolutions.

FDCs play a pivotal role in promoting B-cell proliferation 
and differentiation in germinal centers. They are very efficient 
in trapping and retaining antigen–antibody complexes through 
CD21–CD35 and FcγRIIB receptors for long periods and pre-
senting them as iccosomes (immune-complex-coated bodies) 
to memory B cells. More details of lymph node functional 
organization were described in several reviews (Von Andrian 
and Mempel, 2003; Crivellato et al., 2004).

Spleen also contains lymph node-like organized structures, 
however this organ is multifunctional. For detailed informa-
tion read Cupedo and Mebius’s (2005) review.

12.4.4. Lymph Node as the Home for Primary 
Adaptive Immune Responses and Peripheral 
Tolerance

12.4.4.1. Common Rules of Adaptive Immune 
Responses

The major function of the immune system is the control of our 
biologic individuality. The strength and quality of immune 
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responses is based on highly polymorphic MHC molecules 
and various recombinations of T and B cell receptors.

Cytokine/chemokine milieu induced by external, self and 
self-modified proteins, loaded into DCs/macrophages and 
delivered from affected tissues (including the brain) by lymph 
into regional draining lymph nodes controls the balance 
between induction of immunity or tolerance. Both the induc-
tion of antigen-specific immunity and tolerance rely on the 
direct interaction of DCs with naive T cells. These interactions 
occur in the T cell zone of lymph nodes in the vicinity of high 
endothelial venules (Von Andrian and Mackay, 2000).

12.4.4.2. CD4+ Cell Polarization

Depending on the co-stimulatory and cytokine signals that are 
provided by DCs at the time of priming, naive CD4+CD25− 
T cells differentiate into the different types of helper cells 
(Th1, Th2, and T follicular helper). Activation of naive CD4+ 
T cells through the TCR elicits low but detectable transcrip-
tion of both genes IL-4 and IFN-γ. Expression of the T-box 
transcription factor, T-bet, plays a critical role in Th1 devel-
opment and supports transcriptional competence at the IFN-γ 
locus and selective responsiveness to IL-12. As stimulation 
progresses in the presence of signaling through the essential 
IL-12 receptor (via transcription factor STAT4), primed cells 
express IL-2 and become Th1 helper cells.

Another transcriptional factor GATA3 is involved in Th2 
differentiation and contributes to chromatin remodeling events 
that favor IL-4 gene stable demethylation and IL-4 produc-
tion. Signaling through IL-4 receptor, and downstream with 
STAT6, favors stable production of IL-4 (as well as IL-5, IL-
13) and differentiation in Th2 cells (Ansel et al., 2003; Kalies 
et al., 2006). It is unclear whether Tfh cells differentiate as a 
separate lineage at the time of T-cell priming or whether they 
emerge at a later stage from non-polarized, primed T cells or 
even from polarized Th2 or Th1 (less possible) cells.

12.4.4.3. CD4+ Cells Interaction with B Cells

A proportion of newly primed T cells with upregulated 
expression of CXCR5 migrate toward the T-cell-zone-follicle 
boundary where they might provide cognate help to antigen-
specific B cells. In this location they can interact with B cells 
and also with CD4+CD3− accessory cells (LTi cells analogs 
for development of lymph nodes). The CD4+CD3− accessory 
cells present at the T-cell-zone-follicle boundary and within 
the follicles provide signals through CD134 (also known as 
OX40) and CD30 at the surface of follicular T cells to direct 
localization of these cells, maintenance of germinal-centre reac-
tions and the generation of B-cell and CD4+ T-cell memory 
responses.

These follicular T cells strongly express the CD28-related 
molecule ICOS (inducible T-cell co-stimulator; also known as 
CD278) and secrete moderate amounts of IL-10, CD278, and 
IL-10 act as co-stimulatory factors having crucial functions in 
T helper cell and B-cell responses. After stimulation follicular 

T cells express CD134 and rapidly upregulate CD40 ligand 
(CD40L; also known as CD154) from pre-formed stores. This 
is consistent with their capacity to induce germinal-centre 
B cells to survive, secrete antibody and express activation-
induced (cytidine) deaminase (AID). AID is crucial for immu-
noglobulin class switching and somatic hypermutation. IL-21 
co-stimulation potently induces the expression of both B lym-
phocyte-induced maturation protein-1 (BLIMP-1) and AID, 
as well as the production of large amounts of IgG from B cells 
(Ettinger et al., 2005).

Tfh, Th1, and Th2 cells can all participate in antibody 
responses. Th1 and Th2 cytokines guide class-switch recom-
bination regulating/determining particular immunoglobulin 
classes and subclasses, thereby skewing antibody responses 
depending on the nature of the stimulus. For example, IFN-
γ promotes switching to IgG2a during antiviral responses 
while IL-4 promotes the production of IgE during anti-para-
site responses. Both Th1 and Th2 cells are crucial helpers in 
the extrafollicular pathway of B-cell differentiation and are 
potent inducers of class switching to T-cell-dependent anti-
body classes and subclasses outside germinal centers.

CD4+ Treg cells suppress Th1/Th2 cells function, the 
expansion of CD8+ cells and B-cell production of anti-
body. These are CD4+CD25+CD57− T cells that co-express 
CXCR5 and localize to T cell zone and germinal centers. T 
cells that express NK1.1 (CD4+NKT cells) as well as NK 
are there.

12.4.4.4. B Cells Differentiation and Humoral 
Immune Responses

The help that T cells provide to B cells allows for the produc-
tion of high-affinity memory B cells and long-lived plasma 
cells specific for foreign antigens. T cell independent immune 
responses usually occur after direct activation of B cells by 
bacterial capsular polysaccharides and by microorganism-
derived Toll-like-receptor (TLR) ligands. TLR-stimulated T 
cell independent response is a rapid antibody response to the 
pathogens through the generation of short-lived, low-affinity 
extrafollicular plasma cells.

The essential structure for T cell-dependent responses is a 
germinal center. Germinal centers arise in lymphoid tissues 
following antigenic stimulation and provide a milieu for pro-
liferation of B cells (known as centroblast). Somatic hyper-
mutation in germinal centers results in increased affinity for 
antigen in a minority of germinal-center B cells. This process 
can also generate self-reactive B cells.

Centroblasts exit the cell cycle to become centrocytes and 
bind antigens that are associated with FDCs using newly 
expressed cell-surface immunoglobulins. After processing, B 
cells present antigen in MHC II to T helper cells and elicit 
help. Interaction with T helper cells has several outcomes: (1) 
survival and selection of high-affinity centrocytes; (2) class-
switch recombination of immunoglobulin and differentiation 
into long-lived plasma cells and memory B cells; (3) perpetuation 
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of germinal-center reactions by stimulating centrocytes to 
recycle and become centroblasts. In the absence of antigen-spe-
cific T cells, centrocytes are eliminated and germinal centers 
abort early after induction.

Spontaneous ectopic germinal-center formation has long 
been recognized to occur in human autoimmune diseases and is 
a source of somatically mutated high-affinity autoantibodies.

12.4.4.5. NK Cells in the Lymph Node

NK cells are present in secondary lymph nodes, in which 
they exert important immunoregulatory functions. In humans, 
NK cells make up as much as 5% of all mononuclear cells 
in peripheral lymph nodes. These NK cells belong to the 
CD56bright subgroup, and are mainly cytokine producers in the 
T-cell area, where they can interact with DCs. They provide 
IFN-γ for Th1 polarization and act as messengers between 
innate and adaptive immunity. NK cells are also capable of 
modulating the function of DCs either by inducing their matu-
ration or by killing them.

12.4.4.6. CD8+ T Cells in the Lymph Node

A small proportion of follicular T cells in human germinal centers 
are CD8+ (less than 5% in tonsils and 10–15% in lymph 
nodes). Unlike B cells, which require a significant amount 
CD4+ T cell help in order to achieve high specificity, mag-
nitude and stability in antibody production (humoral immune 
responses), CD8+ cell mediated (cytotoxic/cytolitic) cellular 
immune responses during the first several days after induction 
are independent from CD4+ help. Only memory formation is 
dependent on CD4+ T cell help. Mainly it depends upon CD40 
ligation and IL-2 production by CD4+ Th1 helper cells and is 
regulated by co-stimulatory molecules expressed by DCs.

The effector CD8+ T cells possess an arsenal of cellular 
weapons and are exquisitely refined in their ability to recognize 
target cells displaying small peptides on a protein scaffold of 
MHC. Upon recognition of a foreign peptide, CD8+ T cells 
can use either cytopathic or non-cytopathic mechanisms to 
rid a cell of an invading pathogen. These mechanisms include 
deposition of pore-forming molecules and granzyme release, 
engagement of the apoptosis-inducing ligands (such as Fas 
ligand), and the release of cytokines such as IFN-γ and TNF-
α. All this machinery is programmed in the lymph node during 
priming and delivered at the site where CD8+ cells perform 
their function. CTLs will eliminate virally or bacterially 
infected cells (stromal, macrophages/DCs, or lymphocytes) 
residing in lymph nodes that would have led to lymphopenia 
and immune-suppression (HIV/AIDS).

12.4.4.7. Memory Formation and Vaccines

Some polarized antigen-specific CD4+ T cells (Th1, Th2), anti-
gen-primed CD8+ upregulate the expression of receptors for 
pro-inflammatory chemokines such as CXCR3 (CXCL9, -10, 
-11, known as α-chemokines IP-10, Mig, I-TAC) and down-

regulate CCR7 (lymphoid tissue homing), in order to exit from 
lymph nodes for immediate participation in peripheral effector 
responses (von Adrian and Mackey, 2000). In affected tissues, 
Th1 cells will produce large amounts of IL-2, IL-12 p40, and 
IFNγ promoting effector function of CD8+ cytotoxic lympho-
cytes. Th2 cells will produce large amounts of IL-4, IL-5 and 
IL-13, but not IFN-γ, promoting humoral responses, inflam-
mation and elimination of the pathogen. Most effector cells 
will die after an antigen is cleared, but a few antigen-experi-
enced memory cells remain for long-term protection. Different 
subgroups of memory cells stand guard in lymphoid organs 
and bone marrow in order to patrol peripheral tissues and to be 
able to mount rapid responses whenever the antigen returns.

The carrier development for T as well B cells is probably 
programmed during priming, and involves T-T, T-B cell coop-
eration on the basis of DC co-stimulatory signals. Signaling 
via CD40, CD27, 4–1BB (CD137), inducible co-stimulatory 
molecule (ICOS) in the presence of IL-7, IL-15 and IL-21 
facilitates the development of memory cells in lymphoid and 
non-lymphoid tissues. Approximately only 5–10% of effector 
cells will pass through and generate stem-cell-like capacity 
for self-renewal, long-term antigen-independent persistence 
and protective immunity (>20 years). Some of these cells will 
persist in non-lymphoid tissues after elimination of pathogens 
(including brain tissue).

Generation of such memory cells is the goal of vaccination 
against viral and bacterial infections. Today, the best way to 
achieve this goal is vaccination using attenuated live pathogens.

12.4.4.8. Tolerance

Under normal conditions in normal tissue, liters of inter-
stitial fluid containing lipids, proteins, peptides, apoptotic 
debris (including brain tissue) and most likely immature 
dendritic cells loaded with such compounds, pass through 
lymph nodes. Immature DCs continuously sample and present 
non-pathologically modified autoantigens to T cells. Due to 
the low expression levels of class I and class II MHC and 
co-stimulatory B7-family proteins on immature DC, produc-
tive immune responses are not possible. Instead, the cognate 
T cells undergo limited activation/expansion followed by 
programmed death, or obtain anergic/tolerant status to the 
self antigen.

Different types of regulatory cells also actively contribute 
to the programming and maintenance of peripheral tolerance 
by production of IL-10 and TGF-β family cytokines.

The stimulatory effects of CD28 ligation are counteracted by 
the co-inhibitory signaling of cytotoxic T lymphocyte anti-
gen 4 (CTLA-4). CTLA-4 ligation by B7–1 or B7–2 results in 
inhibition of TCR and CD28 mediated signals (Chen, 2004). 
Recently discovered B and T lymphocyte attenuator (BTLA) 
isolated from Th1 cells and expressed mostly by B cells fol-
lowing DCs, Program death-1 (PD1) receptor on lymphocytes 
and myeloid cells with two counter-receptors B7-H1 (PDL-1) 
and B7-C (PDL2), respectively, also contribute to tolerance, 
Figure 12.3.
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12.4.4.9. Immunologic Memory in Brain

As in any other tissue, the status of post-capillary vein endothelial 
cells plays a dominant role in penetration of activated lympho-
cytes into the brain parenchyma (see Chapter 4).  Systemic acti-
vation of such post-capillary vein endothelials cells by exo- and 
endotoxins via increased production of TNF-α and other pro-
inflammatory cytokines and up-regulation of adhesion mol-
ecules allows lymphocytes to enter perivascular spaces in the 
meninges and choroids plexus. Neither the meninges nor cho-
roids have an established blood-brain barrier. These two com-
partments contain potential (macrophages) and actual dendritic 
cells. Following viral and bacterial infections that might affect 
APC and induce local immune reactions, memory cells are 
formed. In healthy individuals at middle age, the CSF contains 
a very low number of lymphocytes. Over 80% of lymphocytes 
in CSF are memory T cells (CD4+CD45RO+CD27+CXCR3+). 
Continuous recirculation of these cells between blood and the 
CSF is supported by low levels of P-selectin expression on 
endothelial cells of the deep stromal veins of the choroid plexus 
and the bridging meningeal veins. Engelhardt and Ransohoff 
(2005) reviewed lymphocyte migration in the brain in great 
detail. These memory cells will persist through human life and 
respond in situ to re-appearing antigen (viral, bacterial, etc.). 
Even so, the memory recall in the brain is delayed due to the 
immunosuppressive brain environment and activation of pro-
apoptotic T-cells-glia interactions via CD95/CD95L (Fas/FasL), 
CD30/CD153, and other probable TNF-family related factors.

12.5. Neuro-Immune Interaction

12.5.1. Innervation of Lymphoid Tissue

In lymphoid organs, similar to blood vessels, sympathetic/nor-
adrenergic and sympathetic/neuropeptide Y (NPY) innervation 
predominate parasympathetic (cholinergic) innervation and are 
actually located along the vessels. In the thymus, at the ultra-
structural level, noradrenergic fibers are seen in proximity to 
thymocytes, mast cells and fibroblasts. Catecholaminergic nerve 
fibers also run in close contact to TECs. Since TECs form the 
blood-thymus barrier in the outer thymic cortex, these cells may 
be targets for circulating epinephrine from the adrenal gland or 
norepinephrine (NE) released from the perivascular nerves. In 
the spleen the sympathetic nerve fibers are present among cells 
in the T-dependent area; macrophages and B cells reside in the 
marginal zone and the marginal sinus, the site of the lympho-
cyte entry into the spleen. In lymph nodes, noradrenergic fibers 
supply paracortical and cortical zones (T cell-rich regions) but 
are absent from nodular regions and germinal centers that con-
tain B cells. The gut, lung and nasal mucosa have the highest 
intensity of innervation of associated lymphoid tissues. Nerves 
predominate in T cell zones of lymphoid aggregates where they 
contain neuropeptides and the sympathetic neurotransmitter 
NE. Activation of the sympathetic nervous system and also the 
resting sympathetic nervous tone are important for controlling 
innate and adaptive immune responses.

Figure 12.3. The co-signal network model. Co-stimulators (light plates) and co-inhibitors (dark plates) have overlapping but preferential 
functions in controlling one or more stages of T (and probably) B cell activation, including priming, differentiation, maturation and poten-
tially memory responses. From Chen (2004)
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12.5.2. Regulation of Immune Cells 
Activity by Neurotransmitters and 
Neuropeptides

As was mentioned above, antigen-presenting cells such as 
thymic TECs and tissue resident macrophages/DCs play an 
indispensable role in lymphocyte function ranging from 
programming central tolerance and immunity to support of 
their effector function and peripheral tolerance. Cells of macro-
phage/DC origin express functional receptors for NE (α1, α2, 
β1, β2), dopamine (D1–5), neuropeptide Y (Y1), opioids (µ, 
δ, κ), and parasympathetic nicotinic acetylcholine receptors. 
Complex signaling through these receptors will affect activa-
tion status of APCs, expression of co-stimulatory/co-inhibi-
tory molecules and profile of secreted cytokines/chemokines 
(Elenkov et al., 2000; Tracey, 2002). Signaling through Ach 
receptors suppresses TNF secretion following the activation of 
lymphocytes, indicating that the receptors play an anti-inflam-
matory role.

Macrophages/DCs and lymphocytes express a variety 
of adrenergic receptors. Increased concentrations of NE 
or dopamine can modulate T cells polarization toward Th2 
profile, stimulate IL-4, IL-5, and IL-13 secretion (Kohm 
and Sanders, 2001). The same Th2 polarization can be 
induced by histamine, serotonin, neuropeptides such as sub-
stance P, vasoactive intestinal peptide (VIP), pituitary adenyl-
ate cyclase-activating polypeptide, calcitonin gene-related 
peptide, α-melanocyte-stimulating hormone, and leptin 
(Steinman, 2004).

Summary

After reviewing the development of immune system, it is evi-
dent that there is a strong separation between the nervous and 
immune system based on the absence of professional antigen 
presenting cells in brain parenchyma and circulating DCs 
precursors. However, efferent information is actively com-
ing from the brain, but the development of effector reactions 
is limited by strong central tolerance during education of 
lymphocyte by TEC expressing brain antigens. The periph-
eral tolerance is supported by soluble brain antigens filtered 
through regional lymph nodes and presented by resident DCs 
in the absence of co-stimulatory signals. The complexity of 
human adaptive immune responses cannot be reproduced in 
vitro. Each step and hierarchy of interaction of the soluble pep-
tides /proteins with antigen-presenting cells in situ and then in 
draining lymph nodes with different subsets of lymphocytes, 
as well as, between lymphocytes also can be significantly 
affected by innervating nervous system. Multiple anatomical 
and physiological connections exist between the nervous and 
immune system. Multiple chemical messengers tie these sys-
tems together. Thus, these two systems influence each other 
and interact with each other. Understanding one system may 
give us insights into the physiology of the other system. The 

presented review will help to understand brain immunopathol-
ogy described in the following chapters.

Review Questions/Problems

 1. Briefly summarize the major steps in lymphocyte 
embryonic development.

 2. Briefly summarize the major steps in T lymphocyte 
development.

 3. Briefly summarize the major steps in B lymphocyte 
development.

 4. Briefly summarize the distribution of B cells and their 
function.

 5. Briefly summarize the major steps in helper cells 
polarization.

 6. Briefly describe the development of central tolerance 
to myelin.

 7. Briefly summarize the major factors that limit T cells 
survival in the brain.

 8. Briefly summarize the major steps in adaptive immune 
responses.

 9. Briefly summarize the major steps in helper cells 
polarization.

10. Briefly summarize the major requirements for B cells 
differentiation and antibody production.

11. Which of the following cell types exist in thymus?

a. thymic epithelial cells
b. dendritic cells
c. macrophages
d. CD3-CD4-CD8- cells
e. CD3+CD4+CD8+ cells
f. CD3+CD4+ cells
g. CD3+ CD8+ cells
h. CD3+CD4+CD25+ cells
i. all of the above

12.  Which cells interaction leads to development of the 
central tolerance in thymus?

a. thymic epithelial cells with CD3-CD4-CD8- cells
b. thymic epithelial cells with CD3+CD4-CD8- cells
c. dendritic cells with CD3+CD4+CD8- cells
d. dendritic cells with CD3+CD4-CD8+ cells

13.  Which cells interaction leads to development regula-
tory T cells in thymus?

a. thymic epithelial cells with CD3-CD4-CD8- cells
b. thymic epithelial cells with CD3+CD4-CD8- cells
c. dendritic cells with CD3+CD4+CD8- cells
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d. thymic epithelial cells with CD3+CD4+CD25- cells
e. dendritic cells with CD3+CD4-CD8+ cells

14. Which of the following cell types exit thymus?

a. CD3-CD4-CD8- cells
b. CD3+CD4+CD8+ cells
c. CD3+CD4+CD8- cells
d. CD3+CD4-CD8+ cells
e. CD3+CD4+CD25- cells
f. CD3+CD4+CD25+ cells

15.  Which of the following interaction affects the survival 
of T cells in brain?

a. CD95/CD95L
b. CD200/CD200L
c. CD40/CD154

16.  Which of the following is NOT considered to be a site 
of B cells development?

a. thymus
b. bone marrow
c. spleen
d. liver
e. lymph node

17.  Which of the following macrophage-secreted cytokines 
is NOT considered to be stimulators of NK cells?

a. IL-1
b. IL-10
c. IL-12
d. IL-15
e. IL-18
f. IL-2

18.  Which of the following are the major requirements for 
lymph node development?

a. lymphoid organizer
b. CD45+ CD4+ CD3− lymphoid tissue inducers
c. LTβR
d. LTα1β2
e. TNF-related activation-induced cytokine (TRANCE)
f. IL-7/IL-7R
g. IL-2

19.  Which of the following cell types belong to stromal 
compartment of lymph nodes?

a. Fibroblastic reticular cells
b. Sinus endothelial cells
c. High endothelial cells
d. T cells
e. B cells
f. DCs

20.  Which of the following signaling receptor molecules 
involved in programming of immunologic memory?

a. CD40
b. CD27
c. CD137
d. ICOS
e. CD28
f. all of the above

21.  Which of the following co-signaling molecules involved 
in programming of peripheral tolerance?

a. CTLA-4
b. BTLA
c. PD-1
d. all of the above
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13.1. Introduction

It is now accepted that neurogenesis continues throughout life, 
contrary to the previously held dogma that no new neurons 
are produced in the adult human brain. Neurogenesis during 
development and throughout adult life is a result of the pro-
liferation, migration, and differentiation of neural stem cells 
(NSC). NSC are cells that can differentiate into all the cells 
of the central nervous system (CNS) and self-renew while 
retaining their multipotential capabilities. Numerous factors 
contribute to the survival, proliferation, migration, and differ-
entiation of NSC. These factors include, but are not limited to, 
chemokines, growth factors, and neurotransmitters.

Even though it is known that new neurons and supporting 
cells are produced in the adult, it remains unclear how long 
these new cells survive and how well they integrate into cir-
cuitry of the CNS. Much research has focused on replacing 
damaged neurons by either transplantation of embryonic, 
fetal, or adult stem cells or by stimulation of endogenous 
neural stem cells to undergo growth and differentiation. 
Both concepts have their advantages as well as difficulties 
that need to be overcome. Future research into the mecha-
nisms by which neurogenesis is stimulated and new neurons 
are successfully incorporated into the CNS is imperative for 
the understanding of development and treatment of neuro-
logical injury.

13.2. Stem Cells, Neural Stem Cells, 
and Neural Progenitor Cells

A stem cell is a special kind of cell that has the unique  capacity 
to continually renew itself and also to give rise to additional 
specialized cell types. It is now known that stem cells, in 
 various forms, can be obtained from the embryo, fetus, and 

adult (Table 13.1). Stem cell plasticity, the ability to differ-
entiate into more than one kind of cell, may vary depending 
on where the stem cell originates. Although most of what is 
known about these cells has been learned by studying rodent 
stem cells, the emphasis of current research is on the utiliza-
tion of human stem cells for disease therapy.

13.2.1. Embryonic Stem Cell

Human embryonic stem cells were first collected in 1998 
by two different research teams. The cells obtained from the 
inner cell mass of the blastocyst (4- to 5-day embryo) are 
embryonic stem cells (ESC); in contrast, cells cultured from 
the primordial germ cells of 5- to 9-week fetuses are embry-
onic germ cells (EGC). In the laboratory, ES or EG cells 
can proliferate indefinitely in an undifferentiated state but 
can also be manipulated to become specialized or partially 
specialized cell types, a process known as directed differen-
tiation. Both ES and EG cells are pluripotent, meaning they 
have the potential to develop into more than 200 different 
known cell types. This class of human stem cells holds the 
promise of being able to repair or replace cells or tissues that 
are damaged or destroyed by many of our most devastating 
diseases and disabilities.

13.2.2. Adult Stem Cell

An adult stem cell is an undifferentiated cell that is found in 
an otherwise differentiated (specialized) tissue in the adult. 
It can renew itself for the lifetime of the organism and yield 
the specialized cell types of the tissue from which it origi-
nated. Adult stem cells usually divide to generate progenitor 
or precursor cells, which then differentiate and develop into 
mature cell types that have characteristic shapes and special-
ized functions. Adult stem cells have been found in tissues 
that develop from all three embryonic germ layers, but these 
cells are rare. Often they are difficult to identify, isolate, 
and purify. Most adult stem cells grown in a culture dish are 
unable to  proliferate in an unspecialized state for long  periods 
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of time. The plasticity of adult stem cells appears to be less 
than that of ES cells; to date there is no isolated population 
of adult stem cells capable of forming all the kinds of cells 
of the body.

13.2.3. Neural Stem Cells and Neural  Progenitor/
Precursor Cell

Neural stem cells (NSCs) are self-renewing, multipotent 
cells that generate neurons, astrocytes, and oligodendrocytes 
(Gage, 2000). During embryonic development, neural stem 
cells (NSCs) arise from generative zones derived from the 
inner lining of the neural tube that extend from periventricular 
regions of the telencephalon to the spinal cord within the mam-
malian central nervous system (CNS). NSCs can be isolated 
from the embryonic or fetal CNS, including basal forebrain, 
cerebral cortex, hippocampus, and spinal cord. In the adult 
nervous system, NSCs can be isolated from neurogenic zones 
(the subventricular zone and hippocampal dentate gyrus). In 
addition, more recent evidence suggests that stem cells can 
be isolated from non-neurogenic areas, e.g., the spinal cord. 
NSCs can be grown in culture and retain both their pluripo-
tency and ability to self-renew.

Neural progenitor cells (NPC), in contrast, are multipotent and 
proliferative cells with only limited self-renewal that can 
differentiate into at least two different cell lineages (“multipo-

tency,” but not “pluripotency”) (Gage et al., 1995; Weiss et al., 
1996; McKay, 1997). Lineage-specific precursors or progenitors 
are cells restricted to one distinct lineage (e.g., neuronal, astroglial, 
and oligodendroglial). The term “precursors is used to encompass 
both stem and progenitor cells” (Emsley et al., 2005) (Figure 13.1).

13.3. Stem Cells and Neurogenesis 
During Brain Development

Neurogenesis is primarily a process that involves prolifera-
tion, migration, differentiation, and survival of neural stem 
cells (Palmer et al., 1997; Gage, 2000). Multiple factors have 
been shown to regulate neurogenesis in the developing and 
adult nervous system including hormones, neurotransmit-
ters, trophic factors, and chemokines (Cameron et al., 1998; 
 Ferguson and Slack, 2003).

13.3.1. Determination and Formation 
on Neural Tube

The process of developmental neurogenesis begins during 
embryonic development as the blastula enters a stage called gas-
trulation. Gastrulation is identified by a small portion of the blas-
tula that undergoes invagination and involution, where a sheet 
of cells bends inward and migrates underneath the outer layer of 

Table 13.1. Features different stem cell types.

Cell type Location Self-renewal capacity Differential Capacity

Embryonic Stem Cells (ESC) Inner cell mass of the blastocyst 
 (4- to 5-day embryo)

Infinite Pluripotent (Can differentiate into
  every cell of the organism except 
 for the trophoblast)

Embryonic Germ Cells (EGC) Primordial germ cells of 5- 
 to 9-week fetuses

Infinite Totipotent (Can differentiate into 
 every cell of the organism)

Adult Stem Cell Specific niches in adult tissue  
 (Location varies for each  
 tissue/organ)

Infinite Multipotent (Can differentiate into 
 most cells of the tissue in which they 
 reside. Also, they may have plastisity, 
 which allows them to differentiated 
 into cells of other tissues)

Neural Stem Cell Embryo: Inner lining of the 
 neuronal tube

Infinite Multipotent (Can differentiate 
 neurons, astrocytes, and 
 oligodendrocytes)

Fetus: Basal forebrain, cerebral  
 cortex, hippocampus, and 
 spinal cord
Adult: Subventricular zone and  
 hippocampal dentate gyrus

Neural Progenitor Cell Fetus: Basal forebrain, cerebral 
 cortex, hippocampus, and 
 spinal cord

Limited (Can self-renew, but 
 only for a limited number of 
 generations)

Multipotent (Can differentiate into
  at least two cell types of the tissue 
 in which they reside)

Adult: Subventricular zone and  
 hippocampal dentate gyrus

Lineage-specific Precursor Cell Specific niches in adult tissue 
 (Location varies for each tissue 
 or organ)

1. Limited (Can self-renew, but 
 only for a limited number of 
 generations)

1. Multipotent (Can differentiate 
 along one specific lineage 
 [e.g., neuronal or astroglial])

or or
2. Cannot self-renew (It no longer 
 retains the ability to differentiate 
 into more than one cell type), but 
 can amplify in cell number

2. Unipotent (Can only differentiate 
 into one cell type)
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cells. This process forms the endoderm, mesoderm, and ectoderm 
 layers of the embryo. A portion of the mesoderm gives rise 
to the notochord along the anterior-posterior axis of the embryo. 
This notochord releases factors that cause primary ectoderm mul-
tipotent stem cells to differentiate into more fate-restricted stem 
cells of the neuroectoderm, forming the neuronal plate. The 
neuronal plate develops along the dorsal surface with the larg-
est portion, which will form the brain, at the anterior end of the 
embryo. As the edges of the neuronal plate fold over its center, 
fuse, and detach from the ectoderm the neuronal plate forms a 
hollow neural tube with an outer mantle layer and in inner pro-
liferative zone. This neural tube will become the CNS, while a 
group of cells termed the neural crest on the dorsal side of the 
neural tube will give rise to the peripheral nervous system.

Upon formation of the neural tube, regionally distinct transcrip-
tion factors are expressed, designating the configuration of dis-
crete brain regions that will eventually develop into the forebrain, 
midbrain, cerebellum, hindbrain, and spinal cord (Shimamura 
et al., 1997; Hatten, 1999). Factors from the microenvironment 
surrounding neural progenitor cells in the neural tube direct the 
differentiation of these cells to regionally specific arrays of neu-
rons. These distinct differentiation events include dorsal-ventral 
polarization in the spinal cord, segmentation in the hindbrain, and 
lamination in the cerebral cortex (McConnell, 1995).

13.3.2. Neural Stem Cells in CNS Development

The proliferating cells during CNS development reside in the 
ventricular zone of the neural tube. These cells are a heteroge-
neous population that exhibit complex patterns of gene expres-
sion in both space and time (Temple, 2001). This diversity of 
gene expression allows differentiation of NSC to astrocytes, 
oligodendrocytes, and various types of neurons, depending on 
the signals present in the microenvironment within the devel-
oping CNS. As the development of the embryo progresses, 
multipotent stem cells differentiate into more fate-restricted 
progenitors, which give rise to macroglial cells and region-
ally distinct neuron types. These progenitors first give rise to 
neurons, then to glial cells during embryonic and fetal devel-
opment, and finally to astrocytes during postnatal growth. Not 
only is the control of differentiation vital to neurogenesis, but 
also the regulation of proliferation, migration, and survival of 
NSC and their differentiated cell progeny. Numerous factors 

have been identified to regulate these mechanisms, including 
growth factors, neurotransmitters, and chemokines; these are 
discussed in detail in later sections.

13.3.3. Stem Cells in Adult Neurogenesis

It is now accepted that neurogenesis continues throughout life, 
contrary to the previously held dogma that no new neurons 
are produced in the adult human brain. Two distinct popula-
tions of neural progenitor cells (NPC) have been identified: 
(1) one in the subventricular zone of the lateral ventricles and 
(2) another in the dentate gyrus of the hippocampus; other, 
but possibly less significant, populations of NPC may exist 
throughout the adult CNS. The physiological role of adult 
neurogenesis and potential to control it for therapeutic benefit 
are critical areas of current research for the treatment of neu-
rodegenerative disorders and neural damage.

13.4. Stem Cell Signaling Pathways 
for Migration, Proliferation, 
and Differentiation

Neurogenesis includes proliferation, neuronal fate specifica-
tion of neural progenitors (differentiation), migration, matu-
ration, and functional integration of neuronal progeny into 
neuronal circuits (Ming and Song, 2005). A full understanding 
of the molecular mechanisms regulating proliferation, migra-
tion, and differentiation of these cells is essential if these cells 
are to be used for therapeutic applications.

13.4.1. Proliferation

Proliferation and survival of stem cells are important for 
the maintenance of the neural stem cell pool for neurogen-
esis. The signals involved include members of the fibroblast 
growth factor (FGF) family, the transforming growth factor-β 
(TGF-β) superfamily such as the bone morphogenic proteins 
(BMPs), the growth and differentiation factors (GDFs), and 
the Hedgehog family. In addition, many other cues are crucial 
for neural development.

FGFs constitute a large family of structurally related poly-
peptide growth factors that signal through receptor tyrosine 

Figure 13.1. Characterization of human cortical neural progenitor cells. (A) Cells were isolated from human fetal cortex and culture in 
NPIM containing EGF, bFGF, and LIF. Cells expressed Nestin, a neural stem/progenitor cell marker. (B-C) After switching to a differentiation 
medium, NPC were differentiated into neurons (β-tubulin, B) and astrocytes (GFAP, C).
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kinases. It has been suggested that cyclin D2 (intimately 
involved in driving cells through the G1 phase of the cell 
cycle) is an effector of the FGF-dependent maintenance of the 
caudal stem zone (Lobjois et al., 2004). Receptor-mediated 
regulation of proliferation involves calcium signaling and the 
cAMP and PKA pathway. Activation of the Ras/Raf/Mek/Erk 
pathway is coupled to the cell cycle machinery via interac-
tions with p53 retinoblastoma tumor suppressor protein (Rb) 
and E2F families of proteins.

Wnts are a large family of highly conserved secreted sig-
naling proteins related to the Drosophila wingless protein 
that regulates cell-to-cell interactions during embryogenesis 
(Nusse, 2003). In vitro as well as in vivo studies have shown 
that Wnt signaling is required to expand and maintain neural 
precursor populations in the brain and the spinal cord. As cur-
rently understood, Wnt proteins bind to cell surface receptors 
of the Frizzled family and act on multiple disparate signaling 
pathways. Three major pathways have been identified: (i) the 
Wnt/β-catenin pathway, also referred to as the canonical Wnt 
signaling pathway, (ii) the Frizzled/planar cell polarity (Fz/
PCP) pathway, and (iii) the Ca+ + pathway. The details of these 
signaling pathways have been reviewed recently (Cayuso and 
Marti, 2005; Ille and Sommer, 2005). For the canonical Wnt 
signaling pathway, extracellular Wnt molecules bind to Fz 
seven transmembrane receptors on the cell surface; these Fz 
receptors are structurally similar to G-protein coupled recep-
tors (GPCRs). Through several cytoplasmic relay compo-
nents, the signal is transduced to β-catenin, which then enters 
the nucleus and forms a complex with TCFs (from T-cell fac-
tor) to activate transcription of Wnt target genes (Logan and 
Nusse, 2004).

Sonic hedgehog (Shh) is one of the members of the hedge-
hog family of secreted proteins required for multiple aspects 
of development in a wide range of tissues including the CNS 
(reviewed in Machold et al., 2003). In addition to its funda-
mental role played in pattern formation of the ventral CNS, 
the Shh-Gli pathway has been demonstrated to play a major 
mitogenenic role in the development of dorsal brain struc-
tures, including the cerebellum, neocortex, and tectum (Dah-
mane and Ruiz i Altaba, 1999; Wallace, 1999; Wechsler-Reya 
and Scott, 1999; Dahmane et al., 2001; Pons et al., 2001). 
Shh mediated proliferation is also required for maintenance 
of neural stem cells in late development and adult. Shh activ-
ity is triggered by the binding of the ligand to its receptor 
Patched (Ptc), an 11-pass transmembrane receptor. Zinc-fin-
ger proteins of the Gli family are known to be transcriptional 
mediators of Shh-signaling. Within the Shh receiving cell, Gli 
proteins are regulated in the cytoplasm via multiple distinct 
molecular mechanisms. The cyclic AMP-dependent protein 
kinase (PKA) acts as a common negative regulator. Gli repres-
sor forms are generated by PKA-mediated phosphorylation 
and inhibition of PKA activity releases Gli activated forms. 
Gli proteins then move to the nucleus where they can activate 
or repress transcription of specific target genes (Jacob and 
Briscoe, 2003).

13.4.2. Differentiation

Differentiation is the process by which unspecialized cells 
(such as a stem cell) become specialized into one of the many 
highly specialized cells that make up the body. There are two 
directions of differentiation for neural stem cell: neurogen-
esis and gliogenesis. The regulation of neurogenesis, as well 
as the neuronal potential and lineage determination by neural 
stem cells, has been reviewed (Morrison, 2001). Neurogenic 
factors such as BMPs promote neurogenesis by inducing the 
expression of proneural basic helix-loop-helix (bHLH) tran-
scription factors to activate the expression of a cascade of neu-
ronal genes. Moreover, the activity of proneural genes inhibits 
gliogenesis in the CNS; in contrast, mammalian “hairy and 
enhancer of split homolog” (HES) gene expression promotes 
a glial fate. It is likely that other genes also influence multi-
potent stem cells to become glial precursor cells. Olig1 and 
Olig2 promote the development of oligodendrocytes. Notch 
activation acts in neural stem cells as a switch that terminates 
neurogenesis and initiates gliogenesis, even in the continued 
presence of neurogenic growth factors (Figure 13.2).

It has been shown that mutiple bHLH genes play a criti-
cal role in regulation of neural stem cell differentiation (Ber-
trand et al., 2002; Ross et al., 2003). The activator-type bHLH 
genes Mash1, Math, and Ngn are expressed by differentiating 
neurons. These bHLH factors form a heterodimer with a ubiq-
uitously expressed bHLH factor E47 and activate gene expres-
sion by binding to the E box, promoting the neuronal subtype 
specification. bHLH genes promote neuronal subtype specifi-
cation later in differentiation as well, as reviewed (Kageyama 
et al., 2005).

While Mash1, Math, and Ngn promote neurogenesis, the 
repressor-type bHLH genes, including Hes genes, regulate 
maintenance of neural stem cells and promote gliogenesis. 
There are seven members in the Hes family; Hes1, Hes3, and 
Hes5 are highly expressed by neural stem cells. Hes factors 
have a conserved bHLH domain; they form dimers and bind 
to DNA. The target genes for Hes factors include the activa-
tor-type bHLH genes such as Mash1. Hes1 represses Mash1 
expression by directly binding to the promoter. The activator-
type bHLH factors form a heterodimer with another bHLH 
activator E47 and promote neuronal differentiation from 
neural stem cells. Hes1 forms a nonfunctional heterodimer 
with E47 and inhibits formation of Mash1-E47 heterodimer. 
Thus, Hes1 antagonizes Mash1 by two different mechanisms: 
repressing the expression at the transcriptional level and inhib-
iting activity at the protein-protein level.

It has been suggested that Notch signaling is important for 
maintaining multipotency in some neural stem cells but pro-
motes glial differentiation in others or at different times during 
development. The Notch signaling pathway is best character-
ized as mediating cell-cell signaling between adjacent cells. 
The ligands are members of the Delta and Jagged gene fami-
lies and the receptors are single-pass transmembrane pro-
teins. Upon ligand binding, the intracellular domain of Notch 
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(NICD) is released from the plasma membrane and translo-
cates into the nucleus, where it converts the CBF1 repressor 
complex into an activator complex. The NICD/CBF1 activator 
complex upregulates targets such as the Hes and Herp (Hes-
related protein) genes, which block neurogenesis. This is the 
central mechanism to the inhibition of neuronal differentia-
tion by Notch (Yoon and Gaiano, 2005). The following figure 
(Figure 13.2) summarizes a proposed mechanism for a select 
number of factors that regulate differentiation of NSC/NPC.

13.4.3. Migration Signaling

A remarkable feature of the developing CNS is the extensive 
migration of cells. As specific classes of cells come to reside 
in specific layers, migration also reflects the programmed 
control of neuronal fate. Control of these movements is rather 
complex, involving multiple regulatory genes and several 

extracellular molecules. Slit, reelin, and doublecortin may 
all regulate neuronal cell migration (Nadarajah and Parnave-
las, 2002). Slit and its receptor Robos mediate migration of 
neural progenitor cells crossing the midline in the develop-
ing brain (Orgogozo 2004). Doublecortin and reelin regulate 
cortical neuron migration (Feng and Walsh, 2001; Nadarajah 
and Parnavelas, 2002). In addition, chemokines, such as SDF-
1α, play an important role for neural progenitor cell migration 
during development, as discussed in Sect. 13.5.1.

13.5. Chemokines and Neurogenesis

Chemokines constitute a family of structurally related low 
molecular mass (8–11 kDa) proteins with diverse immune and 
neural functions. In addition to their well-established roles in 
the immune system, chemokines play a role in the migration, 
proliferation, differentiation, and survival of neural stem/pro-
genitor cells. (Refer to the Cytokines and Chemokines Chapter 
15.5 regarding chemokine and chemokine receptor classifica-
tion and signaling pathways).

13.5.1. SDF-1 and its Receptor CXCR4

Studies have shown that chemokine receptors are widely 
expressed in embryonic and adult neural stem/progenitor cells, 
including CXCR4, CCR2, CCR5, and CX3CR1 (Ji et al., 2004; 
Tran et al., 2004, Pen et al., 2004; Widera et al., 2004; Ni et al., 
2004). CXCR4 is one of the most highly expressed chemokine 
receptors. Deletion of the gene for the CXCR4 receptor or of 
its only known ligand, stromal cell-derived factor 1 (SDF-1), 
results in embryonic lethality. The brains of mouse embryos 
homozygous for the absence of CXCR4 or SDF-1 have severe 
abnormalities in the development of the cerebellum (Ma et al., 
1998; Zou et al., 1998), hippocampal dentate gyrus (Lu et al., 
2001; Bagri et al., 2002), and neocortex (Stumm et al., 2003). 
In the cerebellum, SDF-1 is highly expressed in the leptome-
ninx and is the major chemoattractant for external germinal 
layer cells in the developing cerebellum (Klein et al., 2001; 
Zhu et al., 2002). In mice lacking SDF-1 or CXCR4, migration 
of granule cell precursors out of the external germinal layer 
occurs prematurely, resulting in abnormal development of the 
cerebellum (Ma et al., 1998). In agreement with a key role for 
CXCR4, CXCR4 mRNA is expressed at sites of neuronal and 
progenitor cell migration in the hippocampus at late embry-
onic and early postnatal ages. The absence of CXCR4 leads 
to a reduction in the number of dividing cells in the migra-
tory stream and in the dentate gyrus itself; in addition, neurons 
appear to differentiate prematurely before reaching their target 
(Lu et al., 2001; Bagri et al., 2002). In the cortex, SDF-1 is 
highly expressed in the embryonic leptomeninx and is a potent 
chemoattractant for isolated striatal precursors, while CXCR4 
is present in early generated Cajal-Retzius cells of the cortical 
marginal zone (Stumm et al., 2003). Mice with a null mutation 
in CXCR4 or SDF-1 show severe disruption of interneuron 

Figure 13.2. A proposed mechanism for a select number of factors 
that regulate self-renew and differentiation of NSC/NPC. Factors that 
promote self-renewal include but are not limited to fibroblast growth 
factor (FGF), the transforming growth factor-β (TGF-β), Wnt signal-
ing, and Notch signaling. NSCs are directed toward differentiating 
along the neuronal lineage by a decrease in Notch signaling and an 
increase in basic helix-loop-helix (bHLH) transcription factors. As 
these immature neurons mature they express activator-type bHLH 
genes Mash1, Math, and Ngn. NSCs are directed toward the glial 
lineage by a low level of bHLH and a higher level of factors such 
as Notch, ciliary neurotrophic factor (CNTF), and Nrg-1. As these 
glial progenitors mature to astrocytes they express Hes and as they 
differentiate into oligodendrocytes they express Oligo1 and Oligo 
2. Specific cell markers can identify each of these cell types. Nestin 
and GFAP are expressed by NSC, PSA-NCAM, DCX, and Tuj-1are 
expressed by neural progenitors, NeuN and Map-2 are expressed by 
maturing neurons, GFAP is expressed by glial progenitors and astro-
cytes, and O4 and Gal-C are expressed by oligodendrocytes.
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placement and proliferation, while the submeningeal position-
ing of Cajal-Retzius cells remains unaffected (Stumm et al., 
2003). In conclusion, SDF-1 likely acts both as a chemoat-
tractant and a mitogenic stimulus for neural stem/progenitor 
cells in the development of the cerebellum, hippocampus, and 
neocortex.

SDF-1 may also affect spinal cord development. SDF-1/
CXCR4 expression is increased in developing spinal cord pro-
genitors. SDF-1 induced chemotaxis in both neural and glial 
progenitor cell, suggesting that SDF-1/CXCR4 may affect 
spinal cord development through modulating progenitor cell 
migration (Luo et al., 2005).

The expression of SDF-1/CXCR4 in the adult CNS sug-
gests that SDF-1/CXCR4 signaling is also important in adult 
neurogenesis (Bagri et al., 2002; Tran and Miller, 2005). In 
the adult, neurogenesis continues in the dentate gyrus. Adult 
neural progenitor cells in the subgranular zone, which pro-
duce granule neurons, express CXCR4 and other chemokine 
receptors, and granule neurons express SDF-1. The expres-
sion of SDF-1 and CXCR4 in adults differs from the embry-
onic patterns but remains consistent with continued functions 
in granule cell mitogenesis and/or chemotaxis.

Neural stem cell survival is an imperative issue during neu-
rogenesis. Whether SDF-1-CXCR4 interaction is involved in 
all three steps of neurogenesis is not clear; however, SDF-1-
CXCR4 signaling regulates survival of both neural progenitor 
cells and oligodendrocyte progenitors in vitro (Krathwohl and 
Kaiser, 2004; Dziembowska et al., 2005).

13.5.2. Other Chemokines and their Receptors

The role of other chemokines and their receptors in neurogenesis 
has only recently become realized. For example, it has been sug-
gested that CXCR2 plays a vital role in patterning the develop-
ing spinal cord; CXCR2 and its ligand, growth-related oncogene 
alpha (GRO -α, CXCL1) are crucial in arresting embryonic oli-
godendrocyte precursor migration (Tsai et al., 2002). Spinal cord 
oligodendrocytes originate in the ventricular zone and subse-
quently migrate to white matter, stop, proliferate, and differenti-
ate (Tsai et al., 2002). Without CXCR2 signaling, a widespread 
dispersal of postnatal precursors has been seen (Tsai et al., 2002). 
This shows that GRO-α-CXCR2 interaction plays an important 
role in holding a population of presumptive white matter (Tsai 
et al., 2002), thus, creating an organized and functional spinal 
cord. Monocyte chemoattractant protein-1 (MCP-1, CCL2) can 
also activate the migration capacity of rat-derived neural stem 
cells. With this in mind, it can be assumed that numerous other 
chemokines and their receptors will be found to play an important 
role in regulating NPC function, similar to CXCR4.

13.6. Growth Factors and Neurogenesis

Numerous growth factors regulate neurogenesis in the CNS 
and are valuable tools in the maintenance and differentiation of 
NPC in culture. Ciliary neurotrophic factor (CNTF) released by 

astrocytes promotes proliferation of NPC (Emsley and Hagg, 
2003). Vascular endothelial growth factor (VEGF) in the sub-
ventricular zone (SVZ) promotes survival, differentiation, and 
release of brain-derived  neurotrophic factor (BDNF), which 
will be discussed in detail in Sect. 13.6.2 (Louissaint et al., 
2002; Hagg, 2005). Insulin-like growth factor (IGF) produced 
endogenously in the brain and from circulating blood stimu-
lates proliferation and differentiation of NPC to a neuronal 
lineage (Anderson et al., 2002). Transforming growth factor 
(TGFα) produced by astrocytes promotes proliferation by the 
activation of  epidermal growth factor (EGF) receptor (Enwere 
et al., 2004; Hagg, 2005). Glial-derived neurotrophic factor 
(GDNF) has been shown to promote survival of dopaminergic 
neurons in culture (Nakajima et al., 2001). Platelet-derived 
growth factor (PDGF) may contribute to survival, differen-
tiation, and migration of NPC (Kwon, 2002). Nerve growth 
factor (NGF) promotes survival and differentiation (Plendl 
et al., 1999). Although numerous growth factors are signifi-
cant in neurogenesis, this section will focus on three growth 
factors: EGF, basic fibroblast growth factor (FGF2) (bFGF), 
and BDNF.

13.6.1. Epidermal Growth Factor and Basic 
Fibroblast Growth Factor

EGF and bFGF regulate survival, proliferation, and differen-
tiation of NPC. Regeneration of neurons after ischemic brain 
injury in rats was significantly increased by infusion of EGF 
and bFGF (Nakatomi et al., 2002). NPC culture systems use 
EGF and bFGF to maintain the cell pool by increasing prolif-
eration and survival and by preventing differentiation. After 
NPC are stimulated to differentiate into neurons, EGF has 
neurotrophic properties on the newly forming neurons to pro-
mote survival. EGF collaborates with sonic hedgehog (SHH) 
and non-amyloidogenic amyloid precursor protein (APP) 
to promote proliferation (Machold et al., 2003; Caille et al., 
2004; Hagg, 2005; Palma et al., 2005).

13.6.2. Brain-Derived Neurotrophic Factor

Brain-derived neurotrophic factor (BNDF) promotes survival 
and differentiation of NPC to a neuronal lineage (Mattson 
et  al., 2004; Hagg, 2005). Infusion of BDNF into the brain of 
rats has been shown to have antidepressant-like properties, as 
demonstrated by the learned helplessness test and forced swim 
test (Siuciak et al., 1997). The antidepressant-like activity may 
be the result of BDNF-stimulated increase in survival and dif-
ferentiation of NPC to neurons in the hippocampus. This is 
supported by the finding that BDNF infusion into the lateral 
ventricle increases the number of newly generated neurons in 
various regions of the rat brain (Pencea et al., 2001). Neuro-
degenerative disorders like bacterial meningitis may cause an 
increase in BDNF levels, which correlates with an increase 
in neurogenesis (Tauber et al., 2005). These support the idea 
that BDNF is a crucial factor in the regulation of neurogenesis, 
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specifically for persuading NPC cultures to differentiate into 
neurons. BDNF can come from multiple sources, including but 
not limited to astrocytes, vascular endothelial cells, neurons, 
and NPC. Other growth factors, hormones, and neurotransmit-
ters may use BDNF as a downstream factor to regulate neuro-
genesis. BDNF expression in astrocytes can be increased by 
noradrenaline, serotonin, and glutamate (Zafra et al., 1992; 
Mattson et al., 2004). Testosterone increases the expression of 
VEGF, which then stimulates release of BDNF (Palmer et al., 
2000; Hagg, 2005). Another regulator of BDNF is nitric oxide 
production by NPC, which can act in a positive feed back loop 
with BDNF to shift NPC from proliferation to differentiation 
(Cheng et al., 2003).

13.7. The Role of Neurotransmitters 
in the Regulation of Neurogenesis

Neurotransmitters such as acetylcholine (Harrist et al., 2004; 
Mohapel et al., 2005), dopamine (Baker et al., 2004; Hoglinger 
et al., 2004; van Kampen and Robertson, 2005), serotonin 
 (Banasr, 2004), norepinephrine (Kulkarni, 2002), GABA (Bolteus 
and Bordey, 2004; Overstreet Wadiche et al., 2005; Wang et al., 
2005), and glutamate (Kitamura et al., 2003; Luk et al., 2003; 
Brazel et al., 2005), contribute to the regulation of neurogenesis 
in the dentate gyrus (DG) and the subventricular zone (SVZ) of 
the lateral ventricles. These neurotransmitters regulate prolifera-
tion, differentiation, migration, survival, and synaptic plasticity.

13.7.1. Dopamine in Neurogenesis

Dopamine projections from the midbrain innervate the SVZ 
and have been shown to promote proliferation and differentia-
tion through the activation of dopamine D2 and D3 receptors 
(Baker et al., 2004; Hoglinger et al., 2004; Hagg, 2005; van 
Kampen and Robertson, 2005); however, other evidence sug-
gests that activation of D3 receptors does not affect neuro-
genesis and D2 receptor activation may inhibit neurogenesis 
(Baker et al., 2005; Kippin et al., 2005). These apparent con-
tradictions reflect the fact that neurogenesis is complex and is 
dependent on balance among signals that simulate and inhibit 
neurogenesis (Hagg, 2005). Specific D3 activation stimu-
lated proliferation and showed preferential differentiation 
to neuronal phenotype (van Kampen et al., 2004; van Kam-
pen and Robertson, 2005), and dopamine D3 activation has 
been shown to have neuroprotective effects (Vu et al., 2000; 
Anderson et al., 2001; Carvey et al., 2001).

13.7.2. Serotonin in Neurogenesis

Serotonin projections innervating the SVZ and DG have been 
shown to influence proliferation and survival (Simpson et al., 
1998; Banasr et al., 2004). Serotonin stimulation of 5-HT1a 
receptors enhances NPC proliferation and increases levels of 
BDNF, which promotes survival and stimulates differentia-

tion of NPC to a neuronal lineage (Banasr et al., 2004; Matt-
son et al., 2004; Hagg, 2005).

13.7.3. Norepinephrine in Neurogenesis

Norepinephrine has been shown to influence proliferation, but 
it has not been shown to affect survival or differentiation in 
the DG (Kulkarni et al., 2002). Adrenergic receptors are abun-
dant in the CNS; however, their significance in neurogenesis 
has not been well established.

13.7.4. GABA in Neurogenesis

Maturing neurons receive GABAergic input for one to two 
weeks before they form glutamatergic synapses (Overstreet 
Wadiche et al., 2005). GABA contributes to the stimulation 
of proliferation, migration, and neurite outgrowth (Owens and 
Kriegstein, 2002; Bolteus and Bordey, 2004). GABA is essen-
tial for the maturation of neurons and formation of functional 
synapses. GABA’s role is not simply the creation of new neu-
rons, but also the formation of functional synapses that ulti-
mately lead to repair or improved neurological function.

13.7.5. Glutamate in Neurogenesis

Glutamate is the primary excitatory neurotransmitter in the 
mammalian CNS, where it has been shown to mediate synap-
tic transmission, synaptic plasticity, neuronal toxicity and pro-
liferation, and differentiation of NPC (Dingledine et al., 1999; 
Arundine and Tymianski, 2004). During many neurodegener-
ative disorders, extracellular glutamate levels are increased in 
the CNS. This increased glutamate leads to excitotoxicity of 
neurons, but some of the negative effects may be counterbal-
anced by increasing neurogenesis and activation of survival 
pathways in select cells, including NPC. Glutamate acts on 
several receptor types, which are classified into “metabotropic” 
and three “ionotropic” groups: kainate, N-methyl-D-aspartate 
(NMDA), and α-amino-3hydroxy-5-methyl-4-isoxazolepro-
pionate (AMPA) receptors (Monaghan et al., 1989; Hollmann 
and Heinemann, 1994; Pin and Duvoisin, 1995). Metabo-
tropic glutamate receptors are GPCRs whose activation leads 
to release of Ca2+ from intracellular stores or inhibition of ade-
nylyl cyclase (Pin and Duvoisin, 1995). Ionotropic receptors 
are ion channels that open upon binding of glutamate, leading 
to the influx of sodium and/or calcium and the efflux of potas-
sium, resulting in changes in membrane potential and diverse 
cellular processes (Arundine and Tymianski, 2004).

NMDA receptor antagonist reduced proliferation of 
striatal neurons, demonstrating that NMDA receptor acti-
vation may induce proliferation (Sadikot et al., 1998; Luk 
et al., 2003). The metabotropic glutamate receptor subtype 
mGluR5 is expressed early in development in regions of 
active proliferation, suggesting that mGluR5 may play 
a role in proliferation and/or differentiation (Di Giorgi 
Gerevini et al., 2004).
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Numerous studies have shown beneficial effects to neuro-
genesis by activating and/or potentiating AMPA receptors. 
By decreasing the rate of desensitization of AMPA recep-
tors, proliferation of NPC increases in rat hippocampus (Bai 
et al., 2003). Multiple mechanisms have been suggested to 
explain this AMPA receptor mediated neurogeneration. The 
increased expression of genes that stimulate proliferation 
and/or differentiation is one possible method for AMPA-
mediated neurogenesis. Activation of AMPA receptors 
leads to increased expression of immediate early genes, 
such as: NGFI-A, c-fos, c-jun, and jun-b in oligodendrocyte 
progenitors (Pende et al., 1994).

Potentiation of AMPA receptors can also increase 
BDNF expression in the rat hippocampus, especially in the 
dentate gyrus (Mackowiak et al., 2002). AMPA receptor 
activation can lead to upregulation of BDNF in a calcium-
dependent and calcium-independent manner. Calcium can 
bind to calcium response elements on the BDNF promoter, 
resulting in increased BDNF transcription. Also, AMPA 
receptors can physically associate with the tyrosine kinase 
Lyn. Lyn activation through AMPA receptors can stimu-
late mitogen-activated protein kinases (MAPK), leading 
to increased BDNF expression (O’Neill et al., 2004). As 
previously described, BDNF promotes survival and dif-
ferentiation of NPC to a neuronal lineage (Mattson et al., 
2004; Hagg, 2005).

13.7.6. Interaction of Neurotransmitters
in Neurogenesis

One factor for the creation of the SVZ and DG niches for 
NPC and neurogenesis could be the overlap of neurotransmit-
ter systems in these two areas (Simpson et al., 1998; Hagg, 
2005). Serotoninergic and dopaminergic projections converge 
almost exclusively over the SVZ. Similarly, serotoninergic 
and norepinephrinergic projections congregate over the DG 
(Hagg, 2005). None of these neurotransmitters may be suf-
ficient to stimulate neurogenesis on its own; rather, it is the 
multitude of neurotransmitters, growth factors, and chemo-
kines that combine to create the niche for NPC and to stimu-
late successful neurogenesis.

13.8. Brain Inflammation 
and Neurogenesis

Previously, the brain was thought to be an immune-privi-
leged organ. Now it is clear that the brain does respond to 
peripheral inflammatory stimuli through both neural and 
humoral afferent signals. The concept that the microglia 
act as the brain’s immune system has also become widely 
accepted. The inflammatory responses in the brain have 
different features from those of nonneuronal tissues. 
Microglia activation and elevated levels of cytokines and 

adhesion molecules are hallmarks of CNS inflammation 
(Matyszak, 1998).

The likely role of immune cells in regulating neurogenesis 
is of great interest. Their effects may depend on the timing, 
dynamics, and severity of the inflammation. On the positive 
side, it has been suggested that the immune system may be pro-
tective and even assist regeneration; microglia (Streit, 2002) 
and macrophages (Rapalino et al., 1998) have been shown 
to facilitate tissue repair after CNS injury. On the negative 
side, the immune system may also cause “bystander damage” 
in the inflamed brain. The limited regeneration capacity and 
extreme vulnerability of CNS neurons to inflammatory condi-
tions make the inflamed CNS a hostile environment for neu-
rogenesis. Pharmacologic approaches to control neurogenesis 
and/or neuroinflamation are likely to become important areas 
of research for treatment of CNS injury and neurodegenera-
tion.

13.8.1. Inflammation can Suppress Neurogenesis

Accumulating evidence suggests that brain inflammation 
plays an important role in the pathogenesis of chronic neuro-
degenerative disease such as Alzheimer’s disease, Parkinson’s 
disease, and multiple sclerosis (Marchetti and Abbracchio, 
2005). Acute brain injury from stroke and status epilepticus 
is also linked to inflammation. Although it has been reported 
that these insults trigger increased neurogenesis in the sub-
granular zone of the dentate gyrus, it has also been shown that 
newly formed dentate neurons were severely lost, which may 
be associated with brain inflammation. Arvidsson et al. (2002) 
showed that more than 80% of new striatal neurons that are 
generated from the subventricular zone after stroke in rats die 
within the first week after the insult (Arvidsson et al., 2002). 
Systemic inflammation triggered by peripheral infection can 
cause activation of microglia in the brain of Alzheimer’s dis-
ease patients, leading to aggravation of the cognition decline. 
Epidemiological studies suggest that patients on long-term 
anti-inflammatory treatments have a significantly reduced 
risk of Alzheimer’s disease (Zandi and Breitner, 2001).

An invariant feature of damage to the CNS is the migration 
of microglia to the site of injury and their subsequent activa-
tion; however, the specific role of microglia in neurogenesis 
is still controversial. The activation of microglia can result in 
either neuroprotective or neurotoxic effects, or both. Previous 
studies have indicated that microglia are capable of secret-
ing neurotrophic survival factors upon activation (Kim and 
de Vellis, 2005), and they can direct neural precursor cell 
migration and differentiation (Kim and de Vellis, 2005). Yet 
several recent publications (Ekdahl et al., 2003; Monje et al., 
2003; Hoehn et al., 2005) report pathogenic roles of microglia 
on neurogenesis, as well as strengthening the traditional view 
that immune cells in the CNS have an adverse effect on neu-
rogenesis. In lipopolysaccharide-induced inflammation of the 
rat CNS, basal hippocampal neurogenesis is strongly impaired 
and the increased neurogenesis triggered by this brain insult 
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is also attenuated. This impairment is associated with microg-
lial activation. Activated microglia were localized in close 
proximity to the newly formed cells, and the impairment of 
neurogenesis depended on the degree of microglia activation. 
Systemic administration of the microglial activation inhibitor 
minocycline effectively restored neurogenesis, presumably 
by suppressing inflammation without affecting neurogenesis 
(Ekdahl et al., 2003).

Using a coculture system, Monje et al. (2003) found that 
activated but not resting microglia decreased the differentia-
tion of neural progenitor cells to approximately half of con-
trol levels. Furthermore, in vivo models of acute and chronic 
inflammation also demonstrated that inflammation itself sup-
presses neurogenesis. Neurogenesis and activated microglia 
show a striking negative correlation, and decreased microglial 
activation by inflammatory blockade with the nonsteroidal 
anti-inflammatory drug indomethacin likely accounts for part 
of its restoration of neurogenesis (Monje et al., 2003). Hoehn 
et al. (2005) also showed indomethacin treatment significantly 
decreased activated microglia in focal cerebral ischemia in rats. 
This increased the survival of progenitor cells and allowed a 
higher fraction to differentiate into oligodendrocytes and neu-
rons. The deleterious effect of activated microglia on neuro-
genesis is most likely mediated through the action of cytokines, 
such as IL-1β or IL-6, TNFα, IFN-γ, NO, and reactive oxygen 
species; all of these factors can be released from microglia and 
are neurotoxic in vitro (Hoehn et al., 2005).

When human neural stem cells were transplanted into the 
ischemic cortex of rats after distal middle cerebral artery occlu-
sion, transplanted stem cells survived robustly in naive and isch-
emic brains 4 weeks post-transplant. Survival was influenced 
by proximity of the graft to the stroke lesion and was negatively 
correlated with the number of IB4-positive inflammatory cells. 
The negative correlation of cell survival to lesion size and IB4-
positive cells suggests that inflammatory cytokines are detri-
mental to be the transplanted cells, in accordance with other 
studies (Arvidsson et al., 2002). Given that the magnitude of 
the inflammatory response and the types of cytokines present 
change with time after ischemia, these data imply that the tim-
ing of stem cell transplant could significantly influence cell sur-
vival, with greater survival predicted if cells are transplanted 
after inflammation has subsided (Kelly et al., 2004).

13.8.2. Proregenerative Role of Microglia 
and Brain Immunity

Microglia have unique characteristic of being both supportive 
glia and immunocompetent defense cells. Many observations 
strongly support a neuroprotective and proregenerative role 
of microglia in the injured CNS. In the facial nerve axotomy 
model of neuron-microglia interaction and neural regenera-
tion (Streit, 2002), microglial cells are found to contact the 
membrane of neurons that will not undergo apoptosis and will 
eventually regenerate their axons. Their data suggested that 
microglia may somehow orchestrate the recovery of these 

cells by assuming a protective role. Microglia activation after 
brain injury can also benefit regeneration through the release 
of neurotrophic molecules and some cytokines (Figure 13.3).

Schwartz and colleagues bring forward a concept of pro-
tective autoimmunity (Moalem et al., 1999). Although an 
uncontrolled immune response impairs neuronal survival 
and neurogenesis, a local immune response that is properly 
controlled can support survival and promote recovery. The 
immune response that causes cell loss under neurodegenera-
tive conditions also blocks neurogenesis in the adult CNS, 
while the immune response that protects against cell loss also 
supports neurogenesis (Schwartz, 2003).

The mechanisms by which inflammation regulates neu-
rogenesis remain inconclusive. Recently, investigators have 
begun to dissect out detrimental aspects of the immune system 
that may be responsible for unnecessary tissue loss and restric-
tions on axonal regeneration. Early inhibition of TNF or TGF-
β2 significantly decreases scarring and tissue loss, and can 
lead to improvement in functional outcome after CNS injury 
(Brewer et al., 1999; Logan et al., 1999). Further investigation 
of the roles of individual inflammatory factors, growth fac-
tors, and neurotransmitters in neurogenesis will help to shed 
light on this important research field. Figure 13.3 summarizes 
a proposed mechanism for the simulation of neurogenesis dur-
ing brain injury and neurodegenerative disorders.

13.9. Stem Cell and Neuronal Repair 
During Brain Injury and Neurodegenerative 
Disorders

A variety of insults have been shown to be induce neurogen-
esis within the adult brain (Parent, 2003), either in regions that 
have known neurogenic activity, or even in regions where neu-
rogenesis normally does not occur (Yamamoto et al., 2001).

Damage induced by mechanical injury, prolonged seizures, 
trauma or stroke increases dentate gyrus cell proliferation, 
where a majority of the newly generated cells differentiate 
into granule neurons (Parent, 2003). It also has been shown 
that progenitor cells are capable of proliferation and differen-
tiation into mature myelinating oligodendrocytes in models of 
acute demyelination (Gensert and Goldman, 1997). In vari-
ous animal models of seizure, such as kainate and pilocarpine 
models of temporal lobe epilepsy, chemoconvulsant-induced 
status epilepticus, or electrical kindling models of epilepto-
genesis, increased dentate granule cell neurogenesis has been 
observed after stimulation (Parent, 2003). Roles of stem cells 
in other specific diseases are elaborated below.

13.9.1. Huntington’s Disease and Alzheimer’s 
Disease

Increased neurogenesis has been reported in patients with Hun-
tington’s disease and Alzheimer’s disease (Curtis et al., 2003; 
Jin et al., 2004). Compared to control patients, Alzheimer’s 
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disease brains showed increased expression of the immature 
neuronal marker doublecortin and the early neuronal differen-
tiation protein TUC-4. Expression of doublecortin and TUC-4 
was associated with neurons in the dentate gyrus, the physiolog-
ical destination of these neurons, and in the CA1 region, which 
is the principal site of hippocampal pathology in Alzheimer’s 
disease. A recent paper (Jin et al., 2004) showed enhanced neu-
rogenesis in Alzheimer’s disease transgenic mice, in contrast 
to previous reports (Haughey et al., 2002; Wen et al., 2002). 
Similarly, there is a significant increase in cell proliferation in 
human subependymal layer in response to neurodegeneration 
of the caudate nucleus of Huntingtion’s patients compared with 
control brain. These findings indicate that neuron damage or loss 
can trigger neurogenesis, and this may represent a mechanism 
directed toward the replacement of dead or damaged neurons.

13.9.2. Cerebral Ischemia

Recent findings in rodents show that cerebral ischemia is 
another injury that stimulates neurogenesis in adult brain. 
Yagita et al. (2001) provide evidence that the proliferating 
cells found after ischemia are neural progenitor cells (Yagita 

et al., 2001). Ischemia can lead to the proliferation of newborn 
cells that migrate into the zone of ischemic injury, differenti-
ate, and express markers of mature striatal neurons (Arvidsson 
et al., 2002). In general, global cerebral ischemia induces neu-
rogenesis in the dentate gyrus, whereas focal cerebral ischemia 
additionally increases new neurons in the SVZ (Zhang et al., 
2005). Stroke selectively and significantly increases the num-
ber of type A and type C cells, which are more actively prolif-
erating neural stem cells. Infusion with the antimitotic agent 
cytosine-arabinofuranoside to the brain almost completely 
ablates type A and type C cells in the ischemic subventricular 
zone, thus indicating that neural stem cells contribute to cere-
bral ischemia-induced neurogenesis (Chen et al., 2004). In a 
middle cerebral artery occlusion ischemia model, BrdU label-
ing was increased in the ipsilateral SVZ and rostral migratory 
stream, indicating directed migration of neural progenitors 
toward the infarct area from their sites of origin.

13.9.3. Parkinson’s Disease

In contrast to cerebral ischemia, Alzheimer’s disease and 
Huntington’s disease, which have clear evidence of increased 

Figure 13.3. A proposed mechanism for the simulation of neurogenesis during brain injury and neurodegenerative disorders. During neu-
ronal injury, neurons produce chemokines, which recruit mononuclear phagocytes (MP) into the brain and to the site of injury. As these MP 
enter an environment of injury or inflammation, they become activated, subsequently releasing factors that might promote neurogenesis. 
These factors include but are not limited to neurotrophins, which may act directly to enhance the survival and proliferation of NPCs, and 
cytokines that might activate astrocytes. These activated astrocytes produce chemokines that could promote the migration of NPCs to the site 
of injury and they can release neurotrophins that can promote neuronal survival. Once the NPCs receive these migratory and neurotrophic 
signals, the NPCs can migrate, proliferate, and differentiate into neuronal or astrocyte precursors, which then mature into neurons and astro-
cytes that may integrate into the CNS circuitry.
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neurogenesis, the question of whether adult brain generates 
new dopamine neurons is still controversial. Using confocal 
laser scanning microscope, Zhao et al. (2003) found dopa-
minergic neurons with BrdU-positive nuclei in the substan-
tia nigra (Zhao et al., 2003). But a different conclusion was 
reported in another study (Frielingsdorf et al., 2004). Kay 
and Blum (2000) also reported the presence of BrdU-positive 
proliferative cells in the subtantia nigra. Some of cells were 
identified as microglia, and none of them differentiated into 
dopamenergic neurons (Kay and Blum, 2000). Another recent 
study (Yoshimi et al., 2005) revealed lack of neurogenesis of 
TH-positive neurons from proliferative stem cells in the sub-
stantia nigra. These proliferative cells were mainly microglia, 
but some PSA-positive cells, candidates for newly differenti-
ated young neurons, were present in the substantia nigra and 
increased in number after dopamine deprivation. Although 
PSA immunoreactivity is not conclusive evidence of neuro-
genesis, the results suggests compensatory neuronal differen-
tiation from mitotically silent cells in Parkinson’s disease.

13.9.4. Possible Mechanisms of Injury-Induced 
Neurogenesis

The mechanisms that underlie the injury-induced neurogenesis 
mostly remain unclear. Growth factors and neurotrophic factors 
are likely candidates. In the case of forebrain ischemia, it has 
been shown that expression of bFGF and BDNF increase after 
injury. Normal neurodevelopment is guided by the spatial and 
temporal expression of trophic and growth factors, so these fac-
tors may represent the brain’s attempt to protect injured neurons 
by activating developmental programs. In addition to protecting 
neurons, trophic and growth factors have also been shown to 
stimulate proliferation of adult neural stem cells and to direct 
their differentiation (Aberg et al., 2000; Pencea et al., 2001).

Activated glial cells are another candidate for directing isch-
emia-induced neurogenesis. Astrocytes are implicated in the 
regulation of adult neurogenesis in various settings (Song et al., 
2002). Microglia activated during inflammation can be a source 
of trophic factors and chemokines that influence endogenous 
stem cell behavior. Endothelial cells are another source of neu-
rotrophic factors, including VEGF, BDNF, bFGF, and chemo-
kines that promote the survival and migration of NSCs. Palmer 
et al. investigated the relationship of angiogenesis and neuro-
genesis and referred to the survival coupling of neuroblasts 
and endothelial cells as the “vascular niche” (Palmer et al., 
2000). Treatment with VEGF 24 hours after stroke enhances 
angiogenesis and neurogenesis, indicating that VEGF plays an 
important role in brain repair (Zhang et al., 2000).

13.9.5. Functional Significance of Neurogenesis 
After Injury

While stem cells within the adult brain can be stimulated 
to replace damaged neurons. Important questions remain: 

do these newly formed neurons in the adult brain establish 
appropriate synaptic connections and are they functionally 
integrated into the existed network? It is still uncertain to 
what extent neurogenesis contributes to functional recovery. 
Newly born neurons can establish synaptic contacts and are 
electrophysiologically functional (Carlen et al., 2002; van 
Praag et al., 2002). When neurogenesis was blocked, mice 
exhibited an impaired performance of a hippocampus-depen-
dent memory task, suggesting that the newly born neurons 
are involved in the formation of certain types of memories 
(Shors et al., 2001). Using ionizing radiation to decrease 
neural regeneration after global ischemia, Raber et al. (2004) 
demonstrated that reduction of neurogenesis reduces func-
tional recovery (Raber et al., 2004). Consistent with these 
data, Stilley et al. (2004) reported that transplantation of neu-
ronal cells enhanced cognitive function in patients with basal 
ganglia stroke (Stilley et al., 2004).

An elaborate study by Ramer et al. (2000) finally docu-
mented a functional regeneration of sensory axon (Ramer 
et al., 2000). Not only were specific behavioral tests corre-
sponding to the regenerated fiber phenotypes used, but they 
also confirmed their findings by reinjury of the regenerated 
fibers to demonstrate their capability for participation in func-
tional recovery.

13.10. Neural Stem Cells and their 
Potential Role in Transplant Therapy 
for Neurodegenerative Disorders

The use of stem cells to generate replacement tissues for 
treating neurological diseases is a major focus of stem cell 
research. Spinal cord injury, multiple sclerosis, Parkinson’s 
disease, Huntington’s disease, amyotrophic lateral sclerosis 
and Alzheimer’s disease are among those diseases for which 
the concept of replacing destroyed or dysfunctional cells in the 
brain or spinal cord is a practical goal. The potential of sev-
eral promising cell types to serve as an effective transplant has 
been evaluated in terms of the cell’s ability to survive, differen-
tiate, and migrate in an inflammatory milieu of the adult CNS 
(Magnus and Rao, 2005). Many different cell types, including 
neural stem cells, precursors, and embryonic stem cells, have 
been suggested as candidate cells for therapy (Rao and Mayer-
Proschel, 2000). Several neurological disorders that show 
some progress in stem cell therapy are discussed below.

13.10.1. Stem Cells for Transplant Therapy

Embryonic stem cells can proliferate indefinitely and under cer-
tain condition they can differentiate to neurons and glia in the 
laboratory. Even though they hold the promise of being able to 
repair or replace cells or tissues that are damaged or destroyed 
in neurodegenerative disorders, transplantation of embryonic 
stem cells is not feasible with current techniques. The lines of 
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unaltered human embryonic stem cells that exist will not be 
suitable for direct use in patients. These cells will need to be 
differentiated or otherwise modified before they can be used 
clinically. Simply injecting freshly isolated stem cells into the 
patient would lead to the formation of teratomas, as it occurs 
when stem cells are injected into mice. Current challenges are 
to direct the differentiation of embryonic stem cells into spe-
cialized cell populations, and also to devise ways to control 
their development or proliferation once placed in patients.

NSCs isolated from fetal nervous tissue have the potential 
to differentiate into all types of nervous system cells, includ-
ing neurons, oligodendrocytes, and astrocytes, so NSCs also 
have the capacity to replace damaged tissue in both the CNS 
and PNS. NSCs will restore functional neurons and glia and 
regenerate injured tissue. It is this characteristic of neural stem 
cells that makes them a potentially valuable transplantation 
material in a host of disorders.

Although adult neural stem cells might provide medical 
solutions that avoid the ethical and legal problems of clon-
ing and fetal stem cell approaches, the limiting factor for the 
use of adult stem cells in future cell-replacement strategies 
is that there are insufficient numbers of cells available for 
transplantation. This is because most adult stem cells that are 
grown in a culture dish are unable to proliferate in an unspe-
cialized state for long periods of time. In cases where they can 
be grown under these conditions, they cannot be directed to 
become specialized as functionally useful cells. New data on 
the plasticity of adult stem cells may change this situation. A 
number of studies have suggested that adult stem cells from 
various organs are plastic, meaning that they can differentiate 
not only into their original source tissue, but also into cells 
of unrelated tissue. The limited plasticity of adult stem cells 
is a major hurdle to overcome before they will be a practi-
cal alternative to ES cells, but many believe this feat will be 
accomplished as study of these cells continues.

13.10.2. Progress in Stem Cell Therapy 
in Neurological Disorders

13.10.2.1. Parkinson’s Disease

Among all the CNS disorders, Parkinson’s disease (PD) has 
the longest history of stem cell transplantation therapy. In 
Parkinson’s disease, the loss of dopaminergic neurons in the 
substantia nigra is the major pathological change; thus, the 
major transplant therapeutic strategy has been to restore dopa-
minergic neurons by fetal tissue throughout the 1990s (Lind-
vall et al., 1990; Mehta et al., 1998; Dunnett and Bjorklund, 
1999). However, fetal tissue grafts showed short graft sur-
vival and limited integration of the grafts, which appeared to 
reduce the usefulness of fetal tissue. The use of stem cells has 
increased recently, since they appear to be far superior to fetal 
tissue grafts. Several groups have generated highly enriched 
populations of dopamine neurons from mesencephalic pro-

genitors. Transplantation of expanded mesencephalic precur-
sors resulted in spontaneous transformation into dopaminergic 
neurons, and functional recovery has been achieved in Parkin-
sonian rats (Studer et al., 1998; Sawamoto et al., 2001).

Since only limited numbers of NSCs can be purified from 
the midbrain, embryonic stem cells may be another candidate 
for transplantation in PD (Storch et al., 2004; Snyder and 
Olanow, 2005). McKay’s group first generated dopaminer-
gic neurons from mouse embryonic stem cells, with greater 
enrichment achieved by mimicking the oxygen tension of 
the developing midbrain. When transplanted into 6-OHDA-
lesioned rats, embryonic stem cell-derived dopamine neurons 
showed functional recovery in this dopamine-depleted animal 
model (Lee et al., 2000; Studer et al., 2000; Kim et al., 2002). 
Takagi et al. (2005) generated large numbers of dopaminergic 
neurons from monkey ES cells in vitro (Takagi et al., 2005). 
Behavioral studies and functional imaging revealed that the 
transplanted cells functioned as dopaminergic neurons and 
attenuated MPTP-induced neurological symptoms. This may 
be one of the most exciting reports from recent research, for 
the first time showing that a stem cell-based strategy provides 
clinical benefits in nonhuman primates.

To reach ultimate functional recovery in Parkinson’s dis-
ease, transplanted dopaminergic neurons must survive, 
reinnervate the striatum, and integrate into the host nigrostriatal 
system. While many reports in recent years are encouraging, 
to date only limited survival of dopamine neurons derived 
from stem cells has been observed following transplantation. 
Even in the best case, more than 99% of implanted dopamine 
neurons died within 14 weeks. This raises the need to develop 
optimized protocols of transplantation that provide better graft 
survival; on the other hand, there is also a need to determine 
the appropriate number of cells required for transplantation. 
Even though significant progress has been made in stem cell-
based strategy of Parkinson’s disease in animal models, it is 
far from certain that these will directly lead to meaningful 
treatment for human disease (Snyder and Olanow, 2005).

While the current research focuses on dopaminergic neu-
rons, non-dopaminergic degeneration is also an important part 
of Parkinson’s disease pathology. It remains to be established 
whether it is favorable to implant a pure population of dopa-
minergic neurons or whether the graft should also contain a 
specific mix of other neuron types and glial cells to induce 
maximum symptomatic relief.

13.10.2.2. Spinal Cord Injury

Spinal cord injury is associated with the loss of both neurons 
and glial cells; thus, stem cell-based therapy for reconstitut-
ing the injured spinal cord could be used to replace multiple 
cell types.

The extent of spinal cord injury depends on the severity of 
the initial trauma as well as the level of subsequent injury. The 
primary impact of contusion injury triggers a cascade of sec-
ondary events including hemorrhage, ischemia, excitotoxicity 
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and inflammation, which lead to apoptotic neuronal and oli-
godendroglial death (Beattie et al., 2002). Transplantation will 
depend on a thorough understanding of the lesion environment 
and specific deficits associated with the individual injury. To 
maximize integration of transplanted cells, a variety of strate-
gies such as reducing inflammation, inhibiting apoptosis of 
transplanted cells by in vitro preconditioning, and modifying 
the glial scar are being tested (Ramer et al., 2004).

The potential application of neural stem cells for spinal 
cord injury has been investigated by numerous studies. It has 
been reported that neural stem cells induced to neuronal dif-
ferentiation by neurogenin-2 provided significant functional 
benefit following transplantation after contusion injury (Hof-
stetter et al., 2005). Further, undifferentiated cells can achieve 
the regional appropriate phenotype specification in response 
to local signals in exclusive niches (Gage, 2000).

Embryonic stem cells also have been tested. Myelination 
in the injured spinal cord by implanted mouse embryonic 
stem cells was reported (Brustle et al., 1999). A recent study 
reported that oligodendrocytes derived form human embry-
onic stem cells were able to myelinate demyelinated foci in 
spinal cord contusions (Nistor et al., 2005). The discovery of 
NG2-expressing progenitors within the spinal cord stirred the 
hope for using endogenous stem cells in spinal cord injury 
(Horner and Gage, 2000); however, the current incomplete 
understanding of the neural stem cell niche makes it impos-
sible to control and manipulate, so this ideal approach remains 
beyond reach.

13.10.2.3. Multiple Sclerosis

For multiple sclerosis, it has been demonstrated that sponta-
neous myelin repair may occur as a physiological response 
to immune-mediated destruction of the myelin sheath. But 
the spontaneous remyelination is not robust enough and fails 
over time (Pluchino et al., 2004). Although it remains unclear 
which type of cell drives axon re-ensheathment in vivo, 
endogenous oligodendrocyte progenitor cells are believed to 
play a role in this process (Bruck et al., 2003). Transplanted 
oligodendrocyte progenitor cells seemed to be more efficient 
than endogenous oligodendrocyte progenitor cells in repairing 
the myelin sheath (Blakemore et al., 2000).

The use of neural stem cells in remyelinating therapy has 
been explored by many researchers. Pluchino et al. (2003) 
successfully used adult neural stem cells to promote functional 
recovery in a multiple sclerosis model. Transplanted neural 
stem cells showed the ability to selectively reach the demy-
elinating areas, where they differentiated into axon-ensheath-
ing oligodendrocytes and achieved extensive remyelination 
(Pluchino et al., 2003).

13.10.2.4. Other Diseases

There are relatively fewer reports about the generation of 
cholinergic neurons, which are the major sites of degenera-

tion in Alzheimer’s disease and motor neuron disease. Wu 
et al. (2002) demonstrate that a “priming” procedure, which 
involves culturing the fetal human neural stem cells on lam-
inin in the presence of a cocktail of bFGF and heparin in vitro, 
generates a nearly pure population of neurons after transplan-
tion into adult rat brain. Furthermore, stem cell-derived cho-
linergic neurons were found following implantation in regions 
that normally contain many cholinergic neurons, such as the 
spinal cord and medial septum, but were not seen in regions 
normally lacking these cells, such as the hippocampus and 
cortex. In contrast, the human neural stem cells that did not 
undergo in vitro priming produced primarily glia or undiffer-
entiated cells following implantation (Wu et al., 2002).

Stem cell-based therapy for cerebral ischemia will be 
more complicated, because the extensive cell death and mas-
sive inflammatory response make these brains a more hos-
tile environment for cell grafts. Various sources of cells have 
been tested for their ability to reconstruct the forebrain and 
improve function after transplantation in animal models of 
stroke (Lindvall and Kokaia, 2004). In most cases, only a few 
grafted cells could survive. Some recent exciting findings in 
rodents suggest that stroke can induce an increase in neuro-
genesis; thus, a new therapeutic approach based on self-repair 
has been brought forth, as discussed in Sect. 13.11.1.

Although stem cell-based strategies have generated some 
encouraging results, much work is needed to achieve a bet-
ter understanding of the transplantation efficacy, long-term 
survival, and functional integration before any future human 
applications will be feasible.

13.11. Future Directions in Neurogenesis 
for Neurodegenerative Disorders

Although current research still focuses on cell-based therapies 
by transplantation of exogenous stem cells or differentiated 
neurons for neurodegenerative disorders such as Parkinson’s 
disease, Huntington’s disease or amyotrophic lateral sclerosis, 
which all result from a loss of relatively defined phenotypes of 
cells, accumulating evidence indicates that endogenous neu-
rogenesis may occur as part of an intrinsic brain self-repair 
process. This raises the possibility of developing therapeutic 
strategies based on activation of dormant capacities of endog-
enous neural stem cells.

13.11.1. Endogenous Adult Stem Cells 
as a Therapeutic Strategy

Recent evidence confirms the widespread occurrence of neu-
ral stem cells and the production of new neurons in many 
parts of adult brain. Although the regeneration of new neu-
rons has been observed only at a very low frequency and can 
only replace a small fraction of neurons (Fallon et al., 2000; 
Magavi et al., 2000), these findings encourage work toward 
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a therapeutic strategy based on neurogenesis, especially in 
neurodegenerative disease where persistent stimuli for neu-
rogenesis exist or where additional stimulation and regulation 
are possible. For those neural injuries and neurodegenerative 
disorders that involve relatively broad areas and many types 
of neurons, this will be an especially attractive direction. With 
appropriate manipulation, perhaps many types of neurons that 
have been considered irreplaceable can be regenerated under 
the right circumstances (Kruger and Morrison, 2002).

Distinct environmental cues may instruct endogenous progen-
itors to differentiate into specific neuronal subtypes depending 
on their locations. Adult stem cells can regenerate specific neu-
ronal subtypes appropriate for the sites of damage. For example, 
targeted degeneration of corticothalamic neurons in the neocor-
tex and dopaminergic neurons innervating the striatum has been 
shown to induce regeneration of the same cells types.

The strategy of manipulating endogenous stem cell for 
repairing relies on finding the appropriate factors and signaling 
molecules that help the patient’s own stem cells survive and 
grow. Previous studies have shown that exogenous growth fac-
tors can increase the rate of neurogenesis in the adult brain and 
a certain combination of exogenous factors and endogenous 
stimulation may be necessary for boosting the regeneration of 
neurons at lesion sites (Weiss et al., 1996). By intraventricular 
infusion of growth factors, CA1 hippocampal pyramidal neu-
rons that were lost to ischemic injury were remarkable regener-
ated by endogenous neural progenitor cells. These new neurons 
not only survived for a long period of time but also established 
synaptic connections and showed functional contributions by 
ameliorating deficits in hippocampal-dependent spatial cogni-
tion in ischemic rat models (Nakatomi et al., 2002).

Although newly born neurons are able to project over 
relatively long distances to targets, questions remain about 
whether and how the projections incorporate into local circuits 
given the complexity of the adult brain network. Nakatomi 
et al. (2002) noted that the synapses of newly born neurons 
appeared to remain immature and exhibited altered electro-
physiological properties even 3 months after ischemia. Also, 
not all incorporation of new cells into the brain circuitry is 
beneficial (Nakatomi et al., 2002). For example, prolonged 
seizures lead to the generation of ectopic neurons or abnor-
mal projections in the striatum and hippocampus, so abnormal 
neurogenesis may even worsen seizure damage by its pro-epi-
leptogenic nature (Parent, 2003).

While a growing number of studies report injury-induced 
enhancement of neurogenesis, it is clear that endogenous stem 
cells unable to replace most types of neurons lost to injury. There 
is no evidence connects neurogenesis with improved functions or 
slowed disease progression in neurodegenerative disease. Thus, 
it will not be easy to achieve functional neuronal regenesis and 
brain reconstruction. For example, although hippocampus is a 
known site of active neurogenesis throughout adulthood, newly 
generated cells beyond the dentate gyrus appear to be very lim-
ited (Rietze et al., 2000). So it is very important to understand 
how the brain microenvironment changes as a result of injury, 

and how stem cells respond to the spatial and temporal signals 
presented. The successful development of therapeutic applica-
tions based on endogenous neurogenesis will depend on our 
ability to manage the proliferation, migration, differentiation, 
and functional integration of recruited cells. Much work is still 
required to fulfill such a strategy.

13.11.2. Other Potential Therapeutic Value 
of NSC

The potential therapeutic value of NSCs is greatly enhanced 
by the basic biology. NSCs are potent vehicles for gene ther-
apy, so NSCs may be useful to carry copies of genes into tis-
sue that will benefit the disease therapy. NSCs are migratory; 
thus, transplanted NSCs will migrate from the site of deliv-
ery to distant areas of active neurogenesis or to the damaged 
tissue, where they reconstruct both neural networks and glia 
support. Because NSCs will migrate to distant, multiple, and 
extensive regions of the nervous system, they may be useful in 
“global” degeneration, in which all or most of the nervous sys-
tem is affected. In addition to regernerative capabilities, stem 
cells may have an immunoregulatory potential. Mesenchymal 
stem cells have been shown to inhibit effector T-cell activi-
ties, reducing autoimmune inflammation of the CNS (Zappia 
et al., 2005). This immunoregulatory potential of mesenchy-
mal stem cells suggests that NSC may also possess similar 
properties, but this is an area of research that still remains to 
be investigated (Uccelli et al., 2006).

Finally, much of the biology of regeneration of nervous 
system tissue has yet to be discovered. Many of the factors 
that contribute to regeneration and/or that prevent it remain 
unknown. NSCs may provide as yet unidentified factors to host 
tissue, enabling or enhancing regeneration of damaged tissue.

Summary

Neural stem cells, including early stem cells and late progeni-
tor cells, persist throughout life and provide a source for new 
neurons, astrocytes, and oligodendrocytes to neural tissue 
in a process called neurogenesis. These cells are critical in 
neural development and likely contribute to neuronal repair 
in disorders such as stroke, multiple sclerosis, Parkinson’s 
disease, HIV-1 associated dementia, and brain inflammation. 
This chapter reviewed the current understanding of neural 
stem cells, with a particular focus on the chemokines, growth 
factors, and neurotransmitters that influence the migration, 
proliferation, and differentiation of neural stem cells during 
development and in brain disorders.
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Review Questions/Problems

 1. Which cell type is not likely derived from neural stem/
progenitor cells?

 a. Neuron
 b. Monocyte
 c. Astrocyte
 d. Oligodendrocyte

 2. Which of the following is not a necessary process for 
successful neurogenesis?

 a. Proliferation
 b. Migration
 c. Differentiation
 d. Necrosis of stem cell 

 3. Neural tissue is derived from which germ layer?

 a. Ectoderm
 b. Mesoderm
 c. Endoderm
 d. None of the above

 4. What role do basic helix-loop-helix (bHLH) genes 
Mash1, Math and Ngn have on neurogenesis?

 a. Induce differentiation to the glial lineage
 b. Induce migration of NPC
 c. Maintain the stem cell pool by regulating self-renewal
 d. Induce differentiation to the neuronal lineage

 5. Which receptor does SDF-1 activate to induce migra-
tion of NPC?

 a. CCR2
 b. CCR4
 c. CXCR4
 d. CX3CR1

 6. What possible effects could selective serotonin reup-
take inhibitors (SSOIs) have on neurogenesis?

 a. Increase neurogenesis by enhancing proliferation and 
survival of NPC

 b. Increase neurogenesis by inducing migration toward 
serotonin projections

 c. Decrease neurogenesis by down-regulating the 
expression of brain derived neurotrophic factor 
(BDNF)

 d. Decrease neurogenesis by inhibiting the proliferation 
of NPC

 7. Which cell type releases factor that induce neurogen-
esis following CNS injury?

 a. Astrocytes
 b. Microglia
 c. Endothelial cells
 d. All of the above

 8. Which is not a complication for embryonic or fetal 
stem cell transplant therapy?

 a. Transplanted cell are recognized by the immune system 
as foreign and are rejected

 b. Some cultural ethics oppose the use of embryonic and 
fetal stem cells

 c. Transplanted cells preferably differentiate to microglia 
rather than neurons

 d. Transplanted embryonic stem cells may form teratomas 

 9. Which is not a complication for an autograft (from one 
to oneself) transplant of adult stem cells?

 a. Limited plasticity of adult stem cells hinders the use of 
non-neuronal stem cells

 b. After in vitro culture and transplantation, the immune 
system recognizes the transplanted cells as foreign and 
are rejected

 c. Adult stem cells grown in vitro are usually unable to 
proliferate in an unspecialized state

 d. In vitro conditions that allow for adequate proliferation 
of adult stem cells fail to direct the differentiation to 
functionally useful cells

 10. Which is not possible a role (other than neurogenesis) 
of stem cells in treating CNS disorders?

 a. Stem cells can be utilized as vehicles for gene 
therapy

 b. Stem cells can inhibit effector T-cell activities, reduc-
ing autoimmune inflammation

 c. Stem cells can actively uptake and degrade neurotoxins
 d. None of the above

 11. What are the two criteria that must be fulfilled in order 
to identify a cell as a “stem cell”?

 12. What is the difference between a stem cell and a pro-
genitor cell?

 13. Discuss the positive and negative effects inflammation 
has on neurogenesis.

 14. List some of the roles of stromal cell-derived factor 1 
(SDF-1) in CNS development and homeostasis.

 15. What are the effects of brain-derived neurotrophic fac-
tor (BDNF) on NPC?

 16. List the processes that a neural stem cell must undergo 
to become a functional neuron.

 17. Discuss the role of Notch signaling in regulating stem 
cell self-renewal versus differentiation.
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 18. Discuss the advantages and shortcomings of embryonic, 
fetal, and adult stem cells for transplantation therapies.

 19. Discuss the benefits and problems associated with ther-
apies using exogenous stem cells as compared to target-
ing endogenous stem cells to promote neurogenesis.
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14.1. Introduction

Neurobiology is the study and functional organization of the 
cells that make up the nervous system. The central nervous 
system (CNS) begins as a simple neural plate that folds to 
form a groove and then a tube. Then stem cells within the 
neural tube are directed toward glia and neurons under the 
influence of various neural developing signaling processes. It 
is these cells including, but not limited to, neurons, microg-
lia, astrocytes, endothelial cells, their communication and cir-
cuitry, one with the other, that lead to our abilities to sense and 
respond to the environment, think, ambulate, and behave. Neu-
robiology is at the very interface of biology and neuroscience 
but is significantly different from each of the fields. Biology 
is that of all building blocks of cell organization and function 
regardless of tissue origin. It is broad and without limits. Neu-
roscience is by its very integration includes works in computa-
tion and cognition that are linked to the clinical disciplines of 
psychiatry and neurology. Each alone or together relate to cell 
and system analyses and disease. Nonetheless, the disciplines 
of neuroscience and biology overlap to generate the field of 
neurobiology. Here there is a central focus on the cell and its 
functional outcomes. This chapter seeks to describe the disci-
pline of neurobiology starting from the cell and its function to 
system organization to function. Such processes underlie both 
nerve cell communication and function as well as the role glial 
cells can affect the process overall.

14.2. Neuron

Neurons are the core cell elements of the brain, spinal cord and 
peripheral nerves that process and transmit information. Neu-
rons are composed of a cell body (soma), dendritic tree (arbor, 

where they receive input) and one axon (where they transmit 
out) that conduct the nerve signal through electrical impulses. 
Dendrites are cellular extensions with extensive branches and 
called, a dendritic tree. The chemical synapse occurs only in 
one direction from the axon. The complexities of the mam-
malian nervous system are due, in large measure, to neuronal 
size, shape and functional heterogeneity. Neurons communicate 
across synapses (the gap between the axon terminal and the 
dendrites of the receiving cell) through electrochemical signals 
to and from the brain at up to 200 mph. The neuron is with-
out a doubt, the basic anatomical building block of the nervous 
system. Understanding its functions and that of its organelles 
opens the discovery of nervous system function itself. The Ger-
man scientist Heinrich Wilhelm Gottfried von Waldeyer-Hartz 
coined the word “neuron” in 1891. Subsequently Ramón y Cajal 
established that the two types of neuronal processes, axons and 
dendrites, do not interconnect in anastomotic continuity and are 
therefore independent entities. The many neuronal dendrites 
receive electrical impulses from the axons of other neurons or 
receptors and conduct this activity to the neuron’s own axon for 
transmission to other cells. This basic tenet is called the “neuron 
doctrine” (Ramón y Cajal, 1995). The cell soma (so called peri-
karyon) contains the neuron’s nucleus (with DNA and nuclear 
organelles). The axon, a long extension of the nerve cell, takes 
information away from the cell body. Bundles of axons are 
known as nerves or, within the central nervous system (CNS), 
as nerve tracts or pathways. Myelin coats insulate the axon 
(except for periodic breaks called nodes of Ranvier), resulting 
in increased transmission speed along the axon. Myelin is man-
ufactured by Schwann’s cells, and consists of 70–80% lipids 
(fat) and 20–30% protein. Dendrites branch from the cell body 
and receive messages from for example axons of other neurons 
across a synapse. A typical neuron has about 1,000–10,000 syn-
apses (that is, it communicates with 1,000–10,000 other neu-
rons, muscle cells, glands, amongst others).

14.2.1. Axon

A neuron usually only has one axon extending from the 
soma, but it may have branches distal collaterals. The axon 
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emerges from the soma and in rare case from a dendrite, 
and can extend to distant targets up to a meter or more away 
from the cell body (e.g. motor neurons and corticospinal 
projection neurons). Microfilaments and microtubules act 
together to guide and support the growth and differentiation 
of axons and dendrites. The exploratory activity of growth 
cones, as they respond to external guidance cues during the 
formation of axons and dendrites, are driven by actin fila-
ments; whereas, microtubules stabilize the structure of the 
newly established axon or dendrite (Mitchison and Kirsch-
ner, 1988; Smith, 1988b; Gordon-Weeks, 1991; Avila et al., 
1994; Tanaka and Sabry, 1995; Heidemann, 1996; Smith 
et  al., 2000).

14.2.2. Dendrites and Dendritic Arbors

Dendrites are extensions from the soma specialized for receiv-
ing and processing synaptic inputs. They make connections 
relatively close to the soma as compared with axons. Dendrites 
are rarely longer than 1–2 mm, even in the largest neurons. 
Larger neurons typically have both a larger soma and more 
extensive dendritic arbors (Figure 14.1). At one extreme, a 
dendrite connects a single remote target to the rest of the neu-
ron. This is referred to as sective arborization. At the other 
extreme, dendritic branches can occupy most of the domain of 
arborization in a space-filling arborization. An example of this 
type of arborization is the cerebellar Purkinje cell arbor that 
forms synapses with at least half of the parallel fiber axons 
that pass through it. Most dendritic arborizations lie between 
the selective and space-filling varieties and are referred to as 
sampling arborizations.

14.2.2.1. Intracellular Components of Dendrites

The contents of large proximal dendrites are similar to those 
of the soma, including the Golgi apparatus and the rough 
endoplasmic reticulum (RER). These characteristically organ-
elles diminish in number however, with increasing distance 

from the soma and decreasing dendrite diameter. The Smooth 
 endoplasmic reticulum (SER), which is thought to be involved 
in the regulation of calcium, unlike the RER is found through-
out the dendrites.

Organelles of the early endosomal pathway involved in 
membrane protein sorting and recycling (sorting and recy-
cling endosomes) are common throughout the dendrites. 
Pits and vesicles representing the initial step in endocytosis 
are frequently seen in the dendrites. These pits and vesicles 
have a cytoplasmic coat composed of clathrin (Brodsky, 
1988), which gives it a distinctive periodic structure that is 
also observed on the tips of early endosomes. Clathrin-coated 
vesicles uncoat less than a minute after their formation from a 
coated pit (Fine and Ockleford, 1984). For this reason clathrin 
coated vesicles are only found near their locus of generation 
within the  dendrite.

14.2.2.2. Dendritic Spine

The most common synaptic specializations of dendrites are 
simple spines. Dendritic spines are protrusions from the 
dendrite of usually no more than 2 µm, often ending in a 
bulbous head attached to the dendrite by a narrow stalk or 
neck. The cytoskeleton of dendrites is composed of microtu-
bules, neurofilaments, and actin microfilaments. In an adult 
brain, the highest concentrations of actin are associated with 
the dendritic spines which form the postsynaptic component 
of most excitatory synapses (Matus et al., 1982; Fifkova, 
1985; Kaech et al., 1997). The dendritic spine’s actin retains 
a capacity for dynamic activity which can result in rapid 
changes in the shape of the dendritic spine(Fischer et al., 
1998; Dunaevsky et al., 1999; Halpain, 2000; Lendvai et 
al., 2000; Matus, 2000). By contrast, the highest concentra-
tions of the microtubule components, including tubulin and 
the microtubule-associated proteins, occur in the shafts of 
dendrites (Matus et al., 1981; Bernhardt and Matus, 1982; 
Burgoyne and Cumming, 1984; De Camilli et al., 1984; 
Huber and Matus, 1984).

14.2.3. Synapse

Neurons communicate with each other at regions of  contiguity 
called synapses. Foster and Sherrington first coined this term 
in 1897 (Foster and Sherrington, 1897). The synapse is where 
the axon terminal of one cell links to a dendrite or soma of 
another. Neurons may have more than 1000 dendrites that 
connect to even more cells. Synapses function as excitatory 
or inhibitory in how they affect neuronal activity. When an 
action potential engages the axonal termini it opens voltage-
gated calcium channels. Calcium then enters which causes 
neurotransmitters within vesicles to be released into the syn-
aptic cleft that then activates postsynaptic neuronal receptors. 
In mammals, the majority of synapses are chemical rather than 
electrical. Substances called neurotransmitters and neuromod-
ulators - either a gas or, more commonly, a liquid, rather than 

Figure 14.1. The densities of dendritic arbors lie on a continuum of 
values. Differences in arbor densities reflect differences in connec-
tivity. [Drawings of neurons from (Ramón y Cajal, 1995)].
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an uninterrupted electrical signal - convey information from 
one neuron to another. The presynaptic part contains vesi-
cles with neurotransmitters. There are at least two common 
ways to categorize the mammalian synapses: (1) the electri-
cal change in the postsynaptic cell (excitatory or inhibitory), 
and (2) the neurotransmitter used (for example, cholinergic 
– acetylcholine and catecholaminergic - dopamine). We the 
latter classification was used. Synapses are typically sur-
rounded by glial cells, which might perform auxiliary roles 
such as the secretion of neuromodulatory factors, regulation 
of extracellular ion concentration, and uptake of neurotrans-
mitters (Haydon, 2001). The specific presynaptic plasma 
membrane region where synaptic vesicles dock and fuse is 
called “active zone.”

14.2.3.1. Synaptic Adhesion

The synapse is an intercellular junction whose structural 
organization shares similarities with other types of junc-
tions such as the immunological synapse or the intercellu-
lar junctions of epithelial cells (Dustin and Colman, 2002; 
Jamora and Fuchs, 2002). Functionally, adhesive interac-
tions between presynaptic and postsynaptic components, 
more specifically the active zone of presynaptic membrane 
(see 2.3.2) and postsynaptic density (see 2.3.7), will ensure 
proximity of release and receptor engagement. Several 
molecules have been identified in relation to synaptic adhe-
sion, including cadherins (Shapiro and Colman, 1999; Yagi 
and Takeichi, 2000), protocadherins (Frank and Kemler, 
2002), neural cell-adhesion molecule (NCAM), L1, fasci-
clin II (Davis et al., 1997), nectin (Mizoguchi et al., 2002), 
neurexins and neuroligin (Missler and Sudhof, 1998), inte-
grins (Chavis and Westbrook, 2001), and syndecans (Hsueh 
and Sheng, 1999).

14.2.3.2. Presynaptic Terminal

A typical presynaptic bouton is a specialized portion of the 
axon. It is characterized by an active zone, a region where 
the presynaptic plasma membrane comes into close con-
tact with the postsynaptic plasma membrane and an asso-
ciated cluster of vesicles (De Camilli et al., 2001). A few 
synaptic vesicles are adjacent to the active zone and are 
referred to as docked vesicles. Vesicle exocytosis occurs at 
the active zone; subsequent endocytic retrieval of vesicular 
components may occur both at the active zone and in the 
peri-active zone area (Roos and Kelly, 1999). Vesicle matu-
ration involves acidification of the lumen, loading with the 
neurotransmitter, association with peripheral membrane 
proteins needed for exocytosis, and recapture into a vesicle 
cluster. The vesicle cluster is embedded in an actin-rich 
area and is generally located next to mitochondria, which 
provides the energy required for the vesicle cycle and neu-
rotransmitter dynamics and to the endoplasmic reticulum 
whose function includes the regulation of local cytosolic 
calcium.

14.2.3.3. Active Zones

The active zone is the specialized region of the cortical 
cytoplasm of the presynaptic nerve terminal that directly 
faces the synaptic cleft. It has a dense appearance under 
the electron microscope reflecting the presence of a pro-
tein scaffold—the presynaptic grid—within which docked 
vesicles are nested (Pfenninger et al., 1969). Functionally, 
the vesicles that are docked, or a subset of them, comprise 
a readily releasable pool of vesicles (Murthy et al., 2001) 
(Schikorski and Stevens, 2001). Scaffolding proteins play 
a role both in recruiting vesicles to the plasma membrane 
as well as in the regulation of release. This arrangement 
ensures the exocytotic release of neurotransmitter in close 
proximity to their postsynaptic receptors and in setting the 
release process to the appropriate dynamic range.

14.2.3.4. Exocytosis

It is now well established that in vivo efficient membrane 
fusion requires the interaction of small cytoplasmically 
exposed membrane proteins called soluble N-ethylmaleimide 
sensitive factor (NSF) attachment receptors (SNAREs) (Sollner 
et al., 1993). For synaptic vesicle exocytosis, the relevant 
SNAREs are synaptobrevin/ vesicle-associated membrane 
protein (VAMP) 1 and 2, syntaxin 1, and synaptosome-associ-
ated protein of 25,000 daltons (SNAP-25). Synaptobrevins/
VAMPs are localized primarily on synaptic vesicles, while 
syntaxin and SNAP-25 are localized primarily on the plasma 
membrane. Fusion is driven by the progressive zippering of 
vesicle and plasma membrane SNAREs forming a four-helix 
bundle (Sutton et al., 1998). Although many other proteins 
appear to play critical roles in synaptic vesicle exocytosis, it 
seems likely that SNAREs are the minimal machinery required 
for fusion (Weber et al., 1998). Once assembled, SNARE 
complexes are disassembled by NSF, which functions in con-
junction with SNAP proteins.

14.2.3.5. Calcium-Triggered Exocytosis

Synaptic vesicles fuse with the plasma membrane constitu-
tively under resting conditions, but the probability of vesicle 
fusion is increased dramatically by elevations in cytosolic 
Ca2+. Synaptotagmin is an integral vesicle membrane protein 
with two C2 domains that bind Ca2+, SNARE proteins, and 
phospholipids. A model suggests that Ca2+ binding induces 
the interaction of one or both C2 domains with plasma mem-
brane proteins/lipids to catalyze SNARE-mediated membrane 
fusion (Fernandez-Chacon and Sudhof, 1999; Chapman, 
2002). In addition to synaptotagmin, other proteins with tan-
dem C2 domains are present either on the vesicles [for exam-
ple, double C2 protein (Doc2) and rabphilin] or at the active 
zone [for example, Rab3-interacting molecule (RIM) and 
piccolo] (Rizo and Sudhof, 1998). These together with other 
calcium-binding proteins within the presynaptic termini, may 
contribute to Ca2+-sensitivity of exocytosis.
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14.2.3.6. Endocytosis: Kiss-and-Run

The concept of synaptic vesicle recycling was conclusively 
established in the early 1970s (Holtzman et al., 1971; Cec-
carelli et al., 1973; Heuser and Reese, 1973), and the role 
of clathrin-mediated endocytosis in the recycling of synap-
tic vesicles is now well established. A model of endocytosis 
referred to as “kiss-and-run” has attracted considerable inter-
est (Ceccarelli et al., 1973; Fesce et al., 1994). In this model, 
vesicles release neurotransmitter via a transient fusion pore. 
Newly reformed vesicles may then stay in place, be reloaded, 
and undergo a new round of exocytosis or may de-dock and 
allow other vesicles to take their place.

14.2.3.7. Postsynaptic Density

Opposite the active zone on the postsynaptic plasma 
membrane is an electron dense region referred to as the 
postsynaptic density (PSD). This membrane structure is 
thought to be important for both the clustering of post-
synaptic receptors and ion channels and for the assembly 
of the postsynaptic signaling machinery (Hall and Sanes, 
1993; Garner and Kindler, 1996). Ultra structural studies 
have shown that a fine meshwork of filamentous material 
is assembled at the cytoplasmic face of the active zone 
and the postsynaptic plasma membrane (Hall and Sanes, 
1993; Garner and Kindler, 1996). Electron microscopy also 
reveals interactions between the PSD and organelles of the 
dendritic spine. Smooth endoplasmic reticulum cisterns 
are found in the spine [reviewed by (Fifkova and Morales, 
1992)] and in some cases reach the margins of the PSD 
(Spacek and Harris, 1997). The PSD and spine apparatus 
appear to be interconnected by actin filaments. However, 
the actin filaments may be distinct from a PSD core, which 
contains regulatory components such as aCaMKII (Adam 
and Matus, 1996). The cytoarchitecture of the spine is 
thought to be in dynamic flux. Actin concentrations are 
high in the spine, and its polymerization is negatively con-
trolled by intracellular Ca2+ fluxes (reviewed by (Fifkova 
and Morales, 1992) ). The PSD-concentrated molecules 
include, but are not limited to, ionotropic N-methyl-D-
acetate (NMDA) and DL-a-amino-3-hydroxy-5-methyl-
4-isoxazole propionic acid (AMPA)–type of glutamate 
receptors, the metabotropic glutamate receptors (Nusser 
et al., 1994), alpha-actinin-2 (Wyszynski et al., 1997), 
fodrin (Carlin and Siekevitz, 1983), N-cadherin (Yamagata 
et al., 1995), calmodulin (Grab et al., 1979), a-calmodulin-
dependent protein kinase II (aCamKII) (Kennedy et al., 
1983), protein kinase C (PKC) β and γ (Wolf et al., 1986), 
extracellular signal-regulated kinase 2 (ERK2) (Suzuki et 
al., 1995), protein kinase A (PKA) (Carr et al., 1992), fyn 
tyrosine kinase (Suzuki and Okumura-Noji, 1995), TrkB 
receptor (Wu et al., 1996), and G proteins (Wu et al., 1992). 
Several PSD-associated molecules are tethered near to or 
within the PSD via specialized adaptor proteins containing 
PDZ domains.

14.2.3.8. PDZ Domains

The PDZ domain was originally identified as a common 
domain found in three structurally similar proteins: PSD-95/
SAP90, DLG, and ZO1, which share the Gly-Leu-Gly-Phe 
sequence motif (Garner and Kindler, 1996; Craven and Bredt, 
1998; Hata et al., 1998). Molecular analysis of vertebrate syn-
aptic junctions has revealed that features specific to different 
types of synapses are achieved through a growing superfam-
ily of proteins containing PDZ domains. The PDZ domain is 
approximately 90 amino acids in length, and has a high affinity 
to short peptide sequences located on the C-terminus of the 
interacting protein. These include, among others, members 
of the synapse-associated protein (SAP) 90/PSD-95 fam-
ily [human homologue of the Drosophila discs large (hdlg)/
SAP97, SAP102 and channel associated protein of synapse-
110 (Chapsyn110)/PSD-93], and also CASK, glucocorticoid 
receptor-interacting protein (GRIP)/ Actin-binding protein 
(ABP), Synaptic scaffolding molecule (S-SCAM), mammalian 
homologue of unc-18 (Munc-18) interacting protein 1 (Mint1), 
and protein interacting with C kinase (PICK1) (Garner and 
Kindler, 1996; Craven and Bredt, 1998; Hata et al., 1998; Kim 
and Huganir, 1999). Known interacting molecules of PSD-95 
include NMDA receptors, neuroligin, kainate receptor, and 
guanylate kinase-associated protein (GKAP)/SAP-associated 
protein (SAPAP) (Kornau et al., 1995; Garcia et al., 1998; 
Missler et al., 1998; Fujita and Kurachi, 2000). GKAP also 
interacts with another PDZ-domain containing molecule 
ProSAP/Shank, which interacts with homer, metabolic 
glutamate receptors, and cortactin (Boeckers et al., 1999a; 
Boeckers et al., 1999b; Naisbitt et al., 1999; Tu et al., 1999).
Cortactin is an actin-binding molecule, and supports the 
protein scaffold complex as an architectural anchor on 
the cytoskeleton. Other known complexes include AMPA 
receptor subunits GluR2 and GluR3 interaction with PDZ 
domain of GRIP1 (Dong et al., 1997), GRIP2/ABP (AMPA-
receptor binding protein) (Srivastava et al., 1998), and PICK1 
(Xia et al., 1999). PDZ-containing molecules also inter-
act with signaling molecules, such as GTPase activating 
proteins (GAPs) and GDP-GTP exchange factors (GEFs) 
which regulates the small GTP-binding proteins ras, rac, and 
rho (Furuyashiki et al., 1999; Alam et al., 1997; Zhang et 
al., 1999). These signals presumably mediate intracellular 
dynamics of the PDZ-containing molecular complex, and 
leads to cytoskeletal movement (such as actin dynamics), 
complex endocytosis, recycling, and exocytosis.

14.2.4. Axonal Transport

Axon is a polarized extension from cell body, and its plus-end 
nerve terminal contains presynaptic terminal. The growing 
axons often contain growth cones at the nerve terminal, mobil-
ity of which is critically important for the axonal plasticity. The 
axon is packed with cargo moving along a unipolar microtubule 
array either toward the nerve terminal (anterograde transport) 
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or toward the cell body (retrograde transport). This bidirec-
tional transport process, known as axonal transport, is not 
fundamentally different from the pathways of macromolec-
ular and membrane traffic that occur in all eukaryotic cells. 
Anterograde motor machinery is fundamental for the trans-
port of presynaptic molecules in the membrane cargo and 
mitochondria to the nerve terminal. Retrograde machinery 
is critically important for neurotrophic signaling, which is 
mediated by retrograde transport of signaling endosomes, 
containing neurotrophin-receptor complex, into cell soma. 
Known neurotrophin/receptor complexes include nerve 
growth factor (NGF)-TrkA, brain-derived neurotrophic 
factor (BDNF)/neurotrophin (NTF)-4/NTF-5-TrkB, and 
NTF-3-TrkC. Such retrograde signaling leads to activation 
of molecules involved in endocytosis, axonal growth, and 
cell survival, such as phosphatidylisositol-3-kinase (PI3K), 
ERK1/2/5, Akt, and cAMP-response element binding pro-
tein (CREB) (Heerssen and Segal, 2002).

Membranous organelles are the principal cargo of fast axo-
nal transport. Golgi-derived transport vesicles move antero-
gradely at maximal rates of ∼2–5 µm/s, whereas endocytic 
vesicles, lysosomes, and autophagosomes move retrogradely 
at maximal rates of ∼1–3 µm/s. One exception to the high duty 
ratio of membranous organelles is mitochondria (Hollenbeck, 
1996). These organelles move less rapidly than most Golgi-
derived and endocytic vesicles, forming a kinetically distinct 
component of axonal transport. Membranous and non-mem-
branous cargoes are all transported along axons by the same 
underlying mechanism but they move at different rates due to 
differences in their duty ratio.

Anterograde transport of membrane cargo molecules is 
mediated by kinesins (such as KIF1), whereas retrograde 
transport is mediated by dynein. Dynein attached to mem-
brane cargo is inactivated during the anterograde trans-
port. Once membrane cargos travel to the nerve terminal 
at this “turnaround” zone, cytoplasmic dynein and kinesin 
become activated and repressed respectively. The exact 
switching mechanism is currently unknown. A zone for 
switching the direction of organelle movement also may 
be created when axonal transport is blocked at a site of 
nerve injury. After a delay, many vesicles accumulating 
on the anterograde side of the block reverse their direc-
tion and travel back to the cell body (Smith, 1988a), where 
they may instruct the nucleus to respond to the injury. This 
reversal may be mediated, at least in part, by the recruit-
ment of additional cytoplasmic dynein onto these vesicles 
(Li et al., 2000).

14.3. Neuronal Classification

There are different types of neurons. Although all neurons 
carry electro-chemical nerve signals, they can differ in their 
structure (the number of processes, or axons, emanating from 
the cell body) and in their location in the body.

14.3.1. Bipolar Neuron

Bipolar neurons have two processes extending from the cell 
body (Figure 14.2). Most sensory (or afferent) neurons are 
this type, carrying messages from the body’s sense recep-
tors (eyes, ears, etc.) to the CNS. Sensory neurons account 
for 0.9% of all the neurons. Examples of sensory neurons are 
retinal cells, olfactory epithelium cells, and the cochlear and 
vestibular ganglia.

14.3.2. Unipolar Neuron (Formally Called 
Pseudounipolar Neurons)

Actually, unipolar neurons have two axons rather than an axon 
and dendrite (Figure 14.3). Mostinterneurons, which form all 
the neural wiring within the CNS, are of this type. Examples 
include spinal ganglia, most cranial nerve sensory ganglia, 
and the trigeminal mesencephalic nucleus. Dorsal root ganglia 
cells extend one axon centrally toward the spinal cord, and the 
other axon toward the skin or muscle.

14.3.3. Multipolar Neurons

Multipolar neurons have many processes that extend from 
the cell body (Figure 14.4). However, each neuron has only 
one axon. Most motor (or efferent) neurons are this type and 
account for 9% of all neurons. Multipolar neurons have a 
diversity of shapes.

Some shapes are so characteristic that those cells are spe-
cially named. Examples are:

Figure 14.3. Drawing of a unipolar neuron (modified with permission 
from http://homepage.psy.utexas.edu/homepage/class/Psy332/Salinas/
Cells/sensoryneuron.gif).

Figure 14.2. A sensory neuron leading a signal from a receptor of the 
skin through the dendrite to the cell body and subsequently further to 
the axon (figure used with permission from Biology Mad http://www.
biologymad.com/NervousSystem/nervoussystemintro.htm).
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Purkinje cell—A single layer of large cell bodies in the cer-
ebellar cortex, between the molecular (left) and granular 
(right) layers.

Pyramidal cell—named on the basis of the cell body’s shape. 
It is one of the two major neuronal types found in the cere-
bral cortex. It has a large apical dendrite, which extends 
vertically from the top of the pyramid, and basal dendrites, 
which come off horizontally at the base of the pyramid. The 
axon also typically extends from the base.

Granule cell of dentate gyrus in the hippocampus (a particular 
region of the cerebral cortex)—dendrites extend from one 
end of the cell while the axon comes off from the other.

Cortical interneurons—Interneurons in the cortex constitute a 
rather diverse group of neurons responsible of establishing 
mostly local circuits in the cortex.

Motor neuron (motoneuron)—Found in the lamina IX of the 
spinal cord and certain cranial nerve motor nuclei.

14.4. Diversity in Neuronal Transmission

14.4.1. Glutamatergic Neurons

Glutamate (Glu) is the most abundant amino acid in the 
CNS. About 30% of the total Glu acts as the major excitatory 
neurotransmitter in the brain. Glu is synthesized in the nerve 
terminals from two sources: from glucose via the Krebs cycle 
and from glutamine by the enzyme glutaminase. The produc-
tion of the neurotransmitter glu is regulated via the enzyme 
glutaminase. Glu is stored in vesicles and released by a Ca2+ 
dependent mechanism.

Glutamatergic neurons are widely distributed throughout 
the entire brain. Prominent glutamatergic pathways are the 
cortico-cortical projections, the connections between thalamus 
and cortex, and the projections from cortex to striatum (extra-
pyramidal pathway) and to brainstem/spinal chord (pyramidal 
pathway). The hippocampus and the cerebellum also contain 
many glutamatergic neurons. Glutamatergic neurons and 
NMDA receptors in the hippocampus are important in the 
creation of long-term potentiation (LTP), a crucial component 
in the formation of memory. Cortical neurons use Glu as the 
major excitatory neurotransmitter. Excess stimulation of glu-
tamatergic receptors, as seen in seizures or stroke, can lead 
to unregulated Ca2+ influx and neuronal damage. Decreased 

glutamatergic function is thought to be involved in the cre-
ation of psychotic symptoms. Phencyclidine and ketamine can 
induce psychotic symptoms and d-cycloserine or glycine can 
decrease psychotic symptoms in schizophrenia.

14.4.1.1. Glutamate Receptors

Glu acts at three different types of ionotropic receptors and 
at a family of G-protein coupled (metabotropic) receptors. 
 Binding of glu to the ionotropic receptors opens an ion channel 
allowing the influx of Na+ and Ca2+ into the cell.

14.4.1.1.1. Ionotropic receptors

– NMDA receptors bind glu and N-methyl-D-aspartate. The 
receptor is comprised of two different subunits: NR1 (seven 
variants) and NR2 (four variants). The NMDA receptor is 
highly regulated at several sites. For example, the receptor 
is virtually ineffective unless a ligand (such as glycine or D-
cycloserine) binds to the glycine site of the receptor which 
is blocked by the binding of ligands [such as MK-801, ket-
amine, and Phencyclidine (PCP)] to the PCP site.

– AMPA receptors bind glutamate, AMPA, and quisqualic 
acid.

– Kainate receptors bind glutamate and kainic acid.

14.4.1.2. The Metabotropic Glutamate Receptor 
Family

The metabotropic receptor family includes at least seven dif-
ferent types of G-protein coupled receptors (mGluR1–7). They 
are linked to different second messenger systems and lead to 
the increase of intracellular Ca2+ or the decrease of cAMP. The 
increase of intracellular Ca2+ leads to the phosphorylation of 
target proteins in the cell.

14.4.2. GABAergic Neurons

Gamma-aminobutyric Acid (GABA) is an amino acid with 
high concentrations in the brain and the spinal chord. It acts as 
the major inhibitory neurotransmitter in the CNS. Cortical and 
thalamic GABAergic neurons are crucial for the inhibition of 
excitatory neurons. GABA is synthesized via decarboxylation of 
glutamate by the enzyme glutamate decarboxylase (GAD). Two 
forms of GAD, GAD65 and GAD67, are found in the brain.

The GABA
B
 receptor is found postsynaptically (causing 

decreased excitability) as well as presynaptically (leading to 
decreased neurotransmitter release). GABA is removed from 
the synapse by a sodium dependent GABA uptake transporter. 
GABAergic neurons can be divided into two groups: (1) short-
ranging neurons (interneurons, local circuit neurons) in the 
cortex, thalamus, striatum, hippocampus, cerebellum, and spi-
nal chord, and (2) Medium/Long ranging neurons (projection 
neurons) in: (1) Basal ganglia (caudate/putamen to globus pal-
lidus to thalamus/substantia nigra), (2) Septum to hippocam-
pus, and (3) Substantia nigra to thalamus, superior colliculus. 

Figure 14.4. Drawing of a motor neuron (figure used with permission 
from Biology Mad http://www.biologymad.com/NervousSystem/
nervoussystemintro.htm).
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Benzodiazepines or barbiturates are helpful in the treatment 
and prevention of seizures, and modulation of GABA

A
 recep-

tors is beneficial in the treatment of anxiety disorders, insom-
nia and agitation—most likely due to a general inhibition of 
neuronal activity.

14.4.2.1. GABA Receptors

GABA acts at three types of receptors: GABA
A
, GABA

B
, 

and GABA
C
 receptors. GABA

A
 and GABA

C
 receptors are 

 ionotropic, whereas the GABA
B
 receptor is a G-protein 

 coupled metabotropic receptor. The GABA
A
 receptor is a fast 

responding anion channel that is sensitive to bicuculline and 
picrotoxin blockage. The receptor-channel complex is com-
prised of five subunits. Activation leads to the opening of the 
channel, allowing CI− to enter the cell, resulting in decreased 
excitability. Sixteen GABA

A
 genes encode 5 families of native 

GAGA
A
 subtypes. Various compounds can bind to several dif-

ferent sites of the receptor. For example, benzodiazepines with 
high activity at the a1 are associated with sedation whereas 
those with higher affinity for GABA

A
 receptors containing a2 

and/or a3 subunits have good anti-anxiety activity.
The GABA

C
 receptor is insensitive to allosteric modulators, 

such as benzodiazepines and barbiturates. Native responses of 
the GABA

C
 receptor type occur in retinal bipolar or horizontal 

cells across vertebrate species. Although the term “GABA
C
 

receptors” is still being used frequently they have been re-
assigned as part of GABA

A
 receptor family.

The GABA
B
 receptor is a G-protein coupled receptor with 

similarity to the metabotropic glutamate receptor that medi-
ates the slow response to GABA. The GABA8 receptor is 
linked to G

i
 protein (decreasing cyclic AMP and opening of 

K+ channels) and G
o
 protein (closing Ca2+ channels). The 

netto effect is prolonged inhibition of the cell. A well-known 
agonist is baclofen.

14.4.3. Cholinergic Neurons

Acetylcholine (ACh) is known to be a neurotransmitter since 
the mid 1920s. ACh is synthesized by the enzyme choline 
acetyltransferase (CHAT) from the precursors acetylCoA 
and choline. High-affinity and low-affinity transporters pump 
choline, the rate-limiting factor in the synthesis of ACh, into 
the cell. ACh is removed from the synapse through hydro-
lysis into acetylCoA and choline by the enzyme acetylcho-
linesterase (AChE). Removing ACh from the synapse can be 
blocked irreversibly by organophosphorous compounds and 
in a reversible fashion by drugs such as physostigmine and 
tacrine.

In the peripheral nervous system, ACh is found as the neu-
rotransmitter in the autonomic ganglia, the parasympathetic 
postganglionic synapse, and the neuromuscular endplate. Cho-
linergic neurons in the central nervous system are either wide 
ranging projection neurons or short ranging interneurons in: 
(1) the basal forebrain (septum, diagonal band, nucleus basalis 
of Meynert) projects to the entire cortex, the hippocampus, 

and the amygdala, (2) the brain stem projects predominantly 
to the thalamus, and (3) the striatum modulates of the activ-
ity of GABAergic striatal neurons. ACh modulates attention, 
novelty seeking, and memory via the basal forebrain projec-
tions to the cortex and limbic structures. Alzheimer’s disease 
and anticholinergic delirium are examples of deficit states. 
Blocking the metabolism of ACh by AChE with drugs such 
as tacrine and aricept, strengthens cognitive functioning in 
AD patients. Brainstem cholinergic neurons are essential for 
the regulation of sleep-wake cycles through projections to the 
thalamus. Cholinergic interneurons modulate striatal neurons 
by opposing the effects of dopamine. Increased cholinergic 
tone in Parkinson’s disease and decreased cholinergic tone in 
patients treated with neuroleptics are examples of imbalances 
in these two systems in the striatum.

14.4.3.1. Cholinergic Receptors

ACh acts at two different types of cholinergic receptors: Mus-
carinic and Nicotinic receptors. Muscarinic receptors (1) bind 
ACh as well as other agonists (muscarine, pilocarpine, bethan-
echol) and antagonists (atropine, scopolamine). There are at 
least 5 different types of muscarinic receptors (M1–M5) and 
all have slow response times. They are coupled to G-proteins 
and a variety of second messenger systems. When activated, 
the final effect can be an opening or closing of channels for 
K+, Ca2+, or CI−. Presynaptic cholinergic receptors are of the 
muscarinic or nicotinic type and can modulate the release of 
several neurotransmitters.

Nicotinic receptors are less abundant then the muscarinic 
type in the CNS. They bind ACh as well as agonists such as 
nicotine and antagonists such as d-tubocurarine. The fast act-
ing of the ionotropic nicotinic receptor allows an influx of 
mainly Na+, followed by K+, and Ca2+, into the cell.

14.4.4. Serotonergic Neurons

Serotonin or 5-hydroxytryptamine (5-HT), a monoamine, is 
widely distributed in many cells of the body and about 1–2% 
of the entire serotonin body content is found in the CNS. Sero-
tonin is synthesized by the enzyme amino acid decarboxylase 
from 5-hydroxytryptophan (which is derived from tryptophan 
via tryptophan hydroxylase). The rate-limiting step is the pro-
duction of 5-hydroxytryptophan by tryptophan hydroxylase. 
Serotonin is removed from the synapse by a high-affinity 
serotonin uptake site that is capable of transporting serotonin 
in either direction, depending on the concentration.

Serotonergic neurons are restricted to midline structures 
of the brainstem. Most serotonergic cells overlap with the 
distribution of the raphe nuclei in the brainstem (but not 
all raphe neurons are serotonergic). There are three major 
groups: (1) a rostral group (B6-8 neurons) projects to the 
thalamus, hypothalamus, amygdala, striatum, and cortex, (2) 
The remaining two groups (B1-5 neurons) project to other 
brainstem neurons, the cerebellum and the spinal chord. 
Serotonin is linked to many brain functions. For example, 
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modulation of serotonergic receptors is beneficial (among 
others) in the treatment of anxiety, depression, obsessive-
compulsive disorder, and schizophrenia. Blockade of 5-HT

3
 

receptors in the area postrema decreases nausea and emesis, 
and hallucinogens like LSD modulate serotonergic neurons 
via serotonergic autoreceptors.

14.4.4.1. Serotonin Receptors

Serotonin acts at two different types of receptors: G-protein 
coupled receptors and an ion-gated channel. All serotonin 
receptors, except the 5-HT

3
 receptor, are G-protein coupled 

and can be grouped in four groups. The first group: The 5-
HT1 receptors (5-HT

1A
, 5-HT

1B
, 5-HT

1C
, 5-HT

1D
, 5-HT

1E
, 5-

HT
1F

) are coupled to G proteins (G
i
/G

o
), and lead to a decrease 

of cyclic AMP. The 5-HT
1A

 receptor is also directly coupled to 
a K+ channel leading to increased opening of the channel. The 
5-HT1 receptors are the predominant serotonergic autorecep-
tor. The second group: 5-HT

2
 receptors (5-HT

2A
, 5-HT

2B
, and 

5-HT
2C

) are coupled to phospholipase C, which produce inosi-
tol triphosphate (IP

3
) and diacylglycerol. IP

3
 production leads 

to a variety of intracellular effects, including IP
3
-dependent 

Ca2+ flux. The third group: Three receptors (5-HT
4
, 5-HT

6
, 

and 5-HT
7
) are coupled to Gs and activate adenylate cyclase. 

The function of the 5-HT
5A

 and 5-HT
5B

 receptors is poorly 
understood. The fourth group: The 5-HT

3
 receptor is the only 

ligand-gated Na+/K+ ion channel, resulting in a direct plasma 
membrane depolarization. It is found in the cortex, hippocam-
pus, and area postrema and is typically localized presynap-
tically and regulates neurotransmitter release. A well-known 
antagonist is ondansetron.

14.4.5. Noradrenergic Neurons

Norepinephrine (NE), a catecholamine, was first identified as 
a neurotransmitter in 1946. In the peripheral nervous system, 
it is found as a neurotransmitter in the sympathetic postgan-
glionic synapse. NE is synthesized by the enzyme dopamine-
β-hydroxylase (DbH) from the precursor dopamine (which 
is derived from tyrosine via DOPA). The rate-limiting step is 
the production of DOPA by tyrosine hydroxylase, which can 
be activated through phosphorylation. NE is removed from 
the synapse by two mechanisms: (1) catechol-O-methyl-
transferase (COMT), which degrades intrasynaptic NE, and 
(2) the norepinephrine transporter (NET), the primary way 
of removing NE from the synapse. Once internalized, NE 
can be degraded by the intracellular enzyme monoamine 
oxidase (MAO).

Nonadrenergic neurons in the central nervous system are 
restricted to the brainstem, especially at the locus coeruleus 
(LC). They provide the extensive noradrenergic innervation 
found in the cortex, hippocampus, thalamus, cerebellum, and 
spinal chord. The remaining neurons are distributed in the 
tegmental region. They innervate predominantly the hypo-
thalamus, basal forebrain and spinal chord. LC receives affer-
ents from the sensory systems that monitor the internal and 

external environments. The widespread LC efferents lead to 
an inhibition of spontaneous discharge in the target neurons. 
Therefore, the LC is thought to be crucial for fine-tuning the 
attentional matrix of the cortex. Anxiety disorders may be due 
to perturbations of this system.

14.4.5.1. Adrenergic Receptors

Norepinephrine acts at two different types of noradrener-
gic receptors in the CNS: a and b adrenergic receptors. a-
adrenoceptors can be subdivided into a1 and a2 receptors. 
The a1-receptors are coupled to phospholipase and located 
postsynaptically, while the a2-receptors are coupled to G

i
 

and located primarily presynaptically. Adrenergic b-recep-
tors in the CNS are predominantly of the b1 subtype. The 
b1-receptors are coupled to Gs and lead to an increase of 
cAMP. cAMP triggers a variety of events mediated by pro-
tein kinases, including phosphorylation of the b-receptor 
itself and regulation of gene expression via phosphorylation 
of transcription factors.

14.5. Neuronal Degeneration 
and Regeneration

14.5.1. Wallerian Degeneration

In either the central or peripheral nervous system (CNS or 
PNS, respectively) of mammals, if an axon of a neuron is 
focally destroyed (e.g., cut, crushed, frozen, rendered anoxic) 
the part of the axon disconnected from the cell body, which 
would be considered ‘distal’ relative to the lesion, invariably 
degenerates. This event is called anterograde or Wallerian 
degeneration. The part of the axon that remains connected 
to the cell body may degenerate a short distance (e.g. a mil-
limeter or less), but usually it survives at least in the short 
term. However, there are often reorganizational changes in 
the cell body of the damaged neuron, denoted by the term 
chromatolysis. Collectively, all these changes proximal to the 
lesion site are referred to as retrograde degeneration; some 
of them may represent reorganization rather than degenera-
tion changes.

14.5.2. Regeneration

After a focal transection of axons in the mammalian CNS, 
the proximal cut end of the axon, which is still connected to 
the cell body, may attempt to regrow by sending out sprouts. 
But axonal regeneration is limited; in practice functional 
recovery is usually been meager. However, a similar lesion 
in the mammalian PNS often results in many of those sprouts 
from the proximal cut end of the axon regrowing to and rein-
nervating peripheral targets. The regenerated axons may 
become myelinated too. Characteristically, the population 
of regenerated, myelinated axons is smaller in diameter and 
more numerous than in an undamaged nerve. The difference 
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in regeneration between CNS and PNS is mainly due to the 
function of Schwann cells in the PNS. Schwann cells provide 
a “cellular terrain” that is permissive to axonal regrowth. The 
terrain provided by Schwann cells consists of favorable mole-
cules (e.g., laminin) for growth cone attachment and motility, 
their intrinsic neurotrophic properties and their myelinating 
function for regenerated fibers.

14.6. Glia

Glia (microglia, oligodendroglia and astroglia) account for 
90% of the total cell numbers in the adult human brain. They 
have for all but the past half decade been thought to play only 
scaffolding (surround neurons and hold them in place), nutri-
tional (nutrients and oxygen), and regulatory function (insulate 
one neuron from another, destroy pathogens, remove debris, 
and regulate ions and neurotransmitters). Glial cells function 
to maintain homeostasis, form myelin, and affect neural signal 
transmission. They are commonly referred to as the “glue” of 
the nervous system.

A prominent function of glia is to regulate the brain micro-
environment and including fluid surrounding neurons and their 
synapses. With regards to their function glia affect neuron migra-
tion both in early ontogeny and development. This is done, in 
part, through the secretion of growth factors that modify neu-
ronal process growth and differentiation. They are also affect 
synaptic transmission by regulating clearance of neurotransmit-
ters from the synaptic cleft and by their abilities to modulate 
presynaptic function. Although glia had been thought to lack 
chemical synapses or release neurotransmitters this is no longer 
true. They are no longer considered to be passive bystanders for 
neural transmission and function. This includes their abilities to 
prevent toxic accumulations of neurotransmitters such as gluta-
mate as well as release glutamate in response to specific stimu-
lation cues. The most notable differences between neurons and 
glia rests in their abilities to generate action potentials which 
neurons have and glia lack. They are also crucial in synaptic 
plasticity and synaptogenesis.

Astrocytes, the most prominent of glia, play central roles 
in neuron-to-neuron communication, in neurogenesis and for 
the developing nervous system. A key advances in neurobiol-
ogy was the discovery that astroglial can generate neurons not 
only during development, but also throughout adult life. Few 
astrocytes maintain their neurogenic potential after develop-
ment. Although astrocytes can react to brain injury and incite 
gliosis this rarely affects neurogenesis.

Summary

Neuronal structure has specifically differentiated cellular 
compartments (axons, dendrites, synapses) for developing 
interneuronal, neuron-glia, and neuro-immune networks in 
both the CNS and the PNS. Specific molecules, molecular 

complexes, motor machinery, and organelles are developed 
for different neuronal functions, including synaptic trans-
mission, plasticity, degeneration, and regeneration. There is 
specific anatomical distribution of neurons with significant 
diversity in neurotransmitters and their projection to other 
brain subregions is developmentally regulated. Drugs modu-
lating neurotransmitter receptors and ion channels have been 
clinically applied for the treatment of neurologic and psychi-
atric symptoms. An important discovery in neurobiology is 
that astrocytes can generate neurons beyond development to 
adult life.

Review Questions/Problems

1. Which states that describe the synaptic vesicle are correct?

a. In a neuron synaptic vesicles are also called neurotrans-
mitter vesicles

b. Vesicles store neurotransmitters and are released only 
during potassium-regulated exocytosis.

c. Vesicles are not required for propagation of nerve 
impulses.

d. ALL of the above

2. All of the following are involved in axonal transport 
except

a. Is responsible for movement of mitochondria, lipids, 
synaptic vesicles, and proteins to and from the neuron.

b. Axons are up to 10,000 times smaller than the length of 
the cell body.

c. Is responsible for moving molecules destined for degra-
dation to lysosomes

d. Movement toward the synapse is called retrograde transport
e. b and d

3.  Unipolar, bipolar, and multipolar neurons are best 
described by

a. Unipolar neuron has a single neurite with different seg-
ments that function as superficial receptors or terminals

b. Multipolar neurons are most common in the nervous 
system of invertebrates

c. Neurons can never contain a single axon and dendrite at 
opposite poles of the cell body

d. Unipolar neurons make up a major part of the blood 
brain barrier

e. All of the above

4.  Dysfunction of GABAergic interneurons affects which 
clinical diseases?

a. Parkinson’s disease
b. Alzheimer’s disease
c. amyotrophic lateral sclerosis
d. HIV-1 dementia
e. Schizophernia and bi-polar disorders
f. None of the above
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5.  Which of the following is true to describe Wallerian 
Degeneration?

a. If a nerve fiber is crushed, the part proximal to the injury 
(i.e. the part of the axon that is connected from the neu-
ron’s nucleus) will degenerate

b. Target tissues of the nerve (typically an innervated mus-
cle) never atrophies

c. Wallerian degeneration is named after Augustus Volney 
Waller who first described it in 1850, in the Zebra fish

d. None of the above
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15.1. Introduction

Chemokines, cytokines, and growth factors are signaling 
molecules that play a crucial role in the coordination of 
immune responses throughout the body and communication 
between the immune system and the CNS. Consequently, 
dysregulation of chemokines, cytokines, and growth factors 
may facilitate the development of several central nervous 
system (CNS) diseases. For example, HIV-1 associated 
dementia (HAD), Alzheimer’s disease (AD), and multiple 
sclerosis (MS) share certain characteristics in their patho-
genesis, which include activated macrophage/microglia, 
production of high levels of proinflammatory cytokines, and 
impairment of neuronal function. The relationship between 
disturbances of the immune response and the impairment of 
neuronal function is the subject of intense investigation. This 
chapter provides an overview of chemokines, cytokines, and 
growth factors and their roles in various pathological con-
ditions. Understanding the involvement of chemokines, 
cytokines, and growth factors in the pathogenesis of CNS 
diseases may potentially provide the opportunity to identify 
particular therapeutic targets for the treatment of neurode-
generative disorders.

15.1.1. Classification of Cytokines, Chemokines, 
and Growth Factors

Cytokines are regulatory proteins secreted primarily by 
white blood cells but also by a variety of other cells in the 
body; their functions include numerous effects on cells of 
the immune system and inflammatory processes ( Vilcek, 
2003). Most cytokines are single polypeptide chains, 
although they may form multimers in biological fluids. As 
an exceptionally large and diverse group of factors, cytokines 

are very difficult to classify. While many factors share 
structural similarities or have functional homologues, most 
generalizations are riddled with exceptions. Similarly, the 
term “growth factors,” used in this chapter, also refers to a 
broad range of structurally diverse molecular families and 
individual proteins.

15.1.2. Cytokine Families

Cytokines can be grouped into families based upon their 
structural homology or structural homology of their receptors. 
Below, is an effort to group cytokines and their families based 
on the structural homology of their receptors. This classifica-
tion helps provide a foundation for thinking about these fac-
tors and their role in the brain.

15.1.2.1. Type I Cytokine Family

Despite minimal amino acid sequence homology, type I cyto-
kines and receptors share a similar three-dimensional struc-
ture consisting of an extracellular region containing four α 
helices, a characteristic motif of type I receptors. Members 
of this family include interleukin-2 (IL-2), IL-3, IL-4, IL-5, 
IL-6, IL-7, IL-9, IL-12, granulocyte-colony stimulating fac-
tor (G-CSF), and granulocyte macrophage-colony stimulat-
ing factor (GM-CSF). Among them IL-2, IL-3, IL-4, IL-7 
are T cell growth factors; IL-2, IL-6, IL-12 are pro-inflam-
matory cytokines; and G-CSF and GM-CSF are hematopoi-
etic cytokines important for survival and differentiation of 
hematopoietic lineages. Interestingly, although belonging to 
the same family, IL-2 is a Th1 cytokine but IL-4 and IL-5 
are Th2 cytokines.

15.1.2.2. Type II Cytokine Family

Type II cytokines include IL-10, IL-19, IL-20, IL-22, 
and interferons (IFN-α, -β, -ε, -κ, -ω, -δ, -τ and -γ). Func-
tions of this group include induction of cellular antiviral 
states, modulation of inflammatory responses, inhibition or 
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stimulation of cell growth, and production or inhibition of 
apoptosis, as well as affecting many immune mechanisms 
(Renauld, 2003; Pestka et al., 2004). Notably, IL-10 is a 
potent anti-inflammatory, immunomodulatory cytokine. 
The IFN system is an important contributor to innate 
immunity with IFN-γ serving as a potent pro-inflammatory 
cytokine. The type II cytokine family is also comprised of 
both Th1 and Th2 cytokines; IFN-γ is a Th1 cytokine while 
IL-10 is a Th2 cytokine.

15.1.2.3. TNF Family

TNF family is comprised of at least 19 type II transmembrane 
proteins that have partial homology in their extracellular 
domains. Members of this superfamily include TNF-α, TNF-β, 
Fas ligand (FasL), CD40 ligand (CD40L), and TNF-related 
apoptosis-inducing ligand (TRAIL). Members of the TNF 
family are known for their apoptosis-inducing ability, though 
they have additional biological effects. TNF-α is an inflammatory 
Th1 cytokine released during infection. CD40L is a strong 
activator of macrophage, while FasL and TRAIL modulate 
immune responses through the induction of apoptosis. TNF 
family cytokines also have been suggested to be involved in 
destructive effects toward tissue in many disease settings.

15.1.2.4. IL-1 Family

The IL-1 family is also called the immunoglobulin superfamily. 
The IL-1R family includes both transmembrane and soluble 
proteins with an immunoglobulin-like structure. There are four 
primary members of the IL-1 family: IL-1α, IL-1β, IL-18, and 
IL-1Ra. IL-1 ligands (IL-1α and IL-1β, collectively referred 
to as IL-1) are potent pro-inflammatory cytokines that induce 
genes associated with inflammation and autoimmune disease. 
IL-1Ra, on the other hand, is the specific receptor antagonist 
for IL-1α and IL-1β but not for IL-18.

15.1.2.5. TGF-b Family

Transforming Growth Factor Beta (TGF-β) is the prototypical 
member of this family, but at least 50 proteins are classified as 
TGF-β members including activins, inhibins, bone morphoge-
netic proteins (BMPs), and glial cell line-derived neurotrophic 
factor (GDNF). The receptors of TGF-β family have character-
istic cysteine-rich extracellular domains, kinase domains, GS 
domains, and a serine/threonine-rich tail (type II receptors). 
TGF-β has numerous functions including regulation of neuronal
survival, orchestration of repair processes, as well as anti-
inflammatory properties.

15.1.3. Important Sub-families of Cytokines 
and Growth Factors

The designation of five cytokine families based upon receptor 
structural homology is rather vague. Cytokines within each 
structural family have further diversity in function; hence, 

smaller groups of cytokines can be designated by the forma-
tion of more function-related sub-families. Due to their pro-
liferative and/or differentiative effects, a group of cytokines 
are collected from different families and referred to as neuro-
trophic factors, e.g., nerve growth factor (NGF), brain-derived 
neurotrophic factor (BDNF). Growth factors are known for 
their ability to enhance cell proliferation and growth. Some 
growth factors are included in the cytokine family, e.g., plate-
let-derived growth factor (PDGF). However, other growth 
factors are classified into different families, e.g., epidermal 
growth factor (EGF) and fibroblast growth factor (FGF).

15.1.3.1. Neurotrophic Factor Families

The neurotrophin family includes NGF, BDNF, neurotrophin-
3 (NT-3), NT-4/5, and NT-6. All neurotrophins are capable 
of binding to the p75 receptor; each neurotrophin also binds 
to a specific Trk receptor. Trk is the receptor for NGF; TrkB 
is the receptor for BDNF and NT-4, while TrkC is the recep-
tor for NT-3. Neurotrophins secreted by cells protect neurons 
from apoptosis (Korsching, 1993; Lewin and Barde, 1996). 
Similarly, ciliary neurotrophic factor (CNTF), a structurally 
related type I cytokine and GDNF, structurally related to 
TGF-β, each constitute a sub-family of neurotrophic factors.

15.1.3.2. Growth Factor Families

Growth factors are comprised of multiple families, each with 
unique functions. One family includes vascular endothelial 
growth factor (VEGF) and PDGF which are potent mitogenic 
and angiogenic factors with critical roles in embryonic devel-
opment, wound healing, and the integrity of the blood brain 
barrier (BBB). Epidermal growth factor (EGF) family mem-
bers include EGF, neuregulins, amphiregulin, and betacellulin. 
The EGF family members mediate their growth and prolif-
erative effects on cells of both mesodermal and ectodermal 
origin. Insulin-like growth factor (IGF)-I and IGF-II belong to 
the family of insulin-like growth factors that are structurally 
homologous to proinsulin. IGF-1 has a much higher growth-
promoting activity than insulin and is highly expressed in all 
cell types and tissues. IGF-2 is expressed in embryonic tissues 
and is related to development. The FGF family is another group 
of cytokines involved in many aspects of development includ-
ing cell proliferation, growth, and differentiation. They act on 
several cell types to regulate angiogenesis, cell growth, pattern 
formation, embryonic development, metabolic regulation, cell 
migration, neurotrophic effects, and tissue repair.

15.1.4. Structure and Classification 
of Chemokines and Their Receptors

First discovered in 1987 (Walz et al., 1987; Yoshimura et al., 
1987), chemokines include a group of secreted proteins 
within the family of cytokines that by definition relate to 
the induction of migration. These “chemotactic cytokines” 
are produced by and target a wide variety of cells, but 



15. Cytokines and Chemokines 185

primarily address leukocyte chemoattraction and traffick-
ing of immune cells to locations throughout the body via 
a gradient. There are two general categories of biological 
activity for chemokines, the maintenance of homeostasis and 
the induction of inflammation (Moser and Loetscher, 2001). 
Homeostatic chemokines are involved in roles such as 
immune surveillance and the navigation of cells through 
hematopoesis, and are typically expressed constitutively. 
Inflammatory chemokines are produced in states of infec-
tion or following an inflammatory stimulus, and by tar-
geting cells of the innate and adaptive immune system, 
facilitate an immune response.

Chemokine activity is mediated by binding a family of 
seven transmembrane G-protein coupled receptors (GPCR). 
Chemokine receptors are classified into four families based on 
the number and position of the N-terminal-conserved cysteine 
residues within the receptor binding domain. Those receptors 
with two cysteine residues separated by one amino acid are 
categorized as α-chemokine receptors (such as CXCR2 and 
CXCR4); whereas those with two cysteines immediately next 
to each other are designated as β-chemokine receptors (such 
as CCR5, CCR4, CCR3 and CCR2). The only γ-chemokine 
receptor to this point has a single cysteine residue (XCR1) 
and δ-chemokine receptors have three amino acids separating 
the two cysteine residues (CX3CR1)(Gabuzda et al., 1998; 
Hesselgesser and Horuk, 1999; Klein et al., 1999; Miller and 
Meucci, 1999; van der Meer et al., 2000; Cotter et al., 2002). 
GPCRs interact with and signal through heterotrimeric gua-
nine-nucleotide-binding regulatory proteins (G-proteins). 
Upon stimulation by a ligand, GPCRs undergo a conforma-
tional change that leads to activation of the G-protein by GDP-
GTP exchange, followed by uncoupling of the G-protein from 
the receptor. Upon activation, G-proteins trigger a cascade of 
signaling events that regulate various cellular functions (Devi, 
2000).

15.1.4.1. CXC Chemokines

CXC chemokines are further separated into two groups 
based upon the presence or absence of a specific three amino 
acid sequence found adjacent to the CXC. The Glu-Leu-Arg 
residues constitute the ELR motif, and if present, the CXC 
chemokine is considered to be ELR(+). The general function 
of ELR(+) chemokines revolves around neutrophils, inducing 
chemotaxis and promoting angiogenesis (Strieter et al., 1995). 
Chemokines in this group include CXCL1, CXCL2, CXCL3, 
CXCL5, CXCL6, CXCL7, CXCL8, and CXCL15; unlike 
ELR(−) members, these factors interact primarily with 
neutrophils via CXCR1 and CXCR2 receptors. In contrast, 
ELR(−) chemokines attract lymphocytes and monocytes 
with little affinity for neutrophils. This subgroup including 
CXCL4, CXCL9, CXCL10, CXCL11, CXCL12, CXCL13, 
CXCL14 and CXCL16, has a wider variety of activities, but 
generally have angiostatic properties and induce chemotaxis 
in mononuclear cells.

15.1.4.2. CC Chemokines

CC chemokines target primarily mononuclear cells and serve 
in both homeostatic and inflammatory capacities. The family 
can be divided into functional groups including allergenic, 
pro-inflammatory, developmental and homeostatic. The devel-
opmental and homeostatic factors are, as expected, consti-
tutively produced, whereas the other groups contain largely 
inducible signals. Allergenic CC chemokines target eosinophils, 
basophils and mast cells and are potent attractors and stimulants of 
histamine release. Inflammatory chemokines are also induc-
ible and can amplify inflammation through the recruitment of 
effector cells.

15.1.4.3. CX3CL1

CX3CL1 (Fractalkine, FKN) is the lone member of the CX3C 
subfamily with three intervening residues between the first 
two cysteines. FKN, the ligand for CX3CR1, is a 373-amino 
acid, multi-domain molecule found in a wide variety of tissues, 
including liver, intestine, kidney, and brain. Structural compo-
nents of FKN include a 76-amino acid chemokine domain (CD) 
at the N-terminus, which is important in the binding, adhesion, 
and activation of its target cells (Mizoue et al., 1999; Goda 
et al., 2000; Haskell et al., 2000; Harrison et al., 2001; Mizoue 
et al., 2001). FKN also has an 18-amino acid stretch of hydro-
phobic residues that spans the cell membrane, and an extended 
carboxyl-terminus that anchors it to the cell surface (Hoover et 
al., 2000; Cook et al., 2001; Lucas et al., 2001), thus allowing a 
membrane form as well as a shed soluble form targeting mono-
cytes and T cells (Bazan et al., 1997).

15.1.4.4. XCL1

The final chemokine member is XCL1 (Lymphotactin), the only 
representative of the C family. This chemokine targets CD4 + 
and CD8 + lymphocytes, but does not act on monocytes, and 
binds a unique receptor, XCR1. Although having some homol-
ogy to ligands CCL3 and CCL8, XCL1 lacks the first and third 
cysteines characteristic of the CC and CXC chemokines.

All of the above families are imperative for homeostatic 
functions as well as the orchestration of response to pathogenic 
insult by the immune system. As investigations carry on, this 
large family will likely see the emergence of additional cyto-
kines and growth factors, and the family and sub-families of 
cytokine, growth factor, or chemokine receptors will continue 
to evolve and expand.

15.2. Cytokines and Growth Factors 
in the CNS

The view of neuroimmunology has evolved from the dogma 
that regarded the CNS as an immune privileged site to a 
view of significant CNS-immune system interactions. Cyto-
kines and growth factors are important to the brain’s immune 



186 Yunlong Huang et al.

function, serving to traffic leukocytes, maintain immune sur-
veillance, and recruit inflammatory factors. In the normal 
physiological state immune cells readily cross the blood brain 
barrier (BBB) and traverse the healthy CNS (Hickey, 1999). 
As discussed in Chap. 38, CNS inflammation is unique due to 
the presence of the BBB. A restricted inflammatory process in 
the CNS is initiated upon encountering foreign antigen, induc-
ing the production of recruitment factors (Irani, 1998). Upon 
recruitment, monocytes and lymphocytes cross through the 
BBB to mount immune responses in the CNS. Recruitment is 
dependent upon the presence of chemotactic factors produced 
within the CNS that facilitate the crossing of the BBB. This 
inflammatory state is highly regulated, usually self-limited, 
and differs from the inflammation in peripheral tissue sites. 
The threshold to initiate immune responses against antigens in 
CNS is much higher than that in periphery (Matyszak, 1998; 
Perry, 1998). Avoidance of uncontrolled activation, release of 
toxic factors, edema and other effects of robust inflammation 
are crucial to the maintenance of the vulnerable microenviron-
ment in the CNS. Cytokines and their receptors detectable in 
brain tissues or neuronal and glial cultures under pathophysi-
ological conditions are summarized in Table 15.1.

CNS-immune system interactions are regulated by cyto-
kines, chemokines, and growth factors. Immune cells, after 

stimulation by pathogens or abnormal cells, release cytokines, 
which then interact with immunosensory tissues. Immunosen-
sory structures respond to cytokines, then activate brain neuro-
immune circuits responsible for the induction of the defensive 
response. In the brain, microglia are the resident macrophage 
and present antigen, orchestrating the innate immune responses. 
Astrocytes have also occasionally been postulated to have a 
role in antigen-presentation to CD4+ T cells in the CNS. Other 
resident cells, such as neurons or oligodendrocytes, are all 
capable of recruiting immune cells, modulating the immune 
response through cytokines, chemokines, or growth factors. 
In addition, neurons may also modulate the antigen-presenting 
function of microglia. For example, neuronal production of 
neurotrophins also suppresses IFN-γ induced MHC class II 
expression (Neumann et al., 1998).

Disease states within the CNS can lead to dysregulation of 
the inflammatory process. In acute insults such as ischemia or 
traumatic injuries, evidence suggests cytokines IL-1 and IL-6 
are rapidly induced. These pro-inflammatory molecules have 
been reported to cause neuronal death through different mech-
anisms. In general, if present for extended periods of time, 
IL-1 exacerbates acute neurodegeneration through induction 
of fever, upregulation of neurotoxic molecules such as arachi-
donic acid, or promoting leukocytes transmigration (Tarkowski 

Table 15.1. Cytokine ligand and receptor expression in the CNS inflammation.

Cytokines/receptors Cytokine expression cell types Receptor expression cell types Reference

Type I family

IL-6/IL-6R Macrophage/microglia, Astrocytes Macrophage/microglia, Astrocytes (Perrella et al., 1992; Griffin, 1997; Poluektova 
    et al., 2004)
GM-CSF/ Astrocytes Monocytes/ macrophage (Perno et al., 1990; Perrella et al., 1992; Lotan 
GM-CSFR    and Schwartz, 1994)
IL-4/IL-4R Macrophage/microglia, Astrocytes T-cells, Oligodendrocytes (Wesselingh et al., 1993; Adorini and Sinigaglia, 
    1997; Hulshof et al., 2002; Kedzierska et al., 2003)
IL-2/IL-2R Macrophage/microglia T-cells, Monocyte/macrophage (Wesselingh et al., 1993; Adorini and Sinigaglia, 1997)
BDNF/TrkB Astrocytes, Neurons Neurons, Astrocytes,  (Soontornniyomkij et al., 1998; Boven et al., 1999)
  Oligodendrocytes
Type II family

IL-10/IL-10R Macrophage/microglia, Astrocytes Macrophage/microglia, T-cells,  (Gallo et al., 1994; Hulshof et al., 2002; 
  Oligodendrocytes Poluektova et al., 2004)
IFN-α/β/IFN-α R Macrophage/microglia Macrophage/microglia (Perrella et al., 2001)
IFN-γ/IFN-γ R T-cells T-cells, Macrophage/microglia (Griffin, 1997)
M-CSF/M-CSF R Macrophage Macrophage (Gallo et al., 1994; Griffin et al., 1995)
TNF superfamily

TNF-α/TNF-α -R1,  Macrophage/microglia Astrocytes, Macrophage/microglia,  (Hofman et al., 1989; Matusevicius et al., 1996; 
-R2  Oligodendrocytes Shi et al., 1998; Kast, 2002)
TRAIL/ TRAIL-R1,  Monocyte/macrophage, T-cells Moncyte/macrophage, T-cells, (Ryan et al., 2004; Uberti et al., 2004; Aktas et al.,
-R2, -R3, -R4  Neurons   2005)
NGF/TrkA Neurons, Astrocytes,  Neurons, T-cells (Soontornniyomkij et al., 1998; 
 Macrophage/microglia  Boven et al., 1999; Villoslada et al., 2000)
IL-1 family

IL-1 α/ IL-1 α R Macrophage/microglia, Astrocytes Macrophage/microglia, Astrocytes (Griffin et al., 1989; Perrella et al., 1992)
IL-1 β/IL-1 β R Macrophage/microglia, Astrocytes Macrophage/microglia, Astrocytes (Wesselingh et al., 1993; Mason et al., 2001; 
    Zhao et al., 2001)
TGF-β family

TGF-β Macrophage/microglia,  Macrophage/microglia (Logan and Berry, 1993; van der Wal et al., 1993; 
 Astrocytes, Neurons Astrocytes, Neurons  Perrella et al., 2001)
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et al., 1995). Chemokines such as MCP-1 also elevate in acute 
insults and promote inflammation through recruitment of 
leukocytes critical to propagate tissue damage (Hausmann et al., 
1998). In states of prolonged inflammation, continual activa-
tion and recruitment of effector cells may establish a positive 
feedback loop that perpetuates inflammatory processes and 
can ultimately lead to neuronal injury and dropout. Similar 
yet distinct processes occur in multiple CNS disorders such as 
MS, HAD, and AD. One underlying similarity in each disease 
state is the cytokine driven inflammatory response (see 
Figure 15.1). Numerous studies have demonstrated that 
microglia/macrophage and astrocytes are major sources of 
inflammatory mediators, including TNF-α and IL-1β, IL-10, 
and nitric oxide (NO). These mediators initiate or regulate 
inflammatory processes in the CNS (Aloisi, 2001; Dong and 
Benveniste, 2001; Hanisch, 2002). In addition to the beneficial 
effects that glia have in initiating protective immune responses 
in the CNS, these cells have been implicated in contributing 
to tissue damage when chronically and/or pathologically acti-
vated. For example, many reports demonstrate that activated 
microglia may exacerbate AD and MS, as described later in 
this chapter, through secretion of a battery of inflammatory 
cytokines and cytotoxic agents (Meda et al., 1995; Renno 
et al., 1995; Benveniste, 1997).

15.3. Molecular Mechanisms of Cytokines, 
Growth Factors, and Chemokines Activity 
and Signaling

Multiple signaling pathways have been observed for various 
cytokines. We will first discuss the molecular signaling of neu-
ronal survival and cell death to better explain the molecular 
mechanisms involved in cytokine-induced neurodegeneration.

The signaling events leading to apoptosis can be divided 
into two distinct pathways, involving either the mitochondria 
(intrinsic) or death receptors (extrinsic) (for reviews, see Green 
and Reed, 1998; Green, 2003). The mitochondrial pathway is 
initiated through various stress signals that impair the mito-
chondrial membrane integrity. BCL-2 family proteins, includ-
ing the anti-apoptotic members, i.e., BCL-2 and BCL-XL, and 
pro-apoptotic members, i.e., Bax, Bak, play a critical role in this 
pathway (Gross et al., 1999; Wang, 2001; Green, 2003; Danial 
and Korsmeyer, 2004). The BH3–only BCL-2 family proteins, 
such as Bid, Bad, Bim, and PUMA, serve as sentinels to these 
stress signals. Once activated, BH3-only proteins translocate 
to the outer membrane of mitochondria, where they trigger the 
oligomerization and activation of both Bax and Bak. In turn, Bax 
and Bak cause the release of cytochrome c (cyto c) and other 
apoptogenic factors, including second mitochondrial-derived 
activator of caspase (SMAC), Htr2, apoptosis inducing factor 
(AIF), and endonuclease G (EndoG) (Green and Reed, 1998). 
Cyto c then binds the cytosolic adaptor protein, Apaf-1, mediat-
ing the formation of the apoptosis complex “apoptosome.” Such 

complexes lead to the activation of caspase-9, which further 
processes and activates the effector caspases, pro-caspase-3, 6, 
or 7. Effector caspases then cleave death substrates and com-
plete apoptosis. The death receptor pathway is initiated through 
interaction with death receptors and the recruitment of cyto-
plasmic proteins to specific regions in the intracellular domains 
of these receptors. The receptor adaptor protein complex then 
binds pro-caspase-8 and forms a death-inducing signaling com-
plex (DISC) that subsequently releases active caspase-8. Active 
caspase-8 then activates a caspase cascade and eventually leads 
to apoptosis of the cell. Many cytokines influence the apoptotic 
pathways through various receptors and intracellular media-
tors. Members of TNF superfamily, such as TNF-α, TRAIL, or 
Fas ligand are able to interact directly with death receptors on 
neurons initiating neuronal apoptosis through activation of the 
caspase cascade.

In contrast to the apoptotic pathway, some cytokines and 
growth factors are able to induce survival and proliferation of 
neurons through survival pathways. The phosphatidylinosit-
ide-3-kinase (PI3K) pathway and Ras- or protein kinase C 
(PKC)-dependent mitogen-activated protein kinase (MAPK) 
pathway have been extensively studied as survival pathways. 
Activated PI3K leads to downstream Akt phosphorylation 
and activation. Notably, Akt activation converges with death 
receptor-mediated receptor interacting protein (RIP) activa-
tion on the phosphorylation of the IκB kinase (IKK) complex 
and the resulting IKB degradation. IKB degradation releases 
active nuclear factor κB (NF-κB) leading to transcription 
of genes necessary for cell survival. Similarly, activation of 
MAPK will lead to nuclear translocation of MAPK together 
with other transcription factors and co-activators and initiate 
the transcription of a variety of survival genes. Though not 
limited to those survival pathways, cytokines and growth fac-
tors such as NGF, GDNF, and BDNF play a role in protecting, 
repairing, and/or regenerating neurons. Neurons constantly 
receive survival and apoptotic signals from the extracellular 
environment, influencing the lifespan of each individual cell. 
Various cytokines such as BDNF or NGF increase during dis-
eases and may be a compensatory mechanism to the neural 
injury of the CNS (Soontornniyomkij et al., 1998; Boven 
et al., 1999). IL-1β from the IL-1 family or IL-6 from the 
type I cytokine family can activate the NF-κB pathway, thus 
potentially promoting survival of neurons. Interestingly, IL-1, 
TNF and even TRAIL signaling pathways also converge on 
IKB degradation and NF-κB activation. IL-6 also activates the 
Ras-dependent MAPK pathway. Regarding IL-1β, the activa-
tion of NFκB and MAPK initiates transcription of a variety of 
genes for either survival or the inflammatory response, depen-
dent upon cell type (Srinivasan et al., 2004).

Although chemokines act through specific GPCRs, chemo-
kines relate to cytokines through many overlapping intracel-
lular signaling pathways. One of the first signaling pathways 
identified was the inhibition of adenylyl cyclase activity to 
reduce the intracellular cAMP levels, modulated by the Gα 
subunit of the Gi/o proteins (Damaj et al., 1996). It was also 
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Figure 15.1. Cytokine driven inflammatory process in multiple disease states. Multiple disease states have similar cytokine-driven inflamma-
tory process. In HAD, HIV-1 infection of macrophage in the CNS leads to the activation of macrophage and microglia. Activated macrophage 
and microglia release cytokines, chemokines, and growth factors, and may have overall detrimental effects toward neurons for extended peri-
ods of time. Neuronal injury recruits additional macrophages. This injury, recruitment, and activation process forms a positive feedback loop 
and can aggravate various disease states. In AD and MS, either Aβ priming or T cell-mediated macrophage/microglia activation may utilize 
similar inflammatory cytokines and chemokines to cause the pathogenic effects on the CNS.

reported that most of the chemokine receptors are able to acti-
vate phospholipase C to increase the generation of diacylglyc-
erol and inositol 1,4,5-triphosphate, with a subsequent increase 
in PKC activity and transient elevations of cytosolic Ca2 + con-
centrations, respectively (Kuang et al., 1996). Several che-
mokines (SDF-1, for example) have been reported to activate 
the MAPK cascade, involving ERK1/2 activation. SDF-1 also 
activates the downstream transcription factor Ets, a substrate 

for ERK phosphorylation (Ganju et al., 1998). In most cases 
this activation involves effects mediated by the β subunit of a 
PTX-sensitive G protein and the activation of the Ca2 +-depen-
dent protein kinase Pyk2. PI3-K and subsequent activation of 
protein kinase B is another transduction pathway activated by 
multiple chemokines. The JAK/STAT pathway has also been 
implicated in α and β chemokine receptor signaling (Mellado 
et al., 2001). Despite the structural similarities among chemo-
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kine receptors, they can activate specific transduction pathways 
leading to diverse responses, an expression of the pleiotropic 
signal effects carried out by these proteins.

In summary, various families of cytokine, growth factor, and 
chemokine may greatly influence the apoptotic or survival path-
ways of neurons and inflammatory state in the CNS. The under-
standing of signaling pathways activated by cytokines, growth 
factors, and chemokines continues to increase. However, it is 
still unclear what specific pathways regulate inflammatory process 
in neurodegeneration and neuroimmunologic diseases.

15.4. Cytokines in Neurodegenerative 
and Neuroimmunologic Diseases

Many cytokines have been suggested to participate in neuro-
degeneration and neurotoxicity. Increases in factors such as 
TNF-α and IL-1β have been observed before neuronal death 
(Esser et al., 1996; Matusevicius et al., 1996; Guo et al., 1998; 
Meda et al., 1999; Little and O’Callagha, 2001). However, the 
comprehensive effect of pro-inflammatory cytokines such as 
IL-1β and TNF-α is controversial. Neither of these cytokines 
causes neuronal death in healthy brain tissue or normal neurons 
(Gendelman and Folks, 1999). But it is generally believed that 
in disease states those proinflammatory cytokines contribute 
to the uncontrolled inflammation in the CNS. The effect of 
cytokines in each individual disease will be discussed in the 
following sections.

15.4.1. Cytokines in HAD

HIV-1 infection notoriously attacks the immune system in 
the periphery, but also can lead to a viral induced dementia. 
The mechanism has yet to be fully elucidated, but cytokines 
have been shown to play a significant role in disease progres-
sion. HIV-1 usually enters the brain shortly after initial infec-
tion, crossing the blood brain barrier through peripherally 
infected monocytes (Koenig et al., 1986). Brain macrophages 
and microglia, unlike other cellular residents in the CNS, are 
able to sustain a productive infection within the brain (Eilbott 
et al., 1989). Thus, while the rest of the body typically experi-
ences a surge in viral load followed by a gradual reduction, 
the isolated CNS maintains a low, but sustained level of virus. 
Although neurons are not infected by HIV-1, a dementia 
specific to HIV has been described as HAD (Navia et al., 
1986; McArthur, 1987).

HAD is the clinical consequence of neuronal damage. 
The pathologic correlate to HAD, HIV encephalitis (HIVE), 
is characterized by activated macrophage and microglia, as 
well as damage of neuronal dendrites and axons and apoptotic 
neurons. As a result of HIV-1 infection, the immune cells are 
recruited to the proximate site and produce an array of factors 
including cytokines and proteases yet are unable to clear the 
infection. The difficulty in eradicating HIV-1 infection pro-
longs the immune response leading to a chronic inflammatory 

state. Chronic inflammation has both detrimental and ben-
eficial effects. On one hand, these responses are essential in 
limiting viral spread; yet on the other hand, excessive inflam-
mation is detrimental to resident cells such as neurons.

HIV-1 infection leading to neuronal injury and/or loss has 
been and remains the focus of much investigation. Interest in 
the toxic effects of cytokines during HAD increased when a 
study demonstrated HAD involved productive infection 
of macrophage and microglia (Wiley et al., 1986; Meltzer et 
al., 1990; Fischer-Smith et al., 2004), and macrophage and 
microglia become the major cytokine producers in the CNS 
upon infection (Table 15.1). Two distinct models have been 
proposed as mechanisms in HAD pathogenesis. The first is the 
direct neuronal injury model, in which viral proteins (gp120, 
tat and Vpr) directly interact with neurons causing neuronal 
injury through various mechanisms. The role of cytokines in 
this model has been controversial. Cytokines like TNF-α have 
a synergistic apoptotic effect with viral proteins tat (Shi et al., 
1998) and gp120 (Kast, 2002). However, other cytokines inhibit 
the effects of viral proteins on neurons. For example, TGF-β1 
prevents gp120-induced neuronal apoptosis by restoring calcium 
homeostasis (Scorziello et al., 1997); BDNF and IL-10 can 
inhibit gp-120 mediated cerebellar granule cell death by pre-
venting gp120 internalization and caspase-3 activation in vitro 
(Bachis et al., 2001; Bachis et al., 2003). The second model, 
referred to as the indirect neuronal injury model, proposes that 
neurons die as bystanders when excessive local concentra-
tions of soluble pro-inflammatory and neurotoxic factors are 
released by infected MP and astrocytes (Figure 15.1). Studies 
have supported this notion including the observation that viral 
protein levels do not correlate with neuronal injury (Petito et al., 
1994), while neuronal apoptosis correlates well with microglial 
activation (Glass et al., 1993; Adle-Biassette et al., 1995). 
Furthermore, studies have shown that cognitively impaired 
patients have elevated levels of inflammatory markers and 
activators in contrast to HIV patients without CNS impairment 
(Tyor et al., 1992; Sippy et al., 1995).

Although proinflammatory cytokines such as TNF-α and 
IL-1β are key molecules in the pathogenesis of HAD, other 
cytokines may play important roles as well. Elevated levels 
of IL-6, IL-2 and decreased levels of IL-4 have been reported 
in both CSF and brain sections of HAD patients (Perrella et al., 
1992; Wesselingh et al., 1993; Griffin, 1997). These factors 
directly relate to the inflammatory state of brain. The acti-
vation of a Th1 immune response by infected macrophages 
results in the synthesis of cytokines such as IL-2 and IL-6 
that activate macrophage and coordinate the immune response 
toward HIV-1 infection. IL-2 induces T-cell proliferation and 
potentiates the release of other cytokines. IL-3 and GM-CSF 
stimulate the production of new macrophages by acting on 
hematopoietic stem cells in bone marrow. New macrophages 
are recruited to the site of infection by TNF-α and other cyto-
kines on the vascular endothelium that signal macrophages to 
leave the bloodstream and enter the tissue. Moreover, many 
inflammatory signals have been shown to increase HIV 
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replication. IL-2 and GM-CSF are both potent stimulators of 
HIV-1 replication in activated CD4 + T cells, and GM-CSF 
increases HIV-1 replication in macrophage cultures (Perno 
et al., 1990). The activity of type I cytokines during HIV-1 
infection promotes the inflammatory response in an effort 
to eliminate virus, however in the CNS during HAD, type I 
cytokine mediated inflammation results in neuronal damage 
as well as facilitating the replication of HIV.

Type II cytokines are key to the balance of inflammation 
and regulation of response in HAD. IL-10 downregulates the 
expression of proinflammatory cytokines and up-regulates the 
expression of the anti-inflammatory agent IL-1Ra. Increased 
levels of IL-10 in the CSF have been reported in individu-
als with HIV-1 encephalitis (Gallo et al., 1994). In a recent 
study in an HAD SCID mouse model, mRNA levels of 
IL-10 were increased five-fold as compared to uninfected 
controls. This change is concurrent with down-regulation 
of proinflammatory cytokines (IL-1β and IL-6) (Poluektova 
et al., 2004). Furthermore, pretreatment with IL-10 attenuated 
the neurobehavioral damage induced by HIV-1 gp120 in an 
in-vivo animal study (Barak et al., 2002). Increased type II 
immunomodulatory cytokines are possibly an active attempt 
to control inflammation and maintain or regain balance in 
CNS microenvironments.

IFNs have various effects on HAD pathogenesis. IFNs 
profoundly affect HIV-1 replication in various in-vitro sys-
tems. IFN-α and IFN-β are induced by HIV-1 infection and 
suppress HIV replication at multiple steps of the viral life 
cycle in macrophage (Gendelman et al., 1992; Gessani et al., 
1994). IFN-γ enhances HIV-1 replication in CD4 + T cells 
in an autocrine manner, while in macrophage culture IFN-γ 
enhances HIV-1 replication when added prior to infection but 
inhibits replication when added post-infection. Although lev-
els of IFN-γ have been shown to be elevated in HAD patients 
(Shapshak et al., 2004), its ultimate role is unclear. IFN-γ 
shapes the T-cell response and activates MP perhaps limiting 
viral spread, yet IFN-γ also synergistically enhances the effect 
of CD40L activation of macrophage. Interferons are known 
to target infected cells for cell-mediated elimination, but the 
ultimate role of interferons in HAD pathogenesis is still 
unclear (Benveniste, 1992).

Among the pro-inflammatory cytokines, TNF-α is the most 
studied. Levels of TNF-α mRNA are elevated in brain tissue 
collected from HAD patients (Wesselingh et al., 1993). Stud-
ies have shown that TNF-α levels in vulnerable brain regions 
correlate with neurological disease severity in HIV patients 
(Gelbard, 1999). During HAD, microglia, macrophages and 
monocytes show increased expression of TNF-α and TNF 
receptors (Tyor et al., 1992), an effect promoted by both IFN-
γ and IL-1. HAART treated HAD patients have a marked 
decrease in soluble TNF-α levels in the cerebrospinal fluid; 
this drop in TNF-α coincides with decreased viral load and 
improvement in the neurological function of patients (Gen-
delman et al., 1998). TNF-α may promote neuronal demise 
through various mechanisms. Increased BBB permeability 

and recruitment of activated immune cells facilitates viral 
invasion of the CNS. Synergy of TNF-α, viral proteins and 
excitotoxic glutamate activates glia to produce neurotoxins 
or leads to neuronal apoptosis directly (see review Saha and 
Pahan, 2003). Yet, the effects of TNF-α are complex; differ-
ing experimental systems and approaches have shown TNF-α 
to assume a neuroprotective role. TRAIL, another member of 
TNF family, is not normally expressed in the CNS. However, 
TRAIL has been reported to be expressed on the cell mem-
brane of peripheral immune cells and can be cleaved into a 
soluble, secreted form (Ehrlich et al., 2003). The plasma level 
of TRAIL is increased to ng/ml ranges in HIV-1-infected 
patients, particularly those with high viral loads (Herbeuval 
et al., 2005). Upon HIV-1 infection of CNS, TRAIL is upreg-
ulated primarily by infiltrated macrophages that are HIV-1-
infected or immune-activated (Ryan et al., 2004). Upregulated 
TRAIL has been shown to preferentially induce apoptosis in 
HIV-1-infected macrophages (Huang et al., 2006). Nonetheless, 
neurons express TRAIL-receptors and TRAIL may then cause 
neuronal apoptosis through direct interaction with TRAIL 
receptors on neurons or through macrophage death-mediated 
release of neurotoxins (see reviews Huang et al., 2005a, b). 
Thus TRAIL may be an important neurotoxic mediator in the 
pathogenesis of HAD.

Another proinflammatory cytokine, IL-1 is rapidly produced 
upon HIV-1 infection within the CNS. The induction of 
IL-1 has been shown to be associated with HAD (Zhao et al., 
2001). IL-1 in this case serves as a very upstream signal for 
multiple proinflammatory cytokines, notably TNF-α and IL-
6, initiating and amplifying inflammation in the brain, which 
is responsible for the global activation of macrophage and 
microglia (Chung and Benveniste, 1990; Aloisi et al., 1992; 
Lee et al., 1993). Direct injections of IL-1 into the CNS 
result in local inflammatory responses and neural degenera-
tion (Wright and Merchant, 1992). IL-1β directly activates 
HIV-1 replication in a monocytic cell line by transcriptional 
and post–transcriptional mechanisms independent of NF-
κB. IL-1 also synergistically enhances HIV-1 replication 
with multiple cytokines including IL-4 and IL-6 (Kedzierska 
et al., 2003).

TGF-β is expressed in the brain by astrocytes, MP, and oli-
godendrocytes, and has been shown to exert multiple effects on 
neurons and glial cells both in vitro and in vivo. Effects of TGF-
β include cell cycle control, differentiation, extracellular matrix 
formation, hematopoesis, and chemotaxis. Importantly in the 
CNS, TGF-β has key a role in regulating neuron survival and 
repair processes. TGF-β has also been shown to play a role in 
several varieties of CNS pathology including ischemia, excito-
toxicity and neurodegenerative diseases such as multiple scle-
rosis. In mild HAD, the cerebral levels of TGF-β has an inverse 
correlation to IFN-α and HIV RNA; in the severe form of 
HAD, TGF-β is undetectable (Perrella et al., 2001). In specific 
culture conditions, TGF-β has neurotrophic effects similar to 
BDNF and NGF, but a change in conditions can shift the effect 
of TGF-β toward neurotoxicity (Prehn and Miller, 1996).
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In summary, the various cytokines listed here all have cer-
tain associations with HAD. This body of evidence shades 
the inflammatory pattern of cytokine in HAD toward a 
chronic and detrimental effect that becomes manifest as the 
disease progresses. However, the cytokines discussed here 
do not constitute the complete list of players in HAD and 
other neuroimmune disorder diseases. Chemokines have a 
unique impact on the immune system; their role will be dis-
cussed at length below.

15.4.2. Cytokines in MS

MS is a chronic neurological disease with the hallmark patho-
logical findings of perivascular inflammation and demyelin-
ation. Histological sections from MS patients show demyelinating 
plaques are distributed within the white matter of the CNS, 
but the most frequently affected sites are the optic nerves, the 
brainstem, the cerebellum and the spinal cord. Although 
the classic MS lesion is focal demyelination, axonal dam-
age and neuronal dysfunction are also found in the pathology 
of MS (Trapp et al., 1999; De Stefano et al., 2001; Bjartmar 
et al., 2003). The selective loss of axons and myelin sheaths 
has been postulated to occur via a variety of different mecha-
nisms. Traditionally, MS has been considered an autoimmune 
disorder consisting of myelin autoreactive T-cells that drive 
an inflammatory process, leading to secondary macrophage 
recruitment and subsequent myelin and oligodendrocyte 
destruction. However, recent detailed studies on a large col-
lection of MS lesions have indicated that structural features 
of the plaques are extremely variable and the events involved 
in the immunopathogenesis of MS may be more complicated 
(Monica et al., 2005).

Recent studies of MS pathology show that the predominant 
cells in active lesions are lymphocytes, particularly T-cells 
and macrophages (Lucchinetti et al., 2000; Wingerchuk and 
Weinshenker, 2000). This pathology is similar to that found in 
experimental allergic/autoimmune encephalomyelitis (EAE), 
an animal model of MS, which can be induced in susceptible 
animals by active immunization with CNS tissue, myelin, 
myelin proteins, or by the transfer of auto-reactive T-cells. 
T-cells, upon being activated by antigen-presenting cells, 
become one of the primary effectors both in MS and EAE 
(Lucchinetti et al., 2000).

Generally Th1 activated CD4+ cells produce IL-1, IL-2, 
IFN-γ, and TNF-α to mediate inflammatory pathological pro-
cesses in immune-mediated tissue damage seen in MS and 
EAE (Adorini and Sinigaglia, 1997). In contrast, Th2 cells 
produce IL-4, IL-6, and IL-10 to mediate antibody production 
and downregulation of Th1 cellular responses (Adorini and 
Sinigaglia, 1997). The inflammatory reaction in MS and EAE 
is associated with the upregulation of a variety of Th1 cyto-
kines, including IL-2, IFN-γ, and TNF-α. However, the patho-
genesis of MS lesions is more complex, compared to that of a 
pure Th1-mediated CNS autoimmune disease. Cells other than 
the classical Th1 T-cells may contribute to the inflammatory 

process in autoimmune disease (Lucchinetti et al., 2000). For 
example, CD8 + class I restricted T-cells are also present and 
clonally expanded in MS lesions (Rohowsky-Kochan et al., 
1989; Correale et al., 1997). Axonal destruction in MS lesions 
correlates better with CD8 + T-cells and macrophages rather 
than CD4 + T-cells (Kuhlmann et al., 2002). There is also evi-
dence that Th2 cells can participate in pathologic autoimmune 
processes. Antibodies to both myelin-oligodendrocyte glyco-
protein and MBP have been demonstrated in MS lesions and 
in the serum of MS patients (Wajgt and Gorny, 1983; Bernard 
and de Rosbo, 1991). Activated macrophage/microglia are a 
major cell source of excessive production of TNF-α, IL-1β, 
and NO, thus they are suggested to participate in the pathol-
ogy associated with MS (Li et al., 1993; Bitsch et al., 2000).

Many inflammatory cytokines, such as Fas ligand and TNF-
α can trigger proapoptotic pathways, which are important 
effectors for neuronal death in EAE. Overexpression of Bcl2, 
an anti-apoptotic protein that blocks death receptor-initiated 
signaling events, protects mice primed to develop EAE (Offen 
et al., 2000). Further, elevated death ligand TRAIL expression 
level on blood MP of MS patients has been reported (Huang 
et al., 2000). Oligodendrocytes and neurons have recently 
been shown to be one of TRAIL’s targets (Matysiak et al., 
2002; Wosik et al., 2003; Aktas et al., 2005). Although inflam-
matory mechanisms seem to be an important aspect contribut-
ing to tissue injury in MS, the degree to which demyelination 
and axonal injury are a direct consequence of inflammation is 
still not clear. Nonetheless, the emphasis on the inflammatory 
aspect of the MS lesions continues to be a major impetus for 
therapeutic strategies to date.

Recent observations suggest the potential for T-cells, mac-
rophage, and microglia to produce neurotrophic factors and 
other neuroprotective factors, which may indicate an impor-
tant role for inflammation in the repair of MS lesions (Hohl-
feld et al., 2000; Stadelmann et al., 2002; Gielen et al., 2003). 
FGF2 and PDGF have been demonstrated as factors regulat-
ing remyelination (Frost et al., 2003). CNTF family factors, 
such as CNTF, leukemia inhibitory factor, cardiotrophin-1, 
and oncostatin M have been reported to induce a strong pro-
myelinating effect in a myelination model (Stankoff et al., 
2002). NGF enhances neural growth and also has the ability to 
switch the T-cell phenotype from Th1 to Th2, which reduces 
CNS tissue damage (Villoslada et al., 2000). Interestingly, IL-
1β is crucial to the remyelination of the CNS and this activity 
is suggested to lead to induction of astrocyte and microglia-
macrophage-derived IGF-1 (Mason et al., 2001). IGF-1 may, 
in addition, have antiapoptotic properties for oligodendrocytes 
(Mason et al., 2000).

Cytokines themselves may also be used for MS therapy. 
IFN-β has been in clinical use as an immunomodulatory drug 
for the treatment of MS for more than 10 years. Administra-
tion of IFN-β decreases the relapse rates and new MRI lesions 
in patients with relapsing/remitting MS (The IFN-β Multiple 
Sclerosis Study Group, 1993) or delay disease progression in 
patients with secondary progressive MS (Jacobs et al., 1996; 
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PRISMS STUDY GROUP, 1998). However, the exact mech-
anisms of action of IFN-β in MS are unknown. IFN-β is effec-
tive in preventing the IFN-γ-induced upregulation of MHC-II 
on antigen-presenting cells (Yong et al., 1998). In an earlier 
study, patients treated with IFN-γ exhibited an alarmingly 
high relapse rate during the initial month of treatment (Panitch 
et al., 1987). IFN-β can also downregulate the expression of 
costimulatory molecules and inhibit the activation and pro-
liferation of T cells. Additionally, IFN-β is involved in the 
alteration of cytokine levels, decreasing the level of Th1 cyto-
kine including IFN-γ, IL-12 and TNF-α (Yong et al., 1998). 
IFN-β treatment of astrocytes has been reported to stimulate 
production of NGF in-vitro (Boutros et al., 1997) and may 
thus promote remyelination in the CNS.

In summary, cytokines and growth factors are very impor-
tant mediators in the pathogenesis of MS as well as exhib-
iting therapeutic potential. More effort should be brought to 
explore the complex interactions among immune cells, cyto-
kines, growth factors and CNS resident cells.

15.4.3. Cytokines in AD

AD is the most common chronic neurodegenerative disorder 
characterized by the presence of neuritic plaques, neurofi-
brillary tangles, neurophil threads, and plaque deposits com-
prised of highly insoluble β-amyloid peptides (Aβ), cellular 
debris, and inflammatory proteins in the cerebral cortex and 
hippocampus (Selkoe, 2001; Ringheim and Conant, 2004). 
Neurons of the hippocampus and cerebral cortex are selec-
tively lost. A number of factors have been thought to contrib-
ute redundantly to pathogenesis of AD, including unbalanced 
calcium homeostasis, cell-cycle protein dysregulation, excit-
atory amino acids, as well as DNA damage. Deposition of 
Aβ in the brain parenchyma appears to be the crucial factor 
for the onset of AD, although mechanisms underlying Aβ 
effects are far from understood. The precursor of Aβ, amy-
loid protein precursor (APP), is an acute-phase agent upreg-
ulated in neurons, astrocytes, and microglia in response to 
inflammation, stress, and a multitude of associated cellular 
stresses. Aβ at high concentrations (generally >10 µM) has 
been found to act as a potent neurotoxic agent to both neuronal 
and non-neuronal cells. Interestingly, Aβ induces neurotoxic-
ity through the activation of microglia (Figure 15.1). In-vitro 
studies indicate concentrations of Aβ as low as 1–2 µM can 
induce neuron cell death but only in the presence of microg-
lia (Qin et al., 2002). Aβ primes microglia and has been 
shown to directly induce an inflammatory response when 
injected into the rat brain.

Inflammation has been suggested to contribute to the Aβ 
deposition and neuropathology associated with AD. For 
example, many clinical studies have indicated that anti-
inflammatory drugs have a protective effect upon the devel-
opment of AD (Stewart et al., 1997; Broe et al., 2000). AD is 
associated with the increase of pro-inflammatory cytokines 
including IL-6, TNF-α, M-CSF, IL-1β, TGF-β, TRAIL, 

and PDGF (Griffin et al., 1989, 1995; van der Wal et al., 
1993; Tarkowski et al., 1999; Akiyama et al., 2000; Uberti 
et al., 2004). These cytokines are produced by activated 
glia and some (IL-1β and TNF-α) are capable of perpetuat-
ing glial activation, leading to a cycle of overproduction of 
these potentially neurotoxic molecules, others (TRAIL, for 
example) have been suggested to induce apoptosis in CNS 
cells directly. It should be noted, however, that these same 
cytokines at low concentrations may be neuroprotective. 
Moreover, a complex relationship seems to exist between 
Aβ deposition and the Aβ-induced inflammatory response. 
Because Aβ accumulation appears to trigger inflammation, 
factors that either promote or inhibit Aβ aggregation would 
be expected to similarly affect inflammation. Microglia iso-
lated post-mortem from AD patients have been shown to 
either constitutively express cytokines, including IL-1β, IL-
6, and TNF-α, or produce these cytokines in response to Aβ 
(Lue et al., 2001). Likewise, Aβ and other amyloid-associ-
ated proteins are capable of stimulating the production of 
these same cytokines by rodent glia (Lindberg et al., 2005).

IL-1 regulates the synthesis of the APP from which the 
pathologic and diagnostic amyloid plaques of AD originate 
(Goldgaber et al., 1989). The functions of IL-1 suggest that 
this cytokine plays a key role in the pathogenesis of AD. Brain 
tissue levels of IL-1 are markedly elevated in AD, and the 
numbers of IL-1-immunoreactive microglia are increased in 
tissue sections of Alzheimer brain, mirroring the distribution 
of microglia within cerebral cortical layers in brains of nor-
mal controls (Sheng et al., 1998). This suggests distribution of 
microglia within the brain in part determines the distribution 
of Aβ plaques in AD.

In summary, cytokines and growth factors discussed in this 
section are implicated in the pathophysiological processes of 
AD of which activated microglia and macrophage perpetuate 
the inflammatory response that ultimately causes neuronal 
injury. However, it should be noted that inflammation orches-
trated by cytokines, chemokines, and growth factors may only 
play minor roles, as some researchers regard AD as a neurode-
generative disease rather than neuroinflammatory disease.

15.5. Chemokines in the CNS

While produced most often by immune cells, chemokines are 
also expressed by cells within the brain including endothe-
lial cells, neurons, astrocytes, microglia and oligodendrocytes 
where they regulate the migration, recruitment, accumulation, 
and activation of leukocytes in the brain (Wu et al., 2000). For a 
summary of chemokines in the CNS, see Table 15.2. Some che-
mokines such as stromal derived factor-1α (SDF-1α, CXCL12) 
and fractalkine (FKN, CX3CL1) are constitutively produced in 
the brain and likely play an important role in central nervous 
system (CNS) homeostasis and development. Others, such 
as macrophage inflammatroy protein one alpha and one beta 
(MIP-1α, CCL3 and MIP-1β, CCL4), monocyte chemotactic 
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Table 15.2. Chemokine ligands and receptor expression in CNS inflammation.

Cell type Ligands chemokine (systematic name) Receptors Reference

Monocytes/Macrophage MCP-1 (CCL2), MIP-1α/ CCR2 (Bernasconi et al., 1996; Cinque et al., 
  β (CCL3/CCL4)   1998; Kelder et al., 1998; Sorensen et al.,
     1999; Collman et al., 2000; 
   Gabuzda et al., 2002; Mizuno et al., 2003)
  CCR3, CCR5 
 RANTES (CCL5) CCR3, CCR5 
 IL-8 (CXCL8)  
 IP-10 (CXCL10) CXCR3 
  CXCR4, CCR4 
Microglia MIP-1α/β (CCL3/CCL4) CCR3, CCR5 (Bernasconi et al., 1996; Ishizuka et al., 
    1997; Cinque et al., 1998; 
    Kelder et al., 1998)
 RANTES (CCL5) CCR3, CCR5 
 MCP-1,3 (CCL2,CCL7) CCR2 
 IL-8 (CXCL8)  
 IP-10 (CXCL10) CXCR3 
  CCR4, CXCR4, CX3CR1 
Astrocytes MCP-1 (CCL2) CCR2 (Conant et al., 1998; Simpson et al., 1998;
     Zheng et al., 1999b, 2000b)
 MIP-1α/β (CCL3/CCL4) CCR3, CCR5 
 RANTES (CCL5) CCR3, CCR5 
 SDF-1α (CXCL12) CXCR4 
 IL-8 (CXCL8)  
 IP-10 (CXCL10), FKN (CX3CL1)  
  CCR4 
Neurons FKN (CX3CL1) CX3CR1 (Xia et al., 1997; Coughlan et al., 2000; 
    Zheng et al., 2000b; Xia and 
    Hyman, 2002)
 MCP-1 (CCL2) CCR2 
  CCR5, CXCR4 
 GRO-α (CXCL2) CXCR2 
  CXCR3 
Endothelium IL-8 (CXCL8) CXCR4, CCR5 (Gabuzda et al., 2002)
 FKN (CX3CL1)  
 IP-10 (CXCL10)  
 MGSA-α, -β, -γ  
 (CXCL1, 2, 3)  
 MIG (CXCL9)  
 MCP-1,3,4 (CCL2, 7, 13)  

protein-1 (MCP-1, CCL2), and the regulated upon activation 
normal T-cell expressed and secreted (RANTES, CCL5), are 
induced by inflammatory stimuli. These chemokines are likely 
involved in the pathogenesis of a variety of neurodegenerative 
diseases, where inflammation plays a role in pathogenesis, such 
as MS, AD, and HAD.

15.6. Chemokines and their Receptors 
in Neurodegenerative and Neuroimmunologic 
Diseases

The inflammatory response manifest in the brain during HIV-
1 infection of the nervous system leads to the development 
of a chemo-attractant gradient resulting in the formation of 
multinucleated giant cells in HIVE (Williams et al., 2002). 
This enables inflammatory monocyte-derived macrophages 

(MDM) to enter the brain, become infected and expand the 
sources of neurotoxic secretory factors that lead to the path-
ological and clinical aspects of disease (Gendelman et al., 
1997). Moreover, chemokine receptors are critical for infec-
tion in perivascular macrophages and microglia. Studies have 
shown chemokines and their receptors play a more direct role 
in the neuropathogenesis of HIV-1 infection. It is now clear 
that neurons, glia and neural stem cells express chemokine 
receptors and the interactions of HIV-1 gp120 with neuronal 
chemokine receptors leads to apoptosis of neurons (Kaul et al., 
2001; Cotter et al., 2002; Ryan et al., 2002; Tran and Miller, 
2003; Peng et al., 2004). These effects may be manipulated by 
chemokines that act on the same receptors. The presence of 
chemokine receptors on neural cells also supports the notion 
that chemokines modulate neuronal physiological functions. 
Thus, chemokine receptors might have a crucial role in the 
balance between neuronal protection and injury.
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15.6.1. Chemokines and Their Receptors in HAD

15.6.1.1. HIV-1, Chemokines and HIV-1 
Co-receptors

As previously discussed, chemokines are important players in 
the development and maintenance of an immune response to 
foreign insult. In some circumstances however, chemokines 
play a more central role in the pathogenesis of the disease 
process. Studies have shown multiple viruses including her-
pesvirus, poxvirus, retrovirus, and lentivirus take advantage 
of the chemokine system, posing as analogs, to presumably 
gain a survival advantage by avoiding or altering immune 
detection and elimination (Murphy, 2001). Another manipu-
lation of chemokine immune defense first described in 1996, 
is HIV’s use of a chemokine co-receptor in human infection 
(Feng et al., 1996). Initially, HIV was assumed to rely solely 
on the CD4 surface protein found on T-cells and macrophages 
for entry into host cells (CD4 as an HIV receptor is reviewed 
in Sattentau and Weiss, 1988). However, CD4 alone did not 
accurately predict the cell interactions of HIV. This eventually 
led to the breakthrough that chemokine GPCRs mediate viral 
membrane fusion with human host cells. Each HIV strain has 
different specificities and interactions with various chemo-
kine receptors, but the two primary coreceptors are CCR5 and 
CXCR4. Macrophage or M-tropic viral strains utilize CCR5 
for infection; T-cell or T tropic viral strains rely upon CXCR4. 
There is another viral subset, dual tropic or R5X4 strain that 
employs both coreceptors. Further, additional receptors have 
been shown to have more limited viral interactions including 
CCR2, CCR3, CCR8, CX3CR1 and others, but the patho-
physiological relevance has yet to be determined (Gabuzda 
and Wang, 2000).

The co-receptor requirement is a result of receptor ligand 
interactions between the chemokine GPCRs and the HIV coat 
protein gp120. Virus-cell interactions characteristically begin 
with gp120 binding CD4, inducing a conformational change 
in gp120. This change alters the affinity of gp120 for a core-
ceptor, either CCR5 or CXCR4 resulting in a trimolecular 
interaction between gp120, CD4 and the coreceptor (Berson 
vand Doms, 1998; Dimitrov et al., 1998; Berger et al., 1999). 
The multi-molecular interaction then permits fusion of HIV 
viral membrane to the host cell, allowing entry and conse-
quent integration into the host DNA.

Within the past several years the links between chemokines, 
chemokine receptors, and HIV pathogenesis have been shown 
to be clear and significant (Cocchi et al., 1995; Deng et al., 
1996; Dragic et al., 1996; Feng et al., 1996; Michael, 2002; 
Rizzardi et al., 2002). Chemokine receptors play a critical 
role, particularly in the early stages of HIV cell entry both in 
protective and liable capacities. Chemokine receptors CCR5 
and CXCR4 are the major co-receptors for viral entry into 
CD4 + cells (Cocchi et al., 1995; Deng et al., 1996; Dragic et 
al., 1996; Feng et al., 1996), whereas the presence of chemo-
kines can sometimes help prevent infection. These observa-
tions have elicited intense interest in chemokine biology.

Neurons express both chemokines and chemokine receptors, 
and although not infected by HIV, neurons do express the corecep-
tors CXCR4 (Zhang et al., 1998) and CCR5 (Rottman et al., 
1997). Similar to cells infected by HIV, the neuron corecep-
tors have affinity for HIV envelope protein gp120, regardless of 
CD4. Many groups have since shown neuronal toxicity medi-
ated by viral proteins, particularly gp120 (Hesselgesser et al., 
1998; Kaul and Lipton, 1999; Ohagen et al., 1999; Zheng et 
al., 1999b; Chen et al., 2002; Garden et al., 2004). Upon inter-
action with coreceptors, gp120 induces signaling cascades that 
may play a role in promoting apoptosis. Blocking of these cas-
cades can block neuronal death in some cases. Interestingly, 
different viral strains induce varying levels of neuronal toxicity 
(Gabuzda and Wang, 1999; Zheng et al., 1999a).

15.6.1.2. Neuroprotective and Neurotoxic Effects 
of Chemokines and Their Receptors in HAD

In contrast to HIV-1 coreceptors, some chemokine ligands 
have the ability to reduce or ablate neuron toxicity. High lev-
els of chemokines RANTES, MIP-1α, and others have been 
shown to reduce neuron death (Meucci et al., 1998; Kaul and 
Lipton, 1999), while SDF-1, at higher concentrations may 
actually promote neuronal death (Hesselgesser et al., 1998; 
Kaul and Lipton, 1999; Zheng et al., 1999b). The mechanism 
is not yet completely understood, but may rely upon simple 
competitive inhibition, receptor expression changes on the 
cell surface, or other unknown mechanisms.

Fractalkine (CX3CL1): FKN levels are higher in the CSF 
of cognitively impaired HIV patients than in infected subjects 
without cognitive impairment. Moreover, FKN can affect the 
chemotaxis of primary monocytes across an artificial blood brain 
barrier and is neuroprotective to cultured neurons (Meucci et al., 
2000; Tong et al., 2000). Thus, this neuronal chemokine may 
serve as a damage signal to recruit macrophages and microglia 
to the site of injury (Jung et al., 2000; Tong et al., 2000; Zheng 
et al., 2000a; Zujovic et al., 2000). Subsequent chemokine-MP 
interactions can initiate inflammatory responses through the 
production of chemokines/cytokines or protective responses 
through the production of neurotrophins (Xiao and Link, 1998; 
Kaul et al., 2001; Cotter et al., 2002).

MCP-1 (CCL2): Despite some association of chemokines 
and neuroprotection, there are also detrimental effects of 
chemokine function during HAD pathogenesis. Shown to be 
expressed in the brains of HAD patients (Conant et al., 1998), 
MCP-1 (CCL2) is a potent chemoattractant for monocytes and 
may help fuel the positive feedback loop of inflammation in 
the HAD brain. MCP-1 recruits monocytic phagocytes to sites 
of inflammation as was evidenced by a study using a mouse 
system with elevated levels of MCP-1 resulting in increased 
phagocytic cells at lesion sites (Fuentes et al., 1995). A high 
level of MCP-1 in CSF versus plasma was shown to be predic-
tive of dementia development in monkeys (Zink et al., 2001). 
While clearly possessing chemotactic properties, the ability 
of MCP-1 to recruit phagocytes through the BBB was further 
elucidated with a study showing changes in BBB permeability 
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in the presence of MCP-1 (Song and Pachter, 2004). Increased 
levels of MCP-1 were shown to result in initial protection 
from infection, however, upon successful HIV-1 infection, 
increased MCP-1 was shown to lead to increased susceptibil-
ity to the development of HAD (Gonzalez et al., 2002).

Interferon-inducible protein 10 (IP10, CXCL10): IP-10 is 
a CXC chemokine. As indicated by its name, IP-10 is highly 
induced by interferon as well as other factors, yet is also 
produced constitutively throughout the body. IP-10 targets 
multiple subtypes of activated T-cells and macrophages for 
migration. IP-10 has been found in very high levels in CSF 
as well as shown to recruit cells into the CNS in the setting of 
HAD. While clearly a player in recruitment and inflammation, 
IP-10’s role has also been shown to include cytotoxic effects 
toward neurons (van Marle et al., 2004) and may stimulate 
HIV-1 replication in macrophages (Lane et al., 2003).

IL-8 (CXCL8): An endogenous ligand for CXCR2, IL-8 
is secreted in high levels by HIV-1 infected lymphocytes and 
macrophages. Although expressed constitutively, immune 
activation potentiates IL-8 production from infected or unin-
fected macrophages by agents such as LPS or CD40L (Zheng 
et al., 2000b). IL-8 levels are increased in the CSF of HAD 
patients, more so than those lacking cognitive symptoms, sup-
porting the role IL-8 in HAD (Zheng et al., 2001).

SDF-1 (CXCL12): Chemokines have also been shown to 
have a neuromodulatory capacity, in some cases decreasing 
excitation and avoiding toxicity. A complicated example is 
the effect of SDF-1 on glutamate toxicity and uptake, spe-
cifically as regulated through astrocytes. SDF-1 is a mem-
ber of the CXC chemokine subfamily and is the only known 
physiological ligand for CXCR4 (Rossi and Zlotnik, 2000). 
CXCR4 is upregulated in HIV and SIV encephalitis, experi-
mental allergic encephalitis (EAE), and brain tumors (Jiang et al., 
1998; Sanders et al., 1998; Vallat et al., 1998; Westmoreland 
et al., 1998). SDF-1 is a potent chemoattractant for resting 
lymphocytes, monocytes, and CD34-positive hematopoietic 
progenitor cells (Kim and Broxmeyer, 1999). SDF-1 transcripts 
are predominantly expressed by oligodendrocytes, astrocytes 
and neurons in the cortex, hippocampus, and cerebellum 
(Gleichmann et al., 2000; Stumm et al., 2003). SDF-1 has 
been shown to be upregulated in the brain of patients with 
HIVE and in astrocytes by HIV-1-infected and/or immune-
activated macrophages in-vivo (Langford et al., 2002; Rostasy 
et al., 2003; Peng et al., 2006). Studies conducted in different 
settings have shown SDF-1 to promote neuronal survival, 
reducing glutamate toxicity (Meucci et al., 1998), while other 
studies have shown SDF-1 to increase neuronal death by 
interacting with CXCR4 and increasing the release of gluta-
mate and TNF-α from glial cells (Meucci et al., 1998; Kaul 
and Lipton, 1999; Zheng et al., 1999b; Bezzi et al., 2001; Kaul 
et al., 2007). This may be due to experimental variation or a 
concentration dependent effect of SDF-1 and glutamate regu-
lation. Recently, it was suggested that SDF-1 could be cleaved 
to SDF-1 (5–67) and mediate direct neurotoxicity through 
CXCR3 (Zhang et al., 2003; Vergote et al., 2006).

15.6.1.3. Therapeutic Avenues Directed Toward 
Chemokines and Their Receptors

Because HIV requires coreceptors for the induction of produc-
tive viral infection and naturally occurring alleles have been 
shown to effectively limit HIV entry (reviewed in Tang and 
Kaslow, 2003), potential therapies may rely upon exploitation 
of CXCR4 and CCR5. However, the ability of HIV to mutate 
presents a great hurdle in the development of effective thera-
peutic receptor antagonists. Another layer of complexity is 
the potential side effects of blocking one or multiple chemo-
kine receptors that have homeostatic and inflammatory roles. 
Despite the inherent difficulties, multiple approaches have 
been studied and some are now being tested in clinical trials. 
Small molecule inhibitors, monoclonal antibodies, and modi-
fied chemokine ligands are all related but distinct approaches 
to limiting HIV entry currently being developed and tested 
(reviewed in Shaheen and Collman, 2004). Another approach 
to block initial HIV infection may be to deliver siRNAs tar-
geting the receptors for knockdown (Zhou et al., 2004).

Some chemokine ligands inherently disrupt viral patho-
genesis or provide protection against cell death during the 
disease process. Ligands of HIV coreceptors, such as SDF-1 
and RANTES, have been shown to block infection of cells in 
different systems (Bleul et al., 1996; Lederman et al., 2004). 
Similarly, ligands to coreceptors have been shown to block 
HIV envelope protein induced toxicity to neurons (Alkhatib 
et al., 1996; Meucci and Miller, 1996). The mechanism may 
be simple blocking or internalization of receptors, or may rely 
upon the signaling downstream of chemokine interaction.

15.6.2. Chemokines and Their Receptors in MS

Similar to cytokines, the chemokine expression pattern is also 
a Th1-mediated response in MS. Pro-inflammatory cytokines 
activate resident macrophages and microglia within the CNS 
(Figure 15.1). Recruitment and attraction of these cells occurs 
via integrins and chemokines and is believed to contribute to tis-
sue injury and demyelination. Selective expression of individual 
chemokines may influence the cellular composition of inflam-
matory lesions because chemokine receptors are associated with 
either Th1 or Th2 responses. Th1 proinflammatory cells may 
express CCR5 (receptor for chemokines RANTES, MIP-1 α and 
MIP-1β) and CXCR3 (receptor for IP-10 and MIG), whereas 
Th2 inflammatory cells may shift toward the display of CCR3 
(receptor for MCP-3, MCP-4, and RANTES) and CCR8.

In MS autopsy brain sections, CCR5 and CXCR3 are over-
expressed in peripheral and lesion associated T-lymphocytes 
(Simpson et al., 1998; Balashov et al., 1999). The ligands for 
CCR5 and CXCR3, RANTES and IP-10, also increase in the 
CSF (Lucchinetti et al., 2003). For the cell source of chemo-
kines, IP-10 was associated with astrocytes and perivascular 
astrocytic processes within MS lesions (Simpson et al., 1998; 
Balashov et al., 1999; Sorensen et al., 1999). These results 
suggested that the interaction between IP-10 and CXCR3 
might be the mechanism that traffics T-cells into MS lesions. 
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Similarly, elevated CCR5 in activated macrophages was found 
in MS lesions, indicating RANTES might mediate the recruit-
ment and activation of monocytes and macrophages in MS 
(Sorensen et al., 1999). Further, MCP-1, MCP-2, MCP3, MIP-
1α, and MIP-1β immunoreactive astrocytes within MS lesions 
have been described (McManus et al., 1998; Simpson et al., 
1998; van der Voorn et al., 1999; Boven et al., 2000). These 
results were support by the study in the EAE model, particu-
larly MCP-1 (Ransohoff et al., 1993; Berman et al., 1996), IP-
10 (Ransohoff et al., 1993), RANTES (Godiska et al., 1995).

Taken together, these results indicate extensive chemotactic 
interactions between the glia cells in MS lesion and the infil-
trating cells. Whether these interactions ultimately promote 
destructive inflammation or recruitment of viral and protective 
regulatory cells that enhance tissue repair is still not clear. This 
is a crucial question to answer before potential pharmacological 
intervention based on chemokines and their receptors could be 
reinforced for the treatment of the MS.

15.6.3. Chemokines and Their Receptors in AD

Immunohistochemical analysis of tissue from human brains with 
AD have revealed that in AD, there is increased expression of 
MIP-1β and IP-10 by activated astrocytes, and of the chemokine 
receptors CCR3 and CCR5 on activated microglia, adjacent to 
Aβ deposits in AD (Xia et al., 1998, 2000). Dystrophic neuritis has 
been shown to express the IL-8 receptor CXCR2 within the Aβ 
plaques of AD (Xia et al., 1997). Aβ is capable of modulating 
the inflammatory processes involved in AD through chemokine 
production. MCP-1 is found in activated microglia and within 
neuritic Aβ plaques, but not in early plaque forms(Ishizuka et 
al., 1997). Aβ promotes production of MCP-1, MIP-1α, MIP-
1β, or IL-8 by monocytes and microglia (Fiala et al., 1998; 
Meda et al., 1999); Aβ also promotes expression of MCP-1 and 
RANTES by astrocytes (Johnstone et al., 1999). These observa-
tions collectively suggest that chemokines may play a role in the 
pathogenesis of AD (Xia and Hyman, 1999). It is likely that the 
production of chemokines by the surrounding cells plays a role 
in the recruitment and accumulation of astrocytes and microglia 
in senile plaques (Cartier et al., 2005).

Although the exact role of chemokines in AD is still not 
yet well defined, neuroprotective effects of chemokines have 
been noted. Fractalkine/CX3CL1 is suggested to have a protec-
tive role in AD. It has been reported that Fractalkine/CX3CL1 
inhibits the production of IL-6, TNF-α and NO with Aβ-primed 
microglia, thereby improving the neuronal survival rate (Zujo-
vic et al., 2000; Mizuno et al., 2003). GRO-α (CXCL2), the 
ligand for CXCR2 has been suggested to trigger ERK1/2 and 
PI-3 K pathway in a way similar to BDNF, indicating GRO-α, 
or perhaps other CXCR2 ligands, could have a neutrotrophic 
effect (Xia and Hyman, 2002). Neuroprotective effects of other 
chemokines, such as RANTES, SDF-1α, IP-10, and MIP have 
also been documented (Meucci et al., 1998).

With the current understanding of chemokines and their 
related regulations, it is unlikely that pharmaceutical intervention 

will soon be used to treat AD. New therapeutic modalities 
targeting chemokines and their receptors may become avail-
able as a more detailed understanding of chemokines, their 
receptors, and potential agents in inflammatory changes is 
garnered.

Summary

The role of cytokines, growth factors, and chemokines in 
neuroimmune dysregulation is complex, due to the overlap-
ping, synergizing, and antagonizing effects of various  factors. 
Classifying any individual factor or family of factors as 
beneficial or detrimental oversimplifies the interactions 
between various cell types and the signaling cascades initi-
ated by them. Instead, cytokines need to be considered as 
a balanced network, where subtle modifications can shift 
cells toward different outcomes such as death, proliferation, 
migration, and induction of inflammation or inhibition of 
immune responses. Prolonged inflammation has a profound 
impact on the cytokine network and the cells they target, 
consequently altering the outcome of cell populations. The 
CNS is a unique environment that is exquisitely sensitive 
to cytokines, growth factors, and chemokines; the dysregu-
lation that is rampant during neurodegenerative diseases 
permanently transforms brain function. The profile of cyto-
kines, growth factors, and chemokines presented in the brain 
influences the function and ultimately the fate of neurons. 
Understanding the effects of cytokines, growth factors, and 
chemokines and how the expression or activity of those factors 
can be manipulated may provide the key to diagnosing or 
treating neuroimmunological disease.

Review Questions/Problems

 1. What is a cytokine?

 2. How does IL-1b  contributes to the development of 
HIV-1 associated dementia, Alzheimer’s disease, and 
multiple sclerosis?

 3. List five members of TNF family of cytokine and their 
effects in CNS inflammation.

 4. List three major families of neurotrophic factors.

 5. How do different stimuli lead to CNS inflammation 
in the pathogenesis of HIV-1 associated dementia, 
Alzheimer’s disease, and multiple sclerosis?

 6. Briefly discuss the approach to classify chemokines 
and provide an example for each type.

 7. Describe the two distinct means in which chemokine 
receptors participate in the pathogenesis of HAD.

 8. Which chemokine receptors have been identified as 
coreceptors for HIV?
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 9. Compare two distinct models on how HIV-1 leads to 
neuronal injury.

10. Mitochondria play a pivotal role in mediating signaling 
events leading to apoptosis. Briefly describe the mito-
chondrial apoptosis pathway in a sequential order.

11. Which of the following statements about chemokines 
is correct?

a.  Chemokines and chemokine receptors play a significant 
role in pathogenesis of inflammatory disorders, such 
as HIV-1 associated dementia.

b.  Stromal derived factor-1α (SDF-1α, CXCL12) and 
fractalkine (FKN, CX3CL1) are constitutively pro-
duced in the brain.

c.  Macrophage inhibitory proteins one alpha and one 
beta (MIP-1α, CCL3 and MIP-1β, CCL4), and mono-
cyte chemotactic protein-1 (MCP-1, CCL2) could be 
induced by inflammatory stimuli in the CNS.

d. All of the above are correct.

12. Propose a potential therapeutic approach using a cyto-
kine or chemokine in HIV-1 associated dementia.

13. Which of the following statements are FALSE in 
regards to inflammatory cytokines and chemokines in 
relationship to neurodegenerative diseases?

a.  Microglia, brain macrophage and astrocytes are major 
sources of inflammatory mediators for disease.

b.  Pro-inflammatory cytokines mediate neurodegenera-
tion through the upregulation of neurotrophic factors 
including NGF, BDNF, and NT-3.

c.  Chemokines such as MCP-1 Promote inflammation 
through recruitment of monocyte-derived macro-
phages that propagate tissue damage.

d.  Activated microglia may contribute to tissue damage.

14. The following belongs to TNF  family members 
EXCEPT?

a. CD40L
b. TRAIL
c. FasL
d. TGF

15. The following cytokines serve as pro-inflammatory 
factors EXCEPT?

a. IL-10
b. IL-1
c. IFN-
d. IL-6

16. Which of the following statements about type I and 
type II cytokines are incorrected?

a.  Type I and type II cytokine families are classified based 
upon the structural homology of their receptors.

b.  Type I and type II cytokine families are comprised of 
both Th1 and Th2 cytokines.

c.  Interferons are type II cytokines that promote viral 
growth while serving as anti-inflammatory and immu-
nomodulatory factors.

d.  Members of the type I cytokine family share a char-
acteristic motif consisting of an extracellular region 
containing four helices.

17.  Which anti-HIV therapeutics specifically target the 
infecting agent?

a.  Co-receptors: CCR5 and CXCR4
b.  Viral receptor: CD4
c. Viral enzymes required for replication
d. Adenylate cyclase

18.  The chemokine co-receptors for HIV-infection infec-
tion are?

a.  CXCR7 and CCR1
b. CCR1 and CCR5
c. CXCR4 and CCR1

19.  ELR+ chemokines target which cell type?

a.  Monocytes and lymphocytes
b. Neutrophils
c. Progenitor cells
b. Monocytes

20.  Chemokines are defined by the organization of their 
N-terminal cysteine residues. Which of the following is 
not representative of a chemokine classification?

a.  CC
b. CXC
c. CXXC
d. C

21.  Which of the following is the most potent chemoat-
tractant for monocytes and macrophages?

a.  CXCL12
b. CXXXCL3
c. CCL2
d. CXCL8
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16.1. Introduction

What mysterious forces precede the appearance of these processes…
promote their growth and ramifi cation…and fi nally establish those 
protoplasmic kisses…which seem to constitute the fi nal ecstasy of 
an epic love story.

~Santiago Ramón y Cajal [1852–1934]

The science of neurobiology is now almost a century older 
than times when Spanish neuroanatomist and Nobel laureate 
Santiago Ramón y Cajal had wondered as above. Yet, these 
‘mysterious forces’ have only been partially illuminated 
today and the posed question still remains worth pondering 
upon in contemporary times. What Cajal identified as ‘forces’ 
are basically key cellular signals that are transduced preced-
ing growth and ramification. A precipitate of our knowledge 
today tells us that these ‘forces’ are mostly generated within 
and amongst members of the central nervous system (CNS). 
The present chapter is aimed at appreciating cellular signals 
and their transduction pathways which underlie the functional 
output of CNS during normal times, diseased conditions, and 
regeneration.

16.2. An Introductory Orientation

Signal transduction forms the basis of cellular perception 
to an external signal. Generally, it refers to defined and 
regulated cascade of cellular events that identifies a cer-
tain signal at cell surface or in intracellular compartments 
(reception desk) followed by engagement of second messen-
ger pathway(s) that finally enable the cell to respond to the 
signal.

16.2.1. General Mechanism of Cellular Signal 
Transduction

Ideally, there are four stages in any signal transduction pathway. 
The first stage involves binding of receptors by the ligand. 
These receptors could be intracellular (e.g. nuclear hormone 
receptors), or may be exhibited on the plasma membrane. The 
second stage involves activation of receptors in response to 
ligand binding. Once activated, the receptor recruits several 
modulators (e.g. G-proteins) as the third step in the cascade. 
Finally, in the fourth step, second messengers (e.g. cAMP, 
ceramide) are activated which convey the signal downstream 
to effecter molecules (e.g. transcription factors, which trans-
located to the nucleus and induce activation of specific genes). 
Although most signal transduction pathways are structured 
around four-stage process, yet variations are also observed.

For a signal to be able to induce an appropriate response to 
the inducer, it must be specific, fast, and must be amplified along 
the way of transduction. Indeed, amplification is achieved 
when one receptor recruits several modulators, which in turn 
activate several second messengers (Figure 16.1).

16.2.2. Signaling in CNS: A Complex Web 
of Signaling in Various Cell Types

Previous chapters of this book should have by now impressed 
the reader with the complexity of cellular types and function in 
CNS. The main cell types bathing in cerebro-spinal fluid are 
neurons, astrocytes, microglia, olidendroglia, and Schwann 
cells. Additionally, there are endothelial cells lining the blood-
brain barrier (BBB). These cells, despite having distinguished 
functions of their own, are remarkably interconnected and 
demonstrate considerable amount of inter-cellular signaling 
between similar or dissimilar cells. Such crosstalk between 
different cell types forms the basis of several physiological 
outcomes like memory formation and axonal regeneration. 
Despite sharing several common signaling pathways, yet, 
sometimes same ligands induce strikingly opposite outcomes 
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in different CNS cells. For example, few inducers of inflam-
matory response in glia cause degeneration of neurons. This 
suggests that there are cell-type-specific modulations of certain 
signaling pathways.

16.3. Signals Maintaining Normal CNS 
Health and Function

16.3.1. Major Signaling Pathways Maintaining 
CNS Homeostasis

Regulation and/or maintenance of axonal growth, dendritic 
pruning, synaptogenesis and synaptic refinement, and neuro-
nal survival/death are essential for the proper functioning of 
the nervous system. These functions are carried out following 
the interaction of neurotrophins with their plasma membrane 
receptors, Trk receptor tyrosine kinases (Trks) and p75 neu-
rotrophin receptor (p75NTR) and increase in cytoplasmic Ca2+. 
In the mammalian brain four neurotrophins have been identi-
fied: nerve growth factor (NGF); brain-derived neurotrophic 
factor (BDNF); neurotrophin 3 (NTF3) and neurotrophin 4 
(NTF4, also referred to as NTF4/5) (Zweifel et al., 2005; Lu 
et al., 2005). Trk family of receptor tyrosine kinases com-
prises of three different receptors, Trk A, Trk B and Trk C. 
p75NTR is a member of the tumor necrosis receptor super fam-
ily (Huang and Reichardt, 2003). In general, activation of Trk 
receptors stimulates neuronal survival, differentiation, neurite 
outgrowth, synaptic plasticity, and function. p75NTR acts as 
a facilitator of Trk-mediated neuronal survival as well as an 
inhibitor of cell growth and promoter of apoptosis (Nykjaer 
et al., 2005).

Neurotrophins are synthesized as proneurotrophin precur-
sors of ~27–35 kDa. These precursors of neurotrophins are 
cleaved either within the cell by the serine protease Furin 
(trans-Golgi network) and pro-convertase or in the extracel-
lular space by the plasmin and matrix metalloprotineases 
(MMP3 and MMP7), affording mature neurotrophins of 
about 13 kDa. While mature NGF preferentially binds to and 
activates Trk A (k

D
 ~ 1–10 nM), BDNF and NTF4 (NTF4/5) 

exhibit high affinity for Trk B. On the other hand, NTF3 binds 
to and activate Trk C. Mature neurotrophins have slightly 
lower and similar affinities for p75NTR, while proneurotrophins 
exhibit high affinity for p75NTR (Barker, 2004).

16.3.1.1. Trk Receptor Signaling

The extracellular domain of Trk receptors is made up of 
three leucine-rich 24 residue motifs flanked on either side 
by a cysteine cluster (C1 is on the outer side and C2 is in 
the inner side), followed by two immunoglobulin (Ig)-like 
domains and a single transmembrane domain. The cytoplas-
mic domain of Trk receptors contains several tyrosine motifs 
(Huang and Reichardt, 2003). The major ligand binding site 
on Trk receptors is located in the region proximal to the Ig-

C2 domain. Binding of neurotrophins to Trk receptors trig-
gers receptor dimerization, autophosphorylation of tyrosine 
residues and activation of several signaling pathways. There 
are ten conserve tyrosine residues in each Trk receptors. 
Phosphorylation of Y670, Y672, and Y675 potentiate tyro-
sine kinase activity by pairing these negatively charged resi-
dues with basic residues in their vicinity. Phosphorylation of 
additional residues creates docking sites for adaptor proteins 
including Ras-Raf-MEK-Erk-CREB, PI3-kinase-Akt, PLCγ-
Ca2+, NF-κB and atypical protein kinase pathways. In Trk A 
receptor, phosphotyrosine 490 creates a docking site for Shc, 
fibroblast growth factor receptor substrate 2 (FRS2) which 
then activates Ras and PI3 kinase. However, phosphorylation 
of 785 residue recruits PLCγ-1. Activation of these pathways 
leads to local control of axonal growth, neuronal survival 
and metabolism.

Neurotrophin-Trk receptor complexes are internalized and 
retrogradely transported from distal axons to the neuronal cell 
body where they signal to the soma to mediate target-dependent 
survival, growth and gene expression. The neurotrophin-Trk 
receptor complex is internalized by four mechanistically 
diverse and highly regulated pathways: macropinocytosis; 
clathrin-mediated endocytosis; caveolae-mediated endocyto-
sis and Pincher-mediated endocytosis. The kinase activity of 
Trk is probably required for receptor internalization.

16.3.1.2. p75NTR Receptor Signaling

p75NTR is the second class of neurotrophin receptor that is 
integral for maintaining CNS health and function (Barker, 
2004; Lee et al., 2001; Meldolessi et al., 2000). This receptor 
binds soluble dimeric ligands and often requires (or act as) 
a co-receptor to facilitate neuronal survival, neuronal death 
and growth inhibition. Structurally, p75NTR is less complex 
than Trk receptors. The extracellular domain comprises of 
four tandemly arranged cysteine-rich motifs that contain the 
neurotrophin binding site. This is followed by a single trans-
membrane domain and a cytoplasmic tail. Unlike Trk receptors, 
the cytoplasmic tail of p75NTR receptor does not possess kinase 
activity. However, the cytopasmic tail of p75NTR possess three 
intracellular domains that serve as docking sites for adaptor 
proteins. They include a domain with homology to the binding 
site for TNF-receptor mediated factors (TRAFs), a domain 
homologous but distinct from death domain 1 of typical death 
receptors and a PSD-binding domain.

Binding of neurotrophins is the primary mechanism by 
which Trk receptors are activated but the affinity and specificity 
of neurotrophins for Trk receptors is regulated by p75NTR. For 
example, the association of p75NTR with Trk receptors induces 
a conformation that has high affinity for NGF. Association 
of p75NTR also enhances the discrimination of Trk for their 
preferred neurotrophin ligand (Barker, 2004; Lee et al., 2001; 
Meldolessi et al., 2000).

The activation of p75NTR plays an important role in neuronal 
growth. Unliganded p75NTR is an activator of RhoA which 
mediates the effects of CNS-derived myelin-based growth 
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inhibitors (MGBIs) that include Nogo, myelin-associated 
glycoprotein (MAG1) and oligodendrocyte myelin glycoprotein 
(OMgP). The precise signaling mechanisms by which p75NTR-
Nogo complex inhibit neuronal growth remains unresolved. 
However, studies suggest that the binding of MBGIs to 
p75NTR-Nogo complex enhances the association of Rho-GDIα 
(Rho-GDP dissociation inhibitor α) while NGF abolishes 
p75NTR-Rho-GDIα interaction.

16.3.1.3. Ca2+ Signaling

Neurons communicate with each other (as well as with other 
non-neural cells) either via electrical (action potential) or 

chemical (neurotrophins and other modulatory ligands) signals. 
In response to these signals, neurons alter their intracellular free 
Ca2+ levels. This rise in intracellular free Ca2+ serves as a ubiq-
uitous second messenger signal to regulate a broad repertoire 
of neuronal function including axonal and dendritic growth 
and function, gene transcription, neurotransmitter release, and 
apoptosis (Berridge, 2005; Ross et al., 2005; DeCoster, 1995). 
Ca2+ can regulate this diverse array of function by virtue of 
the quantity of release (amplitude), where in the neuron it is 
release (spatial location) and for how long it was release (time). 
Under resting conditions, the cytoplasmic free Ca2+ in neurons 
is about 100 nM and upon neuronal activation cytoplasmic 
free Ca2+ increases to about 1–10 µM. The Ca2+ that is used 

Figure 16.1. Basic scheme of signaling. Signal transduction pathways are usually composed of four stages as indicated. After ligand binding, 
receptor becomes activated and intracellular part of activated receptor recruits adapters and modulators that may produce second messengers. Second 
messengers may involve activation of enzymes like kinases and phosphatases, and/or transcription factors. Finally, activation of transcription 
factors results in gene transcription, whereas signals not involving them mostly result in post-translational modification of existing proteins.
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for this cytoplasmic increase is mobilized either from external 
stores (extracellular space) following activation of ligand-gated 
channel (e.g. NMDA and P2X receptors), voltage-operated 
Ca2+ channels (L-type, T-type and N-type Ca2+ channels) or 
from internal stores (endoplasmic reticulum) via activation of 
inositol 1,4,5-trisphosphate receptors (InsP3R) and ryanodine 
receptors (RyR) (Berridge, 2005; Ross et al., 2005; DeCoster, 
1995). The rise in cytoplasmic Ca2+ maybe sufficient to cause 
vesicles to fuse to plasma membrane and release their content 
into the synaptic cleft (neurotransmitter release), overload mito-
chrondria and induce apoptosis, or activate transcription factors 
that result in gene expression. After the physiological task is 
completed, the influxed Ca2 + is removed from the cytoplasm by 
plasma membrane bound Ca2+ -ATPases (PMCA) and Na+-Ca2+ 
exchangers. Ca2+ that are mobilized from the endoplasmic retic-
ulum are returned to the stores via sarco(endo)plasmic reticulum 
Ca2+ -ATPase (SERCA).

16.3.2. Signaling in Physiological Events 
of CNS

While there are several interesting aspects of CNS physiology, we 
will restrain our discussion to signaling in two facets thereof, 
namely, neuronal plasticity (leading to memory formation) 
and myelination. While myelination is quite a segregated topic, 
plasticity and memory formation enjoy viciously overlapping 
signaling pathways (Matynia et al., 2001), for plasticity is 
indeed the basis of memory formation/consolidation.

16.3.2.1. Signaling in Neuronal Plasticity 
and Memory Formation

What is renovating in your brain right now as you are learn-
ing about signaling of memory formation, a fraction of which 
you will perhaps retain in your memory for years to come? 
The answer is neuronal plasticity, the key prelude to memory 
formation. It is a consequence of both, qualitative alteration in 
efficacy of synaptic transmission and quantitative alteration in 
synapse number due to synaptic growth.

16.3.2.1.1. Signaling in Generation of Short-Term Plasticity 
and Short-Term Memory

Short-term sensitization of a synapse can occur even in the 
absence of protein synthesis and is largely dependent on post-
translational modification of existing proteins. Assessment 
of alteration in efficacy of synapses is often performed in 
laboratories by quantifying long-term potentiation (LTP) or 
long-term depression (LTD), the artificially induced forms 
of plasticity. LTP, reflecting short-term plasticity and short-
term memory, is often referred to as the early or transient LTP 
(eLTP) which is induced by weak signals, such as a ringing 
bell. eLTP involves activation of cAMP and PKA in pre-synaptic 
neuron and activation of a set of kinases and phosphatases in 
the post-synaptic neuron that includes their signal dependent 
transportation to post-synaptic membrane.

In a pioneering effort back in 1976, Eric Kandel, Nobel 
Laureate for Physiology and Medicine in 2000, had delineated 
involvement of cAMP in regulation of synaptic transmitter release 
in giant neurons of Aplysia (Kandel, 2001). Subsequently it 
was elucidated that elevated level of cAMP broadens action 
potential by limiting certain K+ currents while enhancing Ca2+ 
influx into pre-synaptic terminal. In addition to cAMP, protein 
kinase A (PKA) inhibitors also block pre-synaptic short-term 
facilitation suggesting a role for this kinase in this process. 
Activation of PKA, incidentally, is also dependent on elevated 
cAMP level (Kandel, 2001). Once activated, PKA can regu-
late release of neurotransmitters and activity of ion channels 
thereby strengthening synaptic connections for the whole time 
course of short-term plasticity (Figure 16.2).

In the post-synaptic neuron, binding of the transmitter to 
its receptor facilitates a brief Ca2+ influx which sensitizes the 
Calcium/Calmodulin-dependent protein kinase II (CaMKII). 
Since CaMKII remains independently active after transient 
activation by Ca2+ (See Lisman et al., 2002 for more information), 
this kinase serves well to convert brief synaptic impulse into 
longer physiological signaling. In addition to its regulation 
with Ca2+/Calmodulin, activity of CaMKII is enhanced by its 
binding with cytoplasmic C-terminus tail of NMDA receptor 
2B subunit. This binding anchors the enzyme to the mem-
brane, where it phosphorylates GluR1 thereby facilitating 
conductance of AMPA receptor and their insertion by an indi-
rect mechanism. Physical transport of these receptors in and 
out of the synaptic membrane contributes to several forms of 
synaptic plasticity.

Phosphorylation of CaMKII is countered by a specific phos-
phatase, protein phosphatase 1 (PP1), which remains inactive 
due to PKA activity. Incidentally, it must be taken into account 
that PKA activity is not restricted to pre-synaptic cell only, but 
is also engaged in post-synaptic neuronal signaling. PKA inhibits 
PP1 activity by phosphorylating the regulatory protein inhibi-
tor-1 (I-1). Protein phosphatase 2b (PP2b) dephosphorylates 
I-1 to activate PP1, which then attenuates CaMKII activity 
thereby culminating LTP (Blitzer, 2005). It is thus appropriate 
to reckon PP1 as the molecule of ‘forgetfulness’ (Silva and 
Josselyn, 2002).

16.3.2.1.2. Signaling in Generation of Long-Term Plasticity 
and Memory

Long-term plasticity and long-term memory essentially is an 
extended version of short-term plasticity and short-term mem-
ory. Both long-term and short-term forms of these processes 
are dependent on increase in synaptic strength, which in turn 
is manifestation of enhanced broadening of action potential 
and release of transmitter in both cases. However, the similari-
ties end there. Subsequently, these processes are different in 
two aspects. First, long-term changes are contingent on new 
protein synthesis and secondly, long-term processes involve 
structural alterations in synapse number and structure (Bailey 
et al., 2004). In the following lines, we will delineate the signaling 
responsible for both these operations.
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Signaling Involved in New Protein Synthesis. We are by now 
aware of the fact that sensitization of pre-synaptic neurons (by 
excitatory moieties like 5-HT) elevates cAMP level, which 
in turn, activates PKA. Interestingly, for long-term memory 
formation this train of events, responsible for short-term pro-
cesses, continues further as a conserved central signaling 
pathway of long-term information processing. PKA activates 
gene expression by phosphorylating the transcription factor 
cAMP responsive element binding protein (CREB1), a key 
‘memory molecule’. Once activated, CREB1 transactivates 
a set of early genes including two more important transcrip-
tion factors, CAAT box/ enhancer binding protein (C/EBP) 
and activation factor (AF) (Kandel, 2001). These transcription 
factors subsequently regulate expression of important down-
stream memory genes (Figure 16.2).

However, activation of memory-enhancing genes is only 
half the tale. The other half involves suppression of memory-
suppressing genes by a repressor isoform of CREB1, called 
CREB2. Interestingly, while one MAPK (ERK) acts to facili-
tate memory formation, yet another MAPK, called p38, acts a 
repressor of memory formation. Although exact basis of such 
inhibition is yet unknown, it has been proposed that p38-MAPK 
impedes memory formation indirectly by inhibiting activation 
of ERK (Sharma and Carew, 2004) (Figure 16.2).

In addition to CREB, nuclear factor kappaB (NF-κB) is 
another architect of importance in facilitating long-term pro-
cesses. NF-κB p50:p65 is located in synapses of neurons and 
is engaged in Ca2+ responsive pathway. Additionally, it has been 
proposed that activation of NF-κB p50:p65 is dependent on 
CaMKII activation (Meffert and Baltimore, 2005). As suggested 

Figure 16.2. Signaling for memory formation. Short-term memory formation involves the activation of PKA, but no gene transcription. 
 Activation of G-protein coupled receptors by excitatory stimuli activates adenylyl cyclase. This leads to the elevation of cAMP level, which 
subsequently activates PKA. Activated PKA undertakes modulation of channels thereby enhancing conductivity. However, prolonged/
repeated activation of this system results in nuclear translocation of PKA, which is the central molecular basis of long-term memory forma-
tion. Activated PKA and MAPK activate transcription factor CREB-1 while suppressing the inhibitory CREB-2. Activated CREB-1 binds 
to CRE region in promoters of early genes like C/EBP. Interestingly, C/EBP itself is a transcription factor that subsequently teams up with 
CREB to express late memory genes.
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by impairment of spatial learning by error-prone p65-deficient 
mice, p65 is involved in long-term processes of information 
retention. We will hear a lot more about this dimeric transcription 
factor in neuroinflammation and neurodegeneration sections.

Signaling Involved in Synaptic Remodeling. Synaptic remod-
eling involved in long-term processes has two facets. Firstly, it 
involves activation of previously present ‘silent’ synapses and 
secondly, it involves engineering brand new synapses. Both 
ways, the process mainly involves redistribution of synaptic 
vesicle proteins to reinforce active zone components and more 
importantly, rearrangement of cytoskeleton. The later forms 
the structural basis of increment in synaptic contact area and/
or formation of new filopodia, many of which are morphological 
precursors for learning-associated new synapses (Bailey et al., 
2004). In dendritic spines of neurons, LTP induction is greatest 
in spines with greatest F-actin content (Fukazawa et al., 2003) 
underscoring the importance of F-actin assembly in long-term 
processes. How is extracellular signal conveyed to achieve 
actin polymerization? In general, F-actin formation is greatly 
dependent on signal transduction by small GTPases of Rho 
family. In Aplysia, repeated pulses of 5-HT (capable of inducing 
long-term processes) selectively activates small GTPase 
Cdc42, but not Rho or Rac, through the PI3K and PLC path-
ways. Once activated Cdc42 activates downstream effectors 
PAK and N-WASP and initiates reorganization of the presyn-
aptic actin network (Udo et al., 2005).

16.3.2.2. Signaling in Axonal Myelination

Myelination, the process of wrapping up byzantine axonal 
processes with a insulating coat of myelin synthesized by 
an unique glial population (Oligodendrocytes in CNS and 
Schwann cells in PNS), involves several receptor signaling 
pathways in both participating cells, i.e., axons as well as 
glia. In following lines, we will survey the steadily increasing 
knowledge base regarding two aspects of myelination; first, 
signals dictating selection of axons for myelination, and then, 
signals regulating thickness of myelin sheath. (See Sherman 
and Brophy, 2005 for additional aspects of myelination.)

16.3.2.2.1. Sorting the Axon toWrap; Signaling in Both 
Parties

Foremost stages of axonal myelination are contingent on action 
of neurotrophins. Interestingly, NGF, the prototypical neuro-
trophin, promotes myelination by Schwann cells, but inhibits 
myelination by oligodendrocytes (Chan et al., 2004). This is 
particularly interesting as NGF manipulates myelination by 
engaging axonal, but not glial, TrkA receptors. How does 
NGF affect myelination? A previous section of this chapter 
has illuminated after-effects of ligand dependent engagement 
of Trk receptors. It is postulated that these signals converge 
in the nucleus and trigger expression of neuronal genes that 
modulate glial cells to myelinate. Potential representation of 
the second category includes small molecules like adenosine 

that may act on glial purinergic receptors (Stevens et al., 2002) 
or other moieties such as neuroregulins (Taveggia et al., 2005), 
which are a family of receptor tyrosine kinases related to EGF 
and whose receptors (erbB/HER 2–4) are well expressed in 
myelinating glial cells.

However, NGF responsiveness is not the only event in axon 
selection for myelination as sensory C-fibers in PNS remain 
non-myelinated despite expressing TrkA receptor (thus being 
potentially capable of intercepting up NGF cues). Certain 
other neurotrophins may be involved. For example, GDNF 
stimulates the process at an early stage by regulating early 
stage Schwann cell function by activating PKA and PKC 
pathway (Iwase et al., 2005). Additionally, considering hin-
drance posed by NGF in oligodendrocytic myelination, signal 
transduction in this cell-type must be dependent on some yet 
unknown non-NGF mechanism. It has been proposed that by 
altering surface exhibition of certain ‘wrap me’/‘do not wrap 
me’ signals, axon themselves act as determinants of their 
myelination (Coman et al., 2005).

16.3.2.2.2. Signals Regulating G-Ratio

The ratio of the axonal diameter divided by the diameter of the 
axon plus its myelin sheath is referred to as the G-ratio. Usu-
ally, the G-ratio is maintained between 0.6 and 0.7. The impor-
tance of this constancy lays in the fact that thickness of myelin 
wraps depend on axonal thickness and demonstrate propor-
tionality. One of the main regulators of the myelin thickness 
is signal(s) induced by Neuregulin-ErbB system (Michailov 
et al., 2004). Additionally, neurotrophins like BDNF and neu-
rotrophin p75NTR are also thought to be involved in regulating 
myelin sheath thickness (Tolwani et al., 2004).

16.4. Signaling During Neuroinflammation

16.4.1. Neuroinflammation

Although inflammation is a self-defense operation, it may attain 
harmful proportions if not controlled strictly. Evolved as much 
as we are, human inflammatory system still gets into the over-
drive mode in several instances and instead of being efficacious, 
creates havoc. Neuroinflammation is one such example. Unre-
stricted inflammatory response in CNS is now considered a root 
cause of several neurodegenerative diseases, as an overdose of 
inflammatory moieties tend to injure/ kill neurons.

16.4.1.1. Cells Involved

Considering CNS to be devoid of immune-surveillance has 
been one of the most coveted myths of biology. We now 
realize, CNS has its own share of immunological residents 
(microglia) and is also subjected to infiltration of peripheral 
immune-cells (macrophages, monocytes and T cells) during 
diseased states. Additionally, in pathologic brain, astrocytes 
and endothelial cells of BBB also show an upsurge in expres-
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sion of immunological moieties. ‘Gliosis’ is the term com-
monly used to indicate such inflammatory status of glial cells, 
which by definition, refers to reactive populating of insulted 
area in brain or spinal cord by excess growth of glial cells. 
Reactive gliosis, a neuroinflammatory hallmark, is clinically 
manifested by enhanced expression of a battery of pro-inflam-
matory molecules like inducible nitric oxide synthase (iNOS), 
cyclooxygenase-2 (COX-2), certain adhesion molecules like 
ICAM and VCAM, and a plethora of pro-inflammatory cyto-
kines like tumor necrosis factor- α (TNF-α) and interleukins 
(like IL-1, IL-6). In the following lines we shall concentrate 
on the pathways upregulating these gene products.

16.4.1.2. Inducers

Inducers for neuroinflammation may arise within the CNS 
(intrinsic) or may be introduced by external agencies (extrin-
sic). The major intrinsic trigger for neuroinflammation is a 
necrotic neuron, which tends to dissipate considerable amount 
of cellular junk around the dying cell, which trigger inflam-
mation in adjacent glial cells. Additionally, pro-inflamma-
tory cytokines, like TNF-α, IL-1β, and IFN-γ, are other major 
intrinsic inducers of neuroinflammation. Furthermore, contact 
with certain peripheral inflammatory cells, which sneak into 
brain through a leaking blood brain barrier during diseases, 
often triggers inflammatory response in glial cells (Dasgupta 
et al., 2003).

On the other hand, extrinsic stimuli are often delivered 
by viruses and bacteria. Bacterial products like lipopolysac-
charide (LPS) and DNA with motifs of unmethylated CpG 
dinucleotides are extremely potent inducers of neuroinflam-
mation. Additionally, viruses themselves, or their products 
like retroviral coat protein gp41 and gp120, double stranded 
RNA, and transcription factors like Tat, also induce inflammatory 
responses in brain cells.

16.4.2. Signaling for Gliosis

16.4.2.1. Positive-Regulatory Signals

16.4.2.1.1. Activation of Pro-inflammatory Transcription 
Factors (TFs)

Among several TFs involved in mediating neuroinflammation, 
NF-κB, CCAAT/enhancer-binding protein (C/EBP), activat-
ing protein (AP-1), STAT, and interferon regulatory factors 
(IRF) are the top five TFs that are required for transactivation 
of almost all pro-inflammatory molecules. Among five members 
of NF-κB family, dimers of p50:p65 are the most important 
inflammatory mediators. Activated kinase pathway(s) phos-
phorylate p50:p65 arresting protein, inhibitory kappaB (IκB) 
in the cytosol, thereby subjecting it for ubiquitination and sub-
sequent proteosomal degradation. This liberates the p50:p65 
heterodimer to enter the nucleus and bind kappaB elements in 
the target promoter (Li and Verma, 2002). Such targets include 

almost every gene, whose products are known to be associated 
with neuroinflammation. C/EBP, a family of six basic leucine 
zippers, are involved in several cellular responses including, 
inflammation (Ramji and Foka, 2002). Among them C/EBPβ 
and C/EBPδ, known to form homo- and heterodimers between 
themselves, occur most frequently in the neuro-inflammatory 
radar. Another basic leucine zipper TF is AP-1, which is mainly 
composed of Jun, Fos, and/or ATF dimers (see Hess et al., 2004 
for more details). Leaving out STAT (subsequently discussed 
elaborately), IRFs are mainly recognized and named after their 
central role in mediating anti-viral responses. Also, several IRFs 
(like IRF-1) play an important role in neuroinflammation.

Activation of TFs is the culminating step of several signal 
transduction pathways, and requires upstream activity of vari-
ous kinase pathways. Let’s roll upwards.

16.4.2.1.2. MAP Kinase Pathway

All three MAP kinase pathways are involved in neuroinflam-
mation in different combination depending on inducing signal 
and the final product. For example, for iNOS regulation in 
human astrocytes, both JNK and p38 pathways are recruited 
in response to IL-1β. However, co-induction by IL-1β along 
with IFNγ renders the JNK pathway redundant while the p38 
pathway is utilized. Once, recruited, MAP kinase cascades 
ultimately convey inflammatory signal mainly by activating 
different TFs. Activation of JNK leads to phosphorylation of 
Jun, which then enters the nucleus to form AP-1 by dimer-
izing with Fos. Activation of the MEK-ERK cascade mostly 
activates C/EBP dimers, although activation of other TFs is 
not ruled out. On the other hand, the hypothesis of NF-κB 
being downstream of p38 MAP kinase is controversial. In 
other instances, p38 also regulates TFs like C/EBP, ATF-2, 
and AP-1 (Figure 16.3B).

In addition to TFs, MAP Kinases may play certain non-
canonical roles as well in inducing neuroinflammation. For 
example, p38 has been shown to phosphorylate Ser10 of Histone3 
in promoter region of pro-inflammatory genes (Saccani et al., 
2002). Such phosphorylation is postulated to be the epigenetic 
signature for facilitated docking of pro-inflammatory tran-
scription factors like NF-κB. Additionally, MAP kinases may 
regulate inflammatory gene expression by regulating certain 
co-activators.

16.4.2.1.3. JAK-STAT Pathway

While MAP kinases are serine/threonine cascades, the Janus 
kinase (JAK)-signal transducers and activators of transcription 
(STAT) pathway epitomizes tyrosine kinase signaling in gliosis. 
The JAK family is one of ten recognized families of non-receptor 
tyrosine kinases. Originally identified as the signaling pathway 
for interferons, JAK-STAT signaling is now known to mediate 
signals of various cytokines, growth factors and hormones. The 
basic biology of JAK-mediated signal transduction (Rawlings 
et al., 2004) is based on ligand-stimulated assembly of receptors 
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into an active complex followed by phosphorylation of the 
receptor-associated JAKs (JAK1, JAK2, and JAK3) and tyrosine 
kinase 2 (Tyk2). Subsequently, phosphorylated JAKs phosphor-
ylate inactive cytosolic STATs, which in turn are activated to form 

homo- or heterodimers. These dimers enter nucleus and bind 
specific regulatory sequences to activate or repress transcription 
of target genes (Figure 16.3A). During gliosis, this pathway pri-
marily activates a set of genes including, iNOS, and COX-2.

Figure 16.3. Various aspects of neuroinflammatory signaling. (A) Ligand-bound receptors auto-activate and then recruit and activate JAK. 
Subsequently, JAK phosphorylates STAT and facilitates the formation of STAT active dimer that can translocate to the nucleus and participate in 
gene transcription. Negative regulators of this pathway, like SHP, SOCS and many nuclear receptor ligands, inhibit phosphorylation of JAK and 
thereby defuse the pathway. (B) All three known MAP kinase pathways, as a common denominator, activate one or more transcription factors, 
which then mediate gene expression. However, MAP kinases may perform other roles not shown in this diagram. (C) Small G-proteins like Ras 
and Rac, which acts upstream of MAP-kinase pathways, are at times regulated by cross-talk with other normal biochemical pathways in cell. As 
shown here, geranylpyrophosphate and farnesylpyrophosphate intermediates of mevalonate cholesterol biosynthesis pathway. These intermedi-
ates modify Ras and Rac thereby activating them to induce further signals via MAP kinase pathways. (D) In glial cells, elevation of cAMP leads 
to the activation of PKA, which in this case, blocks the activation of proinflammatory transcription factors like NF-κB. Elevated cAMP levels 
also inhibit p38 activity, thus blocking the activation of several transcription factors that function downstream of this kinase.
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16.4.2.1.4. Small G-Protein Signaling

We have talked about activation of MAP kinases that subse-
quently activate TFs. Now, MAP kinases, unlike JAKs, do not 
get activated by receptor docking. Signals are relayed to MAP 
kinases from the receptors by an elite group of messengers 
called small G-proteins (SGP). Based on structural delinea-
tions, the SGP super-family is divided into five families; the 
Ras, Rho/Rac, Rab, Sar1/Arf, and Ran. These 20–30 KDa 
monomeric GTPases serve as molecular switches of signal 
transduction by shuttling between two interchangeable forms, 
the GTP bound active form and the GDP bound inactive form 
(Takai et al., 2001). During gliosis, the MEK-ERK cascade 
is sensitive to Ras-Raf activity. On the contrary, activation of 
MKK3/6, the upstream kinase for p38, is dependent on Rac 
activity.

How is the signal mediated by SGPs? If the signal origi-
nates from G-protein coupled receptors (GPCR), then SGPs 
may be activated either by signals originating from the clas-
sical heterotrimeric G-protein effectors or by activation of 
receptor tyrosine kinases. The exact mechanisms for these 
processes are not well understood. However, SGPs also trigger 
signaling events without involvement of GPCRs. SGPs, like 
Ras and Rac, are post-translationally modified by metabolites 
of mevalonate biochemical pathway. Non-saponifiable lipid 
isoprenoids like farnesyl- and geranylgeranyl-pyrophos-
phate, are biosynthesized in animals from acetyl-CoA via the 
mevalonate pathway. These isoprenoids covalently modify 
and thus modulate the biological activity of SGPs (Maltese, 
1990). Upon isoprenylation, these G proteins become mem-
brane-bound and transduce several intracellular signaling 
pathways leading to activation of MAP kinases (Pahan et al., 
1997b) (Figure 16.3C).

16.4.2.1.5. Redox Signaling

Reactive oxygen species (ROS) are multi-potent diffusible 
molecules capable of carrying out several signal transduc-
tion processes in response to several extracellular stimuli. 
Consistent with their versatile cellular functions, ROS have 
been also shown to regulate expression of inflammatory 
products like, iNOS in different brain cells. Antioxidants, 
like N-acetyl cysteine (NAC), pyrrolidine dithiocarbamate 
(PDTC) and lycopene are potent inhibitors of inflammatory 
products in glial cells, thereby proclaiming a role of ROS in 
mediating gliosis.

Recently, NADPH oxidase has been identified as the ROS-
producing molecule in activated glial cells (Pawate et al., 2004). 
Cytokine stimulation of astrocytes leads to rapid activation of 
NADPH oxidase and release of ROS followed by expression of 
pro-inflammatory products like, iNOS. Consistently, attenuated 
expression of iNOS is observed in primary astrocytes derived 
from gp91Phox-deficient mice (Pawate et al., 2004). ROS are 
believed to regulate expression of pro-inflammatory gene 
products via NF-κB. However, the involvement of other tran-
scription factors in ROS-mediated gliosis cannot be ruled out.

16.4.2.1.6. Nitric Oxide Signaling

One of the unavoidable fall-outs of ROS generation is induc-
tion of iNOS, which enhances production of nitric oxide (NO) 
from glial and endothelial cells. NO, the popularly known vaso-
relaxant, also works as a neurotransmitter when produced in 
physiological quantities by neurons. However, in excess con-
centration, NO forms peroxynitrite (ONOO−), a neurotoxic 
mediator of neuroinflammation. The effects of peroxynitrite 
in immune regulation are exerted through nitrosylation of 
cell signaling messengers like cAMP, cGMP, G-protein, JAK/
STAT or members of MAP kinase dependent signal trans-
duction pathways (Guix et al., 2005). Nitration of cysteine 
residues of these proteins may inhibit or activate their func-
tionality. Similar modifications may also manipulate activity 
of transcription factors like NF-κB, thereby modulating gene 
expression and encouraging inflammatory outbursts.

16.4.2.1.7. Signaling by Toll-Like Receptors (TLRs)

TLRs are archetypal pattern recognition receptors of innate 
immune system found in several invertebrates and all verte-
brates. Being transmembrane moeties, they recognize a variety 
of conserved patterns and motifs found in pathogenic entities, 
and thus serve as sensors of microbial invasion. Once engaged, 
TLRs generate a complex anti-pathogenic immune response 
in various cell types, including glial cells in brain. 10 TLRs 
have been identified in human so far (Konat et al., 2006). All 
of these posses a structural motif in their cytoplasmic tail [Toll/
IL-1 receptor (TIR) domain], which forms the basis of signal 
transduction by these receptors (Barton and Medzhitov, 2004). 
Upon ligand binding, adaptor molecules like, MyD88, bind to 
these receptors and recruit the IL-1 receptor associated kinase 
(IRAK) leading to their phosphorylation. Phosphorylated 
IRAK transduces the message downstream and activates MAP 
kinases and transcription factors like NF-κB. In brain, most 
of the known TLRs are expressed in brain immune cells, i.e., 
microglia and astrocytes (Bsibsi et al., 2002; Konat et al., 2006). 
Furthermore, exposure to specific ligands or certain cytokines 
induce a rapid upregulation of several TLRs in these cells. 
TLRs play an important role in mounting immune response in 
brain abscess as well as other CNS gram-positive infections. 
However, persistant TLR signaling, which may result from 
residual microbial products after CNS infection clearance, may 
potentially damage the brain (Konat et al., 2006).

16.4.2.2. Negative-Regulatory Signals

16.4.2.2.1. Activation of Protein Kinase A

We have already seen a contingency in functioning of cAMP 
and PKA in previous sections. During glial inflammation, 
expression of several cytokines and iNOS is dependent on the 
cAMP-PKA pathway. While expression of cytokines like IL-1β 
is completely dependent on PKA, expression of pro-inflammatory 
moieties, like iNOS, are partially dependent on this enzyme 
(Woo et al., 2004). Despite its partial role, activation of this 
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pathway adequately hinders expression of iNOS (Pahan et al., 
1997a). Anti-inflammatory agents like, KL-1037 and N-ace-
tyl-O-methyldopamine, prohibit microglial activation by acti-
vating the PKA pathway (Kim et al., 2004, Cho et al., 2001). 
Taken together, PKA pathway may be considered as a general 
inhibitory pathway with regard to glial activation (Figure 16.3D). 
How does PKA block the pro-inflammatory response in glial 
cells? Recently, it has been shown that cAMP inhibits the activa-
tion of p38 MAP kinase in rat primary astrocytes and C6 glial 
cells (Won et al., 2004). As we have seen in the previous section 
the p38 MAP kinase plays a pivotal role in glial inflammation. 
Thus, blocking this kinase will definitely destabilize potential 
pro-inflammatory signaling intensions (Figure 16.3D).

16.4.2.2.2. Activation of SOCS

In order to counter pro-inflammatory signaling pathways, 
cells employ a family of proteins called suppressors of cyto-
kine signaling (SOCS). Due to their ability to regulate and 
subdue a pro-inflammatory signal, these proteins are now 
considered important regulators of normal immune physi-
ology and immune disease (Leroith and Nissley, 2005). In 
general, SOCS are present in cells at very low levels. How-
ever, they are rapidly transcribed upon exposure of cells to 
pro-inflammatory stimuli. SOCS can negatively regulate the 
response of immune cells either by inhibiting the activity 
of JAK or by competing with signaling molecules for bind-
ing to the phosphorylated receptor. Moreover, activators of 
nuclear hormone receptor PPAR-γ, induce the transcription of 
SOCS1 and SOCS3 to inhibit the activity of JAK1 and JAK2 
in rat primary astrocytes (Park et al., 2003). Both SOCS1 and 
SOCS3 are capable of binding JAKs to suppress their tyrosine 
kinase activity. Therefore, PPAR-γ activators reduce the phos-
phorylation of STAT1 and STAT3 and attenuate pro-inflam-
matory signals in activated glial cells. These results suggest 
that up-regulation of SOCS may represent a critical step for 
suppressing glial inflammation via negative regulation of the 
JAK-STAT pathway (Figure 16.3A).

16.4.2.2.3. Nuclear Receptor Ligands

Nuclear receptors (NR) are evolutionary conserved lipophilic 
ligand-regulated transcription factors that control gene expres-
sion. NR ligands (NRL) recruit coactivators to the DNA-bound 
NR thereby transactivating target genes. But we are talking 
about repression and not transactivation. So how are NRs 
involved in repression? In the context of neuroinflammation, it 
is now clear that NRLs repress gene transcription independent 
of nuclear receptor itself. For example, gemfibrozil, a ligand 
for peroxisome proliferator-activated receptor-alpha (PPAR-α), 
inhibits cytokine-induced iNOS expression in human astro-
cytes independent of PPAR-α (Pahan et al., 2002). Along 
similar lines, 15-deoxy-12, 14-PGJ2 (15d-PGJ2), a ligand 
for PPAR-γ, attenuates (LPS + IFN-γ)-induced expression of 
iNOS in rat primary astrocytes independent of the PPAR-γ 
itself (Giri et al., 2004). Recently, ligands for other NR such as 

RAR and RXR have been also shown to suppress the expres-
sion of inflammatory products independent of NR (Xu et al., 
2005, Royal et al., 2004).

How may NRLs repress iNOS without actually involving 
the NR? Gemfibrozil, the PPAR-α ligand, strongly inhibited 
(IL-1β + IFN-γ)-induced activation of NF-κB, AP-1, and 
C/EBPβ but not that of STAT-GAS in human astroglial cells 
(Pahan et al., 2002). Furthermore, 15d-PGJ2 inhibits NF-κB 
pathway at multiple points (Giri et al., 2004). Blocking of NF-κB 
and other TFs is indeed a handy mode of shutting down stimu-
lus-induced response in a short period of time. Additionally, 
few mechanisms have been offered to explain the blocking 
effect of NRLs on pro-inflammatory TFs. PPAR-γ ligands, 
15d-PGJ2 and rosiglitazone, reduce phosphorylation of 
JAK-STAT pathway in activated rat astroglia and microglia 
thereby leading to the suppression of JAK-STAT-dependent 
inflammatory responses (Park et al., 2003) (Figure 16.3A). 
This blockage is not contingent on PPAR-γ and is mediated 
by rapid transcription of suppressor of cytokine signaling 
(SOCS) 1 and 3. Additionally, SHP-2 is also involved in the 
anti-inflammatory action of NRLs. NRL treatment was shown 
to phosphorylate SHP2 within minutes. As phosphorylated 
SHP2 dephosphorylates JAK, this creates yet another avenue 
of blocking the JAK-STAT pathway.

16.4.2.2.4. IL-10 and IL-13 Signaling

IL-10 and IL-13 are anti-inflammatory cytokines. In CNS, systemic 
inflammation is mediated by expression of these cytokines along 
with pro-inflammatory ones. The purpose of expressing pro- and 
anti-inflammatory molecules at the same time is to provide the 
system with self-antidotes. Similarly, IL-10 knock-out mice 
demonstrate elevated production of inflammatory gene products 
in the brain in comparison to their wild-type littermates during 
encephalitis. IL-13 on the other hand, induces death of activated 
microglia (Yang et al., 2002), thereby restricting inflammatory 
output of these cells. Such effect of IL-13 is mimicked by yet 
another anti-inflammatory cytokine, IL-4. This comes as no 
surprise since IL-13Rα1-IL-4Rα complex constitutes a receptor 
for both IL-4 and IL-13 (Hershey, 2003).

How do these anti-inflammatory cytokines work? Essen-
tially, they tend to inhibit biosynthesis of pro-inflammatory 
cytokines by stimulating biosynthesis of pro-inflammatory 
cytokine inhibitors like soluble receptors (Burger and Dayer, 
1995). Furthermore, they also intercept signals arising 
from pro-inflammatory receptors-ligand complexes. For 
example, pro-inflammatory cytokines kick-start the break-
down of plasma-membrane sphingomyelin into ceramide, the 
second messenger in sphingomyelin pathway, which subse-
quently acts on downstream JNK pathway. On the other hand, 
IL-10 and IL-13 inhibit pro-inflammatory cytokine-mediated 
breakdown of sphingomyelin to ceramide thereby interrupting 
further pro-inflammatory signaling. This inhibitory signal is 
mediated via activation of phosphatidylinositol (PI) 3-kinase 
(Pahan et al., 2000).
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16.5. Signaling During Neurodegeneration

Comprehension of the current topic lies in apprehending sig-
naling in neuronal cells. Unlike glial cells, which are threat-
ened with neurodegenerative toxins, neurons tend to face stiff 
challenges by them. In a neurodegenerative milieu, a particular 
neuron may undertake signaling to die, or to resist the fulmi-
nation, or both. To keep our mind clear, we shall focus only on 
anti-survival signals leading to death.

16.5.1. Neurodegeneration

16.5.1.1. Apoptosis in Neurons

During development, programmed cell death is a common 
norm in developing neurons. However, the intrinsic pro-apoptotic 
pathways are obliterated as neurons mature. Thus, mere with-
drawal of trophic factors does not suffice in inducing their 
death. Additionally, a genuine apoptotic signal is required for 
onset of self-suicide process in neurons. Specific gene-products 
undertake the apoptotic task in different types of neurons and 
different stimuli may induce distinct apoptotic pathways in 
them (Pettmann and Henderson, 1998).

However, it is important to acknowledge that apoptosis is 
not the only means for neurons to die. Death of adult neurons 
in response to pathological challenges also occurs by necrosis, 
the unregulated cell death mechanism. Necrosis is mediated 
by increase in intracellular calcium that catalyses activation 
of Ca2+ -dependent cystine proteases like, cathepsins 
and calpains, which primarily compromise lysosomal integ-
rity. Subsequently, these cystine proteases in the company of 
released lysosomal enzymes dismantle structural network of 
neuron. Additionally, the intracellular pH also plays a major 
role in necrosis (Syntichaki and Tavernarakis, 2003).

Let us get back to apoptosis and start with its inducers.

16.5.1.2. Inducers (Neurotoxins)

Depending on their origin, inducers of neuronal apoptosis can 
be divided into two categories - extrinsic and intrinsic. Extrinsic 
inducers are generally of viral or bacterial origin. Viral coat 
protein gp120, and transcription factors, like, Tat, induce neu-
rodegeneration are often at the root of viral neuropathies like 
HIV-associated dementia. Similarly, bacterial products like 
LPS derived from Salmonella has been shown to be neurotoxic 
(Johansson et al., 2005). Certain other extrinsic conditions 
leading to neuronal apoptosis include hypoxia, UV radiation, 
and exposure to steroids.

Among intrinsic inducers, several neurotoxins are generated 
by inflamed glia, which includes excitotoxins like, kainate 
and glutamate, peroxynitrite radical, and cytokines. Among 
cytokines, members of the TNF superfamily are major rogues. 
FAS ligand (FASL/CD95L) and TNF-related apoptosis inducing 
ligand (TRAIL) are most noteworthy in this regard where 
TNF-α itself has a controversial role (Saha and Pahan, 2003). 

Additionally, several misfolded and/or mutated cellular proteins 
like protease resistance Prion (PrPres) (Prion disease), Parkin 
(Parkinson disease), Huntington (Huntington’s disease), and 
amyloid-β (Alzheimer’s disease) also cause neurodegenera-
tion. Other intrinsic inducers include intracellular changes 
like, genotoxic damage, misbalance of intracellular Ca2+ and 
anoikis.

Several of these inducers (like FASL) induce neuronal 
apoptosis directly while others induce it indirectly (like LPS) 
via various mechanisms. It is interesting to note that there are 
several common inducers of neuroinflammation and neurode-
generation. Considering such diverse cellular response from 
same inducer in different brain cells, the diversity of signaling 
events in brain cells is quite apparent.

16.5.1.3. Neuronal Receptors

Receptors mediating neuronal apoptosis may be grouped in 
two types—dependence receptors and non-dependence receptors.

16.5.1.3.1. Dependence Receptors

These are a group of surface receptors that transduce two com-
pletely different sets of intracellular signals. In the presence of 
their respective ligand, these receptors generate a pro-survival 
signal. But in the absence of ligand, these receptors trigger a 
pro-apoptotic signal. Thus, survival of the cell is dependent on 
constant availability of the ligand and hence the receptors have 
been named as ‘dependence’ receptors (Mehlen and Bredesen, 
2004). These receptors form ligand-dependent complexes that 
include specific caspases in inactive form. Absence of ligand 
leads to activation of caspase(s), which then cleaves the recep-
tor itself, releasing a pro-apoptotic peptide fragment from it. 
p75NTR was described as one of the earliest dependence receptors 
(Barrett and Bartlett, 1994). Moreover, several receptors, like 
DCC (Deleted in Colorectal Cancer) and Unc5H2, have been 
described as dependence receptors playing a major role in 
neurogenesis.

16.5.1.3.2. Non-Dependence Receptors:

These receptors are straightforward death-receptors without 
any ambiguity. The best examples of this category applicable 
to most neuronal types belong to TNF-R family and include 
TNFR1 and Apoptosis antigen (APO1/Fas/CD95). Ligation 
of these receptors competently induces death in neurons. In 
the following lines, we will expand on signaling pathways 
triggered by these receptors.

16.5.2. Activation of Anti-Survival Pathways

Two pathways lead to apoptosis in mature neurons; the intrinsic 
mitochondria-dependent pathway and the death receptor-
induced extrinsic (mitochondria-independent) pathway. These 
pathways seldom function exclusively and often converge 
with each other.
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16.5.2.1. Mitochondria-Dependent Pathways

Mitochondrion is one of the most multi-faceted cellular organ-
elle that is involved in energy generation, calcium buffering 
and regulation of apoptosis. In a happy cell, the mitochondria 
remain intact and prohibit apoptosis by sequestering a myriad 
of pro-apoptotic molecules within itself. However, as an apop-
totic signal triggers the mitochondria-dependent apoptosis 
pathway, mitochondria undergo structural changes to become 
a punctuated and leaky bag of pro-apoptotic molecules.

16.5.2.1.1. Mitochondrial Fission

Mitochondria undergo frequent fission and fusion (Bereiter-
Hahn and Voth, 1994), a fact largely understated in cell biol-
ogy textbooks. A balance between these two processes serves 
to maintain normal mitochondrial tubular network and thus 
manifests normal cellular functions. However, during apopto-
sis onset, mitochondria undergo rapid and frequent rounds of 
fission thereby generating fragmented punctiform organelles 
of various sizes. This sets up the stage for apoptosis by leading 
to mitochondrial DNA loss, respiratory imbalance and ROS 
generation to alarming proportions (Yaffe, 1999).

16.5.2.1.2. Mitochondrial Leakage

Injurious signal(s) induce translocation of BH3-members of 
Bcl-2 family (Bim, Bid, Puma, Bad, Noxa, and BMF1) to mito-
chondrial membrane where they permeabilize it by formation 
of ‘pores’ in the outer membrane (‘mitochondrial permeability 
transition’). This leads to cytosolic release of pro-apoptotic 
molecules cytochrome C, SMAC/DIABLO, apoptosis-inducing 
factor (AIF), endonuclease G (EndoG), and high temperature 
requirement serine protease 2 (HTRA2/OMI). Once in the cyto-
plasm, cytochrome C interacts with cytosolic apoptotic peptidase 
activating factor-1 (APAF1) resulting in oligomerization of the 
later. This complex is subsequently called the ‘apoptosome’ as 
it binds procaspase-9 and results in its auto-activation to form 
active caspase-9. The apoptosome complex further mediates 
downstream caspase activation (Figure 16.4).

Other mitochondrial ‘leaked’ proteins serve apoptosis from 
a different angle. SMAC/DIABLO binds and sequesters anti-
apoptotic IAP proteins, which otherwise inhibit caspase activity. 
Similarly, HTRA2 interacts with X-linked IAP (XIAP) thereby 
interfering with its caspase inhibitory activities. HTRA2 also 
triggers DNA fragmentation. Also, DNA fragmentation and 
chromatin condensation is undertaken by the flavoprotein AIF, 
which interestingly acts without aid of caspases. In addition 
to HTRA2 and AIF, nuclear DNA also endures direct cleavage 
activity by the sequence-unspecific DNAase EndoG. (See 
Lossi and Merighi, 2003 for more details.)

16.5.2.2. Mitochondria-Independent Pathways

Activation of the core apoptotic machinery in mature neurons 
requires de novo transcription and this is not dependent on mito-
chondria (Figure 16.4). These pathways are discussed below.

16.5.2.2.1. p53 Pathway

p53, a tetrameric transcription factor, has been implicated in 
neuronal death in several neurodegenerative diseases, includ-
ing, stroke, AD, PD, and ALS. p53 activity in neurons is 
upregulated in response to several neurodegenerative stimuli 
like hypoxic shock, excitotoxicity, DNA damage, and oxida-
tive stress. Such activation is contingent on any of/all three 
signal-dependent post-translational modifications: phosphorylation 
(primarily at the N-terminal end), acetylation (primarily at the 
C-terminal end) and poly-(ADP)-ribosylation.

Once activated, p53 transactivates an array of pro-apoptotic 
genes products including the death receptors like Fas/CD95, 
members of mitochondrial apoptotic pathway like, Bax, Puma, 
Siva, Noxa, Peg3, and Apaf-1 (Culmsee and Mattson, 2005). 
Furthermore, p53 manipulates several transcription factors, 
thereby interfering with their normal job. For example, p53 
activation blocks NF-κB activity, which in neurons mediates 
transcription of several pro-survival gene-products. In addi-
tion to such nuclear role, p53 can directly trigger synaptic 
apoptosis by translocating to mitochondria in company of Bax 
and inducing mitochondrial permeability transition.

16.5.2.2.2. E2F Pathway

Early gene 2 factor (E2F) is a transcription factor that triggers 
transcription of many genes involved in DNA replication and 
cell growth control in a dividing cell and acts downstream of 
several important signaling cascades that regulate cell cycle. 
E2F remains inactive during early G1 phase of cell-cycle due 
to sequestering action of hypophosphorylated retinoblastoma 
(Rb) protein. However, during late G1 phase, hyperphosphor-
ylation of Rb inactivates it, thereby permitting E2F activity 
whose transcription products drive the cell through cell-cycle 
routines (Stevaux and Dyson, 2002).

But in post-mitotic neurons, pro-apoptotic stimuli-induced 
E2F activation triggers core apoptotic machinery (Greene et al., 
2004). E2F1 down-regulates the expression of anti-apoptotic 
factors while upregulating several pro-apoptotic genes like, 
apaf1, casp 3, casp 7, and siva. Furthermore, E2F1 expression 
leads to the stabilization of p53. But most interestingly, E2F 
triggers neuronal apoptosis by derepressing cell-cycle regulators 
(e.g. cyclins and cyclin-dependent kinases) in post-mitotic cells.

16.5.2.2.3. Sphingomyelin-Ceramide Pathway

Ceramide, a lipid second messenger, refers to a family of naturally 
occurring N-acylated sphingosines. It is generated by the activity 
of sphingomyelinase (SMase) that breaks sphingomyelin to 
yield ceramide and phosphocholine. The most common effects 
of eliciting the sphingomyelin-ceramide pathway are either dif-
ferentiation or death. Although ceramide at low concentration 
induces neuronal differentiation, yet non-physiological dose of 
ceramide generated in a diseased CNS for a prolonged period, 
induce neuronal apoptosis. Toxic level of ceramide is induced 
in neurons in response to HIV-1 gp120 and fibrillar Aβ, where 
neutral SMase, but not the acidic one, plays pivotal role in 
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ceramide generation (Jana and Pahan, 2004a,b). Although the 
mechanisms of ceramide-induced cell death is not fully under-
stood, yet they appear to involve a number of signal transduction 
pathways, including proline-directed kinases, phosphatases, 
phospholipases, transcription factors, and caspases (Goswami 
and Dawson, 2000).

16.5.2.2.4. HAT-HDAC Misbalance

Histone acetyltransferases (HATs) and histone deacetylases 
(HDACs) represent two enzyme classes that, respectively, cata-
lyze forward and backward reaction kinetics of lysine residue 
acetylation of nucleosomal histones and various transcription 

factors. In a normal neuron, enzymatic undertakings of HAT 
and HDAC remain stoichiometrically balanced that in turn 
confers stability to the cellular homeostasis by coordinating gene 
expression and repression on both temporal and spatial basis 
(Saha and Pahan, 2005). Such equilibrium manifests neuronal 
homeostasis and is responsible for normal neuronal functions 
like, long-term potentiation, learning and memory.

However, during neurodegenerative conditions, the neu-
ronal acetylation homeostasis is profoundly impaired. Such 
impairment is primarily manifested by comprehensive loss 
of HATs like CBP during various neurodegenerative chal-
lenges. However, HDAC protein level does not alter during 
neurodegeneration. Thus, at the cost of HATs’ loss-of-dosage, 

Figure 16.4. Pathways of neurodegeneration. Mitochondria-independent pathways usually arise from receptors with death domain (like 
TNF-R and FAS). Activation of these receptors leads to activation of pro-apoptotic transcription factor like c-Jun, which mediates the expres-
sion of a range of pro-apoptotic gene products. On the other hand, the mitochondria-dependent pathway relies on the permeability transition 
of its membrane, which leads to cytoplasmic release of several pro-apoptotic molecules. Among them, cytochrome C forms the lethal apopto-
some complex by binding with cytosolic APF1 and caspase 9. This complex cleaves and activates down-stream caspases thereby ensuring 
apoptosis. Furthermore, there is ample crosstalk between these two pathways. For example, activation of pro-caspase 8 by ligand-bound death 
receptors leads to cleavage of Bid to tBid. Along with jBid, formed due to JNK activity, tBid attaches to mitochondrial membrane and form 
pores to manifest transition in permeability. The survival pathway is shown to appreciate the fact that, neuronal fate due to an insult is often 
the result of the prevailing pathway amongst ones mediating death and life.
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HDACs attain facilitated gain-of-function, thereby unsettling 
the acetylation homeostasis. At this stage, transcription of 
pro-survival genes is profoundly repressed due to collapsed 
histone gates at their promoter regions. Furthermore, several 
transcription factors like CREB, NF-κB, Sp1, and HIF fail to 
perform their pro-survival transcription duties as all these TFs 
require to be acetylated for activation.

16.5.2.2.5. A Question to Ponder: Is NF-κB Pro-apoptotic?

NF-κB is critical transcription factor in neurodegeneration. It 
is a family of five TFs (Li and Verma, 2002) which can dimer-
ize in various combinations amongst themselves leading to 
regulation of anti-apoptotic well as pro-apoptotic gene prod-
ucts (Barkett and Gilmore, 1999). Additionally, it also up-
regulates inflammatory gene products as well. With activities 
spread out at extremes, there is little surprise in the decade old 
controversy regarding the actual role of NF-κB in neurodegen-
eration. It is now being accepted that within neurons, NF-κB 
acts as a pro-survival agent and is responsible for upregulation 
of survival ensuring gene-products like MnSOD, Bcl-2, Bcl-X

L
, 

and IAPs (Mattson and Camandola, 2001). However, NF-κB 
becomes the devil’s advocate in glia, where it up-regulates 
neurotoxic and/or pro-inflammatory molecules, like iNOS, 
interleukins, chemokines (e.g. SDF-1α) and excitatory prod-
ucts. If both statements are true, then is NF-κB neurotoxic or 
neuroprotective? The debate goes on.

16.6. Signaling During Neuroregeneration

Ramon y Cajól had observed that while PNS tends to repair 
itself after injury, the CNS does not regenerate. He had con-
cluded from his observations in vivo that CNS axons tend not 
to grow because of certain barriers present within the CNS. 
He had even suggested that these inhibitors are present in the 
white matter (myelin). Today, we realize that there are two 
main obstructions: myelin inhibitors and glial scars. After 
injury, certain inhibitors displayed on oligodendroglial plasma 
membrane generate inhibitory signals, which when perceived 
by an axon blocks its regeneration. Ultimately, scar tissue is 
formed in the area and regeneration is physically intercepted. 
However, spontaneous regeneration is manifested in some 
part of brain and in spinal cord due to amalgamation of several 
pro-growth signals. In the following lines, we will first talk 
about inhibitory signals and then about signals that promote 
regeneration.

16.6.1. Signals Blocking Axonal Regeneration

It is not the lack of neurotrophins, rather the presence of 
regeneration inhibitors in myelin and glial scars that effec-
tively negate axonal regrowth (McGee and Strittmatter, 2003). 
Several myelin-derived proteins have been identified as com-
ponents of CNS myelin, which prevents axonal regeneration 

in the adult CNS. These inhibitors interact with their neuronal 
receptors to hamper axonal regeneration.

16.6.1.1. Inhibitor Trio in Myelin: Nogo, Mag, 
and Omgp

Three different myelin proteins have been identified as of now 
that are strong inhibitors of axonal growth (Schwab, 2004) 
(Figure 16.5).

Nogo, named by Martin Schwab of Zurich University, is a 
member of the endoplasmic reticulum associated protein family, 
reticulon. Despite being associated with endoplasmic reticulum 
of oligodendrocytes, Nogo-A is also exhibited on the surface 
and mediates growth cone collapse (Fournier et al., 2002).

Myelin-associated glycoprotein (Mag), belonging to immu-
noglobulin superfamily, is a potent inhibitor of post-mitotic 
neuronal outgrowth. There are two isoforms of this inhibitor 
that differ only in their cytoplasmic domain. Ability of Mag to 
bind sialic acid, although not essential for its inhibitory effect, 
potentiates it nonetheless (De Bellard and Filbin, 1999).

The third and most recent inhibitor is oligodendrocyte 
myelin glycoprotein (Omgp) (Vourc’h and Andres, 2004). 
Omgp is linked to outer leaflet of plasma membrane by a 
GPI-linkage and contains domains of leucine-rich repeats and 
serine/threonine repeats. Like Nogo and Mag, Omgp induces 
growth cone collapse and inhibits neurite outgrowth.

In addition to myelin, inhibitory signals also arise from glial 
scars. Proteoglycans are the main culprit in this regard. Addi-
tionally, certain proteins present in the scar, like ephrin-B2 and 
Sema3, also repel the growth cone (Silver and Miller, 2004).

16.6.1.2. Inhibitory Signaling from Receptor Trio: 
NgR-Lingo1-p75NTR

It is remarkable that above mentioned all three myelin inhibi-
tory proteins, without any significant domain or sequence 
similarity, bind and activate a common axonal multi-protein 
complex. This receptor complex is made up of the ligand 
binding Nogo-66 receptor (NgR1) and two binding partners 
responsible for triggering signal transduction, p75NTR and 
Leucine-rich-repeat and Ig domain containing Nogo-receptor 
interacting protein-1 (Lingo-1). It is now believed that owing 
to functional redundancy, presence of any one of the three 
myelin inhibitory ligands can trigger inhibitory signal(s) 
through the axonal receptor complex (Filbin, 2003, McGee 
and Strittmatter, 2003) (Figure 16.5).

After ligand binding of NgR, further neuronal intracellular 
signal transduction requires either or both p75NTR and Lingo as 
NgR does not traverse the plasma membrane and is linked to its 
outer leaflet by GPI-linkage. In both cases, the small GTPase, 
RhoA is activated, which subsequently mediates the signal 
via Rho kinase (ROCK) (Filbin, 2003) to cause growth cone 
collapse by enhancing retrograde F-actin flow (Dickson, 2001) 
(Figure 16.5). Recently, one more receptor has been described 
that participates in NgR complex signaling (Shao et al., 
2005). Named TAJ/TROY, this orphan receptor belongs to 
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the TNF-superfamily and can functionally replace p75NTR in 
the NgR complex to activate RhoA in the presence of myelin 
inhibitors.

16.6.2. Signals Inducing Axonal Regeneration

Neurotrophins can prime neurons for regeneration. They elevate 
cAMP in neurons in the absence of inhibitory signals, and this 
elevation sufficiently over-rides any subsequent inhibitory 
signals. In vivo, crushed DRG axons have been shown to 
regenerate into spinal cord by application of neurotrophins 
(Ramer et al., 2000). Interestingly, effects of neurotrophins, 
in most cases, occur through Trk receptor, while inhibitory 
effects are mediated through p75NTR.

Events downstream of cAMP elevation occur in two phases 
- transcription-independent and transcription-dependent. In the 
first phase, PKA is activated which is believed to levy a direct 
effect on the cytoskeleton via Rho GTPase. The second phase 

begins in a PKA-sensitive manner, but very soon manifests 
insensitivity to PKA. One of the most important targets of 
this pathway is the arg1 gene, whose product (Arginase1) 
is a key enzyme in biosynthesis of polyamines. Generation 
of polyamines is the molecular mechanism of this pathway 
in countering inhibitory signals (Filbin, 2003) (Figure 16.5). 
Polyamines may exert their effects by influencing chromatin 
structure and transcription and/or influencing the cytoskeleton 
directly. They may also influence ion conductance across the 
axonal membrane.

Summary

Although not every dimension of CNS cellular signaling is 
covered in entirety due to restriction of publisher’s space 
and reader’s patience, yet sincere attempt has been made to 
introduce every known major signal transduction pathway 

Figure 16.5. Pathways of neuroregeneration. Regeneration in the CNS is actively blocked by inhibitors expressed on the oligodendroglial 
membrane (Nogo, Mag and Omgp). All these inhibitors act on the Nogo66 receptor (NgR), which lacks a cytoplasmic tail. Further signal is 
conducted from NgR by either or both p75NTR and Lingo. In every case, the Rho GTPase is activated, which alters cytoskeletal arrange-
ment via ROCK and other downstream effectors. However, priming of neurons with neurotrophins results in upregulation of polyamines, 
which potentially can prohibit the inhibitory effects of NgR complex signaling. Upregulation of polyamines in this case has been shown to 
be dependent on the cAMP-PKA pathway.
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in CNS. Further reading from referred literature is highly 
recommended to readers willing to comprehend every known 
frontier of Cajal’s ‘epic love story’.

Review Questions/Problems

1. Neurotrophins are employed for regulation and/or 
maintenance of axonal growth, dentritic pruning and 
synaptic refinements. List receptors for neurotrophins 
and mechanisms by which neurotrophin-receptor 
complexes become internalized.

2. Three Trk receptor tyrosine kinases and four neurotroph-
ins have been identified in the brain. How is affinity and 
specificity of neurotropins for Trk receptors regulated?

3. Ca2+ regulates a wide array of neuronal functions. How 
can this single ion regulate such a diverse functions as 
neuronal functions, ranging from neurite outgrowth, 
synaptic plasticity, transmitter release, etc.?

4. Ca2+ is mobilized from two pools for elevating intracel-
lular levels: the extracellular space and from intracellular 
endoplasmic reticulum (ER). Give examples ion channels 
on the plasma and the ER membranes that are used for 
mobilizing Ca2+.

5. After conveying a signal, intracellular Ca2+ levels must be 
restored to resting (basal) levels intracellular levels: Give 
examples of proteins (pump) on plasma and ER mem-
branes that are used to lower intracellular Ca2+ levels.

6. Which of the following signaling pathways is expected 
to antagonize the activation of mitogen-activated 
protein (MAP) kinase in brain cells?

a. JNK signaling
b. cGMP signaling
c. cAMP signaling
d. Akt signaling
e. JAK signaling

7. Which of the following signaling pathways will be 
upregulated in microglia after stimulation with inter-
feron-g (IFN-γ)?

a. cAMP-PKA pathway
b. cGMP-PKG pathway
c. JAK-STAT pathway
d. PI-3 kinase-Akt pathway
e. TLR4 pathway

8. Multiple sclerosis (MS) is the most co mmon human 
demyelinating disorder of the CNS. The expression of 
some genes may increase in the CNS of patients with 
MS. Identify those genes.

a. MOG
b. MBP

c. MAG
d. Nogo
e. PLP

 9. Alzheimer’s disease (AD) is the most common neu-
rodegenerative disease in which a particular set of 
neurons undergoes apoptotic cell death. Identify a sig-
naling pathway that may attenuate neuronal apopto-
sis in patients with AD.

a. JNK signaling
b. p38 MAP kinase signaling
c. bcl2 signaling
d. Rho kinase signaling
e. Ceramide signaling

10. In normal human brain, cells are equipped to counter-
act inflammatory signaling transduced by proinflamma-
tory cytokines. Which one of the following molecules is 
expected to counteract such inflammatory signaling?

a. Ras signaling
b. Rac signaling
c. SOCS signaling
d. Nitric oxide signaling
e. Rho kinase signaling

11. One of the following molecules should play an active 
role in transcriptional upregulation of memory genes 
in the CNS. Identify that molecule.

a. CREB
b. bad
c. bax
d. HDAC
e. Lingo

12. During glial activation, microglia release superoxide that 
may lead to oxidative stress in the CNS. Which one of the 
following enzymes should be actively involved in produc-
ing superoxide radicals during microglial activation?

a. NADPH oxidase
b. SOD
c. Catalase
d. Acyl-CoA oxidase
e. Glucose oxidase

13. What is nuclear factor-kB (NF-kB)? Describe the status 
of NF-kB in normal brain cells. What are the possible 
signaling mechanisms for the activation of NF-κB? 
How is the activation of NF-κB related to neuroin-
flammatory diseases like MS and meningitis?

14. What is a mitogen? How do the mitogens generally 
signal for the abnormal cell growth? How can you possibly 
inhibit mitogen-induced abnormal cell growth?

15. Is mitogen-induced signaling involved in the pathogen-
esis of brain cancer? If yes, then explain with possible 
 reasons and therapeutic targets.
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17.1. Introduction

An examination of the literature indicates that since 1982 
the term neurodegeneration appears in the title of over 1280 
indexed publications. Neurodegeneration is a mentioned topic 
of virtually all neurological science textbooks. Thus, it is safe 
to assume that the meaning of the word neurodegeneration 
is universally understood. Most relevant textbooks however 
will not actually define neurodegeneration but will discuss 
the issue in bits and pieces as part of the discussion of var-
ious diseases of the nervous system rather than as a single 
chapter. As previously discussed (Przedborski et al., 2003), 
 neurodegeneration is composed of the prefix “neuro-,” which 
denotes relationship to a nerve or the nervous system (http://
tropmed.org/ dictionary/coverpage9.htm) and of “-degenera-
tion,” which here is synonymous of devolution, meaning a 
process of declining from a higher to a lower level of effec-
tive power, vitality or essential quality (http://www.wordref-
erence.com). Thus, neurodegeneration is any pathological 
condition in which the nervous system or nerve cell (i.e. neu-
ron) loses its function, structure, or both. On a medical point 
of view however, the term neurodegeneration is used in a more 
restricted sense. Typically, it represents a large group of het-
erogeneous disorders in which affected neurons belong to spe-
cific subtypes, within specific anatomofunctional territories of 
the nervous system. Often, but not always, neurodegenerative 
diseases arise for unknown reasons and progress in a relentless 
manner. Within the context of this definition diseases of the 
nervous system can be catalogued into three broad categories: 
(i) pathologies which are restricted to the nervous system and 
which are primary neuronal diseases (i.e. neurodegenerative 
diseases per se); (ii) pathologies which are restricted to the 
nervous system but are not primary neuronal diseases, such as 
brain neoplasm or cerebral edema and hemorrhage; and (iii) 
pathologies provoked by systemic noxious factors which dam-
age the nervous system, such cardiovascular arrest, poison, or 

infections. Based on this simple categorization, hundreds of 
disorders of the nervous system including Alzheimer’s disease 
(AD), Parkinson’s disease (PD), Huntington’s disease (HD), 
and amyotrophic lateral sclerosis (ALS) clearly fulfill the 
criteria of neurodegenerative disorder and are unanimously 
regarded as such. Aside from these unambiguous neurode-
generative diseases, others such as essential tremor, torsion 
dystonia, Tourette’s syndrome, or schizophrenia represent an 
interesting nosological challenge, as they do not show any 
distinct neuronal loss. Perhaps they have been traditionally 
included in this category because they are chronic diseases of 
the nervous system with an unknown cause. Finally, diseases 
such as multiple sclerosis (MS) also represent a perplexing 
situation. Conventionally, MS has been linked to pathology of 
the myelin that ensheath neuronal axons and not of the neu-
ron per se. Several experts, however, have argued that MS is 
not only a demyelinating disease but also a disease where the 
neurons die due to a destruction of their axons. Worth noting, 
long-term disability in MS has a higher correlation with axo-
nal damage than with the degree of demyelination (Bjartmar 
et al., 2003). For these reasons, several scientific authorities 
now regard MS as a neurodegenerative disease.

17.2. Frequency, Lifespan, and Co-Morbidity

The two most prevalent neurodegenerative diseases are AD 
and PD. Epidemiologists, estimate that up to 4.5 million Ameri-
cans suffer from AD, and 1.2 million from PD. This represents 
roughly 2.5% of the entire population in the United States. 
This estimate is likely valid for most, if not all, countries of the 
world as epidemiological studies have found roughly compa-
rable incidence and prevalence rates of AD and PD around the 
globe. Nevertheless, some geographic and temporal clusters of 
neurodegenerative conditions have been described. Two such 
examples include the marked increase in cases of parkinson-
ism in connection to the influenza pandemic of 1918 (Casals 
et al., 1998), and the high incidence of PD-ALS-dementia 
complex confined to the Chamorros Indians who live on the 
Western Pacific Island of Guam (Chen and Chase, 1986). 
These clusters, while quite enlightening, must be regarded as 
the exceptions rather than the rules. The most consistent risk 
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factor for developing a neurodegenerative disorder, especially 
in regards to AD and PD, is increasing age (Tanner, 1992) and 
this fact may have far-reaching implications for the genera-
tions to come. As previously noted (Przedborski et al., 2003), 
over the past century, the growth rate of the population ages 
65 and above in industrialized countries has far exceeded that 
of the population as a whole. Therefore, it can be anticipated 
that, over the next generations, the proportion of elderly 
citizens will double. Consequently, unless effective preventive 
strategies are soon found, the number of persons suffering 
from a neurodegenerative disorder will rise dramatically and 
the epidemiological numbers provided above may have to be 
amended to higher percentages.

It is also important to emphasize the fact that nearly all 
neurodegenerative disorders shorten the life expectancy of 
affected patients even if medications which alleviate the symp-
toms are available. This is well illustrated in the case of PD in 
which symptoms worsen over time. As discussed elsewhere 
(Dauer and Przedborski, 2003), before the introduction of 
the potent symptomatic treatment levodopa, the mortality 
rate among PD patients was three times that of the normal 
age-matched subjects. Unexpectedly, population-based sur-
veys suggest that PD patients continue to display a decreased 
longevity compared to the general population despite the fact 
that motor problems can be controlled by levodopa (Levy et al., 
2002; Morgante et al., 2000; Hely et al., 1989). Yet, only a 
few neurodegenerative disorders are fatal per se. Indeed, 
only those diseases which affect neurological structures that 
are implicated in controlling or driving vital physiological 
functions, such as respiration or circulation, are truly lethal. 
Amongst these is found ALS, where the losses of lower motor 
neurons innervating the intercostal and diaphragm muscles 
lead to fatal respiratory paralysis. In Friedreich ataxia, the 
association of neurodegeneration with heart disease (Harding, 
1981) can also be a cause of death, although, in this case, 
death is not due to any neurodegenerative event, but instead to 
cardiodegenerative problems such as congestive heart failure. 
In most other neurodegenerative disorders, death is attributed 
neither to the damage of the nervous system nor to any associated 
extra-nervous system degeneration, but rather to medical 
problems including fatal falling, aspiration pneumonia, pressure 
skin ulcers, malnutrition, and dehydration, whose occurrence is 
favored by immobility, impaired balance, and cognitive decline. 
The leading causes of death in our industrial societies include 
cancers and cardiovascular problems. As a result it is worth 
mentioning that medical co-morbidity such as atrial fibrilla-
tion and cancer double the chances of death in nursing homes 
of demented patients (Van Dijk et al., 1996). Cardiovascular 
problems, such as high blood pressure, have also been suggested 
to stimulate the dementing process (Doraiswamy et al., 2002). 
Thus, medical co-morbidities appear to aggravate the long-
term prognosis of patients inflicted with a neurodegenerative 
disease. However, whether or not patients suffering from a 
neurodegenerative disease are at greater risk for cancer, stroke, 
or heart attack, remains to be demonstrated.

17.3. Classification

The estimated number of different neurodegenerative diseases 
is a few hundred. Among these, many appear to overlap with 
one another clinically and pathologically. Classification of neu-
rodegenerative diseases, while useful, is quite a complicated 
task. In neurodegenerative diseases, it is typical that several 
areas of the brain are affected. Yet, the degrees in which these 
different brain areas are damaged often vary from one case to 
another, thus giving rise to different phenotypes. For exam-
ple, in a disease such as multisystem atrophy where typically 
parkinsonism is a prominent feature, it may be accompanied 
with either severe ataxia, autonomic failure, or both, depending 
on whether, in addition to the basal ganglia, the cerebellum 
and the intermediolateral column of the thoracic spinal cord 
also degenerate (Wenning et al., 2004). Even in the case of a 
defined genetic defect, a similar mutation may also produce var-
ied phenotypes. For instance, in familial parkinsonism linked 
to mutations in the leucine-rich repeat kinase-2 (LRRK2) gene, 
a striking pleomorphic pathology has been reported with some 
members of the affected family, developing a motor neuron 
disease superimposed to dementia and/or parkinsonism (Zimprich 
et al., 2004). Despite these difficulties, it remains that the 
most popular categorization of neurodegenerative disorders is 
based on either the main clinical feature or the location of 
the predominant lesion, or often on a combination of the two. 
This proposed classification has been discussed previously 
(Przedborski et al., 2003) and will be repeated here for the sake 
of completeness of this chapter. We have proposed that neuro-
degenerative disorders may be grouped into diseases of the 
main anatomical division of the central nervous system: cere-
bral cortex, basal ganglia, brainstem/cerebellum, and spinal cord. 
Within each anatomical group, diseases may be sub-grouped 
based on their main clinical features.

Based on this clinico-anatomical classification, diseases 
of the cerebral cortex may be divided into cortical diseases 
associated with dementia (e.g., AD) and without dementia. In 
theory, circumscribed degeneration of the cerebral cortex can 
occur in absence of dementia as reported in some cases of 
progressive primary aphasia (Kirshner et al., 1987). However, 
because the cerebral cortex is so heavily involved in cognition, 
neurodegeneration, over time, often spreads beyond the initial 
locus of pathology, and the majority of these patients end-up 
with dementia (Le Rhun et al., 2005). It is thus not surprising 
to find that neurodegenerative diseases of the cerebral cortex 
are usually equated to dementia. While AD in this group of 
diseases is by far the most frequent (Sulkava et al., 1983), 
about 50 other and less prominent dementing cortical diseases 
can be found (Tomlinson, 1977).

Diseases of the basal ganglia are essentially characterized by 
abnormal motor activity. Based on the type of motor problem, 
diseases of the basal ganglia can be classified into hypokinetic 
or hyperkinetic groups. Hypokinetic basal ganglia disorders 
include PD, in which the amplitude and velocity of voluntary 
movements are diminished or, in extreme cases, non-existent. 
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Aside from PD, parkinsonism—which refers to an association 
of at least two of the following clinical signs: resting tremor, 
slowness of movements, stiffness, and postural instability—is 
also found in a variety of other diseases of the basal ganglia 
(Dauer and Przedborski, 2003). In some, there is only parkin-
sonism (e.g., striatonigral degeneration) but in others, often 
called parkinson-plus syndromes, there is parkinsonism plus 
signs of cerebellar ataxia (e.g., olivopontocerebellar atro-
phy), orthostatic hypotension (e.g., Shy-Drager syndrome) or 
paralysis of vertical eye movements (e.g., progressive supra-
nuclear palsy). Because early on, Parkinsonism may be the 
only clinical expression of parkinson-plus syndromes, it is 
difficult to diagnose accurately before the patient reaches a 
more advanced stage of the disease. This problem is particu-
larly well depicted by the fact that more than 77% of patients 
with parkinsonism are diagnosed in life as having PD (Stacy 
and Jankovic, 1992), but as much as a quarter of the diag-
nosed patients are found at autopsy to have lesions incompat-
ible with PD (Hughes et al., 1992). Of note, it is customary 
to classify the stiff-person syndrome among the hypokinetic 
diseases. However, available evidence would argue that the 
stiff-person syndrome while being a hypokinetic condition is 
an autoimmune disease involving the nervous system and not 
a neurodegenerative disease.

Found at the other end of the spectrum are the hyperkinetic 
basal ganglia disorders, which are represented by HD and 
essential tremor. In these two conditions, excessive abnormal 
movements such as chorea or tremor are superimposed onto 
and interfere with normal voluntary movements. Although 
hyperkinetic basal ganglia disorders are probably as diverse 
as hypokinetic basal ganglia disorders, their specific disease 
markers such as gene mutations, which exist for several of the 
hyperkinetic syndromes create more accurate, less problematic, 
classifications.

All neurodegenerative diseases of the cerebellum and its 
connections are clinically associated with ataxia, meaning that 
the main criteria of classification will rely less on the clini-
cal presentation than on the loci of pathology. Some diseases 
of the cerebellum and connections can easily be grouped into 
three main neuropathological types: cerebellar cortical atrophy 
(lesion confined to the Purkinje cells and the inferior olives); 
pontocerebellar atrophy (lesion affecting several cerebellar 
and brain structures); and Friedreich ataxia (lesion affecting 
the posterior column of the spinal cord, peripheral nerves, 
and the heart). However, several other diseases of the cere-
bellum and its connections fall somewhere in between these 
three well-delineated categories: dentorubral degeneration, in 
which the most conspicuous lesions are in the dentate and red 
nuclei, and Machado-Joseph disease, in which degeneration 
involves the lower and upper motor neurons, substantia nigra, 
and the dentate system.

Among the neurodegenerative diseases predominantly 
affecting the spinal cord are ALS and spinal muscular atro-
phy, in which the most severe lesions are found in the anterior 
part of the spinal cord, and the already cited Friedreich ataxia, 

in which the most severe lesions are found in the posterior part 
of the spinal cord. Finally, there is one group of neurological 
diseases which are often, but not always, considered neuro-
degenerative because of their chronic course and unknown 
etiopathogenesis, unlike those described above, these show 
no apparent structural abnormalities. These include torsion 
dystonia, Tourette syndrome, essential tremor, and schizo-
phrenia. Structural abnormalities are referred to here as a 
loss of neuronal cell bodies, but it is unknown whether or not 
structural damage restricted to synaptic connections occurs in 
torsion dystonia or schizophrenia, which could account for 
the disease phenotype. Moreover, in all of these singular neu-
rodegenerative disorders, various brain imaging studies and 
electrophysiological investigations have revealed significant 
functional abnormalities.

The above discussion was aimed at stressing some of the 
obtrusive shortcomings of the current classification of neurode-
generative diseases. To circumvent these problems researchers 
have tried over the recent years to move away from the con-
ventional clinical/neuropathological system of classification 
and instead invest in a molecular-based classification system. 
Based on this novel approach, some neurodegenerative dis-
eases, which used to belong to very distinct categories, are now 
brought together because of a common molecular alteration. For 
example, HD, spinal-cerebellar atrophy, and myotonic dystro-
phy now fall under the category of the trinucleotide repeat disor-
ders (Cummings and Zoghbi, 2000); Creutzfeldt-Jakob disease, 
Gerstmann-Straussler-Scheinker syndrome, and fetal familial 
insomnia fall under the category of the prion diseases (Prusiner, 
1998); PD, progressive supranuclear palsy, and diffuse Lewy 
body dementia fall under the category of the synucleinopa-
thies (Galvin et al., 2001); and AD, corticobasal degeneration, 
fronto-temporal dementia with parkinsonism linked to chromo-
some-17, and Pick disease fall under the category of tauopathies 
(Goedert and Spillantini, 2001). Although the jury is still out 
on whether or not this new type of classification will alleviate 
the problems previously encountered, we strongly believe that 
a recasting of the conventional neuropathological-based classi-
fication to a molecular-based classification holds the promise of 
a more practical and less ambiguous standing for neurodegen-
eration from a clinical and therapeutic point-of-view.

17.4. Etiology of Neurodegenerative Diseases

The word etiology refers to the initiating factor of a disease. 
In some cases a given clinical entity is linked to a single 
etiological factor such as in HD. Interestingly, however, 
several others can be caused by various and quite distinct 
factors. PD for example can be caused by overexpression of 
the small synaptic protein alpha-synuclein (Singleton et al., 
2003), loss of parkin E3-ubiquitine ligase activity (Shimura 
et al., 2000), or by an increase in kinase activity of LRRK2 
(West et al., 2005). These observations raise an important 
issue that plagues the field of neurodegeneration which is whether 
prominent disorders such as PD or AD are indeed diseases 
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or rather syndromes, i.e. very different diseases are lumped 
together under a same name because they merely share the 
same clinical expression.

Regardless of this problem, it should be known that the 
causes of neurodegenerative diseases or syndromes are in 
most instances unknown. Even in some rare cases when 
the etiology has been identified, the mechanism by which the 
etiological factor leads to neuronal death remains, at best, 
speculative. For example, while the etiology of HD was 
identified more than 20 years ago (The Huntington’s Dis-
ease Collaborative Research Group, 1993), we still do not 
know with certainty how mutant huntingtin kills striatal 
neurons. The same circumstances are also true for super-
oxide dismutase-1 whose mutations are linked to a familial 
form of ALS (Rosen et al., 1993).

Among the neurodegenerative diseases, only a few arise 
as a familial condition, supporting a genetic basis. Within 
the affected members of a family, these genetic diseases 
can run as an autosomal dominant condition, which is the 
case for HD and dentatorubral-pallidoluysian atrophy. Less 
frequently, the disease can run as an autosomal recessive (e.g., 
familial spastic paraparesis), an X-linked (e.g., spinal and 
bulbar muscular atrophy), or even a maternally inherited trait 
(e.g., mitochondrial Leber optic neuropathy). In addition to these 
genetic-neurodegenerative diseases, others, while primarily 
sporadic, can also show a small contingent of patients in whom 
the illness is inherited. This is the case for PD, AD, and ALS, 
where less than 10% of all cases are generally familial.

For those in whom the disease is truly sporadic, which is 
the vast majority of patients, it appears that any genetic con-
tribution to the neurodegenerative process would be minimal 
(Tanner et al., 1999). In these cases, toxic environmental 
factors may be the prime suspects in initiating neurodegen-
erative processes. Relevant to this idea is the observation that 
some neurodegenerative conditions, as mentioned above, 
might arise in geographic or temporal clusters. For instance, 
in the case of the PD-ALS-dementia complex of Guam which 
was introduced previously, it is believed that the pathology is 
caused by a toxic compound contained in the Cycas circinalis, 
an indigenous plant commonly ingested as food or medicine 
by the Chamorros Indians (Kurtland, 1988). Intoxication with 
1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine, a by-product 
of the synthesis of a meperidine compound, is also known 
to produce a severe and irreversible parkinsonian syndrome, 
which is almost identical to PD (Przedborski and Vila, 2001). 
Several large-scale epidemiological studies have failed, how-
ever, to link in a definitive manner the environmental factors 
to diseases such as PD (Tanner, 1989). Furthermore, most of 
the toxic exposures known to cause neurological problems 
occur within a specific geographic, social, or professional 
context and in absence of any significant association with an 
increased incidence of PD, AD, or other prominent neurode-
generative diseases. Collectively, the aforementioned find-
ings argue that sporadic cases are neither clearly genetic nor 
clearly environmental. This does not exclude the possibility 

that neurodegenerative disorders can result from a combination 
of both. Along this line, the demonstration of a non-syndromic 
familial deafness linked to a mitochondrial point mutation 
(Prezant et al., 1993) provides compelling support for this 
view. In this study, family members who harbor the mito-
chondrial mutation develop a hearing impairment only upon 
exposure to the antibiotic aminoglycoside, thus illustrating 
the significant pathogenic interactions between genetics and 
environment.

17.5. Pathogenesis of Neurodegenerative 
Diseases

Compared to etiology, pathogenesis does not refer to the 
initiation of the disease process, but rather to the cascade of 
cellular and molecular mechanisms set into motion by the 
etiological factor(s) which ultimately leads to the demise of 
the affected neurons. As mentioned above, only very small 
group of so-called neurodegenerative conditions comprise a 
set of diseases with no apparent neuropathological changes. 
In all others, overt neuropathology, mainly in the form of a 
focal loss of neurons with gliosis, is discernable. Residual 
neurons may exhibit varying morphologies ranging from an 
almost normal appearance to a severe distortion with a com-
bination of abnormal features such as process attrition, shape 
and size alterations of the cell body and nucleus, organelle 
fragmentation, dispersion of Nissl bodies, cytoplasmic vacu-
olization, and chromatin condensation. In several neurode-
generative disorders, spared neurons can also present with 
various types of intracellular proteinacious inclusions, which, 
in the absence of any definite known pathogenic role, are 
quite useful in differentiating neurodegenerative disorders. 
As for the glial response, it is comprised of innate resident 
immune cells including astrocytes and microglia. To a lesser 
extent, adaptive immune cells such as T-lymphocytes can also 
be found in the diseased areas of the brain.

All neurodegenerative disorders associated with cell death 
have in common the fact that specific subpopulations of 
neurons degenerate at the level of specific structures of the 
nervous system. This means that autopsy areas of the brain 
that are damaged can be surrounded by healthy tissues and 
that within the affected regions, degenerating and healthy 
neurons are intermingled. In some neurodegenerative dis-
eases, such as olivopontocerebellar atrophy, multiple brain 
structures within the nervous system are affected. In these 
so-called system neurodegenerative diseases, the spatial 
 pattern of the lesions often becomes better defined as the dis-
ease  progresses (Przedborski et al., 2003). In regards to the 
spatial pattern of the lesions it is essentially unrelated to the 
distribution of blood vessels. Conversely, as emphasized by 
Oppenheimer and Esiri (1997) the different lesions appear, 
at least in some cases, functionally and anatomically inter-
connected. Such a linked degeneration is observed in ALS, 
where both the corticospinal track and spinal cord lower 
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motor neurons are affected, or in progressive supranuclear 
palsy, where both the globus pallidus and the subthalamic 
nucleus are lesioned. Although such trans-neuronal degenera-
tion is a well-recognized phenomenon (Saper et al., 1987), 
very little is known about its molecular basis except for the 
fact that this trans-synaptic demise occurs by programmed 
cell death (DeGiorgio et al., 1998; Ginsberg and Martin, 
2002). Trans-neuronal degeneration is unlikely to account 
for all of the combinations of lesions that are found in sys-
tem neurodegenerative diseases. In Friedreich ataxia, there 
is degeneration of the spinocerebellar tracts and the dentate 
nuclei, but not of the Purkinje cells, which would have been 
the link between these two lesions. It is thus more probable 
that etiological factors are ubiquitous, and that the pathological 
threshold is attained by specific structures of the nervous 
system at different times. Perhaps, in some neurodegenera-
tive diseases, some areas of the nervous system may never 
reach this threshold and will thus remain unaffected through-
out the span of the disease. Also, not in all neurodegenerative 
disorders are large numbers of areas of the nervous system at 
risk. In some specific neurodegenerative diseases, the lesions 
appear restricted to one or only a few brain regions. This is 
particularly well illustrated in spinal muscular atrophy, in 
which the degenerative process is limited to a loss of lower 
motor neurons, or in ALS, which is characterized by damage 
to the upper and lower motor neurons which may represent 
the sole neuropathological change. Nevertheless, almost all 
neurodegenerative disorders, which initially appeared mono-
systemic, will eventually become multisystemic over the pro-
gression of the degenerative process. In ALS for example it is 
typical to observe overt neuropathological changes mainly at 
the level of the spinal cord and motor cortex in patients who 
died after the short course of the disease, for unrelated causes 
(i.e. car accident or heart attack). However, in ALS patients 
with a more protracted course, degenerative changes can now 
also be detected in the substantia nigra (Sasaki et al., 1992) 
and the oculomotor and trochlear nuclei (Hayashi et al., 1991). 
Recognition of this temporal spreading of the neurodegen-
erative process has lead some neuropathologists (Braak et al., 
2003) to propose that the neurodegenerative process starts on 
a specific circumscribed area of the nervous system where it 
begins a domino-effect: the initial affected area is responsible 
for the disease occurring in the next region, whereby prop-
agating the degenerative process. Although quite appealing, 
this model is speculative and would only be true if the dif-
ferent regions affected in the neurodegenerative conditions 
were anatomic neighbors which is often not the case.

In most, if not all, neurodegenerative disorders the locations 
of the principal lesions have been well established. However, it 
often remains difficult to determine the extent of degeneration 
affecting more than one group of neurons and, consequently, 
to define the exact neuropathological topography of certain 
diseases. This problem stems from at least three issues. First, 
lesions are often missed through incomplete examination of 
the brain and spinal cord. Second, quantitative morphology in 

post-mortem samples seldom use the rigorous counting methods 
necessary to generate reliable neuron numbers (Saper, 1996). 
The third issue pertains to sick neurons, which will not 
necessarily die. These compromised neurons often lose 
their phenotypic markers which are used for identification 
purposes in order to count them (Clarke and Oppenheim, 
1995). Accordingly, the use of phenotypic markers in patho-
logical conditions may lead to erroneous conclusions about 
the status of a given group of neurons. For these reasons, 
reported estimations regarding the distribution and magnitude 
of neuronal loss in neurodegenerative disorders, perhaps with 
a few exceptions, may have to be taken with caution.

17.6. Onset and Progression of the Disease

As indicated above, prominent neurodegenerative disorders 
are sporadic and with the absence of pre-symptomatic markers 
for virtually all of them, patients are seeking medical attention 
only when the first symptoms of the diseases emerge. Because 
there is significant cellular redundancy in neuronal pathways, 
the onset of symptoms does not equate with the onset of the 
disease. Instead, the beginning of symptoms merely corre-
sponds to a neurodegenerative stage at which the number of 
residual neurons in a given pathway drops below the num-
ber required to maintain its endowed function. It is thus clear 
that the onset of the disease occurs at some preceding time, 
which, depending on how fast the neurodegenerative process 
evolves, can range from a few months to several years. Our 
ability to determine the actual onset of the disease is at this 
point unfortunately undermined by the lack of pre-symptom-
atic markers and the little knowledge about the true kinetics 
of cell demise.

Occasionally, there is a sudden worsening of a patient’s 
condition. Although a sudden acceleration of the neurodegen-
erative process cannot be excluded, especially under the effect 
of intercurrent deleterious factors such as infection, it is more 
probable that the rate of neuronal death remains about the 
same throughout the natural course of the disease. However, 
the relationship between the clinical expression of a disease 
and the number of residual neurons does not have to be either 
linear or even constant. For instance, a patient may clinically 
remain unchanged during a prolonged period of time despite 
a loss of many cells and then abruptly their condition may 
deteriorate as the number of neurons drop below a functional 
threshold. Another important aspect is that virtually all neu-
rodegenerative disorders progress slowly over time, often taking 
several years to reach end-stage. It must be remembered that 
neuronal degeneration corresponds to an asynchronous death 
(Pittman et al., 1999) in that cells within a population die at 
very different times. The correlate of this fact is that at any 
given time, only a small number of cells are actually dying, 
and among these, they are at various stages along the cell 
death pathway. However, standard clinical, radiological, and 
biochemical measurements, which are critical to assessing the 
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disease, generate information about the entire population of 
cells. Therefore, the rate of change in any, of the usual clini-
cal parameters reflects the decay of the entire population of 
affected cells and provides very little, if any, insight into the 
pace at which the death of an individual cell occurs. Still, if 
one looks at the large body of in vitro data, it appears that, once 
a cell gets sick, the entire process of death proceeds rap-
idly. Given these facts, it may be possible that the protracted 
clinical progression is the reflection of only a small number of 
neurons dying at any given time from a rapid demise.

17.7. Cell-Autonomous of the Degenerative 
Process

As indicated above, neurodegeneration refers to pathology 
of neurons. It is thus not surprising to find from an exami-
nation of the literature that all theories about neurodegen-
eration pathogenesis revolves around neurons. This rather 
neuronocentrist view is increasingly at odds, however, with 
the current concept of neurodegeneration pathogenesis. 
As stressed above, in most prominent familial neurode-
generative diseases, the mutant proteins are ubiquitously 
expressed. This is the case, for example, with mutant alpha-
synuclein in familial PD and of mutant SOD1 in ALS. While 
the underlying gene mutations are unquestionably patho-
genic, ALS-linked SOD1 mutations expressed selectively in 
astrocytes (Gong et al., 2000) or in neurons (Pramatarova 
et al., 2001; Lino et al., 2002) fail to provoke the death of 
motor neurons in transgenic mice. Conversely, the expres-
sion of ALS-linked SOD1 mutations in all cells do cause an 
adult-onset paralytic phenotype in both transgenic mice and 
rats (Gurney et al., 1994; Nagai et al., 2001). Further sup-
port to the idea that many different cell types collaborate to 
achieve the demise of neurons in neurodegenerative diseases 
comes from the work of Clement et al. (2003). In the study, 
the authors produced chimeric animals made of mixtures 
of normal and SOD1 mutant-expressing cells. They found 
that motor neurons that chronically expressed mutant SOD1 
did not degenerate if they were surrounded by a sufficient 
number of normal non-neuronal cells. In addition, normal 
motor neurons surrounded by mutant-expressing non-neuro-
nal cells were shown to acquire intraneuronal ubiquitinated 
deposits consistent with the concept that mutant-expressing 
cells could transfer the diseases phenotype to normal neigh-
boring cells. These data provide a compelling argument in 
that death of neurons in neurodegenerative diseases such as 
ALS may not be as cell-autonomous as previously thought. 
Accordingly, the cellular environment surrounding neurons 
may play a critical role in determining the fate of specific 
neurons within these types of diseases of the nervous sys-
tem. Among the prime candidates that mediate this non-cell 
autonomous mechanism of neurodegeneration are glial cells. 
Along this line, neuroinflammation has indeed emerged over 
the past decade as a key contributor to neurodegeneration in 

diseases such as AD, PD and ALS (Wyss-Coray and Mucke, 
2002; Przedborski and Goldman, 2004; McGeer and McG-
eer, 2002). Based on both epidemiological and pre-clinical 
studies in animal models of human diseases (Chen et al., 
2003; Wyss-Coray and Mucke, 2002; Przedborski and Gold-
man, 2004; McGeer and McGeer, 2002), it is now proposed 
that neuroinflammation could stimulate neurodegeneration.

Summary

Neurodegenerative diseases represent a heterogeneous group 
of disorders affecting the nervous system. In most instances, 
they affect adults, their causes are unknown, and progression 
is relentless. Some are genetic, but most are sporadic. They 
involve all parts of the nervous system, although the cerebral cortex 
and the basal ganglia are the most frequent loci of pathology. 
The historical classification of neurodegenerative diseases, 
based on clinical and pathological characteristics, is imperfect. 
New classifications are rather based on molecular determinants. 
Contrary to common belief, it is now recognized that neurodegen-
erative disorders are multisystemic, even if specific neuronal 
pathways are more affected than others. The death of specific 
types of neurons in neurodegenerative diseases is provoked, not 
by a single pathogenic factor, but rather by a cascade of multiple 
deleterious molecular and cellular events.
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Review Questions/Problems

1. Define neurodegeneration.

2. What are the three broad categories of diseases of the 
nervous system?

3. Provide examples of diseases from the three categories.

4. What is expected to occur with the prevalence of neu-
rodegenerative diseases in the forthcoming generations 
and why?

5. What is the effect of neurodegeneration on the life 
expectancy and for what reason(s) do patients with 
neurodegenerative disease typically die?

6.  What is the common method used in classifying 
neurodegenerative diseases and what are the difficulties 
inherent with this type of classification?
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 7. Describe the different forms of genetic contributions 
among the neurodegenerative diseases.

 8. What does multisystemic neurodegeneration refer to?

 9. Why are neurodegenerative diseases progressive and 
what does it mean at the level of the whole population 
of affected cells and a single affected cell?

10. Define the notion of non-cell autonomous neurodegen-
eration and provide an example.

11. What are the two most prevalent neurodegenerative 
diseases?

a. Alzheimer’s disease and stroke
b. Parkinson’s disease and brain tumor
c. Alzheimer’s disease and Parkinson’s disease
d.  Huntington’s disease and amyotrophic lateral 

sclerosis
e. Mitochondrial encephalopathy and multiple sclerosis

12. What are typical neurodegenerative diseases without 
overt neuropathology?

a. Creutzfeldt-Jakob disease
b. Schizophrenia
c. Essential tremor
d. Torsion dystonia
e. All but a

13. What is the correct statement about the neuropathol-
ogy of neurodegenerative diseases?

a.  Neuropathologic changes in neurodegenerative dis-
eases are always detectable in at least one region of the 
nervous system.

b. Residual neurons look sick or normal.
c. In addition to the loss of neurons, there is always some 

gliosis and protein aggregates.
d. If different regions of the brain are affected, the type of 

neurons degenerating remains identical.
e. The multisystemic nature of a neurodegenerative pro-

cess is explained by a trans-synaptic phenomenon.

14. What is the correct statement about the etiology of 
neurodegenerative diseases?

a.  The etiology of most neurodegenerative diseases is 
unknown.

b. Most neurodegenerative diseases are genetic.
c. Neurodegenerative diseases are only linked to nuclear 

gene defects.
d. Environmental toxic factors have never been implicated 

in the occurrence of neurodegenerative diseases.
e. Genetic/environmental interactions are unknown causes 

of neurodegeneration.

15. Which of the following statements is true about the 
pathogenesis?

a.  The death of neurons is caused by a unique pathogenic 
mechanism triggered by an etiologic factor.

b. Neurodegenerative disorders never become multisystemic 
upon progression of the disease.

c. It is established that the neurodegenerative process starts 
in one area of the nervous system and then spreads to 
others by a domino effect.

d. Before dying, compromised neurons never loose their 
functions and phenotypic markers.

e. The distribution and magnitude of neuronal loss in 
neurodegenerative disorders is often difficult to establish 
with certainty.

16. Which of the following statements are most correct?

a. Onset of symptoms reflects the onset of the disease.
b. The prominent symptoms often reveal the main site of 

neuropathology.
c. Intercurrent infection can permanently exacerbate the 

symptoms.
d. Neurodegenerative diseases differ from non-degenerative 

diseases because the latter never progress in a step-wise 
manner.

e. b and c

17. Which of the following statements are always correct?

a.  Neurodegenerative diseases can involve either the cen-
tral or the peripheral nervous systems, or both.

b. A familial occurrence of a neurodegenerative disease is 
the signature of its genetic origin.

c. Cardiovascular problems exacerbate the cognitive 
decline in patients with dementia and vise-versa.

d. Neurodegenerative diseases are associated with a short-
ened life-span because they eventually impair respira-
tory or cardiovascular functions.

e. When available, symptomatic agents normalize life-span 
in patients suffering from neurodegenerative diseases.

18. The transmissibility of a neurodegenerative phenotype 
can be?

a. Autosomal dominant
b. Autosomal recessive
c. X-linked
d. Mitochondrial
e. All of the above

19. Regarding the classification of neurodegenerative 
disorders which statement is not correct?

a.  The clinico-anatomic classification is quite popular, but 
is fraught with many shortcomings.

b. The molecular classification groups together neurode-
generative diseases of very different clinical expression.

c. A parkinsonism can be observed in patients suffering from 
a wide variety of disorders including Parkinson’s disease.

d. Members of a same family carrying an identical muta-
tion always exhibit the same clinical and neuropatho-
logical phenotype.

e. A similar clinical phenotype can be caused by distinct 
etiologic factors.
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20. The concept of non-cell autonomy in neurodegene-
ration implies.

a. A disease phenotype can be transmitted from a mutant 
cell to a wild-type cell.

b. The whole disease process does not rely solely on patho-
genic events taking place in the degenerating cells.

c. The fate of neurons destined to die is at least in part, 
determined by other cells such as neighboring glia.

d. This concept applies to infectious diseases but not to 
neurodegenerative disorders.

e. All but d
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18.1. Introduction

Multiple sclerosis (MS) is the most common idiopathic demy-
elinating disease of the central nervous system (CNS). Although 
partially effective treatments are now available, MS represents a 
major target for research into the development of disease-modi-
fying therapies that specifically focus on the neuroimmune path-
ways of myelin and tissue damage that currently are incompletely 
understood. Multiple sclerosis is considered to be an example of 
development of autoimmunity to self-antigens within the CNS 
through multiple initiating events that include infections and 
other environmental factors. The direct or indirect induction of 
immune responses against CNS antigens includes chemotaxis 
of T cells, B cells, and monocytes, and production of immuno-
globulin responses, each of which can act as an effector of myelin 
damage that occurs in distinct histological patterns. Because a 
specific cause for MS has not been identified, much MS research 
has focused on CNS immune responses triggered by unidentified 
insults that in turn trigger inflammation-mediated cascades of 
myelin and cellular damage that are likely relevant to other neu-
rodegenerative diseases. This chapter discusses current the epide-
miology, etiology, pathophysiology, animal models, virus models 
and recent advances in the neuroimmunology of MS from the 
perspective of the potential for development of newer therapies 
for MS and other inflammatory CNS diseases.

18.2. Clinical Features and Diagnosis 
of Multiple Sclerosis

Multiple sclerosis (MS) is a disease of unknown etiology that 
primarily affects the myelin membrane and/or the oligoden-
droglia (myelin-producing cells) within the central nervous 

system (CNS). The clinical features are highly variable, but 
they consistently reflect dysfunction due to inflammation, local 
edema, and destruction of the “central myelin” of the brain, 
spinal cord, and/or optic nerves (reviewed in Miller, 1996). 
Symptoms generally present with gradually increasing sever-
ity (days to weeks), followed by gradual resolution (weeks), 
which may be complete or partial. The frequency of differ-
ent types of symptoms in MS is difficult to accurately estab-
lish, in part due to their highly variable severity and duration 
(Matthews, 1998). The most common neurological symptoms 
are focal sensory disturbances including numbness/tingling 
sensations, dysesthesiae (sensation), paresthesiae (abnormal 
sensation), L’hermitte’s sign (sudden electric-like sensations 
radiating into the arms or legs while flexing one’s neck), 
and occasionally burning pain. Such sensory disturbances 
occur in up to 70–80% of individuals during the course of MS 
(Miller, 1996; Matthews, 1998). Motor manifestations attrib-
utable to corticospinal tract dysfunction occur in up to 60% 
of patients, and often involve the lower extremities. Motor 
symptoms generally include dyscoordination and weakness 
that is often described as “heaviness” of an extremity, which 
may present unilaterally or bilaterally, in the case of spinal 
cord involvement. Optic nerve involvement, manifested as 
optic neuritis (inflammation of the optic nerve associated with 
visual loss) presents as the initial symptom in about 20% of 
MS patients, but its prevalence during the course of MS is 
thought to be much higher (Matthews, 1998).

The clinical course of the disease (reviewed in Ebers, 1998) 
is also variable, with approximately 70–85% of patients 
starting with a relapsing remitting disease pattern in which 
remissions are associated with complete or nearly complete 
recovery (Coyle, 2000). The disease typically gradually 
progresses (over years) so that remission periods are shorter 
and neurological recovery is incomplete. In the chronic 
phase, neurological dysfunction increases without significant 
improvement. Approximately 15% of patients have primary 
progressive MS, most commonly expressed as a progres-
sive myelopathy. Other clinical courses have been described 
including an acute form with rapid neurologic deterioration 
and sometimes death within a few months, a progressive form 
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without defined remissions and relapses, and a benign form 
with a few exacerbations associated with complete recovery. A 
subclinical form has also been described based upon autopsy 
findings in asymptomatic individuals. MS can be viewed as a 
disease with multiple phenotypic presentations that are super-
imposed over pathological components that range from pure 
inflammation to gliosis.

Diagnostic criteria intended originally for the purposes of 
classifying patients for research protocols are now considered 
standard criteria for clinicians making the diagnosis of MS. The 
original clinical criteria of Schumacher (Schumacher et al., 1965) 
(reviewed in Coyle, 2000), were expanded by Poser (Poser et al., 
1983) to incorporate paraclinical tests (MRI, cerebrospinal fluid 
analysis, and evoked potential testing) to increase the certainty of 
the diagnosis. The MRI typically demonstrates multifocal areas 
of demyelination surrounding the brain ventricles and within 
the spinal cord (Figure 18.1). The Poser criteria include the 
categories of clinically definite, laboratory-supported definite, 
probable, and possible multiple sclerosis. Previously, practicing 
clinicians generally attempted only to diagnose cases of definite 
MS (clinically definite or laboratory-supported definite) because 
of early recommendations for treatment of definite MS with the 
first FDA-approved immunomodulating medication, Interferon 
beta-1b/Betaseron. However, because recent clinical trials in 
individuals with single, clinically-apparent demyelinating events 
who did not meet Poser criteria for definite MS demonstrated 
that Interferon beta-1a (Avonex) greatly reduced the likelihood 
of development of definite MS over a 2-year period (Kinkel 
et al., 2006) clinicians have been advised to diagnose and treat 
patients with such isolated demyelinating events (Frohman 
et al., 2006b).

These diagnostic criteria, were again modified (Table 18.1) to 
include specific numbers and locations of MRI-defined lesions 
that can confirm the diagnosis of MS with a clinically mono-
symptomatic event or an insidious neurological progression 
suggestive of MS (McDonald et al., 2001; Polman et al., 2005). 
Included in Table 18.1 are the Poser criteria (Poser et al., 1983), 
McDonald criteria (McDonald et al., 2001) and the revised 
McDonald criteria (Polman et al., 2005). By the Poser criteria 
(Table 18.1, top two clinical presentations) “definite” multiple 
sclerosis requires objective evidence of central nervous system 
(CNS) dysfunction in ≥2 sites of involvement, predominantly in 
the white matter, relapsing-remitting or chronic progressive (>6 
months) in patients between the ages of 10 to 50 years at onset 
of symptoms. Importantly, there must be no better explanation of 
the symptoms. These “attacks” may be motor, sensory, visual, or 
coordination deficits and must last more than 24 h (typically days 
to weeks). They may be subjective and amnestic (i.e. recalled 
historically by the patient) or demonstrable by a physician, and 
separate attacks must be separated in time by at least 30 days 
of significant improvement to be classified as distinct attacks. In 
addition, if a physician can demonstrate objective dysfunction in 
two anatomically separate regions of the CNS, criteria are met for 
clinically definite multiple sclerosis, assuming no better explana-
tions of the symptoms.

18.3. Epidemiology and Etiology of MS

MS is the most common inflammatory disease of the CNS, 
affecting an estimated 2,500,000 people worldwide and 
350,000 in the United Sates alone (Johnson, 1994) (Kantarci 

Figure 18.1. MRI signal abnormalities in the brain and spinal cord in a 55-year-old woman with multiple sclerosis. (A) FLAIR (Fluid attenuated 
inversion recovery) image of axial brain image at the level of the lateral ventricles. Arrows point to hyperintense periventricular lesions 
demonstrating a characteristics MS demyelination pattern; (B) T2W image of sagittal view of the spinal cord of the same individual, demon-
strating focal bright signal (arrow) representing demyelination in the cervical spinal cord.
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and Wingerchuk, 2006). Approximately 1 in 1,000 North 
Americans will develop MS over their lifetime. While women 
are 1.5 to 2 times as likely as men to develop MS, males with 
MS are likely to have a worse prognosis, more rapid disease 
progression, and later age of disease onset (Coyle, 2000). This 
evidence of gender dependent differences in disease outcomes 
suggests that there are sex-specific factors in the phenotypic 
variability and etiology of MS (Kantarci and Weinshenker, 
2005). The etiology of MS is unknown, and the heteroge-
neous pathology of this disease suggests that several factors 
might be involved in the spectrum of idiopathic inflammatory 
demyelinating diseases (IDDs) that are encompassed in the 
diagnosis of MS (Hafler, 2004). It is believed that genetic, 
environmental, and immunological factors contribute collec-
tively to the natural history and epidemiology of this disorder 
(Kurtzke and Wallin, 2000).

18.3.1. Genetic Epidemiology

Epidemiological, familial, and molecular studies of MS have 
supported a strong influence of genetic background on dis-

ease susceptibility (reviewed in Kurtzke and Wallin, 2000). 
The worldwide distribution of MS is skewed, with areas of 
high prevalence in North America, Europe, New Zealand, and 
Australia and areas of lower prevalence in South America, 
Asia, and Africa. In general, the prevalence and incidence of 
MS follow a north-south gradient in both hemispheres with 
individuals of Northern European ancestry more likely to 
be affected (Compston, 1994; Ebers and Sadovnick, 1994; 
Sadovnick et al., 1998). Therefore, the north-south gradient 
observed in the New World may reflect the propensity for 
individuals from regions of Europe with a high incidence of 
MS to migrate to the northern regions of the United Sates 
and Canada, and of individuals from regions of Europe with 
a lower incidence of MS to migrate to southern regions of 
the United States and South America (Ebers and Sadovnick, 
1994; Sadovnick et al., 1998). In support of this theory, sev-
eral studies have demonstrated different prevalences of MS 
among genetically disparate populations residing in the same 
geographic region. In a 1994 survey of MS in Australia, the 
prevalence of MS was found to be 37.1/100,000 in New South 
Wales and 29.4/100,000 in South Australia (McLeod et al., 

Table 18.1. Diagnostic criteria for multiple sclerosis (Polman et al., 2005).

Clinical presentation Additional data needed for MS diagnosis

Two or more attacksa; objective clinical evidence  Noneb

 of two or more lesions
Two or more attacksa; objective clinical evidence of one lesion Dissemination in space, demonstrated by:
 MRIc or
 Two or more MRI-detected lesions consistent with MS plus positive CSFd

 or
 Await further clinical attacka implicating a different site
One attacka; objective clinical evidence of two or more lesions Dissemination in time, demonstrated by:
 MRIc or
 Second clinical attacka

One attacka; objective clinical evidence of one lesion  Dissemination in space, demonstrated by MRIc or
 (monosymptomatic presentation; clinically isolated syndrome)
 Two or more MRI-detected lesions consistent with MS plus positive CSFd and
  Dissemination in time, demonstrated by:
 MRIe or
 Second clinical attacka

Insidious neurological progression suggestive of MS One year of disease progression (retrospectively or prospectively determined) and
   Two of the following:
 a. Positive brain MRI (nine T2 lesions or four or more T2 
  lesions with positive VEP)f

 b. Positive spinal cord MRI (two focal T2 lesions)
 c. Positive CSFd

Note: If criteria indicated are fulfilled and there is no better explanation for the clinical presentation, the diagnosis is MS; if suspicious, but the criteria are not 
completely met, the diagnosis is “possible MS”; if another diagnosis arises during the evaluation that better explains the entire clinical presentation, then the 
diagnosis is “not MS.”
a An attack is defined as an episode of neurological disturbance for which causative lesions are likely to be inflammatory and demyelinating in nature. There 
should be subjective report (backed up by objective findings) or objective observation that the event lasts for at least 24 h.
b No additional tests are required; however, if tests (MRI, CSF) are undertaken and are negative, extreme caution needs to be taken before making a diagnosis of 
MS. Alternative diagnoses must be considered. There must be no better explanation for the clinical picture and some objective evidence to support a diagnosis 
of MS.
c MRI demonstration of space dissemination must fulfill the criteria derived from Barkhof and colleagues (Barkhof et al., 2003) and Tintore and coworkers 
(Tintore et al., 2003).
d Positive CSF determined by oligocloncal bands detected by established methods (isoelectric focusing) different from any such bands in serum or by an 
increased IgG index.
e MRI demonstration of time dissemination must fulfill criteria demonstrated in Table 1 in Polman et al. (2005).
f Abnormal VEP of the type seen in MS.
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1994). Strikingly, no Aborigines or Torres Strait Islanders 
with MS were identified in this study (McLeod et al., 1994). 
In addition, the prevalence of MS is higher in Hungarians of 
Caucasian descent (37/100,000) than in Hungarian gypsies 
(2/100,000) (Kalman et al., 1991). Similarly, the prevalence 
of MS among people of Japanese decent living on the Pacific 
Coast (6.7/100,000) is considerably lower than that of Caucasians 
living in California 30/100,000). Of interest, it has been 
demonstrated that people of Japanese ancestry living on the 
West Coast of the United States have a slightly higher prevalence 
of MS than those living in Japan (2/100,000) suggesting that 
environmental factors also have a significant impact on dis-
ease susceptibility (Detels et al., 1977).

Family and twin studies clearly support a genetic influence in 
the development of MS. It has been demonstrated that biologi-
cal relatives of MS patients have a greater likelihood of devel-
oping MS than adoptees and that conversely, family members 
of adopted individuals with MS do not have an increased risk 
of developing the disease (Ebers et al., 1995). Among biological 
relatives, the lifetime risk of developing MS increases with closer 
biological relationships and approximately 20% of MS patients 
have an affected family member (Sadovnick, 1993). First-degree 
relatives, particularly sisters, of an individual with MS are 20–40 
times more likely to develop MS and the risk of MS decreases 
rapidly with second- and third-degree relatives (Sadovnick et al., 
1998; Sadovnick and Ebers, 1993; Ebers et al., 1995). In addition, 
the rate of MS concordance is eight times greater in monozygotic 
than dizygotic twins. However, the concordance among monozy-
gotic twins is only 25–30%, suggesting that genetic background 
is not sufficient to cause the disease (Bobowick et al., 1978). 
Therefore, a combined influence of genetic background and the 
environment in the development of MS has been proposed.

Considerable effort has been made to assign MS suscepti-
bility to classical models of inheritance. However, the inheri-
tance of MS does not conveniently fit any of these models. 
The ability to attribute a particular inheritance pattern to MS 
may be confounded by the difficulty in diagnosing this unpre-
dictable disease. Moreover, because the age of risk ranges 
from the late teens to the late 50s, an individual cannot be 
considered unaffected with certitude until they are past the 
age of high risk. Over the years, several genes associated with 
immune function have been tentatively associated with an 
increased risk of MS. A strong association between MS and 
the major histocompatibility complex (MHC) class II alleles 
DRB1*1501-DQB1*0602 has been demonstrated (Lincoln et 
al., 2005). The MHC class I allele A201 has been shown to 
have protective effects (Sospedra and Martin, 2005). In addi-
tion, recent studies have suggested that polymorphisms of the 
cytokine interferon-γ (IFN-γ) are associated with MS suscep-
tibility in a gender dependent manner (Kantarci et al., 2005).

18.3.2. Environmental Epidemiology

The variation in disease incidence and prevalence according 
to geography (chiefly by distance from the equator), the influ-
ence of migration from low-to-high and high-to-low preva-

lence areas, and the observation of epidemics and clusters of 
MS all support an environmental influence on MS etiology 
(Kurtzke and Wallin, 2000). Migration studies based chiefly on 
Europeans who immigrated to South Africa, Israel, Aus-
tralia, and Hawaii have also supported an infectious etiology 
of MS (Alter et al., 1978; Alter and Okihiro, 1971; Kurtzke 
et al., 1970; Casetta and Granieri, 2000). In general, indi-
viduals who migrate from high risk to low risk areas after the 
age of 15 maintain their risk of MS. However, individuals 
who migrate from high risk to low risk areas before the age 
of 15 acquire a lower risk. These data suggest that an envi-
ronmental factor must be encountered before the age of 15 in 
order to influence MS susceptibility. In addition, examples 
of MS epidemics have been described in the Faroe Islands, 
the Shetland-Orkney Islands, Iceland, Sardinia, Key West 
Florida, Mossyrock Washington, South Africa, and Mans-
field Massachusetts (Kurtzke, 1995; Pugliatti et al., 2002). 
Albeit rare, these epidemics support an infectious etiology 
of MS.

A wide range of environmental factors including vitamin 
D, smoking, exposure to solar ultraviolet radiation, exposure 
to organic solvents, household pets, and dietary fatty acids 
have been associated with the risk of developing MS (Soilu-
Hanninen et al., 2005; Schiffer et al., 2001; Neuberger et 
al., 2004; Hernan et al., 2005; Riise et al., 2002). In addi-
tion, infectious agents have been suspected in the etiology of 
MS for over a century (Johnson, 1994). Dr. Pierre Marie, a 
pupil of Dr. Jean Martin Charcot who first classified MS and 
named the disorder sclerose en plaque, was the first to sug-
gest an infectious etiology for MS. Marie hypothesized that 
MS was triggered by an infection that led to changes in blood 
vessels ultimately resulting in an inflammatory interstitial 
reaction of glial cells. In addition, Marie believed that many 
organisms were involved in the pathogenesis of MS based on 
the anecdotal association of acute infectious diseases (includ-
ing malaria, typhoid, and childhood exanthem) with the onset 
of disease.

An infectious etiology of MS is consistent with a number of 
epidemiological observations as well as the pathological char-
acteristics of this disease (reviewed in Soldan and Jacobson, 
2004). It has been speculated that the infectious component in 
the development of MS might be a virus. Data implicating a 
virus in the pathogenesis of MS include: (a) geographic asso-
ciation of disease susceptibility with evidence of MS clustering 
(Haahr et al., 1997); (b) evidence that migration to and from 
high risk areas influences the likelihood of developing MS 
(Alter et al., 1978; Weinshenker, 1996); (c) abnormal immune 
responses to a variety of viruses; (d) epidemiological evidence 
of childhood exposure to infectious agents and an increase 
in disease exacerbations with viral infection (Johnson, 1994; 
Weinshenker, 1996); and (e) analogy with animal models and 
human diseases in which viruses can cause diseases with long 
incubation periods, a relapsing remitting course, and demyelin-
ation. It has been hypothesized that infectious diseases could 
induce MS either through molecular mimicry (the activation 
of autoreactive cells via cross-reactivity between foreign and 
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self-antigens), bystander activation (activation of autoreactive 
cells through nonspecific inflammation), or a combination of 
the two.

Viruses have been implicated in a number of demyelinating 
diseases of the CNS in humans and other animals. The 
association of viruses in other demyelinating diseases 
further suggests a viral influence in the development of 
MS, by demonstrating that viruses are capable of induc-
ing demyelination, and that they can persist for years in 
the CNS presenting chronic diseases long after acute infec-
tion. Viruses involved in demyelinating diseases of humans 
and animals include JC virus, measles virus, HTLV-I, 
canine distemper virus (CDV), murine coronavirus (JHM 
strain), Theiler’s mouse encephalomyelitis virus (TMEV), 
and Visna virus (reviewed in Soldan and Jacobson, 2004). 
Over the years, several viruses have been associated with 
MS, and these associations are based primarily on elevated 
antibody titers or the isolation of a particular virus from 
MS material. However, none of these viruses have demon-
strated a definitive cause–effect relationship with the dis-
ease. Elevated antibody titers to several infectious agents 
including influenza C, herpes simplex (HSV), human 
herpes virus-6 (HHV-6), measles, varicella-zoster (VZV), 
rubeola, vaccinia, Epstein-Barr virus (EBV), simian virus 5 
(SV5), multiple sclerosis retrovirus (MSRV), and Chlamydia 
pneumoniae have been reported (reviewed in Soldan and 
Jacobson, 2004). Although most of these reported agents 
have been discounted from consideration in the pathogenesis 
of MS, a few remain viable candidates.

18.3.3. Immunological Influences

In addition to genetic and environmental influences, it is 
widely accepted that T cell-mediated immune responses are 
involved in the etiology of MS (reviewed in Frohman et al., 
2006a). This is based on the association of MS with genes 
involved with the immune response, the immunopathology 
of the disease, the clinical response of MS patients to immu-
nosuppressive and immunomodulatory treatments, and simi-
larities with experimental immune-mediated demyelinating 
diseases in animals.

A number of immune abnormalities are frequently observed 
in MS patients and lend support to an immunologic compo-
nent of the MS disease process. One of the hallmarks against 
unknown CNS antigens of MS is the intrathecal secretion of 
oligoclonal antibodies, also known as oligoclonal bands (OCB) 
as seen by immunofixation electrophoretic separation. OCB 
are found in the CNS tissue and CSF of greater than 90% of MS 
patients (when determined by isoelectric focusing electrophoresis) 
(Fortini et al., 2003) and are helpful in confirming the diagno-
sis of the disease. OCB are not specific to MS as they are also 
found in several other chronic inflammatory CNS conditions 
of either infectious (CNS Lyme disease, bacterial meningitis, 
human immunodeficiency virus/HIV infection, neurosyphilis) 
or autoimmune (CNS lupus erythematosus, neurosarcoidosis) 
origin. Although OCB are not directed against a single antigen, 

antibody bands specific for viral, bacterial, and self-antigens 
have been described (Sindic et al., 1994; Sriram et al., 1999). 
Therefore, it is unclear whether or not the intrathecal 
synthesis of immunoglobulins observed in MS results from 
the presence of disease-related lymphocytes or cells that are 
passively recruited into the CNS after the pathogenically 
relevant cells crossed the blood brain barrier (BBB).

In addition to the presence of OCB, other immunological 
markers of disease activity have been described in MS. The 
overexpression of several proinflammatory cytokines, includ-
ing tumor necrosis factor-α (TNF-α) and interferon-γ (IFN-γ) 
have been demonstrated in MS (Ubogu et al., 2006; Frohman 
et al., 2006b). Treatment of MS patients with IFN-γ resulted in 
a marked increase in exacerbations which supports the model 
of MS as an autoimmune disease mediated by T-helper-1 
(TH-1) like T-cells. Furthermore, an increase in TNF-α 
expression has been found to precede relapses and inflam-
matory activity as measured by MRI, while the mRNA levels 
of inhibitory cytokines, such as interleukin-10 (IL-10) and 
transforming growth factor-β (TGF-β), declined (Rieckmann 
et al., 1995). Recently expression of ADAM-17, a disintegrin 
and metalloproteinase that is the major proteinase responsible 
for the cleavage of membrane-bound TNF, was found to be 
upregulated in MS lesions (Plumb et al., 2006). The overex-
pression of these cytokines may be involved in disease patho-
genesis by causing the upregulation of MHC and adhesion 
molecule expression on endothelial and glial cells, activation 
of macrophages and recruitment of TH-1 cells, or by damag-
ing oligodendrocytes and myelin sheaths directly (Selmaj and 
Raine, 1988). In addition, peripheral blood mononuclear cells 
(PBMCs) from MS patients have been demonstrated to have 
increased numbers of chemokine receptor 5 (CCR5) produc-
ing cells (Strunk et al., 2000). However, individuals who fail 
to express a functional CCR5 receptor (due to a common dele-
tion mutation, CCR5 delta 32, carried by 1% of the Cauca-
sian population) are no more likely to develop MS than those 
with normal CCR5 expression (Bennetts et al., 1997). Finally, 
soluble adhesion molecules such as intercellular adhesion 
molecule-1 (ICAM-1) and E-selectin are elevated in MS sera 
while soluble vascular cell adhesion molecules VCAM-1 and 
E-selectin are increased in the CSF of MS patients (Dore-Duffy 
et al., 1995).

Additional support for MS as a disease with an autoimmune 
component is provided by the clinical improvement obtained 
with immunomodulatory and anti-inflammatory therapies 
(Galetta et al., 2002). Although treatment with corticoste-
roids does not attenuate the long-term course of MS, it is used 
effectively in the treatment of MS exacerbations. It has been 
demonstrated that the administration of high-dose steroids 
immediately stops blood-brain barrier leakage as visualized 
by gadolinium-enhanced magnetic resonance imaging (MRI) 
(Simon, 2000). A number of immunosuppressive and chemo-
therapeutic drugs including cyclophosphamide, and metho-
trexate have been used in the treatment of MS with variable 
success. Other immunomodulatory therapies recently used in 
MS including interferon-β (IFN-β), Copolymer-1 (COP-1) 
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and the humanized monoclonal antibody to the α 4-integrin of 
the VLA-4 adhesion molecule (Tysabri [Antegren or Natali-
zumab]) are reviewed in Chap. 11.

18.4. Pathophysiology of MS

18.4.1. Histology and Physiology of MS Lesions

The hallmark of MS is the white matter “plaque,” an area of demy-
elination usually around a blood vessel with perivenular cell infil-
tration and gliosis (Frohman et al., 2006a). Recent studies have 
shown that axonal injury is common in chronic plaques and is an 
important determinant of permanent loss of neurologic function 
and disability (Trapp et al., 1999). The analysis of biopsy speci-
mens collected for differential diagnosis and autopsy cases from 
patients with MS with at least one lesion in the active stages of 
demyelination has demonstrated four histologically-defined pat-
terns of demyelination, Patterns I-IV (Lucchinetti et al., 2000). 
All four patterns demonstrate macrophage and T-cell inflam-
mation, although they vary in associated pathological findings. 
Patterns I and II share macrophage and T-cell-associated inflam-
mation and are described as follows: Pattern I (“macrophage 
mediated,” macrophage- and T-cell associated demyelination, 
perhaps dominated by products of activated macrophages), Pat-
tern II (“antibody mediated,” same infiltrates as I, but with promi-
nent IgG and complement/C9neo deposition). These patterns are 
largely restricted to small veins and venules and are suggestive of 
T-cell initiated processes in which macrophages and/or antibod-
ies are important effector functions. They are felt to be immu-
nopathologically closest to EAE. Lesions in Patterns III and IV 
are not typically seen in EAE. Pattern III (“distal oligodendrogli-
opathy”) and Pattern IV (“primary oligodendrocyte damage with 
secondary demyelination”) also demonstrate inflammatory mac-
rophages and T-cells, but deposition of IgG and complement are 
absent. Pattern III shows degeneration of distal oligodendrocyte 
processes, loss of oligodendrocytes by apoptosis at the plaque 
border, and loss of MAG (myelin associated glycoprotein) expres-
sion with preservation of PLP (proteolipid protein), MBP (myelin 
basic protein) and CNPase (cyclic nucleotide phosphodiesterase) 
staining. This pattern might represent a T-cell-mediated small 
vessel vasculitis with secondary ischemic damage to the white 
matter. However, demyelination in Pattern III is distinct from that 
in I and II in not being centered around veins and venules. Pattern 
IV also demonstrates prominent oligodendrocyte degeneration 
without apoptosis, and demyelination may be induced by T-cell 
and macrophages on the background of metabolically impaired 
oligodendrocytes. This pattern might be restricted to individuals 
with the primary progressive form of MS. Remarkably this study 
found no evidence for intra-individual variability in the plaque 
morphology: plaques within an individual patient showed similar 
morphology.

The net physiological consequences of immune-mediated 
myelin disruption are partial or total conduction block, 
slowing of conduction, and ephaptic cross-activation due to 
disruption of salutatory conduction mediated by the nodes of 

Ranvier in myelinated fibers (reviewed in McDonald, 1998). 
Demyelinated fibers are incapable of transmitting impulse 
trains at physiological frequencies, and such a defect likely 
contributes to the sensory and motor disturbances seen in MS. 
Such conduction delays are often detected in the optic nerves 
through visual evoked potential (VEP) testing (McDonald, 
1976). An interesting form of intermittent conduction block 
that is characteristic of multiple sclerosis is that precipitated 
by changes in temperature. Heat-induced visual acuity loss 
(Uhthoff’s phenomenon), weakness, and fatigue have all been 
attributed to heat-induced conduction disturbances, and such 
symptoms often resolve through decreasing body temperature 
(Guthrie and Nelson, 1995).

18.4.2. Immunopathogenesis of Myelin 
Damage in MS

Although the etiology of MS is unknown, there is consider-
able consensus on the role of immune-mediated mechanisms 
in disease pathogenesis. The following evidence has led to the 
concept that helper CD4+ T cells coordinate specific autoim-
mune responses to one or more candidate autoantigens of cen-
tral myelin: (1) in the white matter lesions, perivenular infiltrates 
mainly contain lymphomononuclear cells, including CD4+ and 
CD8+ T cells, macrophages, and B cells; (2) the animal mod-
els of MS are primarily mediated by CD4+ T cells, although 
the humoral immune response also contributes to the pathogen-
esis; (3) effective treatments seem to preferentially target T-cell 
responses; and (4) disease susceptibility is influenced by genes 
that control presentation of antigens to T cells, such as those of 
the major histocompatibility complex (MHC, HLA in humans).

In addition to the role of CD4+ TH1 cells, recent studies 
have provided evidence for the involvement of CD8+ T cells 
and B cells in the pathogenesis of MS (Babbe et al., 2000; 
Goverman et al., 2005). Clonal expansion of CD8+ T cells, a 
subset of T cells with cytotoxic functions, has been recently 
shown to be predominant over CD4+ T cell expansions both 
in the brain and the spinal fluid of patients with MS (Babbe 
et al., 2000). Furthermore, the accumulation of B-cell clono-
types in CNS lesions and the spinal fluid of patients suggests 
that B cells may be chronically stimulated by CNS antigens 
leading to the synthesis of oligoclonal IgG (Goverman et al., 
2005). Myelin-specific antibodies can contribute to myelin 
damage by inducing complement activation and facilitating 
macrophage-mediated myelin toxicity. Therefore, demyelin-
ation can be mediated through T-cells and macrophages as 
well as through complement activation. Myelin repair, which 
is limited in vivo, can be promoted in vitro with various growth 
factors (neurotrophin-3, platelet-derived growth factor, glial 
grow factor-2, others) (reviewed in Lubetzki et al., 2005).

A schematic view on the main processes that lead to autoim-
mune central demyelination is presented in Figures 18.2 and 
18.3. Autoreactive, myelin antigen-specific T cells are part of 
the normal T-cell repertoire, although at low frequency. These 
cells are thought to be activated in the peripheral immune system 
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(lymph nodes and spleen) of MS patients by unknown mecha-
nisms. Structural similarity of foreign antigens (such as viral pep-
tides) and myelin proteins may lead to their cross-recognition by 

myelin-reactive T cells (molecular mimicry). Activated T cells 
can adhere to endothelial cells in cerebral blood vessels, cross the 
blood-brain barrier and enter the brain parenchyma. Proteolytic 

Figure 18.2. The immunopathogenesis of MS. A limited number of resting T cells may enter the CNS after crossing the intact blood-brain 
barrier (BBB). Autoreactive CD4+ T cells may be activated in the periphery by antigens that are structurally similar to myelin antigens 
(molecular mimicry). When activated T lymphocytes interact with endothelial cells (EC) of CNS venules, cell trafficking across the BBB 
increases. Reactivation of myelin antigen-specific T cells by local antigen-presenting cells (APC) may initiate myelin damage by several mecha-
nisms: CD4+ T cell production of proinflammatory cytokines and chemokines that further recruit effector cells through an inflamed BBB; CD8+ T 
inducing cytolysis and chemokine production; activated macrophages producing oxygen radicals and NO (nitric oxide); deposition of myelin 
antigen-specific antibodies activating complement and facilitating myelin damage by activated macrophages. Resolution of inflammatory 
damage may be modulated by regulatory cells, that produce anti-inflammatory cytokines, and by elimination of effector cells by apoptosis.

Figure 18.3. Comparison of Th1 and Th2 CD4+ T helper cell responses. Th1 and Th2 cells can be discriminated by their ability to produce 
different patterns of cytokines. Based mainly on the type, dose and route of administration of antigens, the genetic background of the host, 
and the cytokines present in the microenvironment, naive CD4+ T-cell precursors can develop into T-helper 1 (Th1) or Th2 cells. IL-12 (pro-
duced by macrophages) is the dominant factor promoting development of Th1 cells that are involved in cell-mediated immunity to intracel-
lular pathogens and several instances of organ-specific autoimmunity. Th1 development also depends on IFN-γ (mainly produced by T cells). 
In contrast, early exposure of naive CD4+ T-cell precursors to IL-4 results in the development of Th2 cells, which are involved in atopic and 
allergic reactions, and in certain types of systemic, antibody-mediated autoimmunity. Regulatory cells that produce the immunomodulatory 
cytokine TGF-β can modulate the development of both Th1 and Th2 cells and the immunopathology they can induce.
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enzymes such as matrix metalloproteases cleave extracellular 
matrix proteins and allow T-cell entry into the CNS. Upon reacti-
vation by recognition of myelin antigens presented by microglia 
astrocytes, autoreactive T cells secrete proinflammatory cyto-
kines that may cause direct damage to myelin, such as TNF-α 
and lymphotoxin, and chemokines that recruit effector cells, such 
as other T cells and monocytes-macrophages (Figure 18.3).

Recruitment of effector cells by chemokine-regulated 
chemotaxis of leukocytes and monocyte-macrophages is 
considered to be critical for effector cell entry into, and 
migration within, the CNS, each of which is a critical step 
in the pathogenesis of immune-mediated demyelination in 
multiple sclerosis (Ransohoff, 1999; Sorensen et al., 1999; 
Charo and Ransohoff, 2006; Ubogu et al., 2006). Chemokines 
represent a familty of chemotactic cytokines that are com-
prised of two major subfamilies: the C-X-C (α chemokine) 
subfamily that possesses two conserved N-terminal cysteine 
residues separated by a single amino acid, and the C-C 
(β chemokine) subfamily that possesses two adjacent cysteine 
residues. Chemokine-mediated adhesion of cells (tethering), 
extravasation, and infiltration is a complex process involv-
ing multiple signals and receptor-ligand interactions, and it is 
clear that several major steps are required: chemotaxis, adhe-
sion and transmigration. In individuals with MS as well as 
in individuals without MS, most lymphocytes within the CSF 
are CD4+ memory T-cells in proportions that are higher than 
in the blood (Kivisakk et al., 2004). Such cells consistently 
express the chemokine receptor CCR7 and most also express 
CXCR3. Within perivascular MS lesions, however, CXCR3-
expressing T-cells are commonly found while CCR7 expression 
is down-regulated (Sorensen et al., 1999).

Analysis of both CSF and brain tissue from individuals with 
MS has revealed consistent patterns of chemokine expres-
sion that distinguish not only MS patients from neurologi-
cally normal controls, but also stable MS patients from those 
undergoing acute relapses (Ransohoff, 1999; Sorensen et al., 
1999). Levels of CXCL10 (CXCR3 ligand) and CCL5 (CCR5 
ligand) were undetectable in CSF from more than 90% of 
control patients, but were elevated in more than 50% of CSF 
specimens from individuals with MS clinical attacks (Ranso-
hoff, 1999). Furthermore, levels of CCL2 were significantly 
reduced during acute attacks, while levels of several other 
chemokines (CCL3, CXCL9, CXCL1, and CXCL8) were not 
significantly altered. This represented the first demonstration 
of CNS chemokine alterations related to MS clinical disease 
activity, and it suggested that TH-1-mediated T-cell signaling 
clearly plays a role in MS pathogenesis. As a result of such 
studies in MS patients, clinical trials with selected chemo-
kine receptor antagonists have been undertaken (e.g. a CCR2 
antagonist) (Charo and Ransohoff, 2006).

Another critical determinant in the cascade of events lead-
ing to MS lesion development is antigen presentation. Anti-
gen presenting cell (APC)/T-cell activation involves at least 
four major processes: (1) Molecular mimicry, (2) Epitope 
spreading, (3) Bystander activation, and (4) Cryptic antigen 

presentation. These mechanisms are not mutually exclusive 
and each is believed to contribute to the pathogenesis of MS. 
Molecular mimicry, as described earlier in this chapter, is a 
phenomenon wherein foreign antigens have enough similar-
ity to the host’s endogenous proteins to elicit an autoimmune 
response. In 1985, it was demonstrated that injection of rab-
bits with a Hepatitis B virus peptide containing six amino 
acids in common with MBP induces encephalitis through a 
cross-reactive immune reaction against MBP (Fujinami and 
Oldstone, 1985). Since this early observation, the concept of 
molecular mimicry has been expanded to include involve-
ment of sequence homology, sharing of conserved TCR 
(T cell receptor) and MHC contact motifs between peptides, 
additive stimulatory contributions, and structural homology 
(reviewed in Sospedra and Martin, 2006). Of interest, regions 
of sequence and structural homology between MBP and two 
human herpesviruses that are candidate etiologic agents for 
MS, HHV-6 and EBV have recently been identified (Tejada-
Simon et al., 2003; Holmoy et al., 2004).

Epitope spreading occurs when the immune response to a 
target antigen extends to other epitopes present on the cell that 
are involved in the primary immune response. These additional 
epitopes may be within the same molecule (intramolecular) 
or in different molecules (intermolecular) (Vanderlugt and 
Miller, 2002). T-cell activation and functional epitope spread-
ing require costimulation via CD28-CD80/86 or CD154-CD40 
interactions (Vanderlugt and Miller, 2002). The pathological 
consequences of epitope spreading have been demonstrated in 
several mouse models for MS, including Experimental Auto-
immune Encephalitis (EAE) and Theiler’s Murine Encephali-
tis Virus (TMEV) induced demyelinating disease (discussed 
later in this chapter). In EAE, priming with the PLP immu-
nodominant epitope results in an acute clinical episode that is 
followed by a relapsing remitting disease course that is medi-
ated by PLP specific TH-1 cells and correlates with intramo-
lecular epitope spreading (Vanderlugt and Miller, 2002). In 
Theiler’s virus-induced demyelinating disease, disease onset 
occurs after infection with TMEV, resulting in a chronic dis-
ease course. As the disease progresses, TH-1 responses to 
TMEV persist. In addition, myelin debris released as a result 
of the initial tissue damage induces CD4+ TH-1 responses to 
myelin epitopes starting with PLP and, in late stages of the 
disease, spreading to MBP and MOG (myelin oligodendro-
cyte glycoprotein) (Vanderlugt and Miller, 2002).

Bystander activation activation of autoreactive cells through 
nonspecific inflammation and induction of inflammatory cyto-
kines and chemokines is also of pathological consequence in 
MS. It has been suggested that bystander activation, induced 
by persistent virus infection or primed by molecular mim-
icry may activate autoreactive T-cells specific for the CNS 
(McCoy et al., 2006). Finally, cryptic antigens may also play 
a role in immune activation. In other immune-mediated dis-
eases such as Chronic Lymphocytic Thyroiditis and Cha-
gas Heart Disease, exposure of cryptic epitopes leads to the 
activation of autoimmune cells and further contributes to 
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the pathogenesis (Rose and Burek, 2000; Leon and Engman, 
2003). Similarly, it has been suggested that myelin destruction 
leads to the exposure of cryptic axonal antigens that are nor-
mally shielded from immune surveillance by the tightly sealed 
paranodal loops of myelin. The exposure of these cryptic anti-
gens may activate auto-reactive T-cells and the production of 
anti-axolemmal antibodies. It has been suggested that these 
anti-axolemmal antibodies induce neurodegeneration, prevent 
remyelination and contribute to the axonal loss that correlates 
with functional loss in MS. (DeVries, 2004).

18.5. Animal Models of MS

18.5.1. Experimental Autoimmune 
Encephalomyelitis (EAE)

While no single animal model completely recapitulates all 
features of MS, Experimental autoimmune encephalomyelitis 
(EAE, Table 18.2) is the most widely used. Rivers’ seminal 
investigation into the iatrogenic human disease, postvaccinal 
encephalomyelitis was critical in the development of field of 
EAE (Rivers et al., 1933). Early models of EAE involved the 
induction of inflammatory demyelinating lesions in experimen-
tal animals by immunization with brain or spinal cord tissue 
(Rivers et al., 1933). Current models rely on active immuniza-
tion with myelin antigens (myelin basic protein (MBP), myelin 
associated glycoprotein (MAG), proteolipid protein (PLP) or 
myelin-oligodendrocyte-glycoprotein (MOG) ) in adjuvant or 
by adoptive transfer of encephalitogenic, myelin antigen spe-
cific T cell lines or clones (passive immunization) (Ebers, 1999; 
Lassmann and Wekerle, 1998; Ercolini and Miller, 2006). 
Although mouse and rat models are the most commonly used, 
EAE can be induced in a variety of susceptible animals including 
guinea pigs, rabbits, pigs, and monkeys.

The clinical signs of EAE reflect the acute inflammatory 
responses developing in the brain and spinal cord: hindlimb 
and tail paralysis, quadriparesis, ataxia, abnormal righting 
responses, and sometimes incontinence (Lublin, 1996). These 
episodes, whether associated with active or passive immu-
nization, are associated with infiltration of myelin-specific 
inflammatory TH1 CD4+ T-cells into the CNS (McRae et al., 
1992). The disease can be either monophasic (with a single 
paralytic episode followed by recovery), relapsing-remitting 
(with repeated cycles of paralysis interrupted with partial or 
full recovery), or chronic (initial symptoms either stabilize 
or progress) (Ercolini and Miller, 2006). These later two clini-
cal courses more closely resemble the natural history of MS 
symptoms. In EAE, TH-1, proinflammatory cytokines con-
tribute to tissue destruction directly, upregulate expression of 
MHC I and II within the CNS, and lead to macrophage and 
microglial activation. Paradoxically, treatment with the proin-
flammatory cytokines IFN-γ and TNF-α is protective in EAE, 
while similar treatments lead to disease exacerbation in MS 
(Krakowski and Owens, 1996).

EAE is traditionally regarded as a prototypic TH-1 CD4+ 
T-cell mediated autoimmune disease of the CNS. However, 
other cells of the immune system play important roles in the 
neuropathogenesis of this disorder. Defining the precise role 
of various cell types in EAE is complicated by the diverse 
and heterogeneous nature of EAE model systems. Recently, a 
new class of T-cells, TH-17 cells, has been shown to regulate 
inflammation in EAE. This unique subset of T helper cells 
produce IL-17 and develops along a pathway that is distinct 
from that of TH-1 and TH-2 cell differentiation (Park et al., 
2005). It has been demonstrated that neutralization of IL-17 
with IL-17-receptor-Fc-protein or an IL-17 monoclonal 
antibody ameliorates the disease course of EAE (Hofstetter 
et al., 2005). The production of IL-17 requires upstream 
activation of IL-23, and neutralizing antibodies specific for 

Table 18.2. Features of EAE and MS.

Feature EAE MS

CNS signs +++ +++
Relapsing disease ++ +++
Perivascular inflammation +++ +++
Cellular infiltrate CD4+ T-cells, MOG-specific  CD8+ T-cells, CD4+ T-cells, B-cells
  CD8+ T-cells
Demyelination +, +++, perivenous +++, diffuse
Remyelination ++ ++
Immunogen MBP, PLP, MOG, others Unknown
CSF immunology Antibodies to myelin antigens Rarely find antibodies 
   to myelin antigens; OCB 
   antigens unknown
Genetic predisposition ++ ++
Linked to MHC ++ ++
Response to immunomodulation +++ ++

Source: Adapted from Lublin (1996) and Sriram and Steiner (2005).
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IL-23 also ameliorate disease progression in EAE (Chen et al., 
2006) In addition, EAE is significantly suppressed in IL-17 
knockout mice further indicating the importance of IL-17 in 
the pathogenesis of EAE (Komiyama et al., 2006).

In addition to T-cells, other cell types have been found to 
play important roles in EAE induced by both active immuni-
zation and adoptive transfer. CD8+ cells play a variable role 
in EAE. In the absence of CD8+ T-cells, more severe disease 
is observed. However, MOG-specific CD8+ T-cells have been 
observed and are capable of transferring EAE in SCID mice. 
In addition, H2k MBP-specific CD8+ T-cell clones recogniz-
ing the peptide fragment MBP 79–87 (Huseby et al., 1999). B 
cells are generally believed to be dispensable in EAE as B-cell 
deficient (B10.PL × SJL/J) mice develop EAE after immuni-
zation (Dittel et al., 2000). In B6 mice, the absence of B-cells 
exacerbates EAE suggesting a protective role for these cells. 
However, MOG-induced EAE is aggravated by administra-
tion of anti-MOG antibodies, suggesting an important role for 
the humoral response in some models of EAE.

EAE has been used extensively to gain insight into almost 
every aspect of the neuroimmunology and neuropathology 
of MS. In addition, the majority of therapies that are either 
routinely used or currently under development for MS were 
initially developed in EAE. However, EAE has received 
criticism as an incomplete model of MS (Sriram and Steiner, 
2005). It has been suggested that EAE is a model of acute 
CNS inflammation/demyelination such as acute disseminated 
encephalomyelitis (ADEM) rather than a true counterpart 
for MS. Critical differences between MS and EAE include 
differences in lesion composition (CD4+ cells dominate in 
EAE while in the inflammatory MS lesion macrophages and 
CD8+ cells are frequently observed), lesion location, affect 
of immunotherapies (e.g. IFN-γ can ameliorate EAE, but 
increases exacerbations in MS, IFN-β decreases relapse rate 
in MS, but can worsen EAE), and the observation that the 
significant axonal damage observed in MS is absent in most 
models of EAE (Sriram and Steiner, 2005). Nevertheless, the 
three dominant, FDA approved treatment modalities for MS 
(Copolymer-1, IFN-β, and Natalizumab) were all developed 
in EAE which underscores the great utility of this model in 
spite of its imperfections (Steinman and Zamvil, 2006).

18.5.2. Viral Models of MS

18.5.2.1. Theiler’s Murine Encephalomyelitis Virus

There are two major virus induced, murine models of MS: 
Theiler’s Murine encephalomyelitis viruses (TMEV) and 
mouse hepatitis virus (MHV). Each is a naturally occurring 
rodent virus that infects the CNS and induces demyelination 
in genetically susceptible hosts. Theiler’s Murine encephalo-
myelitis viruses (TMEV) are members of the Picornaviridae 
that naturally cause neurologic and enteric diseases in mice 
(Rodriguez et al., 1987). Several strains of TMEV are capable 
of inducing paralysis in susceptible rodents. Interestingly it 
is the persistent, avirulent strain that causes chronic disease; 

members of the GDVII subgroup grow to high titers and cause 
a fatal polioencephalomyelitis, while the Daniels (DA) strain 
and other members of the Theiler’s original (TO) subgroup 
grow to relatively low titers and induce a chronic inflamma-
tory demyelinaging disease of the spinal cord (Rodriguez and 
Roos, 1992). In the later case, the disease is bi-phasic with 
an acute encephalitic phase followed by late chronic demy-
elinating disease, associated with mononuclear infiltrates and 
demyelinating lesions (Murray et al., 2000).

Several features of TMEV-induced CNS disease including 
clinical, genetic, and histopathological similarities with MS make 
this a relevant experimental model. Chronic and/or relapsing 
remitting paralytic symptoms are observed in both MS and 
TMEV encephalomyelitis. In additional, natural infection 
with the TO strains of TMEV progresses to CNS infection and 
the development of chronic, progressive neurologic disease in 
a small percentage of infected mice and intracerebral injection 
only leads to CNS disease in some mouse strains, suggesting 
a genetic component to the disease. Both diseases are under 
multigenic control and susceptibility is associated with genes 
involved in the immune response including MHC genes 
(Borrow et al., 1992). In addition, TMEV encephalomyelitis, 
like MS, is a predominantly TH-1 mediated disorder. A strong, 
TH-1 response has been demonstrated during the acute phase 
(Chang et al., 2000) and, in some mouse strains, during the 
chronic phase (Chang et al., 2000). Recently, matrix metal-
loproteinases, which degrade extracellular matrix molecules 
and are involved in demyelination processes, were demon-
strated to be upregulated in chronic demyelinating Theiler’s 
Murine encephalomyelitis (Ulrich et al., 2006). Lastly, the 
cellular makeup of the mononuclear infiltrates in both diseases 
consists primarily of T lymphocytes, monocytes, and macro-
phages (the primary host cell of the virus) and demonstrate 
striking similarities with MS lesions. It has been demonstrated 
that CD8+ T cells are critical in the prevention of TMEV 
mediated demyelination and that CD4+ cells are important in 
the synthesis of neutralizing antibodies. In addition, as TMEV 
encephalomyelitis is caused by latent and persistent infection 
of the CNS, it makes this an intriguing model for MS, a dis-
order for which an infectious etiology is suspected. Recently, 
recombinant TMEV encoding a mimic peptide for PLP that 
is naturally expressed by Haemophilus influenzae has been 
described (Olson et al., 2005). Infection with this recombi-
nant virus results in early disease onset. These studies support 
molecular mimicry as a viable hypothesis in MS.

18.5.2.2. Murine Hepatitis Virus

Murine hepatitis virus (MHV) is a murine coronaviruses that 
infects the liver. Two strains of MHV, JHM and MHC-A59 
are neurotropic variants that are frequently used in stud-
ies of MHV infection of the CNS (Matthews et al., 2002). 
Both viruses readily infect oligodendrocytes, astrocytes 
and neurons (Matthews et al., 2002). After acute infection, 
the animals develop a chronic progressive neurologic disease 
characterized by a single major episode of demyelination 
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and accompanied by hind limb paresis, paralysis, and ataxia. 
Recovery is mediated by CNS and, sometimes, peripheral 
nerve remyelination (Matthews et al., 2002). In this model, 
it is believed that demyelination results from both immune-
mediated and direct viral destruction. CD8+ T-cells mediate 
CNS disease and MHV induces both TH-1 and TH-2 cyto-
kines. Interestingly, partial depletion of CD4+ and CD8+ 
cells does not eliminate chronic demyelination. In addition, 
humoral immunity is critical for both clearance of the virus 
and establishment of persistent infection. Chronic lesions in 
MHV are found throughout the spinal cord and are similar to 
chronic lesions in MS. As the disease progresses, lymphocytic 
infiltration diminishes while demyelination and astrogliosis 
increases. Unlike TMEV, no autoimmune reaction against 
brain antigens has been described in the MHV model.

18.6. Recent Advances in the 
Neuroimmunology of MS

18.6.1. CD4+CD25+ Regulatory T-Cells 
(T Regs)

While CD4+ T cells are traditionally regarded as pathogenic 
in MS, CD4+CD25+ regulatory T-cells (T regs) have emerged 
as major players in inhibiting autoimmune disease in humans 
and in rodent models. Suppression by T regs is critical in 
preventing autoreactive T-cells from causing autoimmune 
disorders and in inducing peripheral tolerance. Accordingly, 
depletion of T reg cells leads to the onset of systemic autoim-
mune disorders in mice. Although T reg cells exist in the same 
frequency in MS patients, the effector function of these cells 
are significantly impaired in relapsing-remitting MS patients 
(Viglietta et al., 2004). Interestingly, T reg cell function and 
expression of the T reg-specific transcription factor, FOXP3, 
is normal in chronic progressive MS patients (Venken et al., 
2006). In EAE, suboptimal T-cell stimulation results in 
significant pathology and delayed recovery upon depletion 
of CD4+CD25+FOXP3+ cells, indicating that these cells 
are highly important in raising the threshold for triggering 
autoreactive T-cell responses (Stephens et al., 2005). In 
the future, monitoring the effects of immunomodulatory 
therapies on T reg cells will help define the role of these 
cells in autoimmune disorders and lead to the development 
of novel therapies for MS. Currently, a novel T-cell receptor 
peptide-based immunotherapy (NeuroVax) that restores nor-
mal function of FOXP3+ T regs is entering phase II clinical 
trials (Darlington, 2005).

18.6.2. B Cell Responses in MS

While the presence of OCB in MS has long been appreciated, 
recent studies have re-examined the role of B-cells in MS. 
Antibody binding studies have demonstrated that binding 
to a neuronal cell line was increased in chronic progressive 

MS patients compared to relapsing remitting multiple sclerosis 
patients and other inflammatory CNS disease controls (Lily 
et al., 2004). This approach could lead to the identification 
of cell surface autoantigens that may be involved in mediating 
demyelination or neuronal damage. In another study, pro-
teomics technology was used to characterize autoantibodies 
directed against candidate antigens, in EAE, MS patients, and 
controls (Robinson et al., 2003).

In addition, antibodies may play a beneficial role in MS 
by skewing the immune system away from a TH-1 biased 
response and toward a TH-2 cytokine pattern or by fostering 
myelin repair. It has been demonstrated that IgM antibodies 
to CNS antigens enhance remyelination in MS (Sospedra and 
Martin, 2005). The beneficial effect of pooled intravenous 
Ig in MS therapy supports a beneficial role for antibodies in 
MS. It is believed that this beneficial effect occurs through 
several mechanisms including inactivation of cytokines, Fc-
receptor blockade, blocking of CD4 and MHC, and modula-
tion of apoptosis (Sospedra and Martin, 2005).

18.7. Other Demyelinating Diseases 
of the CNS

Several other demyelinating disorders such as neuromyelitis 
optica (NMO/Devic’s disease), transverse myelitis, acute nec-
rotizing myelitis and Foix-Alajuanine Syndrome share some 
features with multiple sclerosis but in some cases represent 
distinct pathological entities. Neuromyelitis optica that is 
characterized by a generally acute, severe clinical necrotiz-
ing demyelinating syndrome that primarily affects the optic 
nerves and spinal cord. Unlike classical MS-associated demy-
elination, the neuromyelitis optica lesions are characterized by 
necrosis and vascular proliferation associated with a marked 
elevation of the CSF white blood cell count (>100 wbc/mm3; 
often neutrophils) and protein level. OCBs are usually not 
found in the CSF. Neuromyelitis optica is more often mono-
phasic (35%) than is MS. Pathologically, it is characterized by 
gray and white matter necrosis, infiltration of macrophages, 
eosinophils and neutrophils, and deposition of IgM and IgG 
with perivascular complement activation (Kerr and Calabresi, 
2005). Recent discovery of an association between the pres-
ence in the serum of an IgG antibody against aquaporin 4, 
a mercurial-insensitive water channel protein concentrated in 
astrocytic foot processes at the blood-brain barrier, in patients 
with neuromyelitis optica, has led to the investigation of an 
anti-B cell (anti-CD20) humanized monoclonal antibody as 
treatment for this disease (Pittock et al., 2006; Cree et al., 
2005; Lennon et al., 2005).

Demyelinating syndromes such as optic neuritis and trans-
verse myelitis have clearly defined relationships with MS and 
are felt to represent the typical demyelinating lesions found in 
the white matter of the brain in MS. Optic neuritis is frequently 
the initial clinical manifestation of MS, and is typically 
heralded by a decline in vision associated with eye pain over 
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a 7- to 10-day period (Frohman et al., 2005). Approximately 
50–70% of individuals with optic neuritis have periventricular 
white matter abnormalities consistent with demyelination by 
MRI assessment, and up to 88% of these individuals develop 
definite MS within 14 years of presentation of optic neuritis 
(Brex et al., 2002). Patients respond well to acute corticoste-
roid treatment as well as prophylactic treatment with IFN-β, 
similar to individuals with MS (Balcer, 2006). Transverse 
myelitis refers to the clinical syndrome of partial or complete 
spinal cord dysfunction resulting from inflammatory demy-
elination. With partial cord dysfunction, the risk of develop-
ment of MS is as high as 70%, but it is less than 15% when 
spinal cord function is completely lost (Coyle, 2000), Trans-
verse myelitis is associated with marked CSF elevations of 
IL-6, which in model systems can activate inducible nitric 
oxide synthase (iNOS) in the spinal cord, possibly leading to 
neuronal injury (Kerr and Calabresi, 2005).

The Foix-Alajuanine Syndrome and acute necrotizing 
myelitis are pathologically and clinically distinct from demy-
elinating syndromes associated with MS. Foix-Alajuanine 
Syndrome is a rare cause of myelopathy (spinal cord dysfunc-
tion) that is caused by a dural arteriovenous malformation 
of the spinal cord (Mishra and Kaw, 2005). It is often con-
fused with transverse myelitis or acute necrotizing myelitis. 
Rather than immune-mediated cord damage, the syndrome 
is characterized by subarachnoid hemorrhages that result in 
severe local arachnoid fibrosis and associated thrombosis of 
local blood vessels. Patients are usually over 50 years of age, 
and suffer a slow progression to paraplegia. Acute necrotiz-
ing myelitis is distinct from typical demyelinating spinal cord 
involvement in MS. It is associated with coagulative necrosis 
of both gray and white matter, infiltration of T-cells and mac-
rophages, a high CSF protein level (>500 mg/dl), and absence 
of OCB in the CSF, thus distinguishing it pathologically from 
MS, but suggesting important similarities with neuromyelitis 
optica (Katz and Ropper, 2000). Clearly, better understand-
ing of the various forms of immune-mediated myelitis (neuro-
myelitis optica, transverse myelitis, necrotizing myelitis) will 
likely reveal both common and unique features of each that 
will guide the development of newer therapies for MS and 
other demyelinating diseases.

Summary

The pathogenesis of MS is a complex immune-mediated 
process that can likely be triggered by multiple antigens presented 
within the CNS, which can elicit T-cell and B-cell responses 
that promote myelin damage and the resulting neuronal 
damage. Antigenic responses are thought to be induced and 
amplified in some cases through molecular mimicry, epitope 
spreading, bystander activation of antigen-presenting cells, 
and by cryptic antigens that are normally shielded from pre-
sentation. Epidemiological evidence suggests that environmental 
(infectious) agents can trigger such responses in genetically 

susceptible hosts, based upon strong associations between 
geographic residence, occurrence of MS and presence of 
certain MHC I and II alleles within the affected population. 
Animal models of induced CNS demyelination (EAE, neu-
rotropic viruses; TMEV, MHV) have largely confirmed that 
presentation of myelin-associated antigens within the CNS as 
well as CNS virus infection can elicit strong MS-like T-cell 
and B-cell responses and MS-like neurological dysfunction 
in animal hosts. Within the brains of MS patients, pathologi-
cal studies confirm the infiltration of CD4+ and CD8+ T-cells 
and macrophages, as well as deposition of IgG and comple-
ment to varying degrees in defined subtypes of MS plaques. 
Along with such infiltrates, robust expression of proinflam-
matory cytokines and chemokines within the brain and CSF 
is consistently demonstrated, and such factors can promote 
the recruitment of reactive T cells and monocytes from the 
periphery that can amplify inflammatory responses. Clinical 
responses to different immunomodulating therapies in MS 
patients further support roles for T-cell- and B-cell-mediated 
immune dysregulation in MS pathogenesis. Future MS thera-
pies will likely target not only activated lymphocytes (T-cells, 
B-cells, Tregs) and macrophages, but also the neurons that are 
rendered vulnerable by associated myelin damage.

Review Questions/Problems

1.  Which of the following statements is true about gender 
differences in MS?

a. Men are more likely than women to develop MS.
b. Women are likely to have a later age of disease onset.
c. Women have a more rapid disease progression
d. Men with MS have a worse prognosis.

2. The geographic distribution of MS:

a. follows an east-west gradient
b. increases at higher altitudes
c. increases with distance from the equator
d. is skewed toward northern latitudes in both hemispheres

3.  An environmental component in the etiology of MS is 
supported by:

a. the geographic distribution of MS
b. migration studies
c. relatively low concordance (25–30%) in identical twins
d. reports of MS epidemics
e. all of the above

4.  Which of the following immune abnormalities are not 
associated with MS?

a. overexpression of IL-10
b. increased expression of adhesion molecules
c. presence of oligoclonal bands in the CSF
d. increased TNF-α expression preceding clinical relapse
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 5.  Which immunomodulatory therapies are frequently 
used in MS?

a. IFN-b
b. IFN-g
c. Copolymer-1
d. corticosteroids
e. all of the above
f. a, b & d

 6. Oligoclonal bands represent:

a. Immunoglobulins directed against recently identified 
myelin epitopes in MS

b. Immunoglobulins directed against unknown CNS epit-
opes in MS

c. Immunoglobulins that have been shown to deposit 
around demyelinated plaques in MS

d. Immunoglobulins often detected in the serum of individu-
als with MS

e. b & e

 7.  MS plaques have been histologically demonstrated 
to include:

a. infiltration of CD8+ T-cells
b. infiltration of CD4+ T-cells
c. infiltration of B-cells
d. IgG deposition
e. Complement deposition
f. all of the above
g. a & b
h. a, b & c
i. a, b, c & d

 8. Which of the following statements is false?

a. In MS plaques perivenular infiltrates contain mainly 
mononuclear and lymphocytic cells, including CD8+ 
T-cells, CD4+ T-cells, macrophages, and B-cells.

b. In the EAE model, the primary infiltrating cell is the 
CD8+ T-cell.

c. Effective MS treatments generally target T-cell 
responses

d. In both EAE and MS, disease susceptibility is influ-
enced by genes that control presentation of antigens 
to T-cells.

 9. In the pathogenesis of MS, molecular mimicry implies:

a. Receptors mediating T-cell migration have overlapping func-
tion, i.e., they can mimic each other’s ligand specificity.

b. Immune modulating chemokines or cytokines can 
mimic the molecular functions of each other.

c. Structural similarity of foreign antigens and myelin 
protein components may lead to cross-recognition by 
myelin-reactive T-cells.

d. Suppression of selected T-cell responses can have a 
global impact on both CD4+ and CD8+ T-cells.

10. Comparison of EAE with MS shows the following:

 a.  Both demonstrate monophasic, relapsing, and chronic 
progressive clinical courses

 b. Perivascular inflammation is common in both.
 c.  Demyelination is diffuse throughout the brain in both.
 d. All of the above
 e. a & b

11.  Which viruses have been associated with an increased 
risk for development of MS?

 a. Herpes simplex (HSV)
 b. Human herpes virus-6 (HHV-6)
 c. Measles
 d. Varicella-zoster
 e. Rubeola
 f. Epstein-Barr
 g. All of the above
 h. a, b, c & f

12.  Among the viruses listed in question 11, which ones 
have been demonstrated to be causative agents in 
MS?

 a. a
 b. b
 c. c
 d. d
 e. e
 f. f
 g. all of the above
 h. none of the above

13.  Which features of Theiler’s virus-induced CNS disease 
make it a useful model for MS?

 a.  The animals develop chronic and/or relapsing paralytic 
symptoms.

 b.  Both diseases are under multigenic control by immune 
response genes.

 c. Both are predominantly TH-1 mediated disorders.
 d.  B-cell infiltration predominates in Theiler’s virus 

induced disease.
 e. a
 f. a & b
 g. a, b & c
 h. a, b, c & d

14.  Apoptosis of which cell type is a histological hallmark 
of at least one pathologic subtype of MS plaque?

 a. neuron
 b. astrocyte
 c. oligodendrocyte
 d. macrophage
 e. none of the above

15.  Optic neuritis is the presenting symptom in what 
percentage of MS patients?

 a. 10%
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 b. 20%
 c. 30%
 d. 40%
 e. 50%

16. The diagnostic criteria for MS:

 a.  Depend upon the demonstration of white matter abnor-
malities in the brain or spinal cord by MRI.

 b.  Require evidence for the presence of neurological 
dysfunction for the diagnosis in all cases.

 c.  Require that there is no better explanation (other than 
MS) for the clinical presentation.

 d. None of the above
 e. a, b & c
 f. a & c
 g. b & c
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19.1. Introduction

Guillain-Barré syndrome (GBS) and chronic inflammatory 
demyelinating polyradiculoneuropathy (CIDP) are acquired 
demyelinating diseases of the peripheral nervous system 
(PNS), characterized by progressive or relapsing  proximal 
and distal muscle weakness with possible sensory loss (Saper-
stein et al., 2001; Hughes and Cornblath, 2005).  Historically 
GBS was described in 1916 in two French soldiers as an 
acute, postinfectious paralysis with elevated CSF protein but 
without cells. At that time also epidemics of poliomyelitis 
have occurred producing “Landry paralysis”, as a direct con-
sequence of enterovirus infection, and in contrast to GBS is 
usually asymmetrical and associated with CSF pleocytosis. 
In the following decades, with the availability of electrodi-
agnosis the clinical hallmarks of GBS have been described 
more precisely. Estimated annual disease incidence in 
industrialized countries is up to 2/100,000. In contrast to 
CIDP, about 50% of GBS cases are linked with preceding 
 infections, typically diarrhea caused by C. jejuni (Enders et 
al., 1993) or infections of the respiratory tract (Hadden et al., 
2001). In GBS acute respiratory  failure or cardiac arrhyth-
mias due to dysfunction of the autonomic nervous system 
cause at least 3% mortality even in specialized centers, espe-
cially in elderly patients with rapid disease progression and 
those  suffering from multimorbidity (Hughes and Cornblath, 
2005). In addition, both in GBS and CIDP, residual symp-
toms and chronic fatigue may lead to long-lasting disability 
in about half (Merkies et al., 1999).

The last decade has seen remarkable progress in under-
standing cellular and molecular pathways that cause autoim-
mune damage in these disorders of the PNS (see reviews in 
Gold et al., 2003, 2005; Kieseier et al., 2004). Based on the 
observations that a significant proportion of patients with CIDP 

are responsive to immunotherapy and that an inflammatory 
response is observed at sites of active disease (Schmidt et al., 
1996; Sommer et al., 2005), it is generally accepted that GBS 
and CIDP are autoimmune disorders with myelin as the likely 
target for the immune response. There is increasing evidence 
that GBS and CIDP have heterogeneous pathomechanisms. 
The dominant subtype is the acute inflammatory demyelin-
ating form (AIDP), a classical demyelinating disease, but an 
increasing number of axonal variants has been described after 
the first series linked to preceding infections in China with 
acute motor axonal neuropathy (AMAN) (McKhann et al., 
1991). Whilst first data seemed to associate axonal damage to 
preceding C. jejuni infection, especially with Penner 19 strain 
(Ho et al., 1995), these regional specificities could not be 
confirmed in the largest multicenter GBS-study performed to 
date (Hadden et al., 1998, 2001). Acute motor-sensory axonal 
neuropathy (AMSAN) is clinically and electrophysiologically 
similar to AMAN, but has a detectable sensory involvement. 
Thus, there is probably no single or unique mechanism that 
leads to axonal damage, but several immunological compo-
nents will be discussed which may contribute to neuronal dys-
function and degeneration. This heterogeneity of the disease 
is further underscored by the variant of GBS, the Miller Fisher 
syndrome (MFS), where cranial nerves and caudal spinal 
roots are involved, and the disorder is strongly linked with 
anti-ganglioside GQ1b immunoreactivity.

Chronic inflammatory demyelinating polyneuropathy 
(chronic polyneuritis, CIDP) characteristically presents as 
symmetrical weakness, with some impairment of distal sensa-
tion. By electrophysiology both motor and sensory nerves are 
affected with slowing of nerve conduction velocity, especially 
in proximal nerve segments as reflected by abnormal F-wave 
examination. Cranial nerves may be involved, but less fre-
quently than in GBS. The disease course may either be relaps-
ing-remitting or stepwise progressive. If the initial attack of 
CIDP is subacute, disease progression up to reaching a plateau 
level is longer than 8 weeks. The diagnosis is supported by 
an elevated CSF protein, and inflammatory demyelination in 
sural nerve biopsy.
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19.2. Experimental Models

For many aspects of both diseases, the various models of 
experimental of allergic/autoimmune neuritis (EAN) have 
helped us to better understand the immunological mecha-
nisms (see review in Gold et al., 2005). The monophasic 
EAN of the Lewis rat has its greatest advantage for defining 
pathogenetic hallmarks and establishing innovative therapeu-
tic principles, similar to the chronic EAN in dark agouti rats. 
Upon immunization with increasing doses of the neuritogen 
or when antigen-specific T cell lines are used for adoptive 
transfer (AT-EAN), many clinical and electrophysiological 
signs of the human diseases could be reproduced (Heininger 
et al., 1986; Hartung et al., 1988). In particular, a profound 
and rapidly evolving nerve dysfunction occurred dose-
dependently which correlated with increased axonal dam-
age due to Wallerian degeneration. In the high-dose adoptive 
transfer model, most likely endoneurial ischemia resulting 
from severe inflammation and edema was an admixed and 
critical pathogenic mechanism.

Progress in molecular biology has allowed generation of 
an increasing number of transgenic mice, which are typically 
on the genetic background of C57BL/6. For these mouse 
strains defined peptides of the myelin protein P0 have been 
described as neuritogenic (Miletic et al., 2005; Visan et al., 
2004). Besides the acute and chronic autoimmune models 
induced by immunization or adoptive transfer of T cells, the 
immune system has been shown to contribute to disease pro-
gression and expression in inherited myelinopathies, which 
was elucidated by Martini and colleagues (see review in 
Martini and Toyka, 2004). When the immune system was 
paralyzed by backcrossing the P0 deficient mice on C57BL/6 
background with RAG deficient knockout mice, a remarkable 
delay of myelin pathology was observed within six months. 
This was not limited to demyelination, but also axonal damage 
was reduced which may reflect trophic aspects of the axon-
Schwann cell unit. Recent in vitro studies have confirmed 
that indeed dorsal root ganglia cultures from a rat model for 
Charcot Marie Tooth disease undergo axonal atrophy over 
a period of time (Nobbio et al., 2006). This model may be 
utilized to study the molecular changes underlying demy-
elination and secondary axonal impairment, in particular 
in the chronic disorders such as CIDP. As axonal damage 
may occur after just 3 months and tissue cultures represent a 
strictly controlled environment, this model may also be ideal 
for testing neuroprotective therapies.

19.3. Pathogenesis of Axonal Damage 
in GBS and CIDP

The presence of prominent demyelination, with “onion bulb” 
formations in chronic disease, and of perivascular inflammatory 
infiltrates are both hallmarks of CIDP pathology (Bosboom et al., 
2001b; Sommer et al., 2005), although they may not always be 

found on small nerve samples from human biopsies. The “onion 
bulb” formation is a manifestation of excessive Schwann cell 
processes and is often produced by segmental repetitive demy-
elination and remyelination (Krendel et al., 1989; Bosboom 
et al., 2001a). As the disease progresses, secondary axonal 
degeneration becomes more established, but it also may occur 
early in the disease course (Dalakas, 1999). This is very simi-
lar to the situation in multiple sclerosis (MS), where the work of 
Trapp’s group (Trapp et al., 1998) quantified progressive axonal 
damage in late disease stages, complemented by the recent find-
ings of axonal damage in early biopsied MS lesions (Kuhlmann 
et al., 2002). The precise mechanisms that lead to demyelination 
and (early) axonal damage in the CNS and PNS are not known, 
but are thought to be mediated by both cellular and humoral 
immune factors. In MS, axonal damage has been associated with 
cytotoxic CD8 T cells (Neumann et al., 2002), nitric oxide (NO) 
(Smith et al., 2001) and free oxygen radicals. Similar observa-
tions relate to the detrimental role of focal nitric oxide in the PNS 
(Kapoor et al., 2003) although in the whole animal, the opposite 
effect has also been described (Kahl et al., 2003).

19.3.1. Neurotrophic Factors and Survival 
in the Inflamed Nervous System

Experimental models have revealed that the immune system 
is not the only denominator for the extent of damage in the 
inflamed nervous system. In EAE the neurotrophic cytokine 
CNTF (ciliary neurotrophic factor) has clear neuroprotec-
tive role on survival of oligodendrocyte progenitor cells and 
mature oligodendrocytes (Linker et al., 2002). This in turn 
leads to enhanced demyelination in mice where CNTF was 
lacking, and ultimately was associated with axonal damage. 
In contrast to other neurotrophins CNTF does not have an 
effect on immune cells, so that these findings could be attrib-
uted only to neuroprotection. A retrospective study in MS 
patients gave additional evidence that CNTF is also relevant 
in the human disease MS: those MS patients which have 
a genetic deficiency of CNTF appeared to exhibit earlier 
motor symptoms and a more severe disease course (Giess 
et al., 2002).

Since CNTF has also been described as lesion factor in the 
PNS (Sendtner et al., 1992), it seemed attractive to substitute 
neurotrophic factors by exogenous administration. This is a 
major problem with CNTF, which is mostly absorbed in the 
liver upon s.c. injection (Dittrich et al., 1994), and did not 
show protective effects on regeneration of the inflamed nerve 
in the Lewis rat EAN model (Gold et al., 1996). In contrast 
LIF (leukemia inhibitory factor), another family member 
of this IL6-cytokine group turned out to augment survival 
of oligodendrocytes during EAE (Butzkueven et al., 2002) 
as confirmed by signaling studies and molecular histology. 
The administration of LIF had positive effects on the disease 
course both in a preventive and in a therapeutic setting. Yet 
LIF also interferes with the immune system and affects T cell 
priming (Linker, Gold submitted for publication).
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Studies with s.c. administration of the neurotrophin BDNF 
have been performed in Lewis rat EAN (Felts et al., 2002). 
Treatment of Lewis rats with BDNF (10 mg/kg day) did not 
significantly affect the neurological deficit, nor significantly 
improve survival, motor function or motor innervation. The 
weight of the urinary bladder was significantly increased in 
control animals with EAN, but remained similar to normal in 
animals treated with BDNF. These results speak for a very 
limited effect of exogenous administration of BDNF. For thor-
ough interpretation it would be required that pharmacological 
tracking studies are performed to verify the effect of BDNF 
on the target organ.

Thus, it is currently not clear how local factors in the target 
tissue modulate recovery from an immune attack in the PNS. 
As yet unknown genetic susceptibility factors may modulate 
the inflammatory process itself and the response of axons and 
of myelinating Schwann cells to the inflammatory assault. 
As an example, axonal degeneration occurring in autoim-
mune neuropathies clearly affects prognosis (Dalakas, 1999). 
Indeed, parallel expression of neurotrophic factors and their 
receptors in CIDP may reflect such survival mechanisms in 
the PNS (Yamamoto et al., 2002).

19.3.2. Cellular Immune Factors

Inflammatory infiltrates as seen in nerve biopsies, consisting 
primarily of macrophages (Sommer et al., 2005) and T cells 
(Schmidt et al., 1996), suggest that a T-cell-mediated delayed 
hypersensitivity reaction directed toward myelin antigens is 
a probable cause of inflammatory tissue damage in GBS and 
CIDP. Inflammatory immune reactions are coordinated by a 
number of soluble chemical mediators and selective adhesion 
molecules, including the following: direct differentiation and 
migration of T cells; translocation of T cells across the vascular 
endothelium; stimulation of protease release; and recruitment 
of macrophages and additional T cells to sites of inflammation 
(see review in Gold et al., 2003). In both CIDP and MS, dys-
regulation of these chemical mediators (i.e., cytokines, che-
mokines, and adhesion molecules) is postulated to play a role 
in the breakdown of the blood-nerve and blood-brain barriers, 
respectively. Furthermore, dysregulation of chemical media-
tors may be responsible for aberrant trafficking of T cells into 
the PNS and perpetuation of inflammatory responses that lead 
to demyelination. In both the PNS and CNS, inflammatory T 
cells are eliminated by apoptosis, occurring either during the 
natural disease course or after treatment with glucocorticoste-
roids (Zettl et al., 1995).

19.3.3. Humoral Immune Factors

In the last decades, postinfectious molecular mimicry has been 
postulated as the foremost putative mechanism underlying GBS. 
This implies that antigenic determinants are shared between 
an infectious agent and the peripheral nervous system. Thus 
the initial antigenic stimulation by the infectious agent results 

in a secondary immune response directed against the ner-
vous system. Several microbial organisms share antigens 
with the nervous system: C. jejuni serotypes O19 or Lior 11 
have lipopolysaccharides (LPS) or lipo-oligosaccharides with 
ganglioside-like structures (causing anti-GM1 or anti-GQ1b 
immunoreactivity). In addition, Hemophilus influenza has 
homologies with GM1 and GT1a, mycoplasma pneumonia 
with galactocerebroside, and cytomegalovirus has crossreac-
tivity with GM2 ganglioside.

Antibody binding to major glycolipid or myelin protein 
 antigens has been shown in both GBS-CIDP and MS. Anti-
bodies may bind to macrophages via their Fc portion, activating 
phagocytosis and release of inflammatory mediators toward 
the myelin sheath. An alternative mechanism is through 
neuromuscular blocking antibodies. An early study of the 
functional activity of serum IgG antibodies demonstrated a 
slowing of nerve conduction in marmoset monkeys upon passive 
transfer of purified IgG from CIDP patients (Heininger et al., 
1984). Recently, IgG antibodies that are capable of blocking 
neuromuscular transmission were identified in CIDP patient 
serum (Buchwald, Ahangari and Toyka, unpublished observa-
tions). This neuromuscular blockade by IgG antibodies has 
first been observed in GBS and its variant MillerFisher syn-
drome (Buchwald et al., 1998, 2002).

Human peripheral nerve myelin contains acidic glycosphin-
golipids such as sulfated glucuronyl paragloboside (SGPG) 
and sulfated glucuronyl lactosaminyl paragloboside (SGLPG) 
(Quarles, 1997; Willison and Yuki, 2002). One study found 
elevated IgM anti-SGPG antibody titers in six of nine patients 
(67%) with CIDP (Yuki et al., 1996). In earlier studies, anti-
bodies to a variety of glycolipid antigens were described, 
including LM1, GM1, GD1a (reviewed in Willison and Yuki, 
2002). Another candidate antigen is the HNK-1 carbohydrate 
epitope, which is common to some glycolipids and other cell 
adhesion molecules. More evidence for the role of GM1 as 
target has been given when rabbits were immunized with a 
ganglioside mixture (Yuki et al., 2001): all of them developed 
high anti-GM1 IgG antibody titers, flaccid limb weakness 
of acute onset, and a monophasic illness course. Pathologi-
cal findings for the peripheral nerves showed predominant 
Wallerian-like degeneration, with neither lymphocytic infil-
tration nor demyelination. IgG was deposited on the axons of 
the anterior roots, and GM1 was proved to be present on the 
axons of peripheral nerves. Sensitization with purified GM1 
also induced axonal neuropathy, indicating that GM1 was the 
immunogen in the mixture and explaining the association of 
AMAN with anti-GM1 reactivity.

EAN can be induced by immunization of an animal with 
myelin proteins such as P2 basic protein, P

0
 glycoprotein, and 

peripheral myelin protein 22 (PMP22) (see review in Gold 
et al., 2005). Gabriel et al (2000) investigated whether PMP22 
may be important in inducing human inflammatory neuropa-
thy. The sera of patients with GBS, CIDP, other neuropathies 
(ONP), and normal controls were evaluated for IgM and IgG 
antibodies against PMP22. Antibodies were detected in 52% 



of patients with GBS, 35% with CIDP, and 3% with ONP; 
no antibodies were detected in normal controls (Gabriel et al., 
2000). Furthermore, Ritz et al (Ritz et al., 2000) reported 
PMP22 antibodies in three of six (50%) CIDP patients. In 
contrast, Kwa et al. (2001) reported the absence of these anti-
bodies in sera from 24 patients with CIDP. The discrepancy 
among the results of these studies may be due to differences in 
the PMP22 antigen used to test the sera. When linear peptide 
epitopes of PMP22 and purified PMP22 protein from overex-
pression in E. coli were used, a higher percentage of patient 
sera showed reactivity. However, when PMP22 protein was 
expressed in mammalian cells under native conditions, the 
sera failed to show any reactivity.

In any chronic autoimmune inflammatory condition, 
several antigens may be involved via epitope spreading (Lehm-
ann et al., 1992), making it difficult to identify the culprit anti-
gen in an individual patient. Moreover, antibodies display a 
variety of affinities and avidities and some may activate the 
complement cascade while others may not (Janeway et al., 
2001). Therefore, it is not easy to define the pathogenic role of 
individual antigen binding specificities. Given the heterogene-
ity of GBS and CIDP, it is likely that different antibodies are 
sequentially or even collectively involved in the pathogenesis 
of this disease.

Recent evidence demonstrates that antibodies against myelin 
protein zero (P

0
), a major structural protein of myelin, may 

play a role in CIDP (Yan et al., 2001). There is indirect evidence 
that P

0
 may have immunologic relevance. In an experimental 

study of heterozygous P
0
 knockout mice, an animal model of 

Charcot-Marie-Tooth disease, Schmid et al., 2000 showed 
that (1) myelin degeneration and impairment in nerve conduc-
tion were attenuated when the immune system was impaired, 
and (2) T cells isolated from these mutant mice demonstrated 
enhanced reactivity to myelin proteins such as P

0
 and P2. P

0
, 

an adhesive cell-surface molecule of the Ig superfamily and 
the most abundant protein of myelin on the peripheral nerves, 
has multiple functions in the development and maintenance 
of myelin (Martini et al., 1995). An increase in macrophages 
with a subsequent increase in T cells was observed within the 
nerves of heterozygous P

0
 knockout mice. It was hypothesized 

that a reduction in P
0
 could result in an instability of myelin, 

which then could lead to an attraction of macrophages and 
a macrophage-mediated attraction of T lymphocytes because 
these were not tolerized due to lack of myelin protein P0 in 
thymus (Visan et al., 2004). Activation of autoimmune T cells 
by antigen-presenting macrophages could lead to cellular and 
humoral immune reactions, which ultimately could result in 
demyelination (Schmid et al., 2000).

Yan et al., 2001 studied the sera of 21 CIDP patients for 
antimyelin activity using immunofluorescence and for bind-
ing to myelin proteins using Western blot analysis. Results 
showed that the sera of six patients (29%) contained anti-P

0
 

IgG antibodies, and four of these caused conduction block and 
demyelination when injected intraneurally into experimental 
animals. These results suggest that P

0
 is an autoantigen in 

some patients with CIDP. More work is needed to ultimately 
define the precise nature of circulating antibodies and their 
pathogenic role in CIDP.

Summary

There are similarities in the importance of axonal damage 
in immune neuropathies and MS. Probably in both cases 
destructive immune responses are involved, presumably 
by a direct inflammatory assault. They can be counteracted by 
endogenous survival factors. As yet only some of them have 
been identified, mostly belonging to the group of neurotroph-
ins or neurotrophic factors. Their therapeutic application is 
limited because of their absorption in peripheral tissues 
such as liver, ultimately preventing them from access to 
the target organ. With the further progress in molecular and 
cellular gene therapy we may be able to overcome these 
obstacles. Currently available immune therapies such as 
plasmapheresis and intravenous immunoglobulins proba-
bly limit the damage by reducing the primary inflammatory 
assault, or by reducing titers of or neutralizing pathogenic 
autoantibodies.

Review Questions/Problems

1. Describe clinical differences between GBS and CIDP.

2. Briefly summarize the different experimental neuritis 
models in relation to the human diseases.

3. Describe the key immunological factors contributing to 
axonal damage in GBS and CIDP.

4. Which factors contribute to chronification of the auto-
immune inflammation?

5. Which potentially pathogenic humoral elements in 
CIDP patients have been identified?

6. Which of the following myelin proteins is not involved in 
experimental neuritis?

 a. MAG
 b. P2 Protein
 c. P0 Protein
 d. MOG
 e. PMP22

7. Which neurotrophic cytokine has been identified as 
lesion factor in the PNS?

 a. NGF
 b. LIF
 c. NT-3
 d. CNTF
 e. GMCSF
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 8.  Which is the correct explanation for “onion bulb” 
formation in CIDP?

 a. Macrophages phagocytose myelin debris
 b. Abundant T-cell apoptosis
 c.  Repetitive De- and Remyelination with Schwann cell 

proliferation
 d. Nitric oxide release
 e. Genetic myelin deficiency

 9.  Which of the following infectious agents is linked to 
axonal damage and GBS?

 a. C.jejuni lior O4
 b. Neisseria meninigidis
 c. Listeria monocytogenes
 d. Proteus mirabilis
 e. C.jejuni serotype Penner 19

10.  The influence of the immune system on disease pro-
gression in genetic myelin disorders.

 a. Has been excluded
 b. Has been clearly shown in experimental models
 c. Has immediate therapeutic implications
 d. Is merely speculative
 e. Has been confirmed only in the Lewis rat
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20.1. Introduction

The term Guillain-Barré syndrome (GBS) is used to denote 
a group of clinically and pathophysiologically heterogeneous 
disorders of peripheral nerves that are characterized by acute 
onset, monophasic course, and potential for substantial recovery, 
which is expedited by two immunomodulatory therapies. 
After the near-eradication of polio, GBS is the commonest 
cause of acute flaccid paralysis worldwide. Current evidence 
supports the concept that GBS is likely of autoimmune origin. 
Postinfectious molecular mimicry (autoimmunity) is the 
currently favored dominant theme in the pathogenesis of 
GBS. This concept implies antigens shared between the infec-
tious agents and peripheral nerves so that an infection results 
in an immune response to these crossreactive antigens carried 
by the organism. The immune response triggered by infec-
tion then mediates injury to the peripheral nerves. The results 
from both clinical and experimental studies on some forms 
of GBS support this concept. This chapter outlines clinical 
and pathophysiological features of major variants of GBS and 
highlights the evidence that supports the hypothesis of postin-
fectious molecular mimicry in this group of disorders.

20.1.1. Historical Background

The history of GBS is inseparably linked to the seminal 
paper of Georges Guillain (1876–1961), Jean-Alexandre 
Barré (1880–1967), and André Strohl (1887–1977) (Guillain 
et al., 1916). During the weekly meeting of the “Société 
médicale des hôpitaux de Paris” in 1916, they presented 
the case history of two soldiers of the VI French army, who 
developed flaccid sensorimotor paralysis. Both patients, 
without any history of preceding infection, recovered com-
pletely after a few weeks. Guillain, Barré, and Strohl were 

the first to describe elevated spinal fluid protein without 
cells “la dissociation cytoalbuminique.”

The presentation of Guillain, Barré, and Strohl was not the 
first clinical description of the disease. Half a century earlier in 
1859, Jean Baptiste Octave Landry (1826–1865) described the 
case of an 43-year-old man who developed an acute ascend-
ing paralysis and died within a few days (Landry, 1859). 
Landry noted a preceding pulmonary infection in his patient. 
He brought attention to a disease, which he called “paralysie 
ascendante aïgue” by further reviewing four of his own and 
five other cases in the contemporary literature. In contrast to 
the description of Guillain and Barré, two patients of Landry’s 
case series died from the disease. Therefore Landry’s acute 
ascending paralysis had been associated with poor prognosis, 
whereas Guillain-Barré syndrome was considered to have a 
mild clinical course with almost complete recovery. Landry 
noticed preceding infections in two of his cases. Autopsy of 
his two cases did not show any pathological changes in the 
central nervous system and this led him to conclude that this 
disease affects peripheral nerves. In the same year Adolph 
Kussmaul (1822–1902) (Kussmaul, 1859) reported two cases 
of a deadly ascending paraplegia. Like Landry, he did not find 
toxic or anatomical explanation on autopsy. The affection of 
the peripheral nerve as underlying cause for the disease, was 
first documented in 1864 when L. Duménil described a case 
of “paralysie ascendante aïgue,” in which he found atrophy 
of peripheral nerve roots in autopsy material (reviewed in 
Schott, 1982).

It is noteworthy that Landry’s ascending paralysis was a 
purely clinical diagnosis. It is likely that the early descrip-
tions of Landry and others cover a range of different entities, 
including atypical forms of polio and infectious neuropathies. 
Therefore, the application of the lumbar puncture technique 
by Guillain, Barré, and Strohl was a landmark for classifying 
and diagnosis of the disease, since it helped to distinguish it 
from other entities. In 1927 the term Guillain-Barré syndrome 
was introduced for the first time and become the preferred 
eponym thereafter (Draganesco and Claudian, 1927). The 
name of Strohl, who was a medical student in 1916, disappeared 
unfairly from the original work, although he contributed 
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substantially by his electrophysiological examinations of the 
two patients.

A fundamental step towards an understanding of the patho-
genesis of GBS was made by observations of inflammatory 
infiltrates and demyelination in peripheral nerves. These 
pathological studies on autopsy material led to the assumption 
that GBS was a single pathophysiological entity synonymous 
with acute inflammatory demyelinating polyradiculoneuropathy 
(AIDP) (Haymaker and Kernohan, 1949; Asbury et al., 1969). 
At the same time Waksman and Adams described the induction of 
an allergic neuritis in rabbits by immunization with peripheral 
nervous tissue (Waksman and Adams, 1955). Subsequently 
this model of an experimental allergic/autoimmune neuritis 
(EAN) was further expanded to other species, and was used as 
an in vivo model for GBS.

The Fisher syndrome (FS) is named after Charles Miller 
Fisher, a Canadian neurologist. In 1956, Miller Fisher 
described three patients with acute external ophthalmoplegia, 
absent tendon reflexes, and ataxia, who recovered spontane-
ously (Fisher, 1956). Some cases start as FS but subsequently 
develop weakness. Finally, work over last two decades indi-
cates that some forms of GBS lack features of demyelination 
and have pathophysiology that is consistent with axonal 
injury; these cases are termed axonal GBS.

20.1.2. Classification of GBS Variants

Clinical features and/or electrodiagnostic examination pro-
vide a framework for classifying GBS into different variants. 
GBS can be broadly divided into major and minor variants. 
The major variants typically have muscle weakness or motor 
neuropathy as the dominant manifestation; they are further 
divided into demyelinating and axonal variants on the basis 
of the predominant pathophysiologic process of nerve fiber 
injury as determined by electrodiagnostic testing, namely, pri-
mary demyelination or primary axonal degeneration. Axonal 
variants are further subclassified according to the fiber type 
affected. Minor variants are classified based on the constella-
tion of clinical symptoms and not by electrodiagnostic find-
ings. The constellation of symptoms in minor variants is taken 
to imply regional localization of the pathophysiologic process. 
On the basis of this schema a simple classification of GBS is 
proposed in Table 20.1.

The demyelinating form of the disease is termed acute 
inflammatory demyelinating polyneuropathy (AIDP). Two 
axonal forms of GBS (Feasby et al., 1986; Yuki et al., 1990; 
McKhann et al., 1993), however, are now widely recognized 
on the basis of nerve fiber type affected: acute motor axonal neu-
ropathy (AMAN), the more common form of axonal GBS, 
is distinguished by nearly pure motor axonal injury; the less 
common variant is acute motor-sensory axonal neuropathy 
(AMSAN), characterized by degeneration of both motor 
and sensory axons. It has been postulated that AMAN and 
AMSAN represent a pathologic spectrum and that AMSAN 
actually represents a more severe form of AMAN (Griffin 

et al., 1996a). Fisher syndrome (FS) is a minor GBS vari-
ant characterized by gait disturbance (ataxia), areflexia, and 
ophthalmoplegia. Other rarer forms without significant motor 
weakness that may be included under the term GBS include a 
predominantly sensory variant and acute idiopathic autonomic 
neuropathy or acute pandysautonomia.

20.1.3. Epidemiology

The incidence of GBS, 1–1.5 per 100,000 (Rees et al., 1998) 
is surprisingly similar throughout the world despite differ-
ent infection rates in various geographical regions. Men are 
slightly more affected than women (Hughes and Cornblath, 
2005) and incidence increases with age (Bogliun and Beghi, 
2004). Demyelinating forms of the disease are most prevalent 
in the United States, Europe (Guillain-Barré syndrome variants 
in Emilia-Romagna, 1998; Hadden et al., 1998a), and most 
of the developed world, accounting for over 90% of patients. 
Compared to western world, the incidence of axonal forms 
of GBS is higher in northern China, Japan, Mexico and other 
developing countries but are also, less frequently, seen in north-
ern America and Europe (McKhann et al., 1993; Ogawara et 
al., 2000; Ramos-Alvarez et al., 1969). Notably, in northern 
China there is a clear seasonal pattern, with peak incidence 
in summer months, and a predilection of disease in children 
and villages (McKhann et al., 1991, 1993). The Fisher variant 
probably represents 5% of cases of GBS and has a similar 
incidence world-wide.

20.1.4. Clinical Features

The diagnosis of GBS is primarily clinical. In the AIDP variant 
the majority of cases have some sensory symptoms or pares-
thesias at the onset of the disease; however, abnormalities on 
sensory examination are less frequent. Pain, particularly low 
back, buttock, or thigh pain, is an early symptom in approxi-
mately 50% of patients. Subsequently the clinical picture is 
dominated by weakness often progressing to paralysis. Muscle 
weakness may begin in the lower limbs and ascend upwards, 
characteristically involving both proximal and distal muscles. 
Respiratory muscles can be involved in up to one-third of the 
hospitalized patients. Complete or partial loss of reflexes is 
seen in almost all patients. Cranial nerve involvement is seen 

Table 20.1. Classification of GBS.

Major variants
Demyelinating
AIDP
Axonal
AMAN
AMSAN
AIDP with secondary axonal degeneration
Minor variants
Fisher syndrome
Sensory ataxic variant
Acute idiopathic autonomic neuropathy
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in two thirds of cases, most commonly causing facial weak-
ness and difficulties of eye closure, ophthalmoplegia, diffi-
culty swallowing or altered taste. Autonomic manifestations 
include reduced sinus arrhythmia, sinus tachycardia, arrhyth-
mias, labile blood pressure, orthostatic hypotension, abnormal 
sweating, and pupillary abnormalities. Respiratory and bulbar 
weakness and autonomic instability are the major cause of 
morbidity and mortality in GBS.

Clinically, it is difficult to distinguish between axonal and 
demyelinating forms of GBS. Electrodiagnostic testing is 
essential to differentiate these variants. AMAN has exclusively 
motor findings, with weakness typically beginning in the legs, 
but in some individuals affecting arms or cranial muscles ini-
tially (McKhann et al., 1993). Tendon reflexes are preserved 
until weakness is severe enough to preclude phasic muscle 
contraction. This probably reflects sparing of muscle afferent 
fibers. The incidence of dysautonomia has not been system-
atically examined in axonal cases but it was seen in a small 
proportion of cases.

Minor variants without significant motor weakness include 
FS characterized by ataxia, areflexia, and internal and external 
ophthalmoplegia. Other rarer forms of the disease without sig-
nificant muscle weakness include a pure sensory variant and 
acute autonomic neuropathy.

Differential diagnoses include structural lesions, such as 
myelopathy and infections including HIV, lyme disease, CMV, 
rarely paralytic rabies (Sheikh et al., 2005), and, in endemic 
areas, polio. In children botulism should be considered. Toxic 
and metabolic conditions such as tick bite and porphyria can 
also mimic GBS. In the intensive care setting, critical illness 
neuropathy and quadriplegic myopathy may be clinically 
indistinguishable from GBS.

20.1.4.1. Investigations

The main aim of the investigations is to exclude other conditions 
that can mimic GBS and to confirm the diagnosis. Electrodi-
agnostic testing is the most critical investigation in the evaluation 
of patients with GBS; it can potentially provide support for the 
clinical diagnosis and useful prognostic information. Nerve 
conduction studies (NCS) are abnormal to some extent in 
most patients with GBS, but normal studies in the first week 
do not exclude this diagnosis. Gordon and Wilbourn reported 
the changes in NCS seen in the first week (Gordon and Wilbourn, 
2001). Changes in F wave latencies are probably the most 
common abnormality early in disease. In AIDP, typical elec-
trophysiological features of demyelination such as slow motor 
conduction velocities, prolonged distal motor latencies, and 
partial motor conduction block may not be present until the 
second or third week. Reduced or absent sensory nerve action 
potentials (SNAPs) and slowing of sensory conduction velocity 
are common. In contrast to AIDP, conduction times like distal 
motor latencies and motor conduction velocities are relatively 
preserved in the axonal forms, but reduced compound  motor 
action potential (CMAP) amplitudes are characteristic. Inexcitable 
motor nerves can be seen in more severe cases and in patients 

with the AMSAN variant. Sensory conductions are usually 
normal in AMAN, but SNAPs are decreased or absent in the 
AMSAN variant. Examination of cerebrospinal fluid (CSF) is 
most useful in excluding other differential diagnoses, particu-
larly infections. Typically, CSF protein is increased in 80–90% 
of GBS cases without significant pleocytosis. A mild increase 
in mononuclear cells can be seen in up to 10% of patients. Sig-
nificant pleocytosis raises the possibility of infection such as 
Lyme disease or HIV. Serological studies for anti-ganglioside 
antibodies can be considered for the diagnosis in incomplete 
forms and unusual variants of GBS, particularly when nerve 
conductions and CSF are normal. The role of anti-ganglioside 
serology in routine diagnosis and clinical decision-making 
remains to be established. Table 20.2 summarizes the common 
anti-glycolipid antibodies reported in association with various 
forms of GBS.

20.1.4.2. Clinical Course

GBS may progress up to 4 weeks with a nadir being reached 
within 2–3 weeks in a majority of patients. Recovery usually 
begins within 2–4 weeks of this nadir, but can be delayed for 
several months. About one-half of patients become chair- or 
bed-bound, one-third require intensive care admission, and 
one-quarter mechanical ventilation (Winer et al., 1988; Rees 
et al., 1998; Hughes and Cornblath, 2005). Functional recov-
ery is a rule and occurs in a majority of patients over 6–12 
months; however 20–30% of patients are left with significant 
disability and about 10% require assistance with walking. 
The mortality rate ranges between 3 and 8%, and most deaths 
are attributed to cardiac arrest due to autonomic disturbance, 
respiratory failure or infection, or pulmonary embolism.

20.1.4.3. Prognosis

The extent and location of axonal injury are the two most 
important determinants of prognosis after an episode of GBS. 
Residual disability almost always indicates axonal degenera-
tion. Axon regeneration is required for restoration of function. In 
GBS, there is characteristically significant pathology in spinal 
roots and proximal nerves and as peripheral axon regeneration 
advances at a rate of approximately 1 in./month, recovery is 
slow and often incomplete. Although peripheral axons have 
the capacity to regenerate, experimental evidence indicates 
that: (a) the efficiency of axonal regeneration decreases over 
time after injury (Fu and Gordon, 1995a); (b) the denervated 
distal segment of peripheral nerves can optimally support axon 
regeneration only for a limited time (Fu and Gordon, 1995b); 

Table 20.2. Anti-glycolipid antibodies in different GBS variants.

Variants Anti-glycolipid antibody
Fisher syndrome GQ1b/GT1a
AMAN GD1a, GM1, GM1b, GalNAc-GD1a
AIDP GM1, Asialo-GM1, GD1b, GM2, LM1, GD2, 
 GalC, Forssman antigen
Sensory ataxic variants GD1b and structurally related gangliosides
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and (c) the efficiency of reinnervation of original pathways 
and targets (pathfinding) decreases with advanced age (Le 
et al., 2001). Poor recovery after axonal GBS is not always 
the rule; exceptions include children with electrical features 
of acute denervation, cases with distal axonal degeneration 
where regeneration is needed over only a short distance, or 
patients with reversible axonal conduction failure. Poor prog-
nostic factors include advanced age, ventilator dependence, 
preceding gastrointestinal infection, rapid progression from 
onset to nadir, severe motor involvement, and electrodiagnos-
tic evidence of extensive axonal injury.

20.1.5. Pathology

Pathology of demyelinating and axonal forms presented below 
is well established. Pathological changes in minor variants of 
GBS are not well-characterized.

AIDP: The pathological changes in AIDP have been exten-
sively characterized in postmortem studies. The most promi-
nent feature in AIDP is marked segmental demyelination, 
which can be found throughout the length of all peripheral 
nerves including the mixed spinal roots and even the distal ter-
minal nerves (Hall et al., 1992; Massaro et al., 1998). In areas 
of severe demyelination, signs of secondary axonal degenera-
tion can be observed. Another pathological hallmark is the 
presence of inflammatory infiltrates, especially in the spinal 
roots and proximal nerves, which contain T-lymphocytes 
and macrophages (Asbury et al., 1969; Prineas, 1981). Mac-
rophage-mediated myelin stripping (ingestion/breakdown) 
is characteristic. Lymphocytic infiltration can be minimal, 
however, sometimes it may not occur; moreover, localization 
may differ markedly (Cornblath et al., 1990; Honavar et al., 
1991). In a recent postmortem study, inflammatory infiltrates 
have also been detected in the spinal cord of GBS patients, 
indicating that there may be subclinical inflammation of CNS 
structures (Muller et al., 2003). In some cases of AIDP there 
is breakdown of blood-nerve barrier with deposition of acti-
vated complement products on Schwann cells, suggesting a 
role for antibody-mediated immune injury (Hafer-Macko 
et al., 1996b). These pathological observations implicate T-
cells or autoimmune antibodies in inducing peripheral nerve 
demyelination in individual cases. Further, T-cell and anti-
body-mediated immune injury can predominate or act syner-
gistically in an individual case.

Axonal variants: Unlike AIDP, axonal variants of GBS show 
primary axonal injury without substantial T-cell inflammation or 
demyelination (Griffin et al., 1995, 1996a). In AMAN, axonal 
degeneration predominantly involves the motor axons, whereas in 
AMSAN sensory axons are also involved. It has been postulated 
that AMAN and AMSAN represent a pathologic spectrum and 
that AMSAN actually represents a more severe form of AMAN.

In AMAN, deposition of IgG and complement can be 
detected on the nodal and internodal axolemma (Hafer-Macko 
et al., 1996a). Macrophages are closely associated with the 
axons at the nodes and these cells then extend into internodal 

regions where they surround axons, without disturbing/disrupting 
the overlying myelin, eventually leading to axon degeneration 
(Griffin et al., 1995, 1996a). The findings of IgG deposition 
on axolemma and periaxonal location of macrophages strongly 
imply that the potential target antigen(s) are expressed on 
the surface of (motor) axons. Current pathogenetic concepts 
assume that antibody binding to motor axolemma leads to acti-
vation of complement, recruitment of macrophages instead of 
macrophages, and subsequent degeneration of axons.

Pathologic examination of early cases has shown that at 
the onset the pathological alterations in AMAN are mainly 
restricted to the nodes of Ranvier of motor fibers in the ven-
tral roots (Griffin et al., 1996b). In these cases nerve fibers 
still appear normal except that the nodal gap is lengthened. 
It is believed that this nodal lengthening is sufficient to cause 
failure of transmission of nerve impulses and profound clini-
cal weakness. Motor nerve terminals are another site sus-
ceptible to injury in AMAN, as indicated by degeneration 
of intramuscular nerves on muscle biopsy (Ho et al., 1997). 
These observations suggest that nodes of Ranvier and motor 
nerve terminals are two sites that are susceptible to injury in 
AMAN.

In summary, the pathological and immunopathological 
findings in AMAN suggest that antibody-mediated injury 
directed against axonal antigens plays a prominent role in the 
pathogenesis of this disorder.

20.1.6. Treatment

(a) Supportive care is the mainstay of medical management 
in patients with GBS, despite the availability of immuno-
modulating therapies like plasma exchange and (PE) and 
intravenous immunoglobulins (IVIg). All patients with 
GBS should be admitted to a hospital with an ICU expe-
rienced in GBS care. The major risks are complications 
arising from weakness of respiratory and bulbar muscles 
and autonomic instability. The principles of supportive 
management include respiratory support in patients with 
respiratory failure, monitoring and management of dysau-
tonomia, measures to prevent nosocomial infections and 
complications of immobility, and pain management.

(b) Immunomodulatory therapies controlled clinical trials have 
shown that IVIg and PE are beneficial immunomodulatory 
treatments in GBS in populations where AIDP is the 
predominant form of the disease (reviewed in Raphael et al., 
2002; Hughes et al., 2004; Hughes et al., 2001). These trials 
indicate that treatment with PE or IVIg should be consid-
ered for all nonambulatory adult patients with AIDP. IVIg 
is now the first line of treatment for most patients because 
it can be administered easily and patient acceptance is high. 
Immunomodulatory treatments should begin as soon as pos-
sible after the onset of symptoms to obtain maximal benefit 
and limit the extent of nerve injury. There are no controlled 
studies of immunomodulatory therapy in the FS and primary 
axonal variants of GBS, but anecdotal reports indicate that 
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both PE and IVIg are beneficial. There is no evidence that 
corticosteroids are beneficial for treatment of GBS (Hughes 
and van der Meche, 2000). The current data indicate that 
the use of multiple immunomodulatory treatment modali-
ties (PE followed by IVIg) is not superior to single therapy 
(PE or IVIg) for the treatment of GBS.

The precise mechanism(s) of action of PE and IVIg in GBS 
remain uncertain. PE removes a number of potentially patho-
genic circulating factors including autoimmune antibodies, 
cytokines and complement, and can alter lymphocyte activa-
tion (Lehmann et al., 2006). IVIg is proposed to neutralize 
and inhibit production of autoantibodies, suppress antibody 
dependent cellular cytotoxicity, decrease natural killer cell 
function, down-regulate proinflammatory cytokines, and 
interfere with complement activation (Dalakas, 2002, 2004). 
It is also proposed that IVIg induces increased catabolism 
of immunoglobulins including autoantibodies by saturating 
FcRn transport receptors (Yu and Lennon, 1999).

20.2. Pathogenesis of GBS Variants

This section describes the current concepts and hypotheses 
about the pathogenesis of different forms of GBS. Because 
of pathological findings demonstrating the presence of T-cell 
inflammation in AIDP nerves, most of the research in this 
disorder has focused on T-cell-orchestrated demyelination. 

Experimental allergic/autoimmune neuritis (EAN) is a prototypic 
model of this disease that has provided useful insights into the 
pathogenesis of AIDP, despite concern about the relevance of 
this model to human disease because antigen(s) specificity of 
lymphocyte responses in AIDP is not well defined.

Significant progress has been made in our understanding of 
the pathogenesis of AMAN and FS variants of GBS. This prog-
ress is largely driven by identification of specific anti-ganglio-
side antibodies in AMAN and FS, which has focused research 
in this area on antibody-mediated pathophysiologic effects on 
nerve fibres. Clinical observation that Campylobacter jejuni 
infection commonly precedes GBS and demonstration of gan-
glioside-like antigens on this infectious organism has provided 
strong support to the hypothesis of post-infectious molecular 
mimicry as the predominant pathophysiologic mechanism in 
AMAN and FS variants of GBS.

The abnormalities of cellular immunity in patients with AIDP 
and its experimental animal model EAN are discussed to highlight 
pathogenetic events involved in cell-mediated demyelination. 
This is contrasted with role of humoral immunity in pathogenesis 
of AMAN by reviewing pathophysiologic effects of anti-
ganglioside antibodies on corresponding antigens (gangliosides) 
expressed by axons. FS is also included in the discussion because 
pathophysiologic effects of specific anti-ganglioside antibodies 
associated with this disorder have also been elucidated. Figures 
20.1 and 20.2 summarize the immune mechanisms invoked in 
AIDP and AMAN variants of GBS, respectively.

Figure 20.1. Hypothetical scheme of the immune response in acute inflammatory demyelinating polyradiculoneuropathy (AIDP): Inflamma-
tory cells migrate from the systemic immune compartment through the damaged blood-nerve barrier into the endoneurium. Inflammatory 
infiltrates, which contain T-lymphocytes and macrophages cause marked segmental demyelination and secondary axonal degeneration 
(B: B-cell; T: T-cell; MF: Macrophage).
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20.2.1. Acute Inflammatory Demyelinating 
Polyradiculoneuropathy (AIDP)

Most of our understandings about the cellular mechanisms in 
the pathogenesis of AIDP have been gained by studies of the 
experimental allergic/autoimmune neuritis (EAN). In particu-
lar, the important role of T-cells in the pathogenesis of EAN 
has paved the way for the development of hypothetical models 
for human AIDP. EAN can be induced in different species 
with whole peripheral nerve tissues or neuritogenic epitopes 
of peripheral nerve proteins P0, P2, and PMP22 (Hughes et al., 
1999). A modified model is the adoptive transfer EAN, where 
specific T-cell lines against P0 or P2 are passively transferred 
to the animals induce neuropathy. EAN is a monophasic 
disease; its severity is associated with cell or antigen dosage 
(Hartung et al., 1996). Depletion of T-cells by thymectomy 
or antibodies against T-cells can protect against EAN, indicat-
ing that disease induction is dependent on the presence of T-cells 
(Holmdahl et al., 1985). Further, a normal function of T cells 
(Holmdahl et al., 1985; Hartung et al., 1987; Jung et al., 1992) 
and the presence of costimulatory molecules B7.1/CD80 or 
B7.2/CD86 and CTLA4/CD28 (Kiefer et al., 2000; Zhu et al., 
2001a, b, 2003) are required for inducing and supporting EAN, 
which emphasizes the important role of T-cells as mediators 
for experimental neuritis.

T cell activation in EAN is accompanied by expression of 
inflammatory cytokines such as IFN-γ, TNF-α, TNF-β, IL-6 
and IL-12 (Zhu et al., 1994, 1997). In sera of GBS, inflamma-
tory cytokines detected include IFN-γ, TNF-α and IL-2, which 
are increased in patients and partially correlate with disease 

activity (Taylor and Hughes, 1989; Hartung and Toyka, 1990; 
Hartung et al., 1991; Exley et al., 1994; Creange et al., 1996). 
In contrast, levels of TGF-β1, a pleiotrophic cytokine, are 
lower in GBS patients than in controls (Creange et al., 1998).

Systemic immune activation in AIDP is reflected by an 
increased number of activated T-cells circulating in the 
peripheral blood during the early disease course (Taylor and 
Hughes, 1989; Hartung and Toyka, 1990). Many studies to 
identify the putative antigen of a specific T cell response in 
AIDP provided conflicting results. Some studies postulated 
that peptides from P0 and P2 might be the epitope of specific 
T-cell lines in GBS, but most of them failed to obtain disease 
specific T-cell responses against neural antigens. The CD4/
CD8 ratios of T-cell populations detected in the peripheral 
nerves in AIDP closely resemble those in the peripheral blood. 
Of those, αβT-cells constitutes most of the nerve infiltrates 
(Cornblath et al., 1990). The usage of Vβ15 T-cell receptor 
gene suggest the specific T-cell activation by a common 
antigen or superantigen (Khalili-Shirazi et al., 1997).

In the normal human immune repertoire there are far fewer 
T-cells that express the γδT-cell receptors than those express-
ing αβT-cell receptors. Unlike αβT-cells they do not recognise 
antigenic peptides in the context of MHC molecules and these 
cells are mainly localised in epithelial barrier tissue. Interest-
ingly, γδT-cells were isolated from sural nerve biopsies of GBS 
patients (Winer et al., 2002). A specific role of those γδT-cells 
has been postulated, as they may recognize non-protein anti-
gens. Therefore, they could initiate an immune response to 
potential carbohydrate and glycolipid antigens (Winer et al., 
2002). The proliferation of γδT-cells in response to C. jejuni 

Figure 20.2. Proposed pathogenesis in acute motor axonal neuropathy (AMAN): In AMAN there is primary axonal injury without T-cell 
inflammation and demyelination. Deposition of autoantibodies and complement on the axolemma is followed by structural axonal injury or 
alteration of axon conduction. Macrophages within the periaxonal space contribute to the axonal damage (B: B-cell; MF: Macrophage, 
C5b-9: complement factors).
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lysates has been shown. Nonetheless, αβT-cells or stimulatory 
cytokines such as IL2 are required for expansion of γδT-cells 
(Van Rhijn et al., 2003). These studies suggest that T-cell sub-
types with specificity for peptide and glycolipid antigens can 
invade the nerves in AIDP.

A crucial step during the process of inflammation is the 
migration of activated T-cells from the systemic immune 
compartment to the sites of inflammation. Like the CNS, 
the peripheral nerve represents an immunologically privi-
leged environment, protected by an intact blood-nerve bar-
rier. In EAN, the breakdown of the blood-nerve barrier is 
one of the earliest pathological changes that can be found. 
The upregulation of specific endothelium-binding molecules 
on T-cells and their specific ligands on vascular endothelium 
precedes the migration of T-cells through the blood-nerve 
barrier. E-Selectins binding sialyl Lewis antigens (Hartung 
et al., 2002) and VCAM-1/ ICAM-1, are both upregulated 
in GBS and EAN (Enders et al., 1998; Creange et al., 2001). 
EAN can be partially inhibited by blocking VCAM-1 or its 
ligand VLA-4/ a4-b1 integrin (Enders et al., 1998). E-selec-
tins are released into the blood and can be found in elevated 
levels in GBS patients. Chemokines, which exert chemotac-
tic effects on leucocytes by binding to their specific receptor, 
contribute to the migration of inflammatory cells (Baggio-
lini, 1998; Campbell et al., 1998). The differential expres-
sion of chemokines and their receptors has been studied in 
detail in sural nerves of patients with AIDP (Kieseier et al., 
2002a). Of those, specific upregulation of CCR-2 and CCR-4 
were detected in invading T-cells, whereas endothelial cells 
expressing the chemokine IP-10 were identified (Kieseier 
et al., 2002b).

Matrix metalloproteinases (MMPs), a heterogenous group 
of zinc-dependent endopeptidases, are assumed to contribute to 
the structural breakdown of the blood-brain barrier, extravasa-
tion of leukocytes, and direct demyelination. In EAN, MMP9 
and MMP7 are upregulated during early disease course and 
correlate with disease severity (Kieseier et al., 1998). Fur-
ther, the administration of MMP inhibitors may attenuate the 
disease (Redford et al., 1997b). Human CSF samples from 
patients with GBS show increased gelatinase B activity (Cre-
ange et al., 1999). In sural nerve biopsies from GBS patients, 
augmented proteolytic activity for gelatinase B as well as 
increased mRNA expression for gelatinase B and matrilysin 
were detected (Kieseier et al., 1998). MMPs in the inflamed 
PNS appear not only to promote inflammation, but may also 
play a role in nerve repair. For example, in EAN, matrilysin 
remained upregulated throughout the clinical recovery phase, 
implicating a possible role of this metalloproteinase in restor-
ing the integrity of the PNS (Hughes et al., 1998).

Because macrophages represent the major cell popula-
tion in infiltrates of affected nerves, they are considered to 
be key mediators of injury to myelin, Schwann cells, and 
axons. This hypothesis is reinforced by experimental studies, 
where depletion of macrophages prevents the development 
of EAN. Although endoneurial macrophages are present in 

low frequency in the normal peripheral nerve, most of them 
migrate through the blood-nerve barrier during the process 
of inflammation (Hartung et al., 2002). Macrophages may 
exert their pathological effects by release of inflammatory 
mediators. Of those, MMPs, TNFα, nitric oxide, and others 
have been postulated to mediate neurotoxicity (Redford et al., 
1997a, b; Hartung et al., 2002). Besides direct harmful effects 
to nerve fibres, macrophages also perpetuate the inflamma-
tory process by antigen-presenting to T-cells. It is assumed 
that macrophages also attack Schwann cells in AIDP 
(Prineas, 1981; Hartung et al., 1996) by antibody-medi-
ated cytotoxicity and activation of complement (Hafer-
Macko et al., 1996a, b). Another mechanism for Schwann 
cell injury/demyelination is via CD8+ T-cells, which are 
cytolytic T-cells that mediate cytotoxic effects by release of 
perforin and granzymes. Recently, CD8+ T-cells have been 
detected in postmortem tissue of GBS patients with pro-
longed disease course. These results point to an additional 
direct role of T cell-mediated cytotoxicity in AIDP(Van 
Rhijn et al., 2003).

There is a growing interest in the role of humoral factor-
induced demyelination in AIDP. In demyelinating cases from 
China, complement activation markers were found on the abax-
onal Schwann cell surface. They were associated with vesic-
ular demyelination (Hafer-Macko et al., 1996b) and closely 
resemble the experimental nerve fiber demyelination induced 
by anti-galactocerebroside (a glycosphingolipid enriched 
in myelin) antibody in the presence of complement (Saida 
et al., 1979a). It is likely that in these cases, the antibody and 
complement are directly involved in targeting the Schwann 
cell and myelin, and the role of T-cells may be to open the 
blood-nerve barrier (Spies et al., 1995a, b). This concept is 
supported by the observations that disease severity in models 
of adoptive transfer-EAN is enhanced by transferring anti-
bodies that recognise myelin or Schwann cell epitopes (Hahn 
et al., 1993; Spies et al., 1995a). Several clinical and experi-
mental observations also support a role for antibody-mediated 
mechanisms, including the response to plasmapheresis, the 
presence of anti-myelin and anti-glycoconjugate antibodies 
(reviewed in (Hughes et al., 1999), and the ability of AIDP 
sera to induce demyelination after intraneural injection (Saida 
et al., 1982). Anti-ganglioside antibodies of various specifici-
ties have been described in AIDP but their pathogenic role is 
not accepted because of lack of experimental models demon-
strating their demyelinating activity. Antibodies against GM1, 
GD1b, asialo-GM1, the Gal(β1–3)GalNAc epitope, GM2, 
LM2, and GT1b (reviewed in (Hughes et al., 1999; Willison 
and Yuki, 2002) have been described, but antibodies to these 
gangliosides are not routinely detected.

Although substantial progress has been made in our under-
standing of the cellular mechanisms that might underlie nerve 
fibre injury in AIDP, however, definition of target antigens 
and how the undesirable processes of inflammation, myelin 
degradation, and subsequent axonal damage are initiated 
remain unclear.



270 Helmar C. Lehmann and Kazim A. Sheikh

20.2.2. Acute Motor Axonal Neuropathy 
(AMAN)

Unlike for AIDP there are almost no clinical or experimen-
tal data that have systematically examined the role of cellular 
immunity in AMAN. Clinical studies over the last 15 years 
show that patients with AMAN have specific antibodies against 
two major gangliosides, GM1 and GD1a, and two minor gan-
gliosides, GalNAc-GD1a and GM1b in the peripheral nerves 
(Figure 20.3A) (Rees et al., 1995a; Jacobs et al., 1996; Hadden 
et al., 1998b; Ho et al., 1999; Ogawara et al., 2000; Yuki et al., 
1993b; Kusunoki et al., 1994, 1996). Most of the data originates 
from Japan and northern China, where the AMAN form of the 
disease and preceding C. jejuni infections are frequent. Anti-GM1 
antibodies have been reported in up to 50% of Japanese patients 
with AMAN (Ogawara et al., 2000). Anti-GD1a antibodies are 
present in up to 60% of patients with AMAN compared to 4% 

in AIDP in northern China (Ho et al., 1999). The frequency of 
anti-GalNAc-GD1a and -GM1b in motor-predominant GBS is 
about 10–15% (Kusunoki et al., 1994, 1996; Yuki et al., 1999). 
Anti-ganglioside antibodies in AMAN are mostly IgG isotype 
and are commonly IgG1 and IgG3 (Willison and Veitch, 1994; 
Ogino et al., 1995), which are complement-fixing subtypes in 
humans. These anti-ganglioside antibodies are oligoclonal or 
polyclonal and can have a broad range of crossreactivity. In 
AMAN, the differences of antibody specificity in different pop-
ulations are not well understood. There are some data to suggest 
differences in immunogenetic repertoire, and geography may 
affect the specificity and isotype distribution of anti-ganglioside 
antibodies in various populations (Ogawara et al., 2000; Ang 
et al., 2001b).

A brief discussion of peripheral nerve gangliosides is 
necessary for understanding the pathogenetic effects of anti-
ganglioside antibodies. Gangliosides, the target antigens of 

Figure 20.3 (A) Schematic diagrams showing the glycan structures of gangliosides implicated as target antigens in AMAN and FS. (B) Teased 
nerve fibers showing GM1 staining at node of Ranvier (arrow) and paranodal Schwann cells. (C) GM1 is also localized to intramuscular nerve 
(arrow) and motor nerve terminal (arrowhead); blue staining marks motor end plates (adapted with permission from Sheikh et al., 1999).
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anti-ganglioside antibodies, are sialic acid-containing glycolipids 
enriched in the mammalian nervous system. They contain 
one or more sialic acids linked to an oligosaccharide chain of 
variable length and complexity, which is attached to ceramide 
lipid anchor (Kolter et al., 2002). The ceramide portion of 
gangliosides anchors them in plasma membranes and glycan 
moieties are expressed on cellular/axonal surfaces. This orga-
nization allows anti-ganglioside antibodies to bind to glycan 
moieties on cell surfaces. The most abundant gangliosides in 
the adult mammalian nervous system are GM1, GD1a, GD1b, 
and GT1b; in peripheral nerves LM1 ganglioside is also 
enriched, particularly in myelin (Yu and Saito, 1989; Svenne-
rholm et al., 1992, 1994; Ogawa-Goto et al., 1990, 1992). 
Complex gangliosides are more concentrated in axolemmal 
fractions; GM1 is enriched in both axons and myelin (Yu and 
Saito, 1989). Immunolocalization studies indicate that in nor-
mal rodents and humans, all complex gangliosides including 
GM1 and GD1a reside in axons, and GM1 is also found in 
paranodal Schwann cells, but compact myelin in internodal 
segments is difficult to stain with anti-ganglioside antibod-
ies or toxins (Ganser et al., 1983; Sheikh et al., 1999; Gong 
et al., 2002). Minor gangliosides GalNAc-GD1a and GM1b 
are expressed in peripheral nerves and one study suggests that 
GalNAc-GD1a may only be expressed by motor neurons and 
nerve fibers (Ilyas et al., 1988; Yoshino, 1997). In summary, 
it is important to emphasize that GM1 and GD1a gangliosides 
are present at the nodes of Ranvier and motor nerve terminals: 
two sites along the motor nerve fibers reported to be involved 
in patients with AMAN. Distribution of GM1 gangliosides at 
nodes of Ranvier and motor nerve terminals is shown as an 
example in Figure 20.3B-C.

Several anatomical and physiological features make nodes 
of Ranvier and motor nerve terminals susceptible to antibody-
mediated nerve injury: (1) most complex gangliosides are 
concentrated at the nodes and motor nerve terminals; (2) in 
myelinated fibers, axonal target antigens are exposed at these 
sites; (3) sodium and postassium ion channels are clustered at 
the nodes and disruption of their function can disrupt impulse 
conduction; (4) structural integrity of the node of Ranvier is 
critical for nerve fiber conduction; (5) motor nerve terminals 
are enriched in sodium and calcium channels and disruption 
of their functions can affect distal impulse conduction 
or neurotransmitter release at the neuromuscular junctions, 
respectively. Further, multiple studies indicate that gangliosides 
are concentrated in microdomains called lipid rafts that are 
specialized for cell signaling and that modulation of these lipid 
raft gangliosides can modulate receptor function, including ion 
channel function.

With this background information, we outline the experi-
mental data that supports the notion that anti-ganglioside 
antibodies can induce nerve fiber injury in animal models 
and briefly review the effects of these antibodies on nodes of 
Ranvier and motor nerve terminals. Two animal models that 
provide ‘proof of concept’ that anti-ganglioside antibodies 
with -GM1 and -GD1a specificities can induce neuropathy. 

First, Yuki and colleagues used GM1 ganglioside or C. jejuni 
lipopolysaccharide (LPS) with a mixture of keyhole limpet 
hemocyanin and complete Freund’s adjuvant for repeated 
immunizations in rabbits to induce high titers of anti-GM1 
antibodies, clinical paralysis, and electrophysiological and 
pathological evidence of motor axon injury (Yuki et al., 
2001, 2004). The pathological and immunopathological 
studies in these animals showed features similar to that of 
human disease, i.e., deposition of IgG on motor axons and 
the presence of periaxonal macrophages. Further, analy-
sis of animals shortly after the onset of clinical weakness 
showed only lengthening of the nodes of Ranvier without 
morphological features of axon degeneration (Susuki et al., 
2003). We took an alternative approach to induce neuropa-
thy in mice with anti-GD1a antibodies. This included gen-
eration of monoclonal anti-GD1a antibodies (Lunn et al., 
2000) and implantation of antibody-secreting hybridoma in 
mice (Sheikh et al., 2004). Animals implanted with hybrid-
oma develop high titers of anti-GD1a antibodies and axonal 
neuropathy in peripheral nerves and motor nerve terminals. 
Our studies showed that hybridoma implantation in trans-
genic mice lacking complex gangliosides (including GD1a) 
did not induce neuropathy despite high circulating levels 
of antibodies, confirming that gangliosides are indeed the 
target antigens of anti-ganglioside antibodies in this model 
(Sheikh et al., 2004).

The pathophysiologic effects of anti-ganglioside antibod-
ies on nodes of Ranvier have been examined both in vitro 
and in animal models. Most of the studies have used anti-
GM1 antibodies derived from patients with acute and chronic 
immune neuropathies or produced experimentally. It has 
been reported that intraneural injections of sera containing 
anti-GM1 can induce acute conduction block (Santoro et al., 
1992; Uncini et al., 1993). We have recently examined the 
effects of anti-GD1a and GM1 monoclonal antibodies in an 
intraneural injection model and found that these antibodies 
induce conduction block and lengthening of the nodes of 
Ranvier (David et al., 2005). Takigawa and colleagues exam-
ined the effects of anti-GM1 sera on ion channel function 
at the nodes of Ranvier by using a voltage clamp technique 
on isolated myelinated fibers. They found that in the pres-
ence of complement these antibodies induced irreversible 
decreases in sodium currents and eventual blockade of the 
channels (Takigawa et al., 1995, 2000). Nonetheless, other 
investigators have been unable to reproduce these findings 
(Harvey et al., 1995; Hirota et al., 1997). Possible explana-
tions include differences in experimental paradigms, includ-
ing sources of antibodies, and affinity and fine specificity of 
these antibodies. Overall, these studies support the concept 
that anti-ganglioside antibodies can alter the nodal architec-
ture and directly modulate ion channel function at the nodes 
of Ranvier.

The effects of anti-ganglioside antibody-mediated injury 
on motor nerve terminals have been extensively examined 
by in vitro phrenic nerve-diaphragm preparations. Current 
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concepts indicate that anti-ganglioside antibodies can exert 
immunopharmacological effects on motor nerve terminal 
physiology and that they can also induce complement-depen-
dent cytotoxic injury to motor nerve terminals. We have 
recently examined the effects of IgG anti-GM1 and -GD1a 
antibodies on motor nerve terminals by a perfused macro-
patch clamp model with Buchwald’s group. Our studies 
indicate that anti-GM1 and -GD1a antibodies depressed the 
evoked quantal release (Buchwald et al., 2004). This block-
ade was reversible or partially reversible after washout of 
these antibodies and did not require complement. Since 
calcium channels are critical in evoked quantal release, we 
examined the effects of these antibodies on depolarization-
induced calcium influx by calcium imaging. These studies 
indicate that anti-GM1 and -GD1a antibodies significantly 
decrease depolarization-induced calcium influx, suggest-
ing that antibody binding to gangliosides in the presynaptic 
motor terminals alters calcium channel function (B. Buch-
wald, K. Sheikh, unpublished observations). Work done by 
others has characterized the complement-dependent patho-
physiologic effects of anti-GD1a antibodies on motor nerve 
terminals in ex vivo hemidiaphragm preparations (Good-
fellow et al., 2005). They showed that dense antibody 
and complement deposits develop over presynaptic motor 
axons, accompanied by severe ultrastructural damage and 
electrophysiological blockade of motor nerve terminal 
function. This pathophysiologic effect, however, required 
high density expression of GD1a ganglioside (Goodfellow 
et al., 2005).

In summary, experimental data indicate that active immu-
nization with GM1 ganglioside or C. jejuni LPS can reproduce 
pathophysiological features of AMAN in a rabbit model. 
Passive transfer with an anti-GD1a monoclonal antibody 
(by hybridoma implantation) also reproduced axon and 
motor nerve terminal degeneration in a mouse model. Anti-
GM1 and -GD1 antibodies can alter the nodal and motor 
nerve terminal function and architecture. Tissue and cell 
culture studies indicate that sodium and calcium ion chan-
nel function can be modulated by these antibodies at nodes 
of Ranvier and presynaptic motor nerve terminals, respec-
tively. These antibodies have both complement-indepen-
dent immunopharmacologic and complement-dependent 
cytotoxic effects. The detailed subcellular and molecular 
effects of these antibodies on motor axons remain to be 
elucidated. Preferential susceptibility of motor axons to 
anti-GM1 and -GD1a antibody-mediated injury in AMAN 
is another fundamental issue that remains unresolved, 
because biochemical studies indicate that both motor and 
sensory nerve fibers have similar levels of ganglioside 
expression (Gong et al., 2002). Despite these and other 
gaps in our knowledge about the pathogenetic sequence 
of this disorder, current data support the hypothesis that 
anti-ganglioside antibodies can induce pathophysiological 
effects on intact motor nerve fibers.

20.2.3. Fisher Syndrome

Several studies have indicated that anti-GQ1b antibodies are 
present in more than 80% of the cases with FS (Chiba et al., 
1992; Willison et al., 1993; Yuki et al., 1993a). Preceding C. 
jejuni infection is not uncommon in this disease. Anti-GQ1b 
antibodies in patients with FS can be IgA, IgM, or IgG isotype 
but the IgG response is most robust and persistent. These 
IgG antibodies are of complement-fixing isotypes, similar to 
those in AMAN. Studies indicate that anti-GQ1b antibodies 
commonly cross-react with a structurally related ganglioside 
GT1a (Figure 20.3A) (Chiba et al., 1993; Ilyas et al., 1998). 
Biochemical and immunolocalization studies have mapped 
the distribution of GQ1b ganglioside in the peripheral nerves: 
anti-GQ1b antibodies bind to paranodal myelin and nodes of 
Ranvier, and neuromuscular junctions (NMJs) in extraocular 
and somatic muscles, and it has been shown that the GQ1b 
is twice as frequently expressed in the extraocular cranial 
nerves than in other cranial and somatic peripheral nerves 
(Chiba et al., 1993, 1997). Pathogenetic studies indicate that 
anti-GQ1b antibodies bind at the nodes of Ranvier but are 
unable to induce acute conduction failure (Paparounas et al., 
1999). This experimental result has led to the notion that anti-
body-mediated conduction failure at the levels of the nodes 
of Ranvier may be less important in the pathogenesis of FS. 
Because extraocular muscles are paralyzed in FS, anti-GQ1b 
antibodies do not affect nodal function, and anti-GQ1b 
antibodies bind to NMJs, experimental approaches have 
focused on pathophysiologic effects of anti-GQ1b antibod-
ies on NMJs to model ophthalmoplegia seen in FS. In this 
regard phrenic nerve hemi-diaphragm preparations have been 
used extensively to study the pathological effects of anti-
GQ1b antibodies.

Investigators has examined the effects of FS sera, FS 
IgG, or human anti-GQ1b antibodies on NMJs and showed 
that these antibodies bind to NMJs, cause massive quantal 
release of acetylcholine from nerve terminals and eventu-
ally block neuromuscular transmission, primarily through 
pre-synaptic mechanisms. These pathophysiologic effects 
were complement-dependent and resembled the effects of 
paralytic neurotoxin alpha-latrotoxin (Plomp et al., 1999). 
Willison and colleagues have shown that these antibodies 
induce degeneration of preterminal motor axons both by 
direct cytotoxicity and indirectly through damage to peri-
synaptic Schwann cells at NMJs (O’Hanlon et al., 2001; 
Halstead et al., 2004, 2005). In contrast, Buchwald et al. 
(Buchwald et al., 1995, 1998, 2001), reported complement-
independent immunopharmacological effects of IgG fractions 
from both GQ1b-positive and -negative FS on NMJs. They 
showed that these IgG fractions blocked release of evoked 
acetylcholine and depressed the amplitude of postsynaptic 
potentials, implicating both a pre- and postsynaptic blocking 
effect. This effect was reversible. That the antibody-medi-
ated pathophysiological effects at NMJs may be relevant 



20. Guillain-Barré Syndrome 273

to clinical disease is supported by an electrophysiological 
study suggesting that this site is affected in some cases with 
FS (Uncini and Lugaresi, 1999). There are no existing animal 
models of FS.

20.3. Molecular Mimicry Hypothesis

In this section we consider microbial agents that commonly 
cause infections preceding GBS and are reported to carry anti-
gens crossreactive with peripheral nerves. The demonstration 
of peripheral nerve-crossreactive epitopes in these microbes is 
the basis for the hypothesis of post-infectious molecular mim-
icry in GBS. In this regard Campylobacter jejuni (C. jejuni) 
is the most well characterized, and stringent data exist that 
demonstrate the presence of ganglioside-like antigens in these 
organisms. Recent studies have also implicated Haemophi-
lus influenzae (H. influenzae), Mycoplasma pneumoniae (M. 
pneumoniae), and Cytomegalovirus (CMV) as microbes car-
rying peripheral nerve-crossreactive epitopes. A common 
theme with these microbes is that they express carbohydrate 
epitopes that mimic glycolipid antigens in peripheral nerves, 
and autoimmunity against these epitopes is manifested as anti-
carbohydrate antibodies. Most of the discussion highlights 
molecular mimicry in C. jejuni. A brief discussion on H. influ-
enzae, M. pneumoniae, and CMV is also included. Glycans 
mimicking peripheral nerve glycolipids expressed by these 
microbes are shown in Figure 20.4.

20.3.1. Campylobacter Jejuni

C. jejuni is a gram-negative rod that is one of the most com-
mon causes of bacterial gastroenteritis world-wide (Hughes 
and Rees, 1997; Friedman et al., 2000; Oberhelman and Tay-
lor, 2000). Campylobacter infections in US are mostly spo-
radic and are associated with ingestion of improperly handled 
or cooked food, particularly poultry products. In northern 
China contaminated well water was reported as a mode of 
transmission (McKhann et al., 1993). C. jejuni gastroenteritis 
is reported to be the most frequently recognized event preced-
ing AMAN and other variants of GBS (reviewed in (Hughes 
and Rees, 1997) ). In GBS cases, both stool culture and sero-
logic methods are used to diagnose Campylobacter infection, 
because by the time neurological symptoms develop, the yield 
of C. jejuni from stool culture is relatively low (Nachamkin, 
1997). Association of GBS with preceding C. jejuni infection 
was noted in early 1980’s (Rhodes and Tattersfield, 1982). 
Studies indicate that in patients with GBS, the incidence of 
preceding C. jejuni infection varies widely, ranging from 4% 
in North America to 74% in northern China (Hughes and Rees, 
1997; Ho et al., 1999), with an overall prevalence estimated 
around 30% (reviewed in (Moran et al., 2002)).

Ganglioside-like moieties in Campylobacter are contained 
in its lipopolysaccharide (LPS). C. jejuni LPS consists of 

three components: lipid A, the hydrophobic region inserted 
into the membrane, an oligosaccharide core divided into inner 
and outer parts, and capsular polysaccharides also called O-
chains. Lipooligosaccharide (LOS) is differentiated from LPS 
by lack of O-chains. In C. jejuni it is the oligosaccharide core 
region that carries ganglioside-like moieties. Since 1990 a 
large number of studies have characterized the core regions of 
LPS/LOS of GBS- and enteritis-associated C. jejuni strains. 
These studies demonstrate that different strains or serotypes 
of C. jejuni LPS/LOS contain several ganglioside-like 
molecules, including GM1-, GD1a-, GalNAc-GD1a-, GM1b-, 
GT1a-, GD2-, GD3-, and GM2- like structures (Yuki et al., 
1992, 1996; Aspinall et al., 1993, 1994a, b; Sheikh et al., 1998; 

Figure 20.4. Glycan structures (mimics) expressed by different 
microbes that are invoked in molecular mimicry. The term “like” is 
used when glycan structure has been determined by biochemical/mass 
spectrometry studies and term “crossreactive” is used when evidence 
for glycan structure is indirect and based on antibody inhibition or 
binding studies.
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Nachamkin et al., 2002). Biochemical/structural studies with 
mass spectrometry have failed to demonstrate a GQ1b-like 
structure, target antigen for FS, but antibody binding assays 
with human or murine monoclonal antibodies did show the 
presence of GQ1b- and GT1a- cross-reactive moieties in C. 
jejuni LPS/LOS (Jacobs et al., 1997, 1995; Yuki et al., 1994). 
Figure 20.4 shows the ganglioside-like moieties in C. jejuni 
LOS that are implicated in AMAN and FS. Recent studies 
show that Campylobacter has genetic machinery for LOS bio-
synthesis with relevant genes clustering in a locus. It has been 
reported that specific polymorphisms in a sialyltransferase 
gene are associated with preferential expression of GM1- and 
GD1a- or GQ1b-like moieties. Based on this observation it has 
been postulated that these genetic polymorphisms determine 
the specificity of anti-ganglioside antibody response (anti-GM1 
and -GD1a or -GQ1b) and clinical phenotype (AMAN or FS).

Despite the relationship of preceding Campylobacter 
infection, we emphasize that GBS is a very rare complica-
tion after C. jejuni infection: it is estimated that 1 in 1000 
cases of Campylobacter infection is complicated by GBS 
(Allos, 1997). Because GBS follows very rarely after C. 
jejuni infection, investigators have examined Campylobacter 
and host-factors that may lead to this complication. Thus, 
Campylobacter strains isolated from patients with GBS and 
enteritis have been characterized for ganglioside mimicry. It is 
known that both GBS- and diarrhea-associated isolates carry 
ganglioside-like moieties and associated synthetic genes, but 
GBS-related organisms are more likely to do so (Nachamkin 
et al., 1999, 2002). Notably, studies indicate that expression 
of ganglioside-like structures in LOS, even when accounting 
for increased probability of synthetic machinery for ganglio-
side-like moieties in GBS-associated isolates, is not sufficient 
by itself to explain the calculated rate of GBS after Campy-
lobacter infection (1 in 1000). Some studies indicate that 
post-Campylobacter GBS cases preferentially associate with 
certain HLA alleles, the significance of these findings remains 
unclear because of lack of confirmatory studies (Yuki et al., 
1991; Rees et al., 1995b). The host properties that could confer 
susceptibility to GBS after C. jejuni infection are not well 
established.

Clinical studies showing that GBS sera or purified anti-
ganglioside antibodies from GBS sera bind to ganglioside-
like moieties in the LPS/LOS (Wirguin et al., 1994; Oomes 
et al., 1995; Sheikh et al., 1998) promulgated the hypothesis 
that cross-reactive carbohydrate moieties in LOS incite pro-
duction of these antibodies. This hypothesis has been exam-
ined experimentally by immunization of laboratory animals 
with C. jejuni LPS/LOS to induce anti-ganglioside antibod-
ies (Wirguin et al., 1997; Goodyear et al., 1999; Ang et al., 
2001a). There is a high level of tolerance to self-gangliosides, 
and immunizations in experimental animals have generally 
induced low affinity non-T cell-dependent antibodies of IgM 
and IgG3 type (non-complement-fixing isotype in mice), 
despite the use of adjuvants to recruit T cell help (Wirguin 
et al., 1997; Goodyear et al., 1999; Bowes et al., 2002). 

In contrast, serological studies in AMAN and FS indicate 
class switching to IgG and subclass restriction to IgG1 and 
IgG3 (complement-fixing isotypes in humans), both usually 
features of T-cell help. Transgenic mice lacking complex gan-
gliosides are immune naïve to complex gangliosides such as 
GM1, GD1a, and GQ1b, and immunization with gangliosides 
or C. jejuni LPSs in these animals induces IgG anti-ganglioside 
antibodies with complement-fixing subclass isotypes, indicat-
ing recruitment of T cell help (Lunn et al., 2000; Bowes et al., 
2002). These experimental observations suggest that break-
down of tolerance to self-gangliosides might be critical in 
the pathogenesis of post-Campylobacter GBS. Despite these 
experimental advances the mechanism(s) of anti-ganglioside 
antibody induction in patients with Campylobacter infection 
remains unclear.

20.3.2. Haemophilus Influenzae

H. influenzae is a gram-negative bacterium that causes human 
respiratory tract infections. In GBS, preceding infection with 
H. influenzae is rare, ranging between 1% in western Europe 
to 13% in Japan (Jacobs et al., 1998; Mori et al., 2000; Koga 
et al., 2005a). In comparison to post-Campylobacter GBS, 
preceding infection with H. influenzae is associated with 
faster recovery, less cranial nerve involvement, and milder 
disease course (Kuwabara et al., 2001). Based on GBS or FS 
sera (antibody) binding to LOS/LPS it has been postulated 
that H. influenzae may carry ganglioside-like moieties such as 
GM1 and GT1a (Koga et al., 2001, 2005a; Mori et al., 1999). 
Structural/mass spectrometry studies demonstrating gan-
glioside-like moieties on H. influenzae are not yet available. 
A recent study reports that isolation of H. influenzae does not 
necessarily indicate that this infection is the trigger for induc-
tion of anti-ganglioside antibodies because a considerable 
number (15%) of GBS patients with H. influenzae isolated 
by culture were seronegative for this bacterium, but seroposi-
tive for Campylobacter. Further, anti-ganglioside antibodies 
of seronegative patients did not show any crossreactivity with 
H. influenzae LOS (Koga et al., 2005b). Whether immuniza-
tion with H. influenzae triggers induction of anti-ganglioside 
antibodies in experimental animals remains to be determined.

20.3.3. Mycoplasma Pneumoniae

Antecedent infection with M. pneumoniae can be found in 
2–12% of patients with GBS (Hao et al., 1998; Jacobs et al., 
1998; Ogawara et al., 2000). Studies indicate that some cases of 
demyelinating form of GBS are associated with M. pneumoniae 
(Hao et al., 1998; Ang et al., 2002). This infection is reported 
to trigger antibodies against galactocerebroside (GalC), a major 
glycolipid antigen in myelin, in some patients with GBS. Anti-
GalC antibodies have been shown to induce demyelination in 
experimental animal models (Saida et al., 1979a, b; Hahn et al., 
1993). The hypothesis of molecular mimicry is supported by 
the findings that anti-Gal-C reactivity in GBS sera following 
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M. pneumoniae infection was specifically inhibited by adding 
M. pneumoniae reagent (Kusunoki et al., 2001). One study has 
reported the AMAN form of GBS in association with anti-GM1 
antibodies and preceding M. pneumoniae infections (Susuki et al., 
2004). These investigators report that anti-GM1 antibodies bind 
to lipids extracted from M. pneumoniae, suggesting that GM1-
like structures are also expressed by this microbe.

20.3.4. Cytomegalovirus (CMV)

In GBS, serological evidence for preceding infection with 
CMV ranges between 8 and 15% (Dowling and Cook, 1981; 
Visser et al., 1996; Ogawara et al., 2000; Hadden et al., 2001). 
Patients with CMV-associated GBS appear to have a differ-
ent clinical phenotype: significantly younger patients are 
affected, the disease course is more severe, there is prominent 
cranial and sensory nerve involvement, and functional recov-
ery is incomplete (Visser et al., 1996). With the availability of 
modern techniques, PCR is more appropriate to demonstrate 
infection with CMV. A previous study failed to detect CMV 
genome in sural nerve biopsies from GBS patients (Hughes 
et al., 1992) but a recent study demonstrated the presence of 
CMV DNA in the CSF of about 30% of GBS patients with 
positive CMV serology (Steininger et al., 2004). Several stud-
ies have reported an association of CMV infection with GM2 
antibodies in patients with GBS (Irie et al., 1996; Yuki and 
Tagawa, 1998; Khalili-Shirazi et al., 1999). A recent study 
showed that anti-GM2 reactivity in GBS sera was abrogated 
after incubation with fibroblasts infected with a GBS-asso-
ciated CMV strain, indicating that CMV-infected fibroblasts 
express GM2-like epitopes recognized by anti-GM2 antibod-
ies (Ang et al., 2000). This intriguing finding raises the pos-
sibility that either CMV itself expresses GM2-like epitopes or 
it induces the expression of this ganglioside in the host cells 
which renders them immunogenic. The later possibility would 
suggest that direct molecular mimicry by the infecting agent 
and target tissue antigens may not be necessary. Besides GM2, 
antibodies against GalNAc-GD1a and GM1have also been 
reported in the setting of CMV infection and GBS (Khalili-
Shirazi et al., 1999; Kaida et al., 2001).

20.3.5. Gaps in Molecular Mimicry Hypothesis

Despite the accumulation of significant data supporting the 
hypothesis of post-infectious molecular mimicry in GBS, 
clearly several fundamental questions remain unresolved: 
(1) Infectious agents invoked as triggers for anti-glycolipid 
antibodies in patients with GBS are microbes that induce gas-
trointestinal and upper respiratory tract infections in a large 
number of people but only rare individuals develop GBS after 
these common infections. (2) What are the mechanism(s) 
of anti-glycolipid antibody induction in patients with post-
infectious GBS? The induction of these antibodies in GBS 
patients is likely to be substantially different from experi-
mental approaches that involve repeated use of infectious 

organism and adjuvants or immune naïve animals to produce 
disease-associated anti-ganglioside antibodies. (3) Antibodies 
against GM1, GM2, and GalC can be seen in other neurologi-
cal disorders or sometimes in normal controls. What are the 
antibody-related properties that can distinguish between dis-
ease-associated and non-disease-associated antibodies? These 
and other unresolved issues need further research to increase 
our understanding of post-infectious autoimmune disorders.

Summary

Autoimmunity is implicated in a small but important group of 
peripheral nerve diseases. These include the acute inflammatory 
neuropathies referred to as the Guillain-Barré (GBS) and Fisher 
syndromes. Early recognition and appropriate management of 
these neuropathies can prevent significant morbidity and mor-
tality. Substantial evidence exists for an autoimmune pathogen-
esis in GBS and its subtypes. Although most current evidence 
supports an antibody driven pathogenesis triggered by infection, 
T-cell and other cellular immune components are crucial effec-
tors of disease particularly in the demyelinating forms of GBS.
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Review Questions/Problems

1. What is meant by the term molecular mimicry?

2. What is the basis of hypothesis of molecular mimicry in 
the pathogenesis of GBS?

3. What are the potential mechanisms of antibody-medi-
ated peripheral nerve dysfunction/injury?

4. What are the potential mechanisms of T-cell mediated 
peripheral nerve dysfunction/injury?
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21.1. Introduction

Historically, the concept of autoimmunity centers on the 
inability to adequately identify some of the body’s own pro-
teins. In an autoimmune disease, the immune system inap-
propriately recognizes those proteins leading to a pathologic 
humoral and/or cell-mediated immune reaction. Both the 
“self” protein antigens and their site determine the specific 
end organ damage. Autoimmune diseases are a diverse group 
of disorders with relatively poorly understood pathogenesis. 
Often diagnosed as end-organ specific, autoimmune diseases 
usually involve multiple sites including the nervous system. 
In addition, more than one autoimmune disease is frequently 
diagnosed clinically in the same patient (Brinar et al., 2006).

21.1.1. Autoimmune Nervous System Disease 
Processes

The classic hypothesis predicts that auto-antibodies are the pri-
mary mediators of organ damage in any specific autoimmune 
disorder. However, this simplistic view does not explain the 
heterogeneous presentation in patients. In many “autoimmune” 
disorders evidence supports a role for auto-reactive T cells 
and genetic control of end organ susceptibility. End organ dam-
age may be due to an interaction between innate and adap-
tive immunity. While the detection of serum auto-antibodies 
remains a major marker for clinical diagnosis of disease, auto-
antibodies to classic antigens are neither required nor sufficient 
for end organ damage (Bagavant and Fu, 2005). With multi sys-
tem involvement and specifically nervous system involvement 
associated with a wide range of autoimmune disorders, etiology 
and pathogenesis also become more complex.

Immunosuppressant therapies now make many of the 
autoimmune disorders treatable but not curable. The 

role of specific immunotherapies in treatment of specific 
autoimmune disorders (and not others) will be reviewed. 
In addition, paradigms relating to the immune system 
and autoimmune disorders such as the conflicting role of 
inflammation as both a positive and negative factor and the 
role of infections in initiating as well as abrogating autoim-
munity will be reviewed.

Inflammation is a hallmark of all the autoimmune disor-
ders. The target of either the primary or secondary inflamma-
tory autoimmune response is usually systemic. In Sjogren’s 
syndrome, salivary and lacrimal glands are the primary tar-
gets while in rheumatoid arthritis (RA) the primary targets are 
the synovial joints. Systemic autoimmune responses often go 
through periods of inflammatory exacerbation and remission. 
With continuous inflammatory cycles the systemic autoim-
mune disorder can involve the central nervous system (CNS) 
demyelination. CNS demyelination can be miss-diagnosed as 
multiple sclerosis (MS) but more often meets diagnostic cri-
teria for disseminated encephalomyelitis that is the result of 
vasculitis. CNS demyelination may also be a post-infectious 
manifestation associated with other autoimmune disorders 
(Brinar et al., 2006). To understand the transition from a sin-
gle end organ auto-antibody reaction to multi system involve-
ment that includes the nervous system involves understanding 
the role of the blood brain barrier and lymphocyte trafficking 
under inflammatory and pathologic conditions. For example, 
the increased expression of the matrix metalloproteinase, 
MMP-9, in the degradation of components of the endothelial 
extra-cellular matrix is associated with the role of MMPs in 
vasculitic neuropathy (Gurer et al., 2004).

Vasculitis is a common feature of disseminating autoimmune 
disorders and refers to inflammation of the blood vessels, both 
arteries and veins of varying caliber. Neurologically, it is often 
associated with ischemic injury but may be caused by specific 
drugs, infectious agents or malignant processes (Younger, 2004). 
The inflammation associated with vasculitic neuropathy occurs 
as a hypersensitivity reaction to antigens of perceived non-self 
proteins. In vasculitic neuropathy, mononuclear cells in the peri-
vascular infiltrate express T cell restricted intracellular antigens, 
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which induce apoptosis of other inflammatory mononuclear cells 
and may affect recovery (Heuss et al., 2000). Cyclooxygenase-
2 mRNA is upregulated in endoneural macrophages resulting 
in an increased production of prostaglandins. Thus, cyclooxy-
genase-2 may be a potential target for therapy particularly early in 
the autoimmune disease process (Hu et al., 2003). Increased 
cytokine expression in vasculitic neuropathy positively corre-
lates with neuropathic pain (Lindenlaub and Sommer, 2003) and 
may be influenced by a differential expression of pain related 
neurotropic factors and their soluble receptors (Yamamoto 
et al., 2003). Binding of ligand, Nε –(carboxymethyl) lysine, 
to the receptor for advanced glycation end products results in 
activation of the pro-inflammatory transcription factor, nuclear 
factor-[kappa]B (NF[kappa]B) and subsequent expression of 
NF-[kappa]B-regulated cytokines. This pathway is hypoth-
esized to play a role in both the initiation and the maintenance 
of inflammation during vasculitic neuropathy (Haselbeck et al., 
2004).

21.1.2. Gender and Autoimmune Disorders

Most autoimmune disorders are highly gender specific 
(Table 21.1). Sjogren’s syndrome affects women more fre-
quently than men at a 9:1 ratio while Crohn’s disease affects 
men and women in approximately equal numbers. Alkylosing 
spondylitis and Reiter’s syndrome usually affect more young 
white men. Often severity of symptoms and progression are 
more severe in the gender less commonly affected. While MS 
affects women more frequently than men in a 2:1 or 3:1 ratio, 
many affected men have a more aggressive and progressive 
form of MS than women. A correlation also exists between 
gender specificity of the autoimmune disease and the efficacy 
of specific immunosuppressant therapies.

An example of the gender dilemma is illustrated in sys-
temic lupus erythematosus (SLE) an autoimmune disease that 
occurs more frequently in women than men. The gender dif-
ference is attributed to differences in the metabolism of sex 
hormones or regulation by gonadotropin releasing hormone 
(GnRH). When it occurs in men, SLE tends to be more severe 
(Yacoub Wasef, 2004). Recent studies also indicate that SLE 
may be more common in nonwhite women of child bearing 

age. However, evidence collected over the last quarter century 
indicates that SLE is increasing in nonwhite South African 
men (Faller et al., 2005).

The gender bias for some autoimmune disease can have prog-
nostic value. In MS, a CNS demyelinating disease, more women 
are affected (Paty et al., 1998). However, male gender is predictive 
of a shorter time to reach a need for assisted walking devices. Men 
also have a higher rate of cerebellar involvement and a higher risk 
of primary-progressive disease (Whitacre et al., 1999).

21.1.3. Demographics

Specific autoimmune disorders are often associated with racial 
or ethnic groups. Genetic haplotypes have been identified in 
association with some autoimmune disorders. However, genetic 
factors are not enough to explain the heterogeneity in many of 
the autoimmune disorders. On the other hand, just as gender 
often correlates with severity or type of symptoms in most auto-
immune disorders, race and ethnicity are associated with spe-
cific sub groups within a specific autoimmune disorder.

21.1.4. Proposed Mechanisms and Treatment

The presence of autoantibodies explains some of the symptoms 
of autoimmune disease but not all. Theories on the role of infection 
(both viral and bacterial), genetic markers and dys-regulation of 
T and B cell function are all proposed mechanisms for at least 
one autoimmune disease. Specific mechanisms will be discussed 
in conjunction with specific autoimmune disorder. However, 
one of the paradigms associated with autoimmune disease is 
the role of infections. In some autoimmune disorders, such as 
Crohn’s disease and alkylosing spondylosis, bacterial infections 
are linked with initiating the disease in genetically susceptible 
individuals. In others, such as MS, infections are frequently 
linked with relapses or exacerbations. Conversely, improved 
hygiene and living condition worldwide have decreased expo-
sure to foreign antigens and infectious agents but the global 
incidence of autoimmune disorders has increased (Christen and 
von Herrath, 2005).

Historically, newly diagnosed patients with autoimmune dis-
orders or those with minor symptoms are treated with symptom 

Table 21.1. Demographics of Autoimmune Disease.

 Incidence by gender women:men Demographic considerations

Rheumatoid arthritis 2–3:1 Diagnosis usually 17–35 yrs
Sjogren’s syndrome 9:1 Diagnosis > 40 yrs
Systemic lupus erythmatosis 8–9:1 Increased in non-white women
Alkylosing spondylitis <1:1 Increased in young men
Crohn’s syndrome 1:1 
Reiter’s Disease (Reactive arthritis) 1:1 after enteric infection Increased in young white men but increasing in 
   undeveloped world
 1:9 after STD 
Psoriasis Slight increase in women: men 
Multiple Sclerosis 3:1 Diagnosis usually 20–40yrs
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specific therapy such as the use of artificial tearing agents for 
the dry eyes associated with Sjogren’s syndrome. As the under-
standing of the underlying immune mechanisms has improved, 
treatment of autoimmune disease has increasingly involved the 
use of immunologic agents. However, a therapy that is effec-
tive in one autoimmune disorder may not work in others. Cor-
ticosteroids and other compounds that target the inflammation 
associated with the disorder are an example of therapies that 
show some efficacy in most autoimmune disorders. Others 
such as Interferon (IFN)β for MS and the TNFα anatagonists 
for Crohn’s disease seem relatively disease specific.

Immunomodulator therapy is commonly used for severe 
autoimmune disease that is refractive to standard therapy. For 
example, where activated T cells are implicated, cyclophos-
phamide is often efficacious. It is immunoablative but not 
myeloablative, permitting the patient’s endogenous stem cells 
to repopulate the hematopoietic/immune systems (Drachman 
and Brodsky, 2005). A recent review indicates that over 700 
patients have received autologous hematopoietic stem cell 
transplants (AHSCT) as treatment for severe autoimmune dis-
ease primarily as part of phase I/II trials following international 
guidelines (Tyndall and Saccradi, 2005). The results have led to 
phase III prospective randomized controlled trials of AHSCT 
in MS, SLE, and RAs in Europe. In the US, similar trials are 
planned for systemic sclerosis, MS and SLE. A major concern 
involves which patients would benefit from such invasive ther-
apy. The early trials of AHSCT for MS involved patients with 
severely progressive disease. While progression was slowed, 
areas of disability that were present prior to the AHSCT, as 
might be expected, persisted (Nash et al., 2003;Kozak et al., 
2001; Healey et al., 2004). Results suggest the use of AHSCT 
in MS patients with much lower disability in an attempt to pre-
serve function and to minimize the risk of further degenerative 
changes (Burt et al., 2003a), However, there are no quantitative 
markers to identify early who will develop MS severe enough 
to warrant AHSCT. Similarly, at the one year follow-up patients 
with severe Crohn’s disease treated with AHSCT had a return of 
low levels of auto-antibodies. At present AHSCT should only 
be used in clinical trials at experienced centers and long term 
benefits are not known. Even though each autoimmune disease 
has a different immune profile, over one third of transplanted 
patients have sustained remission and those who relapse often 
respond to immunotherapy that was ineffective prior to trans-
plantation (Tyndall and Saccradi, 2005).

21.2. Autoimmunity as It Applies 
to the Nervous System

21.2.1. The Blood-Brain Barrier 
and Lymphocyte Trafficking

For CNS involvement as the primary or secondary target of an 
autoimmune disease, activated immune cells must be able to 
enter and leave the CNS. The route for lymphocyte traffick-

ing across the cerebrovascular endothelium into and out of the 
brain parenchyma is more complex than in systemic tissue. 
First, the cerebrovascular unit, blood brain barrier (BBB), is 
designed as a selective barrier consisting of the endothelial 
cells and associated basement lamina. Unlike microvessels in 
many areas, the cerebrovascular microvessel basement lam-
ina is well developed; tight junctions between adjacent cere-
brovascular endothelial cells prevent molecular and cellular 
movement between the cells and perivascular astrocytic end 
plates are positioned between the microvessels and neuronal 
axons. Second, the cerebrovascular endothelium is designed 
to facilitate lymphocyte trafficking including attachment, 
rolling along the plasma membrane and movement through 
the endothelial cell. Recent reviews discuss the structure and 
interactions between the cerebrovascular endothelial cells and 
astrocytes at the BBB (Anderson and Nedergaard, 2003; Ned-
ergaard et al., 2003; Abbott et al., 2006). One role of the BBB 
and its cellular constituents is to precisely regulate the micro-
environment for neuronal signaling. Rather than acting simply 
as a barrier, the BBB is a dynamic system where permeability 
and transport are modulated to control the ionic characteristics 
of the CNS and regulate its volume. The BBB acts to sepa-
rate pools of neurotransmitters and neuroactive agents that act 
within the CNS and in the blood stream so that similar agents 
can be active without ‘cross talk” (Cser and Bundgaard, 1984). 
In vitro studies indicate that brain endothelium is different 
from endothelium of peripheral microvessels. Tight junctions 
are more complex and restrict movement of even small ion 
such as Na+ and Cl− so that the trans-endothelial electrical 
resistance which is typically 2 to 20 ohm/cm2 in the peripheral 
capillaries can be > 1,000 ohms/cm2 in brain endothelium (Butt 
et al., 1990). Among the molecules that contribute to the tight 
junction structure are the transmembrane proteins, occludins 
and claudins. Occludin is a 60–65 kDa protein with a carboxy 
- terminal domain that can link with zonula occludens proteins 
and is hypothesized to regulate tight junctions (Hawkins and 
Davis, 2005). In the BBB expression of the proteins, claudin 3 
(often termed claudin 1/3), claudin 5 and possibly claudin 12 
appear to play a role in the high transendothelial electrical 
resistance (Wolberg and Lippoldt, 2002).

There is strong in vitro evidence that astrocytes up-regulate 
many of the features related to tight junctions as physical and 
metabolic barriers. Transport barrier function includes regulat-
ing expression and polarized localization of transporters includ-
ing Pgp (Schinkel, 1999) and GLUT1 (McAllister et al., 2001). 
Polarization of brain endothelial cells or the presence of orien-
tation and apical-basal properties is a characteristic usually seen 
in epithelial cells but not endothelial cells. The PAR3-atypical 
protein kinase C (aPKC-PAR6 complex) may be involved in 
regulating the cell polarity of brain endothelial cells, (Abbott 
et al., 2006). Metabolic barrier functions are regulated by still 
other specialized enzyme systems of astrocytes (Abbott, 2002; 
Hayashi et al., 1997; Sobue et al., 1999).

Complex mechanisms regulate molecular trafficking as 
they move into and out of the CNS and pathologic conditions 
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may change this pattern. Since many of the neurologic 
autoimmune disorders are postulated to involve trafficking 
of activated T cells across the BBB, the chemokine recep-
tor, CXCR3, has received significant interest. CXCR3 is the 
receptor for CXCL9/MIG, CXCL101P-10 and CXCL11/
I-TAC and is preferentially expressed on activated Th1 T 
cells. While CXCR3 is hypothesized to play a role in the 
trafficking of Th1 T cells, studies in animal models such as 
EAE and transgenic mice using receptor blockade have been 
problematic (Liu et al., 2005). The conflicting results indi-
cate that the role of CXCR3 and its ligands may be more 
complex in some types of CNS inflammation than previ-
ously thought.

21.2.2. Inflammation: A Double Edged Sword

While inflammation is associated negatively with vasculitis 
and autoimmune disease, it is also necessary to protect normal 
cells from viral and bacterial infection. Many of the thera-
pies that act positively as immunosuppressants have an initial 
inflammatory response. While IFNβ is an effective therapy in 
the inflammatory phases of MS, the initial response to each 
injection is an increase in inflammatory cytokines, IL-2 and 
IFNγ (Elliott et al., 2001). Conversely, natalizumab a therapy 
that showed great potential in phase I/II trials for aggressive 
MS by blocking activated lymphocyte trafficking into the 
CNS was withdrawn because of deaths due to progressive 
multifocal leukoencephalopathy.

21.3. Autoimmune Diseases with 
Nervous System Involvement

In reviewing specific autoimmune diseases, the primary 
involvement is often not the nervous system. However, neuro-
logic symptoms and involvement frequently accompany most 
autoimmune disorders (Table 21.2).

21.3.1. Rheumatoid Arthritis

21.3.1.1. Epidemiology

Rheumatoid arthritis (RA) is the most common autoim-
mune diseases and a chronic systemic inflammatory disease 
affecting both the joints and extra-articular tissue. Often the 
disease is progressive with the major symptoms including 
painful, stiffness and swelling of joints culminating in sig-
nificant morbidity and increased mortality (Khurnana and 
Berney, 2005). Neurologic complications occur in moderate 
to severe RA either as a result of disease erosive effects on 
joints and bones or caused by the disease itself (compres-
sive rheumatoid nodule or rheumatoid vasculitis (Chin and 
Latov, 2005).

A familial predisposition and genetic markers are linked 
to an increased risk for developing RA. In the last decade, it 
became known that there is often an extended period, often 
years, when specific immunologic markers may be identified 
before the inflammatory manifestations of RA occur (Masi 
and Aldag, 2005). Rheumatoid factors and related antibodies 
occur in conjunction with about half of the presymptomatic 
manifestations. Significant cigarette smoking is a major risk 
factor for RA for post-menopausal women and for men. For 
pre-menopausal onset RA in women, cytokine imbalance and 
insufficiency of adrenal cortical function may precede inflam-
matory onset of RA In men, multiple hormonal and cytokine 
correlations can be found years before onset of RA implicat-
ing a long term activation or dysfunction in the neuroendo-
crine-immune system (Masi and Aldag, 2005).

21.3.1.2. Multi System Involvement with Emphasis 
on Neurologic Symptoms

Rheumatoid vasculitis affecting the CNS is rare but may present 
as seizures, dementia, hemiparesis, cranial nerve palsy, blind-
ness, hemispheric dysfunction, cerebellar ataxia or dysphasia 
(Vollertsen and Conn, 1990; Ando et al., 1995) Expression of 

Table 21.2. Primary tissue and neurologic involvement in autoimmune diseases.

 Primary tissue involvement Neurologic Involvement

Rheumatoid Arthritis Joints & extra-articular tissue Rare CNS involvement
   Peripheral neuropathies common
Sjogren’s syndrome Salivary and lacrimal glands Variable; Sensory ataxic, painful, peripheral and trigeminal neuropathies 
   common
Systemic lupus erythmatosis Connective tissue Variable; transient ischemic attacks, seizures, psychosis, cognitive disorders, 
   dementia and delirium reported
Alkylosing spondylitis Intervertebral joints and sacroiliac joint Eye inflammations and caudae equinae related neuropathies
Reiter’s Disease (reactive arthritis) Vertebral joints >15% develop alkylosing spondylitis or severe arthritis with neurologic 
   sequelae
Crohn’s syndrome Intestinal tract CNS and peripheral involvement seen in > 30%; neurologic features variable
Psoriasis and psoriatic arthritis Skin Joints and connective tissue Peripheral neuropathy related to spinal involvement
Multiple Sclerosis Central nervous system Central nervous system
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matrix metalloproteinases have been linked to the vasculitic 
neuropathy associated with RA (Gurer et al., 2004).

Peripheral neuropathies are common in RA. The cervical 
spine is frequently involved in RA and atlantoaxial sub-
luxation is the most common type of instability (Tumialan 
et al., 2004). Peripheral neuropathy is present in as many 
as 70% of patients with advanced RA. Those with RA for 
more than 10 years and onset after age 50 are particularly 
at risk (Naranjo et al., 2004). Rheumatoid changes to the 
synovial joints between the dens and the atlas anteriorly and 
the dens and transverse ligament posteriorly compress the 
spinal cord. Patients report neck pain and paresthesia with 
myelopathic findings on hyperflexia, weakness, gait abnor-
malities, flexor spasms, sphincter disturbances or sensory 
changes. The degenerative changes in the cervical spine may 
also compress the vertebral arteries resulting in vertebro-
basilar insufficiency manifested by nausea, vertigo, diplopia 
and dysphasia (Tumialan et al., 2004).

21.3.1.3. Hypotheses for Etiology and Treatment

Inflammation of the synovial joints is the primary symptom in 
early RA. The dense irregular connective tissue that forms the 
synovial membrane of the articular capsule thickens. Synovial 
fluid consists of hyaluronic acid produced by fibroblast-like 
cells in the membrane and interstitial fluid that may include 
phagocytic cells filtered from the blood plasma. As the syno-
vial membrane thickens, the synovial fluid accumulates caus-
ing pressure and the pain and inflammation characteristic 
of RA. If the inflammation is untreated, granulation tissue 
adheres to the articular cartilage and the autoimmune response 
invades and erodes the cartilage leaving the fibrous tissue to 
join the ends of the bones. In severe cases, the fibrous tissue 
ossifies and the bones fuse becoming immobile.

A comprehensive review discusses the therapeutic manage-
ment of RA (Turesson and Matteson, 2004). Epidemiological 
studies link extra-articular rheumatoid arthritis manifesta-
tions with premature mortality and support aggressive anti 
rheumatoid therapies for those patients. Cyclophosphamide 
is favored in patients with systemic rheumatoid vasculitis 
and methotrexate in those cases with other manifestations 
of extra-articular rheumatoid arthritis (Turesson and Matteson, 
2004). Cyclophosphamide and TNFα inhibitors such as 
infliximab have some positive success in treatment resistant 
vasculitis associated with RA (Unger et al., 2003). However, 
TNFα inhibitors have also been associated with the opposite 
effect, an induction of extra articular rheumatoid arthritis so 
their use should be used only in specific cases when close 
monitoring is in place.

21.3.2. Sjogren’s Syndrome

21.3.2.1. Epidemiology

Sjogren’s syndrome is a common chronic autoimmune dis-
ease that affects the salivary and lacrimal glands, with associ-

ated lymphocytic infiltration (Fox, 2005). Primary Sjogren’s 
involves the exocrinopathy alone but Sjogren’s can also occur 
in conjunction with another autoimmune disorder such as 
RA or SLE. Major symptoms include dryness of the mucous 
membranes of the mouth, eyes and nose due to the involve-
ment of the lacrimal and salivary glands. Diagnostic criteria 
require clinical symptoms of dryness, characteristic features 
on biopsy of a minor salivary gland or auto-antibodies, anti-
SS-A or anti-SS-B. Primary Sjogren’s syndrome patients also 
often have antinuclear antibodies.

Numbers vary but it is estimated that between 1 and 4 
million people have Sjogren’s syndrome (National Institute 
Arthritis, Musculoskeletal Skin Disease, 2005). The majority 
of those diagnosed with Sjogren’s are women (90%) and the 
syndrome is usually diagnosed after age 40 but may occur at 
any age. Sjogren’s syndrome affects all races and ethnic back-
grounds.

21.3.2.2. Multi System Involvement with Emphasis 
on Neurologic Symptoms

Multi-system involvement may include the skin, lung, heart, 
kidneys hematological and lymphoproliferative disorders as 
well as the nervous system, both peripheral and the CNS. 
The nature of the neuropathies associated with Sjogren’s syn-
drome varies. In an assessment of 92 patients with primary 
Sjogren’s associated neuropathy, the majority of patients 
(93%) were diagnosed with Sjogren’s syndrome after the neu-
ropathic symptoms appeared (Mori et al., 2005). The study 
of 76 women and 16 men classified their neuropathies into 
seven forms: sensory ataxic neuropathy (n = 36), painful sen-
sory neuropathy without sensory ataxia (n = 18), multiple 
mononeuropathy (n = 11), multiple cranial neuropathy (n = 
5), trigeminal neuropathy (n = 15), and autonomic neuropa-
thy (n = 3). Clinicopathological observations suggest sensory 
ataxic, painful and perhaps trigeminal neuropathy are related 
to ganglioneuropathic processes. Multiple mononeuropathy 
and multiple cranial neuropathy is more closely associated 
with vasculitis. Acute or subacute onset of the neuropathy was 
seen more frequently in multiple mononeuropathy and mul-
tiple cranial neuropathy. Chronic progression predominated 
in the other forms of neuropathy. Sensory symptoms pre-
dominate over motor involvement in sensory ataxia, painful 
sensory, trigeminal and autonomic neuropathy. Motor weak-
ness and muscle atrophy are observed in multiple mononeu-
ropathy, multiple cranial neuropathy and radiculoneuropathy. 
Autonomic symptoms are often seen in all forms of neurop-
athy. Sural nerve biopsy specimens (n = 55) reveal variable 
axonal loss. Large fiber loss predominates in sensory ataxic 
neuropathy while small fiber loss occurs in painful sensory 
neuropathy. Perivascular cell invasion is seen most frequently 
in multiple mononeuropathy followed by sensory ataxic neu-
ropathy. Multifocal T cell invasion is seen in the dorsal root 
and sympathetic ganglion, perineural space and vessel walls 
in the nerve trunks.



288 M. Patricia Leuschen

21.3.2.3 Hypotheses for Etiology and Treatment

Both environment and genetics are hypothesized to play a role 
in the etiology of Sjogren’s syndrome. A single gene has not 
been identified. There is evidence that one gene may predispose 
Caucasian’s to the disease since the frequency of the haplotype 
HLA-DRB1*0301-DRB3*0101-DQA1*0501-DQB1*0201 
is significantly increased (p < 0.001. Other genes with an 
increased frequency linked to primary Sjogren’s disease in those 
of Japanese descent include haplotype HLA-DRB1*0405-
DRB4*0101-DQA1*0301-DQB1*040 (p < 0.05), in those 
of Chinese descent the haplotype DRB1*0803-DQA1*0103-
DQB1*0601 (p < 0.05) (Kang et al., 1993). No single class II 
allele is associated with primary Sjogren’s syndrome in the dif-
ferent ethnic groups but a shared amino acid motif in the DQB1 
first domain is present in each disease associated haplotype 
(Kang et al., 1993).

Immunological studies on salivary and lacrimal glands 
yield conflicting results on the Th1/Th2 balance in Primary 
Sjogrens’s syndrome. A recent study in Finnish Caucasians 
and healthy controls shows no significant difference in the 
genes encoding for cytokines involves in the regulation of the 
Th1/Th2 differentiation (Pertovaara and Hurme, 2006). Their 
findings support the hypothesis that primary Sjogren’s syn-
drome is primarily a Th1 mediated autoimmune disease.

Sjogren’s is also hypothesized to be triggered by a virus, 
which initiates the inflammatory response in lacrimal and 
salivary glands. The genetic factors play a role in modulating 
the immune response to the inflammation. In a normally 
mounted immune response to inflammation, apoptosis of the 
activated immune cells reverses the process once the virally 
infected cells are neutralized. In Sjogren’s syndrome the 
normal apoptotic process does not occur due to a combination 
of genetic and neuroendocrine factors.

The usual therapy includes topical agents that improve 
moisture and decrease inflammation. Systemic therapy includes 
steroids and non-steroidal anti-inflammatory agents; disease 
modifying agents and cytotoxic agents to address the extra-
glandular aspects of the disorder.

21.3.3. Systemic Lupus Erythematosus

21.3.3.1. Epidemiology

Systemic lupus erythematosus (SLE) is a chronic autoim-
mune, inflammatory disease of connective tissue that is clas-
sified as a rheumatoid disease. Tissue damage can occur in 
any body system and can range from mild to a rapidly fatal 
disease. As with many autoimmune disorders, SLE usually 
has periods of exacerbation and remission. Symptoms include 
painful joints, low grade fever, fatigue, mouth ulcers, weight 
loss, enlarged lymph nodes and spleen, sensitivity to sunlight, 
rapid loss of scalp hair and anorexia. A distinguishing feature 
is the eruption across the bridge of the nose and cheeks often 
termed a “butterfly” rash. This and other skin ulcerations were 
originally thought to resemble the bite of a wolf thus the term 

“lupus” became applied to the disorder. The most serious 
complications of SLE involve inflammation of kidneys, liver, 
spleen, lungs, heart, gastrointestinal tact and brain.

The prevalence of SLE is 1 in 2,000 persons with females 
more likely to be affected by a ratio of 8 or 9 to 1. SLE 
also occurs more frequently in nonwhite women during their 
child bearing years. Childhood onset of SLE is relatively 
rare and includes a diverse array of presenting features suf-
ficient to meet American College of Rheumatology (ACR) 
criteria for SLE. In a review of childhood onset SLE patients 
in South Africa, the male to female ratio is 1:2.6 overall with 
a ratio of 1:1.2 if diagnosed under 10 years of age (Faller 
et al., 2005).

21.3.3.2. Multi System Involvement with Emphasis 
on Neurologic Symptoms

SLE and its most serious complications can involve inflam-
mation of the central nervous system as well as kidneys, liver, 
spleen, lungs, heart, and gastrointestinal tact. Neuropsychi-
atric SLE became a case definition to describe patients with 
cerebral involvement in SLE in 1999 (Ad hoc Am College 
Rheum, 1999). Those CNS syndromes convincingly attrib-
utable to SLE in a comprehensive literature review include 
stroke, transient ischemic attacks, epileptic seizures, psy-
chosis, cognitive disorder and dementia, and delirium (Jen-
nekens and Kater, 2002). The frequency of an association of 
specific neurologic symptoms with SLE vary. Kwon (Kwon 
et al., 1999) report stroke accounts for approximately 20% of 
neurologic events in SLS and is often secondary to hyperco-
agulable state or cardiogenic embolism. In a study of gender 
associated neuropsychiatric symptoms, the most frequent neu-
rologic symptoms in women with SLE are psychiatric symp-
toms and headaches while men with SLE have more seizures 
and peripheral neuropathy (Yacoub Wasef, 2004). However, 
a meta-analysis for headache associated with SLE reviewing 
the incidence of headache of all types, including migraine, 
in patients with SLE finds the incidence does not differ from 
control individuals (Mitsikostas et al., 2004).

21.3.3.3. Hypotheses for Etiology and Treatment

Neuropsychiatric SLE symptoms are hypothesized to relate to 
vascular lesions whereas systemic symptoms may be related 
to autoantibody-mediated or cytokine mediated impairment 
of the neuronal function (Katzav et al., 2003). Studies show 
patients with SLE with neuropsychiatric symptoms have sig-
nificantly higher antiphospholipid antibody (aPL), particularly 
anti-cardiolipin antibodies than SLE patients with no neuropsy-
chiatric involvement (Afeltra et al., 2003; Sanna et al., 2003b). 
The primary target for aPL is beta

2
 glycoprotein which may 

be responsible for small vessel thrombosis, vasculopathy or 
antibody mediated damage (Katzav et al., 2003; DeGroot and 
Derksen, 2004). Antibodies to microtubules-associated protein 2 
are also 17% higher with neuropsychiatric SLE compared to 
4% in controls (Williams et al., 2004).
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Severe neurological involvement in SLE particularly dur-
ing acute onset is a particularly devastating diagnosis. Man-
agement of CNS SLE is reviewed by Sanna et al., 2003a. 
Cyclophosphamide is the treatment of choice for severe acute 
non-thrombotic CNS disease. Treatment with steroids versus 
immunosuppressant therapy with cyclophosphamide is evalu-
ated in a controlled clinical trial of 32 SLE patients with onset 
of severe neuropsychiatric involvement for < 15 days. Induc-
tion treatment involved IV methylprednisolone (3 g) followed 
by either IV monthly cyclophosphamide or IV MP every 3 m 
for 1 year. Overall response rate was 75% for either treatment 
but those on cyclophosphamide had a significantly better 
response to treatment (p < 0.03) (Barile-Fabris et al., 2005).

Plasmapheresis is effective in patients with severe neuropsychi-
atric SLE refractory to conventional treatment. Intrathecal meth-
otrexate and dexamethasone is also beneficial to those patients 
(Dong et al., 2001; Baca et al., 1999). Positive results of a phase 
I/II trial of autologous hematopoietic stem cell transplantation 
(AHSCT) at Northwestern University in Chicago, UL has led to 
a phase III ASCT trial. As with other similar trials involving auto-
immune disease, the ASCT trial is designed to include standard 
of care IV pulse cyclophosphamide (Burt et al., 2003b).

21.3.4. Alkylosing Spondylitis, Reiter’s Disease, 
Psoriasis, Crohn’s Syndrome, and Multiple Sclerosis

This broad group of disorders with autoimmune components 
and the potential for nervous system involvement were chosen 
as much for their differences than for their similarities to other 
autoimmune disorders. In alkylosing spondylitis and Reiter’s 
disease the primary end organ target is the vertebral joints but 
the multi system involvement varies. Both however, affect 
men more often than women; a characteristic very different 
than many other autoimmune disease. Psoriasis while usually 
thought of as a skin disorder is included because the common 
arthritic involvement is a classic example of multi system 
involvement in an autoimmune disorder. Crohn’s syndrome 
where the primary target is the gastrointestinal tract affects 
men and women in equal numbers but has its own pattern of 
multi system involvement. Finally MS has long been known 
to have an autoimmune component and a primary target of 
demyelination in the nervous system but is noteworthy here 
because of increased evidence of multi system involvement.

21.3.4.1. Alkylosing Spondylitis

21.3.4.1.1. Epidemiology

Alkylosing spondylitis is an inflammatory autoimmune reac-
tive arthritis with a primary end organ target of the interverte-
bral joints and the sacroiliac joint at the hip. The characteristic 
features are a bowed spine and inflamed joints. Compared with 
8% of Caucasians as a whole, 95% of people with alkylosing 
spondylitis have the HLA B27 allele. Unlike many autoim-
mune diseases, alkylosing spondylitis is more common in men 
and has an early onset between 20 and 40 m years of age.

21.3.4.1.2. Multi System Involvement with Emphasis 
on Neurologic Symptoms

Alkylosing spondylitis means “stiff vertebra” and is a reactive 
arthritis that may be triggered by infection. Alkylosing spondylitis 
can cause complications that involve some aspect of the nervous 
system. Almost 40% of people with some type of spondylitis will 
experience inflammation of the eye (iritis or anterior uveitis) that 
include symptoms of sensitivity to light and skewed vision along 
with typical inflammatory symptoms of redness and pain. Rarely 
those with advanced alylosing spondylitis will develop cauda equine 
syndrome, a scarring of the nerve bundles of the cauda equine at 
the base of the spine. Depending on the nerves involved, urinary 
dysfunction, pain and weakness in the lower extremities as well 
as bowel and sexual dysfunction may result.

21.3.4.1.3. Hypotheses for Etiology and Treatment

B27, the HLA allele proposed to be involved in alkylosing 
spondylitis, shares an epitope with an enzyme from Klebsiella 
pneumoniae, a common intestinal Gram negative bacterium. 
Molecular mimicry is thought to result in cross-reactive anti-
body formation, joint inflammation and spinal damage. Along 
with many of the immunotherapies described for other simi-
lar arthritic autoimmune disorders, alkylosing spondylitis is 
treated with anti-inflammatory medications and a low carbo-
hydrate diet to reduce intestinal K. pneumoniae levels.

21.3.4.2. Reiter’s Syndrome (Reactive Arthritis)

21.3.4.2.1. Epidemiology

Reiter’s Syndrome is an inflammatory arthritis that produces 
pain, swelling, redness and heat in the joints. It is one of a family 
of arthritic disorders, called spondylarthropathies, affecting the 
vertebral joints The symptoms of Reiter’s disease include fever, 
weight loss, skin rash, inflammation, ulcerations, and pain. 
Unlike many autoimmune disorders, Reiter’s syndrome usually 
affects young white men between the ages of 20 and 40.

21.3.4.2.2. Multi System Involvement with Emphasis 
on Neurologic Symptoms

Reiter’s syndrome may affect the skin, eyes, bladder, genitalia 
and mucous membranes throughout the body so that it can 
initially share characteristics similar to many other autoim-
mune diseases.

21.3.4.2.3. Hypotheses for Etiology and Treatment

The exact cause is unknown, but there appears to be a genetic 
link. About 75% of those with the tendency to develop Reiter’s 
syndrome have the same gene marker, HLA-B27, described 
in the previous description of alkylosing spondylitis. There is 
also an environmental or infectious component. Reiter’s dis-
ease can develop in at risk individuals following an infection 
in the intestines, genital or urinary tract. Bacteria implicated 
as potential causes of Reiter’s syndrome include Chlamydia, 
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a sexually transmitted bacterium and a wide group of bacteria 
associated with GI infections including Salmonella, Shigella, 
Yersinia or Campylobacter. Reiter’s syndrome usually devel-
ops within 2–4 weeks after a bacterial infection in susceptible 
individuals. While Reiter’s syndrome typically has a limited 
course with symptoms lasting 3 to 12 months, it may recur. 
For approximately 15–20% of those affected, Reiter’s devel-
ops into a chronic and often sever arthritis or spondylitis.

Te use of NSAIDS and other anti-inflammatory therapies 
are similar to those used in other autoimmune arthritic disor-
ders. Corticosteroid injections for severe pain and inflamma-
tion at specific joints are standard therapy. For severe forms 
of the disease immunomodulating anti-rheumatic drugs such 
as methotrexate and sulfasalazine are effective. As with other 
similar disorders, the biologic TNF α inhibitors are currently 
prescribed for severe Reiter’s syndrome.

21.3.4.3. Psoriasis

21.3.4.3.1. Epidemiology

Psoriasis is a chronic autoimmune disease with the skin as 
a primary target and with both genetic and T cell mediated 
characteristics. Normally, keratinocyte stem cells divide in 
the deepest layer of the skin’s epidermis, the stratum basale, 
to form immature keratinocytes. These keratinocytes slowly 
mature and migrate toward the skin surface accumulating 
more keratin as they go and eventually undergoing apoptotic 
cell death before being shed to make room for underlying 
cells. Epidermal growth factor (EGF) plays a major role in 
regulating the growth process. The cycle, from cell division to 
apoptosis and shedding usually takes about 30 days. In pso-
riasis, the keratinocytes move more quickly from the stratum 
basale to the stratum corneum of the epidermis where they are 
shed in as little as 7–10 days. Abnormal keratin is associated 
with these immature keratinocytes that form flaky, scales or 
red lesions at the skin surface. That can be inflamed and itch, 
bleed, crack and be painful.

About 2.1% of the U.S. population has psoriasis or more 
than 4.5 million adults in the U.S. Diagnosis usually is 
between ages 15 and 35.

21.3.4.3.2. Multi System Involvement with Emphasis 
on Neurologic Involvement

Psoriasis generally appears at the joints, limbs and scalp but 
may appear anywhere on the body. At least 10% those with pso-
riasis develop psoriatic arthritis, a degenerative disease of the 
joints and connective tissue. Approximately 1 million people in 
the U.S. have psoriatic arthritis. Psoriatic arthritis usually devel-
ops between the ages of 30 and 50 but can develop without the 
lesions characteristic of psoriasis (Natl Psoriasis Foundation, 
2005, Specific forms of psoriasis, psoriasis.org). Of those with 
psoriatic arthritis, about 20% will develop spinal involvement. 
The inflammation associated with spinal involvement can lead 
to vertebral fusion as in alkylosing spondylitis.

21.3.4.3.3. Hypotheses for Etiology and Treatment

Those patients who develop psoriatic arthritis with spinal 
involvement are most likely to test positive for the HLA-B27 
genetic marker also implicated in alkylosing spondylitis and 
Reiter’s syndrome.

The type of lesion and whether the patient also has psoriatic 
arthritis are important issues in determining therapy. Steroid topi-
cal creams, cyclosporine and methotraxate are useful in treatment 
of psoriasis. Oral tazarotene, a non-biologic retinoid is pending 
FDA approval for moderate to severe psoriasis. As with most 
autoimmune disorders, different patients respond differently and 
newer more targeted therapies are important goals.

Biologically engineered drugs that target proteins associated 
with the inflammatory response have recently become important 
in treatment of both psoriasis and psoriatic arthritis. In 2003, 
Biogen’s alefacept (Amevive), a T cell targeted therapy, became 
the first biologic drug approved for treatment of psoriasis. 
It was followed by Genetech’s efalizumab (Raptiva). Tumor 
necrosis factor (TNF) α antagonists are taking the forefront 
with several receiving FDA approval in the last few years. 
The FDA approved the TNFα inhibitor, etanercept (Embrel) 
for treatment of chronic, moderate to severe plaque psoria-
sis in May, 2004 (FDA, 2004) and it shows both clinically 
significant and patient reported positive outcomes (Krueger 
et al., 2005). Etanercept was previously approved for psoriatic 
arthritis (Nestorov et al., 2004). Subcutaneously administered 
etanercept in patients with psoriasis at either 50 mg once 
weekly or 25 mg twice weekly indicate similar efficacy and 
safety profiles (Feldman et al., 2005). Centocor’s infliximab 
(Remicade) and Abbot Laboratories’ adalimumab (Humira) 
are also TNFα inhibitors under investigation for psoriasis and 
psoriatic arthritis (Weinberg et al., 2005). A major concern 
of the TNFα antagonist therapies is a possible link to demy-
elinating disease. Because autoimmune disease often does not 
occur as a single entity, it is imperative to screen and follow 
those on the therapy for symptoms of demyelinating disease 
(Sukal et al., 2006).

21.3.4.4. Crohn’s Disease

21.3.4.4.1. Epidemiology

An estimated 500,000 Americans have Crohn’s disease, an 
inflammatory bowel syndrome (IBS) that causes chronic inflam-
mation of the intestinal tract. Unlike many autoimmune dis-
eases, Crohn’s disease affects men and women equally. About 
20% of people with Crohn’s disease have a blood relative with 
some form of IBS. Crohn’s disease and ulcerative colitis are 
similar and are often mistaken for one another. Both involve 
inflammation of the lining of the digestive tract, and both can 
cause severe bouts of watery or bloody diarrhea and abdomi-
nal pain. However, Crohn’s disease can occur anywhere in the 
digestive tract, often spreading deep into the layers of affected 
tissues. Ulcerative colitis, on the other hand, usually affects 
only the lining of the large intestine (colon) and rectum.
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21.3.4.4.2. Multi System Involvement with Emphasis 
on Neurologic Involvement

CNS and peripheral nervous alterations in patients with 
Crohns’ disease is reported to be as high as 33.2% (Santos et 
al., 2001) with almost 20% having a direct causal relationship 
with the Crohn’s disease. Other neurologic features associated 
with Crohn’s disease include peripheral neuropathy (axonal, 
demyelinating and autonomic), myopathies, pseudotumors 
cerebri, papilliedema, psychiatric disorders (anxiety, phobia 
and depression) and an association with syndromes such as 
MS, Cogan’s syndrome, Melkersson Rosenthal syndrome, 
connective tissue disorders and vasculitis. In a retrospective 
study of peripheral neuropathy associated with inflammatory 
bowel disease, demyelinating neuropathy is associated with 
almost 30% of the cases (Gondim et al., 2005).

21.3.4.4.3. Hypotheses for Etiology and Treatment

Mutations in the NOD2/caspase recruitment domain 15 
(CARD15) and in the Toll-like receptor 4 (TLR4) gene are 
associated with an increased susceptibility for Crohn’s dis-
ease (Leshinsky-Silver et al., 2005).

The neurologic involvement in Crohn’s disease can be 
attributed to several mechanisms including autoimmunity. 
For the predominant arterial cerebrovascular involvement, the 
state of hypercoagulation secondary to thrombocytosis and 
increase in factor V, VIII and fibrinogen are probable mecha-
nisms. However, since anti-phospholipid antibodies and lupus 
anticoagulant are confirmed in many cases, autoimmune 
mechanisms are also involved (Santos et al., 2001).

There’s no known medical cure for Crohn’s disease. How-
ever, strong evidence based efficacy of pharmacological and 
biological therapies has greatly reduced the signs and symp-
toms of Crohn’s disease and even bring about a long-term 
remission. Sulfasalazine, sulfa-pyridine linked to 5-aminosal-
icylic acid (5-ASA) via an azo bond, is a mainstay of therapy 
but is associated with fever, rash, hematolytic anemia, hep-
atitis, pancreatitis, paradoxical worsening of the colitis and 
reversible sperm abnormalities (Stein and Hanauer, 2000). 
Newer 5-ASA agents deliver the active agent, sulfasalazine 
while minimizing the adverse effects. Olsalazine may cause 
secretory diarrhea and uncommonly hypersensitivity reac-
tions including a similar worsening of the colitis as well as 
pancreatitis, pericarditis and nephritis.

Corticosteroids are commonly prescribed for moderate 
to severe Crohn’s disease with short term efficacy probably 
related to their effect on inflammation. Anti-bacterials are 
commonly used as primary therapy in Crohn’s disease. Com-
mon adverse effects of metronidazole are nausea and a metal-
lic taste, however peripheral neuropathy may result from long 
term use. Ciprofloxacin and similar antibacterials can be ben-
eficial in those patients intolerant to metronidazole.

Crohn’s disease patients treated with systemic steroids or 
azathioprine show significant improvement in patient quality 
of life scores (Bernklev et al., 2005). However, azathioprine 

and mercaptopurine are associated with pancreatitis in 3–15% 
of Crohn’s patients. The pancreatitis resolves upon drug cessa-
tion. Their effect on bone marrow suppression is dose related. 
(Stein and Hanauer, 2000).

Biologic agents targeting specific sites in the immunoinflam-
matory cascade are being used to treat Crohn’s disease. TNF α 
antibody therapies such as infliximab, are a standard therapy for 
severe Crohn’s disease, Thalidomide whose effect is partially 
mediated by down regulation of TNF α has efficacy in previ-
ously refractory Crohn’s patients (Ginsberg et al., 2001).

Autologous hematopoietic stem cell transplantation (AHSCT) 
has undergone phase I/II trials for severe Crohn’s disease (Craig 
et al., 2003). While clinical remission occurred as a result of 
AHSCT, some evidence of minor laboratory abnormalities and 
slight inflammation of the colon on colonoscopy were reported 
at the 1 year post transplant follow up.

21.3.4.5. Multiple Sclerosis (MS)

21.3.4.5.1. Epidemiology of MS

MS is a chronic neurologic disease associated with demyelin-
ation and death of neuronal axons. Multiple plaques or scares 
form within the CNS resulting in a wide range of neurological 
deficits. Because of the role of demyelination in the disease, it 
is frequently classified with autoimmune disorders. Informa-
tion on the neuroimmunologic aspects of the various types of 
MS are covered in a previous chapter.

The prevalence of MS varies considerably around the world 
with an increased prevalence historically associated with dis-
tance from the equator. Kurtzke classified regions of the world 
according to prevalence: a low prevalence was considered less 
than 5 cases per 100,000 persons, an intermediate prevalence 
was 5 to 30 per 100,000 persons, and a high prevalence was 
more that 30 per 100,000 persons (Kurtzke, 1991). The preva-
lence is highest in northern Europe, southern Australia, and the 
middle part of North America (Wynn et al., 1990; Cottrell et al., 
1999; Rosati et al., 1996; Svenningsson et al., 1990; Cook et al., 
1985; Midgard et al., 1991). Both genetic and environmental 
factors are associated with MS. Evidence that genetic factors 
have a substantial effect on susceptibility to MS is unequivo-
cal. A concordance rate of 31% among monozygotic twins is 
approximately six times the rate among dizygotic twins (5%) 
(Sadovnick et al., 1993). The magnitude of the relative risk of 
MS is associated with the frequency of the HLA-DR2 allele 
in the general population (Jersild et al., 1973). Populations 
with a high frequency of the allele have the highest risk of MS. 
Studies of candidate genes have targeted individual genes with 
microsatellite markers with the use of association and linkage 
strategies (Sawcer et al., 1996; Haines et al., 1996; Ebers et al., 
1996; Kuokkanen et al., 1997). Rivera (2004) reports that MS 
is a polygenic disease associated with Class I and Class II HLA 
antigens. The genes considered most likely associated with 
MS are found in groups with A3, B7, DR2, and DQW1 hap-
lotypes. These particular haplotypes are prominent in Northern 
and Central European populations (Caucasians) and rare in East 



292 M. Patricia Leuschen

Asians, Black Africans, and aboriginal Australians. However, 
while these particular ethnic groups have an increased incidence 
of MS, identical twin studies show only a 30% correlation in 
disease occurrence in individuals sharing the same DNA and 
environmental factors. Epidemiological genetic studies show a 
relational rather than a causative effect (Barcellos et al., 2002). 
While regions of interest have been identified, none have been 
linked to MS with certainty.

21.3.4.5.2. Multi System Involvement with Emphasis 
on Neurologic Syndromes

The characteristics of MS are covered in previous chapters. 
In general, MS is a disease of the CNS with other systems 
involved when neuronal connections are disrupted. As a result, 
symptoms vary widely. Outcome measures and progression are 
reviewed in conjunction with chapter 3.1.2 on the therapeutic 
measures available for treatment of MS.

21.3.4.5.3. Hypotheses for Etiology of MS

Demyelination is a pathological hallmark of MS. Multiple 
sclerosis lesions stand out as areas of brain white matter com-
pletely or partially devoid of myelin. Examined posthumously 
or by MRI, lesions were originally classified as inactive (little 
or no evidence of myelin breakdown), subacute (numerous 
lipid macrophages present at the edges of demyelinated tis-
sue) or acute (numerous lipid macrophages and macrophages 
containing undigested myelin debris present throughout the 
demyelinated tissue) (Prineas et al., 1984). Subacute lesions 
are the most commonly observed. As early as 1958, degen-
erating myelin was described as irregular swelling of sheaths 
followed by fragmentation into particles and balls of myelin, 
later phagocytosed by scavenging microglia (Greenfield, 
1958). Lesions have a predilection for the optic nerves, peri-
ventricular white matter, brain stem, cerebellum and spinal 
cord white matter and they often surround one or several 
medium-sized vessels (Lassmann, 1998). Patients with pri-
mary progressive MS often have lesions in the spinal cord, 
which usually manifest clinically as progressive paraparesis 
(Bruck et al., 2002). Currently, different patterns of demyelin-
ation can be distinguished, including demyelination with rela-
tive preservation of oligodendrocytes, myelin destruction with 
concomitant and complete destruction of oligodendrocytes or 
primary destruction or disturbance of myelination cells with 
secondary demyelination (Lucchinetti et al., 1996).

Inflammatory cells associated with MS lesions are typically 
perivascular in location, but they may diffusely infiltrate the 
parenchyma of the CNS. The composition of the inflammatory 
infiltrate varies depending on the stage of demyelinating activity. 
In general, it is composed of CD4 and CD8 lymphocytes and mac-
rophages; the latter predominate in active lesions. Experimental 
in vitro and in vivo models of inflammatory demyelination sug-
gest that diverse disease processes, including autoimmunity and 
viral infection, may induce MS-like inflammatory demyelinated 
plaques (Hohlfeld et al., 1995; Olsson, 1995). Activated CD4 T 

cells specific for one or more self antigens are believed to adhere 
to the luminal surface of endothelial cells in CNS venules and 
migrate into the CNS at the time of disruption of the blood brain 
barrier. This process is followed by an amplification of the immune 
response after the recognition of target antigens on antigen pre-
senting cells. Antibody mediated processes may have an impor-
tant role in the pathogenesis of MS. Activated macrophages and 
microglial cells may mediate degradation of myelin and damage 
oligodendrocytes by production of proinflammatory cytokines. 
Other factors potentially toxic to oligodendroglial cells include 
soluble T cell products (such as perforin), the interaction of Fas 
antigen with Fas ligand, cytotoxicity mediated by the interaction 
of CD8 T cells with class I major histocompatibility complex 
antigens on antigen presenting cells, and persistent viral infection 
(Lucchinetti et al., 1998). Theories on a role for viral infections 
continue to postulate enhanced sensitization to myelin or CNS 
autoantigens in childhood and subsequent infection that activates 
these sub-threshold T cells during adulthood to initiate myelin 
injury (Raine, 1984; Haegert, 2003). One example is the two hit 
infectious hypothesis proposed by Haegert (2003) that proposes 
that a common virus infects the thymus during childhood and is 
followed by heterogeneous pathogens that fully activate those 
T cells during adulthood.

Axonal injury may occur not only in the late phases of MS but 
also after early episodes of inflammatory demyelination 
(Lucchinetti et al., 1999; Trapp et al., 1998; Bitsch et al., 2000; 
De Stefano et al., 2001). Gray matter lesions and axonal injury in 
normal appearing white matter are reported in MS implying that 
axonal injury could trigger demyelination (Tsunoda and Fujinami, 
2002). The pathogenesis of this early axonal injury is still unclear.

Both inflammatory and neurodegenerative components may 
contribute to the clinical profile of MS. Inflammation appears 
to be caused by overactive pro-inflammatory T helper 1 cells, 
initiating the inflammatory cascade. Current IFNβ and glat-
iramer acetate are most effective in this inflammatory phase 
of MS. Recent evidence also shows that inflammation may 
not only be destructive but may also play a part in tissue repair 
(Grigoriadis et al., 2006).

21.4. Emerging Concepts

Autoimmune disorders are increasing in the general popula-
tion. With their increase comes an increase in neurologically 
involvement. While the plethora of new therapies approved in 
the last 15 years have made many autoimmune diseases treat-
able, more progress is needed to halt long term progression.

Potential therapeutic benefits of antioxidants to reduce 
intracellular oxidative stress have not yet been evaluated in 
vasculitic neuropathy associated with autoimmune disease. 
Such anti-oxidants as vitamin E, α-lipoic acid or benfotiamine 
may be effective in interrupting the pro-inflammatory tran-
scription factors and subsequent NF-[kappa]B regulated cyto-
kines that initiate and maintain inflammation associated with 
vasculitic neuropathy (Haselbeck et al., 2004).
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Summary

The general characteristics of autoimmune disease with the 
implications for neurologic involvement are reviewed. Areas of 
concentration include the role of inflammation and vasculitis 
as hallmarks of autoimmune disease in general and the role of 
a breach of the blood brain barrier with lymphocyte trafficking 
as specific to involvement of the nervous system. The epide-
miology, system involvement including aspects of the nervous 
system, and current hypotheses for etiology and treatment are 
discussed for the following autoimmune conditions: Sjogren’s 
Syndrome, Systemic Lupus Erythematosis, Alkylosing 
Spondylitis, Reiter’s Disease, Psoriasis, Crohn’s Disease and 
Multiple Sclerosis.

Review Questions/Problems

1.  This molecule is hypothesized to be involved in degrada-
tion of the endothelial extra cellular matrix in vasculitic 
neuropathy.

a. Integrin
b. Matrix metalloproteinase
c. TNFα
d. NF-kappa B

2. This autoimmune disease affects men more frequently 
than women.

a. Multiple sclerosis
b. Crohn’s Disease
c. Reiter’s Disease
d. Lupus erythematosus

3. An autoimmune disease linked directly to an infectious 
etiology.

a. Psoriasis
b. Rheumatoid arthritis
c. Alkylosing spondylitis
d. Systemic Lupus erythematosus

4. Which of the following is NOT a structural/functional 
characteristic of the cerebrovascular endothelium?

a. Extensive tight junctions
b. Polarization apical-basal orientation of endothelial cells
c. Association with astrocytic end plates
d. Lower trans-endothelial electrical resistance

5. Inflammation of the synovial joints in rheumatoid 
arthritis includes this change in the synovial fluid.

a. Influx of macrophages and activated T cells
b. Loss of hyaluronic acid
c. Thinning of the synovial membrane
d. Presence of the bacterium Klebsiella

6. HLA B27 allele has been identified in those at greater 
risk for all except this autoimmune disease.

a. Alkylosing spondylitis
b. Psoriatic arthritis
c. Reiter’s disease
d. Crohn’s disease

 7. The primary type of nervous system involvement in 
Sjogren’s syndrome is

a. Spinal cord column involvement
b. Sensory ataxic neuropathy
c.  Cervical cord involvement at the atlanto-axis junction
d. Autonomic neuropathy

 8. In systemic lupus erythematosus, this is a common 
neurologic involvement due to the chronic hyper-coag-
ulable state.

a. Autonomic neuropathy
b. Dementia
c. Headache
d. Stroke

 9. Reiter’s disease commonly is diagnosed within this age 
range.

a. <20
b. 20–40
c. 40–60
d. >60

10. Neurologic involvement in Crohn’s disease

a. Is relatively rare (<5%)
b. Usually occurs in 20%–30% of Crohn’s patients
c. Occurs in over 90% of Crohn’s cases
d. Is virtually always a peripheral neuropathy

11. Compare the gender distribution of those diagnosed 
with Multiple Sclerosis, Crohn’s disease and Alkylos-
ing Spondylitis

12. Autologous hematopoietic stem cell transplantation 
has undergone phase I/II trials for several autoim-
mune disorders. Aside from its invasive nature discuss 
the pros and cons for its use.

13. Discuss the general mechanism of action for biologicals 
such as infliximab and etanercept.

14. Discuss the different hypothesized etiologies for neu-
ropsychiatric SLE versus systemic SLE neuropathies.

15. Discuss the postulated role of molecular mimicry in 
Alkylosing Spondylitis.

16. What is the typical short and long-term course of 
Reiter’s disease?

17. Thalidomide is receiving new interest for use in some 
autoimmune conditions. What is the history and concern 
for its use?

18. What is the anatomic basis for psoriasis in the skin?
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19. Discuss how inflammation is both a positive and 
negative factor in autoimmune disorders.

20. Discuss the causes of vasculitis as it relate to vasculitic 
neuropathy.
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22.1. Introduction

HIV-1 infection of central nervous system results in signifi-
cant cognitive abnormalities. While underlying mechanisms 
of such impairment are still not completely understood, 
chronic neurotoxin production (pro-inflammatory factors and 
viral proteins) by virus-infected macrophages are considered 
to be the cause. A better understanding of HIV-1 neurobiology 
as it is driven by virus replication and anti-viral immunity will 
continue to drive the development of new therapeutic strate-
gies to combat cognitive decline.

22.2. Clinical Manifestations, 
Epidemiology, and NeuroAIDS Disease 
Evolution in the Antiretroviral Era

22.2.1. Clinical Presentation and Epidemiology

The clinical and neuropsychological disease complex 
called HIV-1 associated dementia (HAD) affects the frontal-
subcortical brain regions. Cognitive, motor and behav-
ioral impairments are characterized by deterioration of 
fine motor coordination and speed, attention, processing 
speed, executive function, learning efficiency and working 
memory (Grant et al., 1995; Heaton et al., 1995). Three 
forms of disease are manifest, including (1) frank HAD, 
characterized by severe dysfunction that affects everyday 
cognitive function; (2) mild neuro-cognitive disorder with 
impairment in two or more cognitive functions with modest 
interference with everyday function (equivalent to minor 
cognitive motor disorder, MCMD); and (3) asymptomatic 
neuro-cognitive impairment, without apparent effect on 
everyday function.

One quarter of adults and 50% of children developed signifi-
cant neuro-cognitive complications as a consequence of infec-
tion at a period of profound immunosuppression or the aquired 
immunodeficiency syndrome (AIDS) before the introduction 
of anti-retroviral therapy (Navia et al., 1986). While subclini-
cal metabolic and structural abnormalities are detectable in 
neurologically asymptomatic subjects, overt HAD develops 
as a late complication of progressive viral infection (Koralnik 
et al., 1990). Proton magnetic resonance spectroscopy (MRS) 
shows significant metabolic abnormalities in the frontal white 
matter, basal ganglia, and parietal cortex of HIV-1 patients 
with HAD compared to neurologically asymptomatic or sero-
negative controls (Chang et al., 2004). Such MRS changes 
are not only for HAD. Indeed, HIV-1-infected individuals 
with normal cognitive function show higher glial marker 
myoinositol-to-creatine ratio (MI/Cr) in the white mat-
ter than seronegative control subjects. Nonetheless, HAD 
patients show further increased MI/Cr in the white matter 
and basal ganglia together with a reduction in the neuronal 
marker N-acetyl aspartate (NAA)/Cr in the frontal white 
matter. Glial activation likely occurs during all stages of 
HIV-1 infection, whereas further inflammatory activity in 
the basal ganglia and neuronal injury in the white matter is 
associated with the development of cognitive impairment. 
Host genetic factors likely play a role (e.g., polymorphisms 
in the promoters of tumor necrosis factor, TNF-α or mono-
cyte chemo-attractive protein, MCP-1) in disease onset 
and progression but their contribution to HIV-associated 
cerebral injury require further study (Gonzalez et al., 2002; 
Letendre et al., 2004).

22.2.2. Disease Evolution in the Era of Anti-
Retroviral Therapy

Introduction of anti-retroviral therapy considerably changed 
the clinical evolution of HIV-1 infection (Palella et al., 1998). 
Anti-retroviral therapy has diminished the incidence and 
prevalence of major opportunistic infections and resulted in 

T. Ikezu and H.E. Gendelman (eds.), Neuroimmune Pharmacology. 297
© Springer 2008



298 Yuri Persidsky

improvement in survival rates. 10–15% of patients are now 
over 50 years of age and with continued advances in treat-
ment, many will reach normal life expectancy (Navia and 
Rostasy, 2005). As survival rates improved other co-morbid 
factors emerged in disease evolution including the effects of 
aging, chronic infection and neurotoxic effects of anti-retro-
viral medicines themselves. Indeed, nucleoside reverse tran-
scriptase inhibitors (NRTIs) suppress HIV-1 replication, but 
are also associated with mitochondrial toxicity (Schweinsburg 
et al., 2005). Reduction in neuronal metabolism was found 
in individuals taking NRTIs, didanosine and/or stavudine as 
a result of depleted brain mitochondria and/or alterations in 
cellular respiration (Schweinsburg et al., 2005).

Anti-retroviral therapy has resulted in decrease in HIV-1 RNA 
load and in neuroimmune activation, particularly in the cerebro-
spinal fluid (CSF) (e.g., β2 microglobulin, quinolinate), as well 
as a decline in the severity and incidence of dementia. Anti-retro-
viral-treated patients show enhanced attention, executive perfor-
mance and psychomotor speed when compared those who have 
not received treatments (Sacktor et al., 2002). Onset of mild cog-
nitive-motor impairment is postponed by anti-retroviral therapy; 
however, the incidence of mild HAD may increase over time and 
cognitive impairment can occur at higher CD4 counts (Sacktor 
et al., 2002). Development of neurovirulent and anti-retroviral-
resistant HIV-1 strains was suggested due to the re-emergence of 
leukoencephalopathy (Langford et al., 2002), and the compart-
mental differences between peripheral blood and brain isolates 
found associated with the presence of discordant virus resistance. 
This suggested autonomous replication of HIV-1 and the inde-
pendent evolution of drug resistance within the central nervous 
system (CNS) (Strain et al., 2005). Discordance of resistance 
was associated with severity of neuro-cognitive deficits. Low 
CD4+ T cell counts were linked to neuro-cognitive impairment 
and to discordant resistance patterns. Metabolic abnormalities 
observed by MRS have continued in subjects on anti-retroviral 
therapy despite significant improvement in CD4+ T cell counts 
(≥300 cells/ml) and suppression of plasma and CSF viral loads 
(Chang et al., 2003). These studies suggest that HAD has evolved 
from a subacute, rapidly progressing disease to one more subtle 
indicating that peripheral suppression of HIV-1 translates into 
improvement of motor-cognitive function.

22.3. Neuropathology

22.3.1. HIV Encephalitis

It is well accepted that HIV encephalitis (HIVE) is characterized 
by the presence of HIV-1 infected macrophages in the brain, 
resulting in the microgliosis and microglia activation 
(Figure 22.1A), formation of multi-nucleated giant cells (MNGC, 
Figure 22.1B), and astrogliosis (Figure 22.1C) (Koenig et al., 
1986; Budka et al., 1991). Brain mononuclear phagocytes (MP, 
perivascular macrophages and microglia) are the primary viral 
targets in the CNS (Figure 22.1D, E); however, restricted viral 
infection have been detected in other cell populations includ-

ing astrocytes (Trillo-Pazos et al., 2003). Infection of other cell 
types (neurons, oligodendrocytes, endothelial cells) reported 
initially remains controversial. While brain HIV-1 infected 
MP are most abundant in the frontal cortex, basal ganglia and 
white matter (Wiley, 1995), less prominent infection is present 
in the limbic system and brainstem (Masliah et al., 2000) or 
even white matter of cerebellum seen in severe HIVE. The best 
correlate to the clinical manifestations of HAD is the num-
ber of activated macrophages in the CNS (Glass et al., 1995). 
Although most patients with HIVE have HAD, not all HAD 
patients have HIVE (Glass et al., 1995). Even minimal increases 
in the numbers (Cherner et al., 2002) and perhaps even more 
importantly, the level of MP immune activation, may affect 
neurological dysfunction (Persidsky et al., 1999).

Virus likely enters the CNS through infected monocytes and 
macrophages destined to become brain-resident MP or perivas-
cular macrophages (Davis et al., 1992) or within lymphocytes. 
It is assumed that HIV-1 enters early after primary infection (at 
a peak of primary viremia), and HIV-1 infection persists at low 
levels due to immune privileged status of the CNS. The impor-
tance of MP in the neuropathogenesis of HIV-1 brain infection 
is underscored by the emergence of specific monocyte subsets 
in the peripheral blood of HAD patients. These cells can, but do 
not always, express CD14/CD16 and CD163 surface markers 
(Figure 22.1F, G) and demonstrate enhanced ability to migrate 
and secrete neurotoxins (Pulliam et al., 1997; Luo et al., 2003). 
The appearance of this monocyte subset in blood coincides 
with decreased anti-retroviral peripheral immune responses 
and precedes development of encephalopathy as demonstrated 
in pediatric patients (Sanchez-Ramon et al., 2003). Immune 
activation and failing adaptive immune responses are associ-
ated with enhanced monocyte migration through the BBB and 
the secretion of a variety of immune and viral factors known to 
affect neuronal function (Gendelman, 2002). Viral load, HIV-
1 evolution and sequestration in the CNS suggest that virus 
replication may be compartmentalized in brain. A number of 
mechanisms are likely to be involved in the response to therapy 
in CNS, including among others, the trafficking of cell popu-
lations supporting viral replication between blood, CNS and 
CSF, and the role of the anatomical brain barriers in limiting 
the access of antiretroviral drugs into the CNS/CSF. A potential 
risk associated with compartmentalization of HIV infection is 
of an incomplete suppression of virus replication in the CNS, 
thus creating the ground for local development of anti-retrovi-
ral drug resistance and reseeding blood/peripheral tissues with 
virus during interruptions of therapy.

There was evidence of HIVE in all patients with MCMD or 
HAD and 80% of the cases with mild impairment at autopsy 
(Cherner et al., 2002). Among patients who were neuropsy-
chologically normal at the time of testing, 45% had mild HIVE 
at death. When all neuropsychologically impaired patients 
were grouped together, 95% of impaired subjects were found 
to have HIVE. The correlation between the measure of brain 
viral burden and the clinical scores of neuro-cognitive deficits 
showed a significant association. Since most of the correla-
tions between HIV-1 levels and cognitive status were of mod-
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erate strength suggests that other factors might also contribute 
to and mediate the severity of the dementia. Among them, 
levels of macrophage infiltration and activation in the CNS 
and the extent of damage to the synapto-dendritic structure of 
neurons (Glass et al., 1995; Masliah et al., 1997, 2000). Other 
factors to be taken into account in these clinico-pathological 
studies are the interval between clinical examination, and 
antiretroviral status and death.

22.3.2. Neuropathology in the Anti-Retroviral Era

Introduction of anti-retroviral therapy also impacted the patterns 
in HIV-related neuropathology in the past decade. Anti-retrovi-
ral therapy resulted in a decline in opportunistic infections of the 
CNS and neoplasms, and treated individuals survive longer. This 
is accompanied by an increase in the frequency of chronic forms 
of HIVE (Langford et al., 2002; Cysique et al., 2004). Everall et al. 

(2005) described the emerging variants of HIV neuropathology in 
ART-treated patients including (1) aggressive forms with severe 
HIVE and white matter injury, (2) extensive perivascular lym-
phocytic infiltration, (3) “burnt-out” forms of HIVE, and 
(4) β-amyloid (Aβ) accumulation with Alzheimer’s-like neuro-
pathology. Chronic “burnt-out” forms of CNS infection could be 
a result of prolonged survival. Such cases are characterized by 
focal white matter pathology, nonspecific lesions with gliosis 
and neuronal atrophy (Gray et al., 2003) without overt inflam-
mation and secondary infection. From the onset of the AIDS epi-
demic, several investigators recognized that HIV-1 involvement of 
the CNS associates with white matter gliosis and demyelination 
(Gray et al., 1991). Leukoencephalopathy might be one of the 
central manifestations of HIVE (Figure 22.1H), and its association 
with the development of HIV-1 neuro-cognitive disorders is often 
overlooked due to primary focus on neuronal injury. Increased 
frequency of HAD (Neuenburg et al., 2002) and in particular of a 

Figure 22.1. Neuropathologic manifestations of HIV-1 infection. (A, B) Increased amount of activated brain MP (microglia and macro-
phages including giant cells) positive for MHC class II (HLA-DR). (C) Wide-spread astrogliosis (GFAP-positive astrocytes) is seen in the 
areas of the most prominent MP infiltration. (D) Perivascular macrophages and (E) microglia are productively infected HIV-1 p24-positive 
cells in the brain. (F,G) Infiltration of CD163+ monocytes/macrophages is a hallmark of HIVE (purple) resulting in injury of BBB indicated 
by decrease of staining for brain endothelial marker, breast cancer resistant protein (brown). (H) Leukoencephalopathy is characterized by 
massive monocyte/macrophage infiltration and tissue damage. (I) CD8+ T lymphocytes (purple) accumulate around HIV-1 p24-positive brain 
MP (brown). Original magnification: panels A, B, D, E, G × 200; panels C, F, H × 100; panel I × 400.
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highly destructive form of HIV-associated leukoencephalopathy 
(Langford et al., 2002) could be associated with the emergence 
of anti-retroviral drug-resistant forms of HIV-1. Severe leukoen-
cephalopathy is characterized by significant perivascular infiltra-
tion of macrophages and lymphocytes, and it was assumed that 
this condition is due to an exaggerated response from a reconsti-
tuted immune system (Gray et al., 2003).

22.3.3. Patterns of Neuronal Injury

The neurodegenerative changes during HIV-1 infection are 
characterized by dendritic simplification of pyramidal neurons 
and selective loss of interneurons (Budka, 1991). The striato-
cortical, cortico-cortical, and limbic intrinsic/inhibitory circuit-
ries are mostly affected (Masliah et al., 1996). It is not clear 
whether they undergo neurodegeneration simultaneously or if 
there is a temporal progression of the neuronal injury from one 
site to another. Large pyramidal neurons in the neocortex (Wiley 
et al., 1991; Masliah et al., 1992), spiny neurons in the puta-
men (Masliah et al., 1996), medium-sized neurons in the globus 
pallidus, and interneurons in the hippocampus (Masliah et al., 
1995) are among the most severely damaged neuronal popula-
tions. There was a 30–50% decrease in large neurons, accom-
panied by a 20% reduction in neocortical width in the frontal, 
parietal, and temporal cortices of brains with HIVE (Gray et 
al., 1991; Asare et al., 1996). Both experimental animal models 
and studies of human brain tissues suggest that neuronal dam-
age may start in synapses and dendrites and then spread to the 
rest of the neuron, thereby activating pathways leading to cell 
death via apoptosis (Garden et al., 2002). Moore and colleagues 
clearly established the association between markers of regional 
neurodegeneration (midfrontal cortex, hippocampus, and puta-
men) at autopsy and levels of neuro-cognitive impairment in 
HIV-1 infected patients (Moore et al., 2006). The regional 
combined scores based on the percentage of neuropil occupied 
by MAP-2 (marker of neuronal cell bodies and dendrites) and 
synaptophysin (SP, marker of synapses) better correlated with 
the level of global neuro-cognitive impairment than measures 
of neuronal markers individually. Regional combined scores for 
hippocampus and putamen were independent predictors of the 
degree of neuropsychological impairment before death. Com-
bining information from several markers of neural injury pro-
vided the strongest association with degree of neuro-cognitive 
impairment during life.

22.4. Neuropathogenesis of HIV 
Infection

22.4.1. Mechanisms of Neuronal Injury During 
HIV-1 CNS Infection

It is now widely accepted that in the absence of viral infection 
of neurons or macroglia, indirect mechanisms play a major role 
in HAD neuronal dysfunction and death. Multiple studies per-

formed over the last decade and a half demonstrated that virus-
infected microglia and macrophages secrete, or induce other 
neural cells to produce, neurotoxic factors that lead to neuronal 
injury or death during HIVE. These neurotoxins include ara-
chidonic acid and its metabolites (Nottet et al., 1995), platelet 
activating factor (Gelbard et al., 1994), pro-inflammatory cyto-
kines [tumor necrosis factor (TNF-α) or interleukin-1(IL-1β)], 
quinolinic acid (Heyes et al., 1991), NTox (Giulian et al., 1996), 
nitric oxide (Adamson et al., 1996) and glutamate (Jiang 
et al., 2001). A significant reduction in toxin levels in CSF 
reversed neuro-cognitive impairment when anti-retroviral 
therapy was administered to a HAD patient (Gendelman et al., 
1998). Neuronal damage and/or dysfunction can be caused 
by viral proteins such as gp120 (Brenneman et al., 1988), 
gp41 (Adamson et al., 1996) and Tat (New et al., 1997) 
secreted by infected brain macrophages. Virions released 
from macrophages bind to chemokine (chemotactic cyto-
kines) receptors expressed on neurons (Hesselgesser et al., 
1998; Zheng et al., 1999a).

In the past few years, significant progress was made in 
clarifying the biological importance of chemokines in the 
CNS. Initially viewed as immune modulators, chemokines 
appear to play much broader biological roles in the CNS 
including development, neuronal excitability and synaptic 
transmission, neuro-inflammation, and neurodegeneration. 
A number of α- and β-chemokine receptors are expressed 
on neurons, astrocytes, and microglia (Gabuzda et al., 1998; 
Ghorpade et al., 1998; Luster, 1998; Albright et al., 1999). 
Two of them, CXCR2 and CXCR4, were found in neuronal 
cells (Hesselgesser et al., 1998). CXCR4 plays a crucial role 
in receptor-mediated neuronal apoptosis and cell function 
(Hesselgesser et al., 1998; Zheng et al., 1999b). Since HIV-
1 gp120 can bind to chemokine receptors initiating signal 
transduction (Weissman et al., 1997), the neuronal chemo-
kine receptor expression and distribution on different types 
of neurons is significant for understanding of CNS homeostasis 
and HAD pathogenesis. CXCR4 expression was found on 
neurons positive for choline acetyltransferase (in the caudate 
putamen and substantia innominata) and tyrosine hydroxy-
lase (in the substantia nigra pars compacta) (Banisadr et al., 
2002). Stimulation of neuronal chemokine receptors, by 
virions, viral proteins or the CXCR4 natural ligand stromal 
derived factor-1 [SDF-1α, upregulated in HIVE (Zhang et al., 
1998)] may alter intracellular signaling events, and cause 
neuronal dysfunction and apoptosis (Hesselgesser et al., 
1998; Zheng et al., 1999a). Constitutive expression of 
CXCR4 on neurons suggests that HIV-1 gp120 or SDF-1α 
could directly interfere with cholinergic and dopaminergic 
neurotransmission leading to neuronal dysfunction seen in 
HAD. There is an apparent disagreement between neuro-
toxic potential of CXCR4 tropic viruses in vitro models and 
HIV-1 isolates that exist in the brain of patients with HAD. 
Brain-derived viruses are macrophage tropic and princi-
pally use CCR5 for virus entry (Ghorpade et al., 1998). The 
presence of HIV-1 variants with increased CCR5 affinity 
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and reduced dependence on CCR5 and CD4 in the brains 
of some HIV-1 infected patients with CNS infection sug-
gested that variants with increased CCR5 affinity may rep-
resent a pathogenic viral phenotype contributing to HIV-1 
neurodegenerative manifestations (Gorry et al., 2002). This 
apparent paradox could be associated with the predomi-
nance of indirect mechanisms of neurotoxicity (secretory 
substances of virus-infected and activated MP) in HIV-1 
neuropathogenesis.

Laboratory models assaying neuronal function have been 
developed to mimic neuronal injury during HAD and to 
link virus infection, MP activation, chemokine production, 
and neuronal demise. Establishment of connection between 
neuronal dysfunction with brain MP activation was made 
possible by placing viral and/or immune products onto 
neurons and measuring cell signaling events or through ex 
vivo electrophysiological tests on MP-treated brain slices. 
Supernatants derived from HIV-1-infected MP were applied 
to the rat hippocampal brain slices (the site of mammalian 
learning and memory) and neuronal long-term potentia-
tion (LTP; a neural response linked closely to learning and 
memory) was assayed. The diminished levels of LTP were 
detected in brain slices treated with supernatants acquired 
from virus-infected and activated MP as compared to unin-
fected or/and non-stimulated cells (Xiong et al., 1999). 
Establishment of such systems allowed testing of effects of 
inflammatory stimuli relevant to the neuropathogenesis of 
HAD and development of potential treatment approaches. 
IL-8 could represent one of the potential perpetrators in 
HAD-associated neuronal demise since elevated levels of 
IL-8 were detected in the brain tissue (Xiong et al., 2003b). 
When IL-8 effects on LTP were studied in hippocampal 
slices (Xiong et al., 2003b), this chemokine decreased 
LTP, and this inhibition was mediated through CXCR2 
activation, suggesting a direct effect of IL-8 on synaptic 
transmission. In vitro studies demonstrated that neurotoxic 
factors secreted by MP can induce toxicity either directly 
or indirectly through downstream effects at the N-methyl-
D-aspartate-type glutamate receptor leading to apopto-
sis (Kaul et al., 2001; Xiong et al., 2003a). Quantitative 
assessment of neuronal injury caused by HIV-1 infected, 
activated macrophages could be performed in neurotoxicity 
assays. The determination of neuronal structural proteins 
[MAP-2 and neurofilaments (NF)] was shown to correlate 
with neuronal dysfunction and could be used as a read-out 
system for neuronal survival/injury by computer-based 
imaging system (Zheng et al., 2004).

22.4.2. Astrocytes

How a relatively small number of infected MP localized in par-
ticular areas of the brain can lead to widespread neuronal injury 
is also unclear. One possibility is that interactions between 
immune competent MP and astrocytes lead to an amplifica-

tion of toxic immune responses (Tornatore et al., 1991). His-
topathological studies performed with human autopsy tissue 
showed that reactive astrogliosis, detected by glial fibrillary 
acidic protein (GFAP) staining, coincided with increased traf-
ficking of activated macrophages and concomitant microglial 
activation (Persidsky et al., 1999). Neuropathological obser-
vations also document that intense astrogliosis and microglial 
activation is observed in areas of axonal and dendritic damage 
in HAD (Masliah et al., 1997).

There was consistent evidence that astrocytes become 
infected with HIV-1 although at low frequency as compared 
to brain MP. HIV-1 antigens and/or nucleic acid have been 
identified in astrocytes in brain autopsy tissue from both adult 
and pediatric AIDS cases (Tornatore et al., 1994; Ranki et al., 
1995). In cell cultures, HIV-1 infection of astrocytes results 
in an initial productive but non-cytopathogenic infection that 
diminishes to a viral persistence or latent state (Messam and 
Major, 2000). The major barrier to HIV-1 infection of primary 
astrocytes appears to be at virus entry and that astrocytes have 
no intrinsic intracellular restriction to efficient HIV-1 repli-
cation (Canki et al., 2001). These cells can play a dual role, 
amplifying the effects of inflammation and mediating cellular 
damage as well as protecting the CNS. Cytokine/chemokine 
communications between MP and astrocytes and viral proteins 
produced by MP are involved in the balance of protective and 
destructive actions by these cells. HIV-1 transactivator protein 
Tat significantly increases astrocytic expression and release of 
monocyte chemo-attractant protein-1 (MCP-1), β-chemokine 
(Conant et al., 1998). Interactions between activated MP and 
astrocytes lead to significant up-regulation of β-chemokines 
promoting MP infiltration in HIVE (Persidsky, 1999; Persidsky 
et al., 1999). Secretion of α-chemokines by astrocytes was 
documented due to pro-inflammatory substances secreted 
by activated lymphocytes in the setting of HIVE (Poluektova
et al., 2001). Pro-inflammatory cytokines (TNF-α, IL-β 
and IFN-γ) and quinolinic acid present in abundance during 
HAD are potent inducers of α- and β-chemokines by astro-
cytes (Guillemin et al., 2003). Astrocytes can suppress HIV-1 
replication in monocyte-derived macrophages (MDM) via 
the production of soluble factors (Hori et al., 1999) and 
down-regulate secretion of pro-inflammatory factors by HIV-1 
infected MP (Nottet et al., 1995). FasL is a molecule promoting 
apoptosis, and it was shown to be upregulated during HIVE on 
astrocytes (Ghorpade et al., 2003). Brain extracts from HAD 
patients had significantly elevated FasL levels compared to 
HIV-1-seropositive patients and seronegative individuals, and 
this mechanism can promote neuronal death via Fas–FasL 
interactions.

Astrocytes directly participate in synaptic integration by 
releasing glutamate via an exocytosis-like process. This occurs 
after activation of the receptor CXCR4 by SDF-1 (Bezzi et al., 
2001). Autocrine/paracrine TNF-α-dependent signaling lead-
ing to prostaglandin formation controls glutamate release and 
astrocyte communication. Derangement of astrocyte processes 
is seen when activated microglia enhance release of cytokines 
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in response to CXCR4 stimulation. Changed glial communica-
tion has direct neuropathological consequences because agents 
interfering with CXCR4-dependent astrocyte-microglia sig-
naling prevent neuronal apoptosis induced by HIV-1 gp120. In 
addition to other functions, astrocytes are a significant compo-
nent of the BBB ensuring maintenance of unique phenotypic 
properties of brain microvascular endothelial cells (BMVEC) 
(Persidsky, 1999) that are altered in HIVE (Dallasta et al., 
1999). Clearly, the mechanism of HIV-1 associated brain 
injury is complex, probably involving multiple neurotoxic 
factors and pathways.

22.5. HIV-1 Neuroinvasion and 
Blood–Brain Barrier Compromise

22.5.1. Cellular Neuroinvasion and the BBB

Diffuse myelin pallor is a prominent feature of HIV-induced 
neuropathogenesis observed both at the early stage of HIV 
infection and also in HIVE (Gray et al., 1993). It has been shown 
that white matter changes are caused by alteration of the BBB. 
Structural and functional abnormalities in the microvasculature 
during HIV-1 CNS infection have been identified, including 
serum protein leak, alterations in capillary endothelial cells 
and basement membranes (Petito and Cash, 1992; Weis et al., 
1996). There is a disruption of BBB characterized by decrease 
in staining for proteins of tight junctions (TJ, ZO-1, occludin 
and claudin-5) that ensure structural integrity of barrier. Dal-
lasta and colleagues demonstrated significant TJ disruption (as 
indicated by diminished ZO-1 and occludin staining) in HIVE 
patients (Dallasta et al., 1999). This correlates with monocyte 
infiltration into the brain (Persidsky et al., 2006) and is accom-
panied by up-regulation of adhesion molecules on brain endo-
thelium in HIVE (Nottet et al., 1996).

Originally proposed for visna virus (Peluso et al., 1985), 
monocyte-associated virus traffic rather than cell-free traffic 
became the prevailing mode for entry of HIV-1 (Persidsky and 
Gendelman, 2003). Monocytes are less able to replicate HIV-
1 while circulating in the blood, but they can replicate virus 
upon entering tissues and become macrophages (Gendelman 
et al., 1988). It is likely that the monocytes being precursors 
to perivascular macrophages are infected outside the CNS and 
their traffic result in HIV CNS disease. Indeed, several inves-
tigators showed that virus-infected perivascular macrophages 
are immunophenotypically similar to a subset of blood mono-
cytes (Williams et al., 2001). These blood monocytes expand 
during HIV infection and preferentially harbor virus, suggest-
ing a strong likelihood of this subset being a vehicle for HIV-
1. Phylogenetic analysis of HIV gp160 sequences in a patient 
with HAD demonstrates a close relationship to the sequences 
found in deep white matter, blood monocytes, and bone mar-
row among the tissues examined (Liu et al., 2000). Accumulat-
ing evidence suggested that a population of CD14+ monocytes 
expressing high levels of CD16 is a primary target of HIV-1 

in blood (Ellery and Crowe, 2005). It was demonstrated that 
HIV proviral DNA is preferentially harbored in a minor popu-
lation expressing CD14/CD16 (Shiramizu et al., 2005), and 
data obtained in an animal model (rhesus macaques infected 
with simian immunodeficient virus, SIV) confirmed that SIV 
DNA is consistently localized in a CD14lowCD16high 
subset (Williams et al., 2001; Williams et al., 2005). CD16+ 
monocytes express high levels of CX3CR1 and undergo tran-
sendothelial migration in response to chemokine secreted by 
endothelial cells, fractalkine (Ancuta et al., 2003). Thus, this 
migratory property possibly makes these cells ideal candidates 
destined to traffic to the CNS. Importantly, virus-infected 
monocytes migrate more efficiently in response to relevant β-
chemokine, MCP-1 (Persidsky et al., 2006).

Based upon a number of studies, the following scenario 
of BBB injury during HIVE was suggested: soluble factors 
and/or interactions with inflammatory cells upregulate adhe-
sion molecules on BMVEC (Nottet et al., 1996; Persidsky 
et al., 1997), monocytes are activated in peripheral blood 
(Pulliam et al., 1997; Williams et al., 2001, 2005), attracted 
to the BBB by increased secretion of β-chemokines within 
the CNS (Conant et al., 1998; Persidsky, 1999), monocyte–
endothelial interactions lead to BBB compromise (Persidsky 
et al., 2006), and monocyte passage into the CNS. The tem-
poral correlation between BBB disruption and perivascular 
infiltration of monocytes/macrophages suggests that a part 
of neuronal injury caused by HIV infection might be initi-
ated at the vasculature. The decrease of BBB compromise in 
patients treated with anti-retroviral therapy is accompanied 
by an amelioration of neurocognitive impairment (Avison 
et al., 2004).

22.5.2. Modeling the BBB

The need for reliable in vitro laboratory systems to study 
the mechanisms of cell trafficking into the brain is obvious. 
The difficulties in establishing such a system, however, 
abound given the physiological and anatomical complexi-
ties of the BBB (Abbott, 2005). Modeling systems must 
take into account the cellular, matrix, immune and physi-
ologic components of this system. The capillaries that 
form the BBB express a diverse array of functional char-
acteristics that permit the regulation of cell, protein, and 
macromolecule passage between blood and brain (Hawkins 
and Davis, 2005). These are all difficult to recapitulate in 
laboratory cell systems. Nevertheless, diverse BBB models 
have been developed and include: (1) monolayers of pri-
mary BMVEC; (2) co-cultures of astrocytes and endothe-
lial cells derived from organs other than the brain; and (3) 
co-culture systems of astrocytes and BMVEC expressing 
TJ, high level of tightness and unique transport systems 
(Persidsky et al., 1997). These systems allow studies of 
monocyte migration, effects of viral proteins and inflam-
matory factors on BBB function (Persidsky et al., 2006; 
Kanmogne et al., 2007).
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22.5.3. Adaptive Immunity

While HIV-1 enters the brain early following viral infection 
(Davis et al., 1992), detectable productive viral replication and 
brain macrophage infiltration occur years later and only in some 
infected people (Sacktor et al., 2002). Explanations are that the 
virus either re-seeds the brain or endogenous control mecha-
nisms that inhibit HIV-1 breaks down. Such an apparently 
effective control of viral replication in the brain present over 
years appears to be mediated by acquired T cell immunity, via 
cytotoxic CD8+ lymphocytes, (CTLs) (Sethi et al., 1988; Sop-
per et al., 1998). CTLs provide the principal regulatory ele-
ments that control persistent viral production in the periphery 
as well as the CNS (Dalod et al., 1999; Schmitz et al., 1999). 
A strong association between HIVE and profound immuno-
deficiency led to the conclusion that a lack of effective T cell 
immune responses is associated with ongoing viral produc-
tion in the brain. Nonetheless, it is likely even more complex, 
as not all patients with profound immunodeficiency develop 
HAD and not all HAD patients have significant lymphocyte 
depletion. In human brain tissue with HIVE, a positive cor-
relation was found between HIV-1pol and IP-10/CD14 (MP 
marker)/CXCR3 (lymphocyte marker), and between CD14 
and CXCR3 mRNA expression reflecting an association 
between virus replication in MP and MP-mediated attrac-
tion of T cells (Poluektova et al., 2001). Neuropathological 
analyses revealed increased numbers of CD8+ lymphocytes 
within the neuropil next to virus-infected MP in HIVE brains 
as compared to brain tissue from seropositive patients without 
evidence of encephalitis (Figure 22.1I) (Potula et al., 2005). 
In this setting, the inflammatory cytokines and cytotoxic mol-
ecules (like granzyme B or perforin) released by these cells 
upon activation could contribute to the neurological sequelae 
of infection. Infiltrating CD8+ T cells may serve as a source of 
activation stimuli (such as IFN-γ or CD40L) for brain MP.

22.6. Animal Models

22.6.1. Simian Immunodeficiency Virus (SIV)

The SIV model reproduces HIV-1-associated CNS disease 
including neuropathology, BBB injury, cellular and humoral 
anti-viral immune responses, and neuro-cognitive abnormali-
ties (Williams et al., 2001; Zink and Clements, 2002). The 
SIV macaque model allows studies of pathogenesis of len-
tivirus-induced neurological disease. Disease progression, 
as seen in SIV infection, demonstrates the same pattern as 
HIV-1 infection in humans (initial phase of viral replication, 
period of viral latency, the development of immunosuppres-
sion, and death). SIV-infected animals develop neurological 
symptoms and neuropathologic changes that are similar to 
those of humans with HIVE (Murray et al., 1992). The SIV 
model system was instrumental in current understanding of 
HIV-1 neuropathogenesis including early entrance of virus 

in the CNS (Chakrabarti et al., 1991), important details on 
the role of brain MP (microglia, perivascular macrophages) 
as the vehicle and reservoir for virus replication in the CNS 
(Kitagawa et al., 1991; Williams et al., 2001), significance of 
peripheral immune responses in control of virus replication 
(Williams and Hickey, 2002), inflammatory responses associated 
with CD8+ lymphocyte infiltration (Marcondes et al., 2001; 
Burudi et al., 2002; Kim et al., 2004b), inflammatory cytokine 
profiles similar to ones seen in HIVE (Orandle et al., 2001), 
and selective replication of neurovirulent stains (Babas et al., 
2006). Development of an accelerated model (a combination 
of neurovirulent molecular clone, immunosuppressive and 
neurovirulent virus swarm) featured two distinct periods of 
virus replication in the CNS: (1) parenchymal microglial acti-
vation and possibly macrophage infiltration at the period of 
acute infection with subsequent decline paralleling suppres-
sion of viral replication; (2) one month later, a resurgence in 
virus replication with an increase in macrophage/microglia 
activation (Zink and Clements, 2002). Similar to human stud-
ies (Potula et al., 2005), virus-specific CTLs were found in 
the brains of SIV-inoculated macaques (Kim et al., 2004b). 
These cells are capable of eliminating virus-infected macro-
phages and microglia in vivo and may be causally linked to 
immune activation. SIV infected macaques were used to link 
the effects of antiretroviral drugs on CNS viral replication, 
development of encephalitis and reversible neuronal injury 
(Williams et al., 2005).

22.6.2. Feline Immunodeficiency Virus

Another model system that offers opportunities for studies 
of HIV-1 neuropathogenesis is the feline immunodeficiency 
virus (FIV), a lentivirus inducing an AIDS-like disease in cats 
that includes severe neurological deficits. Cats infected with 
FIV initially experience an acute flu-like syndrome including 
low-grade fever and transient lymphadenopathy, followed by 
an extended asymptomatic period that culminates in severe 
immunodeficiency paralleling due to a progressive decline in 
circulating CD4+ T cells and a sustained increase in activated 
CD8+ (English et al., 1994). While like HIV-1, FIV infects 
monocyte-derived cells (Beebe et al., 1994). FIV also infects 
CD8+ T lymphocytes and B-lymphocytes (English et al., 
1993) in vivo, featuring a much broader host cell range than 
the pattern of cell tropism displayed by HIV-1. Although most 
primary isolates of FIV may efficiently target both T-lympho-
cytes and monocytes, productive infection in vivo is largely 
restricted to FIV-infected T-lymphocytes. Although there are 
clear differences between the viral genome structures and 
cellular tropisms of FIV and HIV-1, the systemic and CNS 
diseases produced in their respective hosts are remarkably 
similar. Both viruses display a highly conserved tropism for 
the chemokine receptor, CXCR4 (Willett and Hosie, 1999), 
and rapidly penetrate the CNS with preferential infection of 
microglia and macrophages.
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Soon after infection, FIV appears in the CNS inducing neu-
rological deficits in some animals. Symptoms seen in these 
animals include enhanced aggression, increased cortical slow 
wave activity, abnormal brainstem-evoked potentials, delayed 
righting and pupillary reflexes, marked changes in sleep archi-
tecture, and deficits in cognitive-motor functions (Steigerwald 
et al., 1999). Similar to other lentiviruses, FIV neurotropism 
was demonstrated by virus detection in brain tissue and CSF 
of cats infected by either peripheral or intrathecal inoculation 
(Johnston and Power, 2002). Neuropathologic examination of 
FIV-infected cat brains demonstrates microglial nodules with 
very rare, multinucleated giant cells, gliosis, perivascular lym-
phocytic infiltrates and myelin pallor. (Hurtrel et al., 1992; 
Boche et al., 1996). A significant neuronal loss is a feature 
of FIV infection (Meeker et al., 1997). MRS demonstrated 
reduced levels in the concentrations of the neuronal marker, 
N-acetyl-aspartate (NAA) and the NAA/Cr ratio within the 
brains of FIV-infected cats (Power et al., 1998). FIV can infect 
a number of different brain cells in vitro including astrocytes 
(Dow et al., 1990), microglia (Dow et al., 1990; Hein et al., 
2003), BMVEC (Steffan et al., 1994), and choroid plexus 
macrophages (Bragg et al., 2002).

22.6.3. Small Animal Models

The limitations of the primate or cat models of human HIV-
1 CNS infection include the costs, special facility require-
ments, the necessity of using mixtures of viral strains (in 
order to develop reproducible CNS infection), and the 
relatively small numbers of animals studied that preclude 
meaningful statistical analyses. These obstacles have urged 
researchers to develop small animal models. Several rodent 
models were established including transgenic mice (express-
ing viral proteins or relevant inflammatory factors seen in 
HAD), mice infected primarily with murine retroviruses, or 
severe combined immunodeficient (SCID) mice inoculated 
intracerebrally with human HIV-1 infected macrophages 
and reconstituted with human peripheral blood lymphocytes 
(PBL).

22.6.3.1. Transgenic Mice

The role of HIV-1 gp120 CNS over expression was studied in 
transgenic mice in which expression of gp120 derived from 
CXCR4 tropic virus was placed under regulatory control of 
the murine GFAP promoter (Toggas et al., 1994). Reactive 
astrogliosis was prominent in transgenic mice showing high 
levels of gp120 expression. A 40% reduction in the number of 
large neurons was found in the neocortex. The loss of this neu-
ronal subpopulation was combined with widespread neuronal 
dendritic vacuolation. Using the Morris water maze, D’Hooge 
et al. (1999) showed reduced escape latency and swimming 
velocity during the acquisition trials in 12-month-old gp120 
animals. The spatial memory (retention) was diminished in 
probe trials in transgenic mice of this age. Cognitive abnor-

malities correlated with neuronal dysfunction (synaptic plas-
ticity and excitatory postsynaptic potentials measured in CA1 
neurons in hippocampal slices) from a gp120 transgenic mice 
study (Krucker et al., 1998).

HIV-1 Tat protein has neurotoxic affects on in vitro sys-
tems and it therefore was proposed to contribute to HIV-
1-associated neurological syndromes. Kim and colleagues 
established and characterized a transgenic mouse model in 
which Tat expression was regulated by both the astrocyte-
specific GFAP promoter and a doxycycline (Dox)-inducible 
promoter (Kim et al., 2003). Dox-dependent Tat expression 
occurred exclusively in astrocytes. Tat expression in the 
brain caused profound abnormalities including failure to 
thrive, hunched gesture, tremor, ataxia, slow cognition and 
motor movement, seizures, and premature death. Structural 
abnormalities of the cerebellum and cortex, brain edema, 
astrogliosis, degeneration of neuronal dendrites, neuronal 
apoptosis, and infiltration of activated monocytes and T lym-
phocytes were shown in these animals. Leukocyte CNS infil-
tration paralleled overexpression of α- and β-chemokines in 
these mice (Kim et al., 2004a).

22.6.3.2. Murine Retroviruses

The murine leukemia viruses (MuLV) are retroviruses with 
significant genetic differences from lentiviruses (like HIV-
1) that can induce neurodegenerative disease (spongiform 
encephalomyelopathy in the hindbrain and spinal cord) in mice 
(Nagra et al., 1992). Infection results in progressive hind limb 
paralysis and leukemia that develop within weeks to months 
after inoculation in susceptible mouse strains. Importantly, 
intensity and progression of the neurological disease are well 
correlated with viral replication and accumulation of viral 
proteins in CNS tissue. Significant differences exist between 
various viral strains and they are related to the different routes 
of inoculation, virus and perhaps mouse strain-dependent sus-
ceptibility of specific CNS cell types, and strain-dependent 
speed of disease progression (Nagra et al., 1993). Viral strains 
resulting in more severe CNS pathology replicate more effi-
ciently and spread in the peripheral organs of mice (Czub 
et al., 1992). MuLV-infected mice demonstrate neuronal loss, 
neurotoxin production and behavioral abnormalities, and 
could be a tool for testing therapeutic agents. However, there 
are dissimilarities from HIVE and these include the signifi-
cant genetic differences of MuLV from HIV-1, a lentivirus. In 
addition, the pathology of MuLV spongiform encephalomy-
elopathy is generally distinct from that of HIV encephalitis. 
Spongiform changes are unusual in HIVE and there is a pre-
dilection for HIV-1 to infect mononuclear phagocytes in the 
basal ganglia and white matter of the cerebral hemispheres, 
whereas there is a relative paucity of MuLV infection in these 
areas (mostly brainstem and spinal cord). HIV-1 primar-
ily infects microglia and macrophages and to a lesser extent 
astrocytes; whereas, MuLV, depending on the strain, signifi-
cantly infects endothelial cells, microglia, oligodendrocytes, 
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astrocytes, and neurons. HIV-1 infection of the CNS results in 
multinucleated giant cell formation; these types of cells have 
not been described in MuLV-induced CNS disease. Spongi-
form changes devoid of significant inflammatory infiltrate 
are similar to those found in spinal cords of HIV-1 infected 
patients with vacuolar myelopathy but they are different from 
the generally non-spongiform pathology of HIVE.

22.6.3.3. Severe Combined Immune Deficient 
Mouse Model

In order to overcome some of the drawbacks associated with 
other mouse models, a model of HIVE in SCID mice was 
developed by Tyor et al. (1993). Human peripheral blood 
mononuclear cells (PBMC) were injected into the brains of 
SCID mice as well as cell-free HIV-1 either simultaneously 
with the PBMC or a day after the PBMC. One to four weeks 
after injection of human MDM, multinucleated giant cells, 
some of which were HIV-1 p24-positive, were detected primar-
ily in the area of the needle tract. Mice inoculated with virus 
only had no HIV detected. HIV strains used included HIV-
1IIIB (CXCR4), HIV-1BAL (CCR5), HIV-1MN (CXCR4), 
and human monocyte derived macrophages (MDM) infected 
with HIV-1ADA (CCR5) in vitro prior to inoculation. There 
was evidence that the human macrophages present in HIV-1 
infected SCID brains are activated since they were positively 
stained for MHC class II antigen, TNF-α, and occasionally 
IL-1 (Tyor et al., 1993). In order to improve the reproduc-
ibility of HIVE in SCID mice, key steps for the model devel-
opment (infection of highly purified human MDM in vitro, 
placement of equivalent numbers of cells into the same brain 
regions by stereotactic techniques, mouse brain sampling, 
quantitation of astrogliosis through use of computer image 
analysis on serial coronal sections) were standardized. Ste-
reotactic placement of the inoculum in replicate experiments 
allowed delivery of equal amounts of human HIV-1 infected 
MDM to the same anatomical areas (basal ganglia and cor-
tex) in each mouse (Persidsky et al., 1996). HIV-1-infected 
human MDM (placed into the putamen and cortex of SCID 
mice) remained viable for five weeks. Multinucleated giant 
cells were located in perivascular spaces. HIV-1 p24 antigen 
expression detected in 40–60% of inoculated cells in mouse 
brains was persistent. Human MDM were immune activated 
(as defined by HLA-DR, IL-1β, IL-6 and TNF-α expression), 
and neuronal injury (apoptosis) developed after virus-infected 
MDM placement into mouse brain tissue. Neuro-inflammatory 
responses (including astrogliosis, microglial reaction and 
cytokine production) started at three days and peaked two 
weeks post-inoculation. Similar patterns of cytokine expres-
sion were found in human and mouse brains with HIVE. 
These included the upregulation of both human and mouse 
TNF-α, VCAM-1 (define), and E-selectin that correlated 
with the inflammatory reaction in brain tissue and decrease in 
neuronal dendritic density in MDM injected and contra-lateral 
hemispheres.

Subsequent experiments demonstrated that SCID mice 
inoculated with HIV-1-infected MDM in the basal ganglia/
cortex showed neuronal dysfunction (detected by impaired 
LTP, an electrophysiologic response linked closely to learn-
ing and memory) and associated cognitive impairment (Zink 
et al., 2002). Alterations in neuronal physiology paralleled 
diminished expression of the neuronal synaptic marker (SP) 
and neuronal axonal marker (NF) assayed in the hippocampus 
of HIVE mice. By two weeks, HIVE mice expressed 3.8- and 
2.6-fold less NF and SP than shams. These findings support 
the notion that HIV-1-infected and activated brain macro-
phages can cause neuronal damage at distant anatomic sites. 
Importantly, the findings confirmed the value of the model in 
exploring the physiological basis of HAD and development of 
new therapeutic approaches for its treatment.

Cellular reservoirs and anatomical sanctuary sites, such as 
the CNS, hamper HIV-1 treatment and allow HIV-1 to persist. 
To these ends, the SCID mouse model was modified to allow 
spread of HIV-1 infection between human MDM in mouse brain 
tissue behind an intact BBB. This model permitted comparative 
assessment of different anti-retroviral drugs by measurements 
of viral load and numbers of infected human macrophages 
(Limoges et al., 2000; Limoges et al., 2001). New drug delivery 
systems across the BBB and novel neuroprotective therapeutics 
are under investigation (Persidsky et al., 2001; Dou et al., 2003; 
Dou et al., 2005).

22.6.3.4. NOD/SCID and Studies of Acquired 
Immune Responses

What role impaired immune responses play in HIV-1 associ-
ated neurodegeneration and HAD pathogenesis is also under 
investigation (Poluektova et al., 2002). A pattern of human 
CD8 cells activation and CNS infiltration seen in HIVE 
was reproduced in response to HIV-1-infected human mac-
rophages injected into the brain of mice reconstituted with 
autologous peripheral blood lymphocytes (Poluektova et al., 
2002). HIV-1-infected MDM were injected into the basal 
ganglia after syngeneic immune reconstitution by human 
PBL to generate a human PBL-non-obese diabetic (NOD)/
SCID HIVE mouse. Engrafted T lymphocytes produced HIV-1
gag- and HIV-1pol-specific CTLs against virus-infected 
brain MDM within one week. This was demonstrated by 
tetramer staining of human PBL in mouse spleens and by 
IFN-γ ELISPOT. CD8, granzyme B, HLA-DR, and CD45R0-
reactive T cells migrated to and were in contact with human 
MDM in brain areas where infected macrophages were 
abundant. The numbers of productively infected MDM were 
markedly reduced (> 85%) during two weeks of observation. 
However, the levels of granzyme-positive cells were signifi-
cantly reduced and generated CTLs were not able to com-
pletely eliminate HIV-1-infected cells.

Elimination of infected macrophages in the lympho-
cyte reconstituted SCID mouse HIVE model was accompa-
nied by diminished infiltration of CD8+ lymphocytes in the 
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brain. Despite decreased amounts of HIV-1 infected MDM 
and CD8+ lymphocytes, astrogliosis and microglial reaction 
persisted. Brain tissue of hu-PBL-NOD/SCID mice showed 
neuronal injury when compared to SCID mice inoculated 
with HIV-1 infected MDM only. Expression of neuronal 
markers was restored after cessation of neuro-inflammation. 
Mice developed viremia due to infection of circulating CD4+ 
lymphocytes, and virus-specific antibodies were detected by 
Western blot in serum. In summary, this model reproduces 
important features of HIV-1 CNS infection including devel-
opment of virus-specific CTL, human lymphocyte migration 
across the BBB, elimination of HIV-1-infected MDM and 
neuro-inflammation.

Failure to eliminate HIV-1 infected macrophages by CTL 
in the brain may be due to presentation of HIV-1 antigen 
by tolerogenic antigen presenting cells (like macrophages) 
(Persidsky and Gendelman, 2003). A rate limiting enzyme of 
kynurenine pathway of tryptophan metabolism, indoleamine 
2,3-dioxygenase (IDO) is up-regulated in virus-infected 
macrophages (Grant et al., 2000) and is implicated in the inhi-
bition of antigen-specific T cell proliferation (Mellor et al., 
2003). The idea that IDO inhibitor could affect the generation 
of CTL and clearance of virus-infected macrophages from 
the brain was tested in hu-PBL-NOD/SCID model. One week 
after MDM injection in the basal ganglia, animals treated with 
IDO inhibitor showed increased numbers of CD3+, CD8+ and 
IFN-γ-producing human T lymphocytes in peripheral blood 
compared to controls. At week two, mice treated with IDO 
inhibitor demonstrated a two-fold increase in CD8+ T lym-
phocytes in the areas of the brain containing HIV-1-infected 
MDM compared to untreated controls (Potula et al., 2005). 
By week three, mice exposed to IDO inhibitor showed 89% 
reduction in HIV-1-infected MDM in the brain as compared 
to controls. Thus, manipulation of immunosuppressive IDO 
activity in HIVE may enhance the generation of HIV-1 specific 
CTL leading to elimination of HIV-1 infected macrophages in 
brain and attenuation of neuronal injury.

The hu-PBL-NOD/SCID model allowed investigation of 
potential contributions of co-morbidity factors, like alcohol 
abuse, in the progression of HIV-1 CNS infection. HIVE hu-PBL-
NOD/SCID mice chronically exposed to ethanol demonstrated 
increased levels of HIV-1 p24, ineffective elimination of HIV-1 
infected macrophages by CTLs in the brain, enhanced microg-
lial reaction and prominent BBB damage. These data proved that 
alcohol could be an exacerbating factor in HIVE (Potula et al., 
2006). Understanding of the mechanisms underlying combined 
toxic effects of HIV-1 brain infection and excessive alcohol use 
will help to design neuro-protective strategies.

Summary

Studies performed over a period of two decades indicate that 
HIV-associated cognitive impairment is a chronic neuro-
inflammatory condition. Virus productive infection of brain MP 

is important, however, it alone cannot explain multi-faceted 
effects of HIV-1 on chronic immune activation within unique 
brain milieu. Recent advances in understanding of HIV-1 
neuropathogenesis identified vulnerable neuronal popula-
tions, correlated their loss with cognitive performance and 
neuro-imaging studies, proved the role of peripheral immune 
responses in control of HIV-1 replication and chronic immune 
activation leading to neurodegeneration, underscored the 
importance of BBB injury, defined specific sub-population of 
monocytes associated with disease progression and effects 
of ART. Better understanding of HIV-1 neuropathogenesis 
guides development of therapeutic approaches that include 
efficient delivery of anti-retroviral therapy, neuroprotec-
tive and anti-inflammatory strategies, and improvement in 
acquired immunity.

Review Questions/Problems

1. Pathology HIV-1 encephalitis (HIVE) is characterized by

a. accumulation of neutrophils in the neuropil
b. presence of multinucleated giant cells
c. HIV-1 inclusions in the nuclei
d. decrease in number of astrocytes

2. Brain structures most affected by HIV-1 encephalitis 
are

a. basal ganglia
b. cerebellum
c. frontal cortex
d. brain stem
e. all of the above

3. Causes of neuronal injury in HIV-1 CNS infection are

a. effects of viral proteins (gp41, gp120)
b. cytokines and chemokines
c. glutamate
d. anti-retroviral therapy
e. all of the above
f. a, b, and c only

4. Productively infected cells in HIV-1 CNS infection are

a. neurons
b. endothelial cells
c. oligodendrocytes
d. macrophages/microglia
e. all of the above

5. Virus present in the brain tissues is

a. CCR5-tropic
b. CXCR4-tropic
c. CX3CR-tropic
d. none of the above
e. all of the above
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 6. HIV-1 CNS infection is best described as

a. acute lytic viral infection of neurons
b. chronic viral infection of oligodendrocytes
c. chronic neuro-inflammatory condition driven by mac-

rophage infection
d. acute lytic infection of astrocytes
e. none of the above

 7. HIV-1 brain infection in post-HAART era is charac-
terized by

 a.  aggressive forms with severe HIVE and white matter 
injury

b. “burnt-out” forms of HIVE
c. more extensive β-amyloid (Aβ) deposition
d. more often occurrence of opportunistic infections
e. a and d
f. a, b, and c

 8. Introduction of HAART resulted in more severe neuro-
cognitive impairment in HIV-1 infected patients

a. true
b. false

 9. Peripheral anti-viral immune responses control in 
measure HIV-1 CNS infection

a. true
b. false

10. Blood–brain barrier is injured in HIV-1 brain infection

a. true
b. false
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23.1. Introduction

Human T-cell lymphotrophic virus type-I (HTLV-I) is an 
exogenous human retrovirus that causes adult T cell leukemia 
(ATL) and a progressive neurological disorder, HTLV-I asso-
ciated myelopathy/tropical spastic paraparesis (HAM/TSP).

Most HTLV-I infected individuals are asymptomatic car-
riers. However, 0.25 - 3% infected individuals will develop 
HAM/TSP. HTLV-I integrated proviral genome is approxi-
mately 9 kb including gag, pol and env genes common to all 
cis-acting retroviruses. A cis-acting enhancer element has been 
detected within the gag gene of several avian retroviruses, 
including Rous sarcoma virus, Fujinami sarcoma virus, and the 
endogenous Rous-associated virus-0. A consensus enhancer 
core sequence, GTGGTTTG, is present in all of these viral 
genomes (citation: Arrigo S et al., Mol Cell Biol 1987). The 
above viral genes are flanked by long terminal repeat (LTR). 
Human T-cell lymphotrophic virus type-II (HTLV-II) is also 
an exogenous human retrovirus. Although rare, HTLV-II infec-
tion is associated with a chronic encephalomyelopathy similar 
to that of classic HTLV-I-associated HAM/TSP. In 2005, two 
new primate retroviruses were identified, Human T-cell lym-
photrophic virus type-III (HTLV-III) and Human T-cell 
lymphotrophic virus type-IV (HTLV-IV), among individuals 
who hunt, butcher, or keep monkeys or apes as pets in southern 
Cameroon. However, it is still unknown whether these viruses 
are pathogenic and can be transmitted among humans.

HAM/TSP is clinically characterized by paraparesis associ-
ated with spasticity in the lower extremities, mild peripheral 
sensory loss, muscle weakness, hyperreflexia, and urinary 
disturbance associated with preferential damage of the tho-
racic spinal cord. Most of the patients with HAM/TSP are 
seropositive for anti-HTLV-I antibodies.

HAM/TSP predominantly affects the thoracic spinal cord. 
There is degeneration of the lateral corticospinal tract as well 

as of the spinocerebellar or spino thalamic tract of the lateral 
column. These lesions are associated with perivascular and 
parenchymal lymphocytic infiltration with the presence of 
foamy macrophages, proliferation of astrocytes, and fibrillary 
gliosis. There is widespread loss of myelin and axons, particu-
larly in the corticospinal tracts. Damage is most severe in the 
middle to lower thoracic regions of the spinal cord.

Several immunologic abnormalities such as increased 
spontaneous lymphoproliferation, elevated anti-HTLV-I 
antibody titers in sera and CSF, increased cytokine produc-
tion, and cellular immune responses have been observed in 
patients with HAM/TSP. These abnormalities are more often 
observed in patients with HAM/TSP compared to HTLV-I 
infected asymptomatic carriers. Moreover, it has been sug-
gested that an autoimmune mechanism may also be involved 
in the pathogenesis of HAM/TSP. These evidences suggests 
that dysregulation in immune system may be associated with 
pathogenesis of HTLV-I associated neurologic diseases and 
may be responsible for local parenchymal (“by-stander”) 
damage. This chapter will focus on the abnormality of cyto-
kine expression in peripheral blood and CSF, CD4 + and CD8 
+ cell response to the HTLV-I, and NK cell activity in patients 
with HAM/TSP.

23.2. Structure and Gene Regulation 
of HTLV-I/II

HTLV-I integrated proviral genome is approximately 9 kb 
including gag, pol and env genes. These genes encode the viral 
core proteins, reverse transcriptase and envelope proteins, 
respectively. The above viral genes are flanked by long terminal 
repeat (LTR). HTLV-I integrated proviral genome contains the 
unique region at 3’ of env gene, which is called pX region. pX 
region encodes the regulatory proteins of HTLV, Tax and Rex 
(Figure 23.1).

The LTR consists of three regulatory regions, U3, R and 
U5. The U3 region is the element that regulates transcription 
of the provirus, mRNA termination and polyadenylation 
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signals. These consists of three imperfect 21-base pair nucle-
otide repeats called Tax responsive elements (TRE) that are 
necessary for transcriptional activation by the Tax protein.

Tax, a transcriptional activator of the viral genome (Sodroski 
et al., 1984; Fujisawa et al., 1985), is a 40-kDa phosphoprotein 
comprised of 353 amino acids. Tax protein is the trans-activator 
protein, which drives viral gene expression from TRE within 
U3 region of LTR. Tax also interacts with cellular transcrip-
tion factors such as cAMP-response element binding protein 

(CREB) and coactivator p300/CBP, serum-response factor 
(SRF) and nuclear factor-kappa B (NF-κB) (Johnson et al., 
2001) (Figure 23.2). These interactions between Tax and 
CREB or SRF are responsible for HTLV-I transactivation. 
It was documented that forkhead box P3 transcription factor 
p3 (Foxp3) protein, which is specifically expressed in regulatory 
CD4 + T cells (Tregs) and is required for their development 
and function, detected in the nucleus of CD4 + CD25 + T 
cells with immunoregulatory function, is down-regulated in 
CD4 + CD25 + T cells in patients with HAM/TSP compared 
to asymptomatic carrier and healthy donor (Yamano et al., 
2005). Tax interaction with these factors may lead to immune 
dysregulations in patients with HAM/TSP.

Rex, a 27-kDa phosphoprotein, is a splicing suppressor of 
the viral transcripts (Kiyokawa et al., 1985; Seiki et al., 1985). 
The p27-Rex protein, encoded by the same pX mRNA in an 
alternate reading frame, accumulates and suppresses splicing 
of the viral transcripts.

23.3. Clinical Features and Epidemiology 
of HTLV-Associated Myelopathy and 
Tropical Spastic Paraparesis (HAM/TSP)

HTLV-I has tropism for T lymphocytes. HTLV-I is the causative 
agent for adult T-cell leukemia (ATL) and a progressive neu-
rological disease known as HTLV-I associated myelopathy/
tropical spastic paraparesis (HAM/TSP) (Gessain et al., 1985; 
Osame et al., 1986). According to the clinical and labora-
tory guidelines for the diagnosis of HAM/TSP (Osame, 1990), 
clinically, HAM/TSP is characterized by muscle weakness, 
hyperreflexia, spasticity in the lower extremities, and urinary 
disturbance associated with preferential damage of the thoracic 
spinal cord. HTLV-I has been also shown to be associated with 
several other inflammatory diseases, such as alveolitis, poly-
myositis, and arthritis, uveitis, and Sjogren syndrome. There are 
also less certain associations with chronic infective dermatitis, 
Bechet disease, pseudohypoparathyroidism, and systemic lupus 
erythematosus (Kubota et al., 2000). Another closely related 
virus, human T-cell lymphotrophic virus type II (HTLV-II), has 
also been implicated in development of neurological disorders 
(Lehky et al., 1996; Silva et al., 2002; Orland et al., 2003). In 
2005, the new primate retroviruses, Human T-cell lymphotro-
phic virus type-III (HTLV-III) and Human T-cell lymphotrophic 
virus type-IV (HTLV-IV) were identified among individuals 
who hunt, butcher, or keep monkeys or apes as pets in southern 
Cameroon (Calattini et al., 2005; Wolfe et al., 2005). However, 
it is still unknown whether these viruses are pathogenic and can 
be transmitted among humans.

It is estimated that approximately 10–20 million people 
worldwide are infected with HTLV-I (Poiesz et al., 1980; Edlich 
et al., 2003). Endemic areas of HTLV-I are in southern Japan, 
Central and West Africa, the Caribbean, Central and South 
America, the Middle East, Melanesia (Blattner and Gallo, 1985; 

Figure 23.1. Scheme of the HTLV-I genome. The HTLV-I proviral 
genome is 9032 base pairs long. It consists of gag, pol and env genes. 
The above viral genes are flanked by long terminal repeat (LTR). pX 
region encodes the regulatory proteins of HTLV, Tax and Rex and 
accessory proteins.

LTR gag pol env pX

Tax, Rex
(and accessory proteins)

9032 bp

LTR

Figure 23.2. Scheme of transcriptional activation of the viral pro-
moter by Tax and components of the CREB signaling pathway. U3 
element of LTR contains three 21 base pair nucleotide repeats known 
as Tax-responsive elements (TRE), which are composed of a CRE-
like core flanked by GC-rich sequences. Tax interacts with the cel-
lular transcription factor cAMP-responsive element binding protein 
(CREB) dimer and stimulates its DNA-binding activity to the viral 
promoter at TRE. Together, the Tax-CREB complexes bound to the 
viral promoter recruit the co-activator proteins CREB-binding protein 
(CBP)/p300, and P/CAF, which activates transcription by histone-
acetylation/chromatin-remodeling.
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Gessain, 1996), and there are also smaller foci in the aboriginal 
populations of Australia, Papua New Guinea, and northern 
Japan. In Europe and North America, the virus is found chiefly 
in immigrants from these endemic areas and in some commu-
nities of intravenous drug users. Within the endemic areas, the 
seroprevalence varies from 1% to 20%. In contrast to the human 
immunodeficiency virus (HIV), the majority of infected persons 
remain asymptomatic and only 5% will develop HAM/TSP or 
ATL (Gessain et al., 1985; Osame et al., 1986).

HTLV-I is transmitted via three major routes: (i) transmis-
sion from mother to child through breast milk; (ii) transmission 
by sexual contact (mainly from male to female); (iii) trans-
mission by way of infected blood through blood transfusion 
or contaminated needle usage. Although HTLV-I can infect 
a wide range of vertebrate cells in vitro (Trejo and Ratner, 
2000), it has been thought to preferentially infect CD4 + T 
cells in vivo (Richardson et al., 1990). Therefore, CD4 + T 
cells have been considered an important component contrib-
uting to the inflammatory process in HAM/TSP. However, 
several studies have indicated that CD8 + T-cells were also 
infected with HTLV-I in vivo (Hanon et al., 2000b; Hanon et 
al., 2000a). The mechanisms through which HTLV-I causes 
HAM/TSP are not completely understood, although virus-
host immune interactions have been suggested to play a role 
in the pathogenesis of the disorder.

Approximately 5% of HTLV-I infected individuals will 
develop HAM/TSP or ATL. However, there is no diagnostic 
tool for early detection or accurate assessment of disease state. 
Recently, protein profiling in serum from patients to distin-
guish between these two disease states has been reported by 
using mass spectrometry (Semmes et al., 2005). This technology 
may lead new diagnostic tools for HTLV-I infected individuals.

23.4. Pathophysiology in CNS

For HAM/TSP disease development, HTLV-I proviral load is 
an important factor. Recently, a real time quantitative poly-
merase chain reaction (PCR) assay (TaqMan) was developed 

that allows HTLV-I proviral DNA to be measured in peripheral 
blood mononuclear cells (PBMCs). This assay was used to 
quantify the respective HTLV-I proviral DNA loads in HAM/TSP 
patients and asymptomatic carriers where a 16-fold increase 
in HTLV-I proviral load was observed in HAM/TSP patients 
compared to asymptomatic carriers (Nagai et al., 1998). 
Similar results have also been reported in patient cohorts from 
Jamaica (Manns et al., 1999). Yamano et al. (2002) reported 
that the HTLV-I tax mRNA load correlated with the HTLV-I 
proviral DNA load ex vivo, and the HTLV-I tax mRNA load 
also correlated with the disease severity in HAM/TSP patients 
(Figure 23.3). Collectively, these observations strongly sug-
gest that a high proviral load plays an important role in the 
etiology of HAM/TSP. It has been hypothesized that a high 
HTLV-I proviral load results in higher viral antigen presenta-
tion that may drive expansion of antigen-specific T cells and 
subsequently these T cells are involved in the development of 
HAM/TSP. Such a model is presented in Figure 23.3. Most 
individuals infected with HTLV-I have been shown to mount 
strong CTL responses to viral antigens (Jacobson et al., 1990; 
Bangham, 2000). It is thought that this strong CTL response 
functions to protect against disease development by reducing 
the proviral load (Jeffery et al., 1999). However, this increase 
in proviral load that results in a marked increase in HTLV-I 
antigen-specific CTL expansion has also been suggested to 
contribute to a HTLV-I specific inflammatory process seen in 
HAM/TSP (Nagai et al., 1998; Jeffery et al., 1999).

Other determinants that are associated with increased risk 
of developing HAM/TSP are host genetic factors. Nagai et al. 
(1998) demonstrated higher HTLV-I proviral loads in asymp-
tomatic carriers of families with HAM/TSP patients than those 
of unrelated asymptomatic carriers. It has been reported that 
a higher risk of developing HAM/TSP is associated with 
the human leukocyte antigen (HLA)-A*02-, HLA-Cw*08-, 
HLA-DR1 +, and tumor necrosis factor (TNF)-863A- (Usuku 
et al., 1988; Jeffery et al., 1999; Jeffery et al., 2000; Vine 
et al., 2002).

Histopathological observations have demonstrated that 
HAM/TSP predominantly affects the thoracic spinal cord 

Figure 23.3. Schematic representation of the correlation between HTLV-I tax mRNA load in HAM/TSP patients and asymptomatic carriers. 
(b) Correlation between HTLV-I proviral load and HTLV-I tax mRNA load in HAM/TSP patients.
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(Izumo et al., 1989; Levin and Jacobson, 1997). There is 
degeneration of the lateral corticospinal tract as well as of the 
spinocerebellar or spino thalamic tract of the lateral column. 
These lesions are associated with perivascular and parenchymal 
lymphocytic infiltration with the presence of foamy mac-
rophages, proliferation of astrocytes, and fibrillary gliosis. 
There is widespread loss of myelin and axons, particularly in 
the corticospinal tracts of the spinal cord (Osame et al., 1986; 
Iwasaki, 1990; Umehara et al., 1993). Damage is most severe 
in the middle to lower thoracic regions of the spinal cord. 
The proximity to the areas containing inflammation, activa-
tion of macrophage/microglia, indicates that axonal damage 
is closely associated with inflammation in active-chronic 
lesions. Moreover, perivascular inflammatory infiltration was 
seen in the brain (deep white matter and in the marginal area 
of the cortex and white matter) of HAM/TSP patients, and 
the types of infiltrating cells were similar both in the spinal 
cords and brains (Aye et al., 2000). A nonrandom distribu-
tion of affected regions was suggested by autopsy studies, 
which showed the regions that are mainly affected are the 
so-called ‘watershed’ zones of the spinal cord in HAM/TSP 
patients (Izumo et al., 1992). This has partly been addressed 
by a magnetic resonance imaging study that showed increased 
abnormal-intensity lesions in the white matter of the brain of 
HAM/TSP patients (Kira et al., 1991). These results suggest 
that inflammatory changes occurred simultaneously in the 
spinal cord and in the brain, with the distribution of inflamed 
vessels closely correlated with the characteristic vascular 
architecture of the brain and the spinal cord, which led to a 
slowing of blood flow.

T-cell infiltrations in spinal cord lesions of HAM/TSP 
patients have been demonstrated by histopathological studies. 
The proportion of infiltrating cells shifted with the duration of 
the disease. HAM/TSP patients with short duration of illness, 
up to 5 years after onset, showed an even distribution of CD4 
+ T cells, CD8 + T cells, B cells, and foamy macrophages in 
damaged areas of the spinal cord parenchyma (Akizuki et al., 
1989; Umehara et al., 1993). Immunohistochemistry showed 
that inflammatory cytokines such as TNF-alpha, IL-1beta, 
and interferon-gamma (IFN-gamma) were expressed on peri-
vascular infiltrating macrophages, astrocytes, and microglia 
(Umehara et al., 1994a). HLA class I and beta2-microglobulin 
were expressed on endothelial cells and infiltrating mononu-
clear cells (Morgan et al., 1989; Wu et al., 1993). Up regulation 
of HLA class II expression was also found on endothelial cells, 
microglia, and infiltrating mononuclear cells in the affected 
lesions. In contrast, in patients with duration of illness from 
8 to 10 years, there was a predominance of CD8 + T cells 
within spinal cord lesions with a concomitant down-regulation 
of proinflammatory cytokine expression, with the exception 
of IFN-gamma (Umehara et al., 1993; Umehara et al., 1994a). 
Such lesions also express increased levels of HLA class I anti-
gens from which HTLV-I specific CD8 + CTLs were isolated 
(Levin and Jacobson, 1997). Although many hematogenous 
macrophages could be found in the active-chronic lesions, 
markers of monocyte/macrophage recruitment and activation 
were down-regulated as the duration of illness progressed 
(Abe et al., 1999). These studies demonstrated that immune 
responses in the spinal cord lesions of HAM/TSP patients 
gradually change concomitantly with the duration of illness. 

Figure 23.4. Schematic of induction of HTLV-I specific CD8+ T cells responses associated with immunopathogenesis of HAM/TSP. Quantitative 
PCR (DNA Taqman) demonstrates high HTLV-I proviral loads in HAM/TSP patients that are directly proportional to increased HTLV-I mRNA 
expression. In quantitative RT-PCR (RNA Taqman) analyses, elevated HTLV-I mRNA expression leads to increases of HTLV-I pro-
tein expression. This protein can be detected by flow cytometry. HTLV-I proteins (e.g., Tax) can be processed into immunodominant peptides 
such as Tax11–19 peptide and presented on the cell surface of infected cells in context with MHC class I molecules. HTLV-I Tax11–19 pep-
tide strongly binds to HLA-A*0201 molecules and stimulates a virus-specific CD8+ T cells response. This Tax11–19/HLA-A*0201 complex 
can be detected with a TCR-like antibody, while the frequency of virus-specific CD8+ T cells can be determined by HLA-A*0201/Tax11–19 
tetramers. These antigen-specific responses are expanded in the CSF of HAM/TSP patients and may contribute to disease progression by rec-
ognition of HTLV-I-processed antigens in the CNS associated with lysis of HTLV-I-infected inflammatory cells, HTLV-I-infected glial cells, 
and/or through induction of proinflammatory cytokines and chemokines.
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Figure 23.5. Model of immunopathogenesis in HAM/TSP. HTLV-I infected CD4+ and CD8+ T cells, as well as antigen-specific T cells 
migrate across the blood brain barrier from the peripheral blood into the CNS. Recent studies have demonstrated that expression of Tax 
protein abrogates the regulatory function CD4+ CD25+ T cells by inhibiting expression of Foxp3 at the level of transcription. This event 
may promote an elevated level of T cell activation in patients with HAM/TSP. As a portion of these HTLV-I infected cells express HTLV-I 
antigens, antigen-specific T cells recognize antigen-expressing cells in the CNS. By recognition, HTLV-I specific CD8+ T cells can lyse 
infected target cells or produce proinflammatory chemokines and cytokines. Antibodies produced by B cells that are directed against viral 
proteins may also cross-react with cellular proteins, in a mechanism known as molecular mimicry. Cytokines such as IL-2 and IL-15 may 
help bystander T cells expansion. Neurotoxic cytokines such as IFN-gamma and TNF-alpha may contribute to the damage of resident glial 
cells and neurons in the CNS.

Collectively, these histopathological studies suggested that an 
inflammatory process in the central nervous system (CNS) is 
involved in the pathogenesis of HAM/TSP.

CD8 + CTLs in the CNS of HAM/TSP patients was detected 
by immunohistochemical staining (Anderson et al., 1990; 
Umehara et al., 1994b). These studies support the hypothesis 
that HTLV-I infected CD4 + T lymphocytes enter the CNS 
which may drive local expansion of virus specific CD8 + 
CTLs. These virus-specific T cells may then either directly 
lyse virus infected cells and/or release a cascade of cytokines 
and chemokines that result in pathological changes (Figure 
23.5). It is clearly important to define which cells might be 
targets of CTLs in the CNS.

HTLV-I Tax-specific CD8 + CTLs are hypothesized to play 
an important role in the development of HAM/TSP. Recently, 
through the development of tetramer technology, HTLV-I 
Tax-specific HLA-A*0201-restricted CD8 + T cells could be 
readily detected in HLA-A*0201 HAM/TSP patients (Altman 
et al., 1996; Greten et al., 1998). By using such tetramers, 
HTLV-I Tax 11–19-specific CD8 + cells from the PBMC of 
HLA-A*0201 HAM/TSP patients were found to represent an 

extraordinarily high proportion of the total CD8 + population 
(Greten et al., 1998; Nagai et al., 2001b). Moreover, the fre-
quency of these HTLV-I Tax11–19-specific CD8 + T cells was 
even higher in the CSF of HAM/TSP patients (Nagai et al., 
2001c; Kubota et al., 2002). As we have shown that amount 
of antigen-specific cells are proportional to the amount of 
HTLV-I proviral DNA load and the levels of HTLV-I tax 
mRNA expression from PBMCs (Yamano et al., 2002), the 
increased frequency of HTLV-I Tax11–19-specific CD8 + T 
cells in HAM/TSP CSF suggest continuous HTLV-I antigen 
presentation in vivo (Figure 23.3).

However, it is unclear what cells express HTLV-I antigens in 
vivo since no HTLV-I protein can be readily detected in PBMCs 
from HAM/TSP patients ex vivo. This may be reconciled with 
the observations that virus-specific T cells recognize antigens 
by engaging the antigen-specific TCR with peptide/HLA com-
plexes displayed on the surface of antigen presenting cells 
(APCs). While tetramers have been useful for monitoring virus-
specific T cells, there has been a shortage of reagents to study 
and visualize the ligand for the TCR: the peptide/HLA complex 
(Cohen et al., 2003; Yamano et al., 2004).
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HTLV-I gag, pX, and pol sequences have been localized to 
the thoracic cord in areas with increased CD4 + cells infiltration 
using semiquantitative PCR (Akizuki et al., 1989; Yoshioka 
et al., 1993). The amount of HTLV-I DNA decreased concomi-
tantly with the number of infiltrating CD4 + cells in the spinal 
cord lesions of HAM/TSP patients having a long duration of 
illness. HTLV-I DNA has been localized to inflammatory infil-
trating UCHL-1 positive cells in affected spinal cord by in situ 
PCR technique (Matsuoka et al., 1998). HTLV-I tax mRNA 
was also detected in infiltrating CD4 + T lymphocytes in active 
lesions in CNS specimens from HAM/TSP patients using in situ 
hybridization (Moritoyo et al., 1996). In addition, the HTLV-I 
p19 protein has been localized to spinal cord lesions (Furu-
kawa et al., 1994). Collectively, these findings suggest that the 
main reservoir of HTLV-I may be infiltrating CD4 + T lym-
phocytes. Other cells may also harbor the virus. HTLV-I RNA 
has been shown to localize to astrocytes (Lehky et al., 1995). 
Recent work using quantitative PCR (TaqMan) indicated that 
CD8 + T cells were also infected with HTLV-I in vivo (Nagai 
et al., 2001b). Using a sensitive flow cytometric technique, 
Hanon et al. also showed that in HTLV-I infection, a significant 
proportion of CD8 + T cells were infected with HTLV-I (Hanon 
et al., 2000a). Interestingly, a portion of HTLV-I specific CD8 
+ CTLs were also infected with HTLV-I and HTLV-I protein 
expression in infected CD8 + T cells rendered them suscep-
tible to cytolysis mediated by autologous HTLV-I specific 
CD8 + CTLs (Hanon et al., 2000a). These findings indicate that 
HTLV-I specific CTLs may serve a dual function as both target 
and effector cells.

23.5. Immune Response to HTLV-I/II

Several immunologic abnormalities such as increased spon-
taneous lymphoproliferation, elevated anti-HTLV-I antibody 
titers in sera and CSF, increased cytokine production, and cel-
lular immune responses have been observed in patients with 
HAM/TSP. These abnormalities are more often observed in 
patients with HAM/TSP compared to HTLV-I infected asymp-
tomatic carriers.

The levels of the cytokines IFN-gamma, TNF-alpha, and 
IL-6 were increased in the sera and CSF (Kuroda and Matsui, 
1993). In peripheral blood lymphocytes (PBL) from HAM/
TSP patients, mRNA for IL-1beta, IL-2, TNF-alpha, and IFN-
gamma are up-regulated (Tendler et al., 1991). Moreover, IL-2 
and IFN-gamma in PBMCs isolated from HAM/TSP patients 
was significantly elevated compared with both asymptom-
atic carriers and seronegative normal donors (Soldan, 2001). 
These data suggested that proinflammatory cytokines induced 
by Tax genes have been suggested to play a role in HAM/TSP 
pathogenesis.

NK cells are believed to protect against viral invasions at 
an early stage of an infection before the adaptive immune 
response is fully activated (Biron, 1997). Therefore, it is 
conceivable that impaired NK cell activity would result in 

diminished control of viral infection and increase in viral 
replication of HTLV-I in HAM/TSP patients. NK cell activity 
has been reported to be significantly lower in HAM/TSP than 
in controls (Fujihara et al., 1991). In addition, NK cells from 
HAM/TSP patients have lower cytotoxic activity and lower 
antibody-dependent cell-mediated cytotoxicity than those 
from controls (Yu et al., 1991).

Human NK cell receptors are expressed by NK cells and also 
some T cells, primarily CD8 + CTLs (Mingari et al., 1998). 
Inhibitory NK cell receptors (iNKRs) can down-regulate anti-
gen-mediated T-cell effector functions, including cytotoxic 
activity and cytokine release (Mingari et al., 1998; Biassoni 
et al., 2001). It is reported that CD8 + T cells that express 
the NK cell inhibitory receptor were significantly decreased 
in HAM/TSP patients but not in asymptomatic HTLV-1 carri-
ers (Saito et al., 2003). These receptors are suggested to play 
a role in regulating CD8 + T cell-mediated antiviral immune 
responses; therefore, a decrease in their expression may result 
in higher risk of developing inflammatory diseases such as 
HAM/TSP.

Although HTLV-I can infect a wide range of vertebrate cells 
in vitro (Trejo and Ratner, 2000), CD4 + T cells are the main 
subset of cells infected with HTLV-I in vivo (Richardson et al., 
1990). HAM/TSP patients have significantly higher frequen-
cies of HTLV-I Env and Tax antigen specific CD4 + T cells as 
compared to HTLV-I infected asymptomatic carriers (Goon 
et al., 2002). It has been reported that CD4 + T cells in HAM/
TSP patients have a more Th1-like phenotype as characterized 
by up-regulated secretion of proinflammatory cytokines such 
as IFN-gamma and TNF-alpha and down-regulated levels of 
Th2 cytokines such as IL-4 (Horiuchi et al., 2000; Nakamura 
et al., 2000; Wu et al., 2000; Hanon et al., 2001). As suggested 
in the model presented in Figure 23.5, HTLV-I infected CD4 
+ T cells have increased adhesion activity to endothelial cells 
and transmigrating activity through basement membrane that 
allows migration of infected CD4 + T cells into the CNS 
(Nakamura et al., 2000). Entry into the CNS by HTLV-I CD4 
+ T cells that have increased production of TNF-alpha, a 
neurotoxic cytokine, may be responsible for the initiation 
inflammatory processes seen in HAM/TSP.

One of the most striking features of the cellular immune 
response in HAM/TSP patients is the highly increased num-
bers of HTLV-I specific HLA class I restricted CD8 + CTLs 
in the PBL and CSF (Hinuma et al., 1981; Jacobson et al., 
1990). Although HTLV-I CD8 + CTLs have been detected in 
PBMC of some asymptomatic carriers (Parker et al., 1992), 
the magnitude and frequency of these responses are higher 
in patients with neurologic disease (Elovaara et al., 1993). 
CD8 + CTLs recognize viral and other foreign antigens, usu-
ally as small 9-aa peptides, in the context of HLA class I 
alleles. Although HTLV-I Env, Pol, Rof and Tof (Pique 
et al., 2000) could be target proteins of HTLV-I specific CTLs, 
HTLV-I specific CD8 + CTL activity in PBL from HAM/TSP 
patients is typically restricted to p27x and p40x products of 
the HTLV-I tax gene (Elovaara et al., 1993). In particular, the 
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HTLV-I Tax11–9 peptide (LLFGYPVYV) has been defined as 
an immunodominant epitope presented in the context of HLA-
A*0201 and can be recognized by CD8 + CTLs from HAM/
TSP patients (Parker et al., 1992; Koenig et al., 1993). Tax11–19 
conforms to a known HLA-A*0201 binding motif and has 
one of the highest affinities known for any peptide-HLA 
complex (Utz et al., 1992). Recently, HTLV-I Tax peptide 
loaded HLA-A*0201 dimers and tetramers were developed 
and used to demonstrate HTLV-I Tax-specific HLA-A*0201 
restricted CD8 + T cells (Greten et al., 1998; Bieganowska 
et al., 1999). HTLV-I Tax11–19-specific CD8 + cells from 
the PBMC of HLA-A*0201 HAM/TSP patients were found 
to represent an extraordinarily high proportion of the total 
CD8 + population (Greten et al., 1998; Nagai et al., 2001c). 
In patients with both HTLV-1 Tax 11–19 and cytomegalovirus 
peptide-specific CD8+ T cells, only HTLV-I Tax 11–19 spe-
cific CD8+ cells are found to be elevated in the CSF as detected 
with tetramers (Nagai et al., 2001a; Kubota et al., 2002).

These studies suggest that the HTLV-I specific cells either 
are specifically expanded in the CSF or are recruited into the 
CNS from the periphery as depicted in Figure 23.2. Preferen-
tial expansion in the CSF may be associated with the recogni-
tion of HTLV-I infected cells in this compartment or in the 
CNS and thus may contribute to the neuropathology associ-
ated with HAM/TSP (Nagai et al., 2001a). Recently, it has 
been reported that HTLV-I tax mRNA expression levels in 
PBMCs correlated with the amount of HTLV-I Tax11–19-
specific CD8+ T cells (Yamano et al., 2002) (Figure 23.4). 
These data suggest that HTLV-I specific CD8+ T cells may be 
continuously driven by HTLV-I antigen expression in vivo.

HAM/TSP patients have high proviral loads despite vig-
orous virus-specific CD8+ T cell responses; however, it is 
unknown whether these T cells are efficient in eliminating 
the virus in vivo. Sequencing analysis revealed that epitope 
mutations were remarkably increased in a patient when the 
frequency and the degeneracy of the HTLV-1 specific CD8+ T 
cells were at the lowest. It was shown that the frequency and 
the degeneracy correlated with proviral load in the longitudi-
nal study (Kubota et al., 2003).

The phenomenon of spontaneous lymphoproliferation, 
defined as the ability of PBMCs to proliferate ex vivo in the 
absence of exogenous antigens or stimulants such as IL-2, has 
been well described in PBLs from HAM/TSP patients, from 
HTLV-I asymptomatic carriers, and from HTLV-II infected 
persons (Kramer et al., 1989). However, the magnitude of 
this spontaneous lymphoproliferation is more pronounced in 
HAM/TSP patients than in asymptomatic HTLV-I carriers. 
The spontaneous lymphoproliferation of HTLV-I infected PBL 
is thought to consist of the proliferation of HTLV-I infected 
CD4+ cells and the expansion of CD8+ cells based on the 
demonstration of an increase in virus expressing cells con-
comitant with an increase in the percentage of CD8+ CD28+ 
lymphocytes. Experimentally, CD8+ T cells, including HTLV-
I specific CD8+ T cells, have been shown to be expanded during 
spontaneous lymphoproliferation (Sakai et al., 2001).

The high frequency of HTLV-I specific CD8+ CTL in 
HAM/TSP patients correlates with the production of several 
cytokines. By intracellular cytokine staining coupled with 
flow cytometry, IFN-gamma, TNF-alpha, and IL-2 were all 
significantly elevated in the HTLV-I specific CD8+ cells of 
HAM/TSP patients compared with asymptomatic carriers and 
HTLV-I seronegative healthy controls (Kubota et al., 1998). In 
addition, HLA-A*0201 restricted HTLV-I Tax11–19-specific 
CD8+ CTL lines derived from a HAM/TSP patient released 
IFN-gamma and IL-2, with higher magnitude upon stimula-
tion with Tax11–19 peptide (Nagai et al., 2001c).

It has been suggested that cytokine expression may be asso-
ciated with an interaction of the TCR/Ag/HLA trimolecular 
complex. The molecular characterization of this trimolecu-
lar complex has led to major advances in the understanding 
of how the immune response recognizes antigen and has 
resulted in technologies that use these MHC-peptide com-
plexes to directly visualize antigen-specific T cells (Greten 
et al., 1998). HTLV-I Tax11–19-specific CD8+ cells have 
been shown to possess cytolytic activity directed towards 
cells expressing HTLV-I Tax peptide via a perforin-dependent 
mechanism. Increased production of a of MMP-9, chemoat-
tractants (macrophage inflammatory proteins 1alpha and 
1beta), and proinflammatory cytokines (TNF-alpha and IFN-
gamma) as a result of CD8+ T cell receptor mediated activa-
tion by HTLV-I antigens can contribute to damage of CNS 
tissues (Biddison et al., 1997; Greten et al., 1998; Kubota et al., 
1998; Lim et al., 2000).

Moreover, it is documented that an autoimmune mechanism 
may also be involved in the pathogenesis of HAM/TSP (Levin 
et al., 1998; Levin et al., 2002b; Levin et al., 2002a; Jernigan 
et al., 2003). A unique T-cell receptor CDR3 motif, which 
has been demonstrated in brain lesions of MS and in the ani-
mal model experimental autoimmune encephalomyelitis, was 
also detected in infiltrating lymphocytes in the spinal cord of 
HAM/TSP patients (Hara et al., 1994). Furthermore, Levin 
et al. (1998) have provided new evidence in support of molec-
ular mimicry as a possible mechanism in HAM/TSP pathogen-
esis. Serum immunoglobulin from HAM/TSP patients reacted 
to neurons in HTLV-I uninfected human CNS but not to cells 
in the peripheral nervous system or other organs. This reactiv-
ity was abrogated by pretreatment with recombinant HTLV-I 
tax protein. IgG from brain, CSF, and serum of the HAM/
TSP patients showed immunoreactivity with heterogeneous 
nuclear ribonuclear protein-A1 (hnRNP-A1) as the autoanti-
gen. This antibody specifically stained human Betz cells, and 
infusion of autoantibodies in brain sections inhibited neuronal 
firing (Levin et al., 2002b; Levin et al., 2002a; Jernigan et al., 
2003). These data suggest that molecular mimicry between 
HTLV-I and autoantigens in CNS might play a role in the 
pathogenesis of HAM/TSP.

These evidences suggests that dysregulation in immune 
system may be associated with pathogenesis of HTLV-I asso-
ciated neurologic diseases and may be responsible for local 
parenchymal (“by-stander”) damage.
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23.6. Animal Models of HTLV-I/II 
Infection

HTLV-I can be consistently infected into rabbits, rats and 
squirrel monkeys (Lairmore et al., 2005). HTLV-I infectivity 
for rabbits was first reported by using intravenous inoculations 
of the MT-2 cell line (Akagi et al., 1985), a T-cell leukemia cell 
line established from a patient with ATL, and with the Ra-1 
cell line (Miyoshi et al., 1985), a rabbit lymphocyte cell line 
derived from cocultivation of rabbit lymphocytes with MT-2 
cells. The rabbit model has provided important information 
regarding the immune response against HTLV-1 infection 
(Cockerell et al., 1990). Establishment of a rabbit model of 
clinical HTLV-1 disease has been more problematic. In the 
majority of studies, rabbit infection has paralleled the asymp-
tomatic infection of humans. Sporadic clinical lymphoprolif-
erative disorders in HTLV-1-infected rabbits were reported 
(Simpson et al., 1996; Kindt et al., 2000; Zhao et al., 2002). In 
each of these cases, clinical disease developed after one year 
and usually several years after the initial infection.

Rats have been infected with HTLV-1-producing cells and 
offer a tractable model of HAM/TSP, the neurologic disease 
associated with the viral infection (Suga et al., 1991; Sun 
et al., 1999; Hakata et al., 2001). Wistar–King–Aptekman–
Hokudai (WKAH) rats emerged as a model of HAM/TSP. 
HTLV-I-infected WKAH rats develop spastic paraparesis 
with degenerative thoracic spinal cord and peripheral nerve 
lesions several months following inoculation (Ishiguro et al., 
1992; Kushida et al., 1993). The pathology of rat HAM/TSP 
differs from that seen in humans. Lesions in humans have a 
marked T-cell infiltration of affected regions, whereas lym-
phocytes are not seen in the lesions in rats (Yoshiki, 1995). 
Subsequent studies defined the time periods over which the 
pathologic changes occur and indicated that apoptosis of 
oligodendrocytes and Schwann cells is the primary event 
leading to demyelination (Yoshiki, 1995; Yoshiki et al., 1997; 
Ohya et al., 2000). Macrophages are seen in the lesions of rats 
in response to the demyelination. Production of HTLV-1 pX 
mRNA, tumor necrosis factor (TNF) alpha mRNA, as well 
as altered expression of the apoptosis-modifying genes, bcl-2, 
bax, and p53, have been identified within the lesions (Ohya 
et al., 2000; Tomaru et al., 2003). In addition, HTLV-1 provi-
rus has been identified in microglial cells and macrophages 
associated with lesions (Kasai et al., 1999).

Development of rat models for clinical ATL has required 
the use of immunodeficient rats. Ohashi et al. (1999) demon-
strated that an ‘ATL-like lymphoproliferative disease’ could be 
established in adult nude (nu/nu) rats following inoculation of 
some HTLV-1-immortalized cell lines. This led to studies that 
examined methods of protection against tumor development, 
including adoptive transfer of T cells (Kannagi et al., 2000) 
and Tax-specific peptide vaccines (Hanabuchi et al., 2001).

The squirrel monkey has been successfully infected with 
HTLV-1 and offers an attractive non-human primate model 
of HTLV-1 for vaccine testing (Kazanji et al., 2000; Kazanji 

et al., 2001; Mortreux et al., 2001; Sundaram et al., 2004). 
In this model, peripheral lymphocytes, spleen, and lymph 
nodes were verified as major reservoirs for HTLV-1 virus dur-
ing the early phase of infection (Kazanji et al., 1997; Kaza-
nji et al., 2000). It was subsequently established that similar 
to humans, HTLV-1 infection in squirrel monkeys begins 
through reverse transcription of the virus genome, which is 
then followed by clonal expansion of infected cells (Mortreux 
et al., 2001).

HTLV-I infected mouse models would be useful in provid-
ing a small and inexpensive animal for studies of pathogene-
sis, treatment, and prevention of ATL or other HTLV-I related 
diseases. However, HTLV-1 does not efficiently infect murine 
cells. Thus, mouse models must be manipulated to establish 
HTLV-1 infection.

Transgenic models of HTLV-1 have provided an understand-
ing of the role of Tax and Tax-mediated disruption of lym-
phocyte function or cytokines in HTLV-1-associated lesions. 
Arthropathy and other autoimmune diseases developed in Tax 
transgenic mice and rats controlled through the HTLV-1 pro-
moter (Iwakura et al., 1991; Iwakura et al., 1995; Yamazaki 
et al., 1997). Transgenic animals expressing Tax manifested 
mammary adenomas or carcinomas (Yamada et al., 1995; 
Hall et al., 1998). Overall, these studies showed the strong 
support that Tax has the oncogenic capabilities, although they 
did not demonstrate mechanisms of carcinogenesis. Recently, 
Hasegawa et al. (2006) reported generating HTLV-I tax trans-
genic mice using the lck proximal promoter. The founder and 
offspring developed diffuse large cell lymphomas that are his-
tologically similar to ATL cells. Further analysis is expected. 
Bovine leukemia virus (BLV) infection of sheep offers a reli-
able model of disease associated with delta retrovirus infec-
tions and insight into viral genetic determinants of tumor 
induction (Willems et al., 2000).

Summary

HTLV-I virus-host immune interactions play a pivotal role 
in HAM/TSP. HTLV-I has a unique pX region in the genome 
that might lead to immune dysregulation in patients with the 
disease. High HTLV-I proviral loads in both CD4+ and CD8+ 
T cell populations drive increased HTLV-I mRNA levels that 
result in increased HTLV-I protein expression. Processing of 
HTLV-I proteins and presentation of HTLV-I specific pep-
tides leads to activation and expansion of antigen-specific T 
cell responses. The hypothesis that HTLV-I specific CD8+ 
CTLs play a role in the development of HAM/TSP is sup-
ported by localization of these CTL in the CNS. HTLV-I 
specific CD8+ cells could recognize productively infected 
cells and respond either by direct lysis of the infected cell 
or through the release of proinflammatory cytokines and 
chemokines. These molecules can act to recruit and expand 
additional inflammatory cells, and have been shown to be 
toxic to CNS tissue. Several studies suggest that HTLV-
I infected lymphocytes may preferentially migrate into the 
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CSF from peripheral blood or that HTLV-I infected lym-
phocytes may selectively expand in this compartment. 
This process is illustrated in Figure 23.5. It is reported that 
HTLV-I genomic sequences, RNA, and protein have been 
localized to spinal cord lesions. Therefore, all requirements 
for CTL recognition, including viral antigen and HLA class 
I expression, are present in the HAM/TSP lesion, lending 
support to the argument that CD8+ CTL may be immuno-
pathogenic in this disease. Intensive studies regarding the 
interaction between HTLV-I specific CD8+ T cells and HTLV-
I infected cells will clarify the pathogenesis of HAM/TSP.

Review Questions/Problems

1. Which is most unusual symptom in patients with HAM/
TSP?

a. spastic paralysis
b. higher brain dysfunction
c. bladder and rectal disturbance

2. Which antibody is detected in patients with HAM/TSP?

a. anti HTLV-I antibody
b. anti HIV-I antibody
c. anti ganglioside antibody

3. Which inflammatory disease is shown to be associated 
with HTLV-I infection?

a. gastritis
b. myelitis
c. uvelitis

4. Which level of spinal cord is predominantly affected in 
patients with HAM/TSP?

a. cervical level
b. thoracic level
c. lumbar level

5. Which cells are infiltrated in the chronic phase of HAM/
TSP?

a. CD4 positive T cells
b. CD8 positive T cells
c. B cells

6. Which circulated cytokine is up-regulated in patients 
with HAM/TSP?

a. IL-2
b. IL-4
c. IL-10

7. Which part is mostly degenerated in spinal cord in 
patients with HAM/TSP?

a. Anterior column
b. Lateral column
c. Posterior column

 8. Which is most endemic area of HTLV-I?

a. North America
b. Caribbean
c. Europe

 9. What type of human leukocyte antigen (HLA) is regarded 
as the higher risk factor associated with HAM/TSP?

a. HLA-A*02(+)
b. HLA-Cw*08(+)
c. HLA-DRB1*0101(+)

10. Which cytokine is mostly detected at degenerated spi-
nal cord in HAM/TSP?

a. TNF-alpha
b. IL-1 beta
c. IFN-gamma

11. Which is characteristically detected in T cells of 
patients with HAM/TSP?

a. Spontaneous lymphoproliferation
b. Down-regulation of the ratio of CD4/CD8
c. Eruption of the “flower cells”

12. How much is the frequency of the development of 
HAM/TSP in HTLV-I carrier?

a. Less than 5%
b. 10% to 20%
c. More than 50%

13. Which is inappropriate infection route of the HTLV-I?

a. Transmission through breast milk
b. Sexual contact
c. Droplet infection

14. Which adhesion molecules are mostly detected in the 
spinal cord of HAM/TSP?

a. ICAM-1
b. VCAM-1
c. ICAM-1 and VCAM-1

15. Which part is histopathologically affected in spinal 
cord of HAM/TSP?

a. Axon
b. Myelin
c. Axon and Myelin

16. Which inflammatory disease is shown to be associated 
with HAM/TSP?

a. Sjogren syndrome
b. Atopic dermatitis
c. Crohn’s disease

17. Which is predictive finding in regard to CSF of HAM/
TSP patients?

a. Leukocyte: Normal range to slightly increasing, Sugar: 
Normal range
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b. Leukocyte: Moderate increasing, Sugar: Normal range
c. Leukocyte: Moderate to severe increasing, Sugar: 

Decreasing

18. Which sex is much developed in HAM/TSP?

a. Male
b. Female
c. No difference between male and female

19. What are the reservoir cells of the infected HTLV-I?

a. T cells
b. B cells
c. Macrophages

20. Which is strongly associated with the development of 
HAM/TSP?

a. Leukocyte increasing
b. Hypercalcemia
c. High proviral load
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24.1. Introduction

Encephalitis is an acute inflammation of the brain that is caused 
by a viral infection. Several viruses, herpes simplex virus type 
1 (HSV-1), Varicella zoster virus (VZV), cytomegalovirus 
(CMV), West Nile virus, and certain members of the Flavivirus 
family or Bunyavirus genus for example, can cause encepha-
litis.  Although these viruses have very different biological 
properties, they have the ability to enter the central nervous 
system, replicated in neurons, and can all cause encephali-
tis.  In general, patients with encephalitis suffer from fever, 
headache, seizures, and photophobia.  Less commonly, stiff-
ness of the neck can occur with rare cases of patients also suf-
fering from stiffness of the limbs, slowness in movement and 
clumsiness depending on which part of the brain is involved.  
Encephalitis is not a typical outcome of viral infections, but it 
is life threatening and difficult to treat.  This chapter discusses 
the properties of the viruses that cause encephalitis, how they 
cause clinical disease, and the available therapeutic strategies 
that are available.

24.2. Herpes Simplex Virus-Mediated 
Encephalitis (HSE)

24.2.1. Summary of Herpes Simplex Virus Type 
1 Productive Infection

Herpes simplex virus type 1 (HSV-1) is a double-stranded 
DNA virus that has a genome size of 152 Kb, and it encodes 
at least 84 proteins. Binding and entry of HSV-1 into permis-
sive cells is mediated by viral proteins binding to cellular 

receptors (Spear, 1993). After uncoating, the viral genome 
is present in the nucleus and viral gene expression ensues. 
HSV gene expression is temporally regulated in three distinct 
phases: immediate early (IE), early (E), or late (L) (Honess 
and Roizman, 1974). IE gene expression does not require 
protein synthesis and is stimulated by VP16 (O’Hare, 1993). 
In general, proteins encoded by IE genes regulate viral gene 
expression, and as such are important for productive infection. 
E gene expression is dependent on at least one IE protein, and 
generally E genes encode nonstructural proteins that play a 
role in viral DNA synthesis. L gene expression is maximal 
after viral DNA replication, requires IE protein production, 
and L proteins comprise the virion particle.

24.2.2. Summary of Latent Infection

Acute infection is typically initiated in the mucosal epithelium, 
and then HSV-1 establishes latency in sensory neurons located 
in trigeminal ganglia (TG) or sacral dorsal root ganglia. Despite 
a vigorous immune response during acute infection, latency is 
established. As many as 20–30% of sensory neurons are latently 
infected (reviewed in Jones, 1998, 2003). As a consequence of 
primary infection, HSV-1 genomic DNA is also present in 
the central nervous system (CNS) of a significant proportion of 
the adult human population (Fraser et al., 1981).

The latency associated transcript (LAT) is abundantly tran-
scribed in latently infected neurons (reviewed in Jones, 1998, 
2003). Mice, rabbits, or humans latently infected with HSV-1 
express LAT. In productively infected cells or latently infected 
rabbits, an 8.3-Kb transcript is expressed that has the same 
sense as LAT. Splicing of the 8.3-Kb transcript yields an abun-
dant 2-Kb LAT and an unstable 6.3-Kb LAT. The majority of 
LAT is not capped, is poly A-, appears to be circular, and is 
designated as a stable intron. In small animal models, LAT is 
important but not required for the latency-reactivation cycle 
(reviewed in Jones, 1998, 2003). The first 1.5 Kb of LAT coding 
sequences are important for reactivation from latency. It is not 
clear whether LAT encodes a protein or is a regulatory RNA.
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LAT interferes with apoptosis in transiently transfected cells 
and in TG of infected rabbits or mice (Jones, 2003). Inhibiting 
apoptosis may be the most important function of LAT because 
two anti-apoptosis genes, the bovine herpesvirus 1 (BHV-1) 
LAT homologue (Mott et al., 2003; Perng et al., 2002) and the 
baculovirus IAP gene (Jin et al., 2005), can restore levels of 
spontaneous reactivation to a LAT null mutant.

24.2.3. Epidemiology of Herpes Simplex Viruses

Approximately 90% of the population is infected with herpes 
simplex virus type 1 (HSV-1), and at least 10% with HSV-2 
(Nahmias and Roizman, 1973; Whitley, 1997). Humans are 
the only natural reservoir for this infection, and no vectors 
are involved in transmission of this virus (Stanberry et al., 
2004). HSV-1 primary infection occurs mainly in childhood, 
and HSV-2 infection occurs predominantly in sexually active 
adolescents and young adults. Aerosols or close contact are 
the primary mechanisms of viral transmission. Although 
transmitted by different routes and involving different parts of 
the body, these two viral subtypes have similar epidemiology 
and clinical manifestation.

24.2.4. Pathogenesis of HSE

HSV is the most commonly identified cause of acute, sporadic 
viral encephalitis in the United States, accounting for 10–20% 
of all cases (Corey, 2005). It is estimated that there are about 
2.3 cases per million individuals per year. There are peaks at 
5–30 years of age and at more than 50 years of age. Since the 
1940s, HSV-1 and HSV-2 have been implicated in the cau-
sation of acute necrotizing encephalitis in infants, children, 
and adults. Encephalitis due to HSV-2 in newborn infants is 
a widespread disease in the brain and commonly involves a 
variety of other organs in the body, including the skin, eyes, 
and lungs (Stanberry et al., 2004).

HSE is characterized by severe destruction of temporal and 
frontal lobe structures, including limbic mesocortices, amygdala, 
and hippocampus. Without antiviral therapy, the mortality 
rate is as high as 70%; but even after antiviral therapy 20% of 
these patients die. Despite early treatment, chronic progres-
sive tissue damage in magnetic resonance imaging (MRI) can 
be found up to 6 months following the onset of symptoms. 
Approximately 2/3 of the HSE cases occur because of reac-
tivation from latency (Yamada et al., 2002), which explains 
why there is high morbidity and long-term complications 
despite antiviral treatment (Lahat et al. 1999; McGrath et al., 
1997; Skoldenberg, 1991).

In general, HSE is associated with necrotic cell death 
resulting from virus replication and inflammatory changes 
secondary to virus-induced immune response (DeBiasi et al., 
2002). However, there is not a perfect correlation between 
virus burden in the brain and the severity of histological 
changes and neurological symptoms. Furthermore, a small 
number of HSE patients are negative for HSV-1 DNA early in 

the course of infection, suggesting that factors other than virus 
replication are involved in cell death/disease pathogenesis.

24.2.5. Animal Models for Studying HSE

HSE occurs in a certain percentage of mice or rabbits follow-
ing infection. The frequency of HSE in experimental infections 
is dependent on the pathogenic potential of the HSV-1 and 
the mouse strain used for experimental infection. For HSE to 
occur after ocular infection, the virus must enter the TG, and 
then spread to the CNS, or the virus directly gains access into 
the brain via the optic nerve. Models have also been developed 
in which the virus is directly inoculated into the brain. In this 
model, transport from the peripheral tissue → the peripheral 
nervous system → the CNS is not important. Thus, viral genes 
necessary for neuronal transport and spread are not crucial for 
virus infection if the brain is inoculated.

Viral genes necessary for productive infection, inhibiting 
apoptosis, or inhibiting immune recognition would likely 
play a significant role in the potential of HSV-1 to initiate 
encephalitis. Innate immune responses play a significant 
role in lethal encephalitis because HSV-1 interactions with 
Toll-like receptor 2 contribute to HSE (Kurt-Jones et al., 
2004). A recent study has demonstrated that LAT enhances 
the frequency of encephalitis in male Balb/C mice (Jones et al., 
2005). Thus, viral- and host-specific factors regulate the fre-
quency of HSE.

24.2.6. Clinical Features of HSE

Two recognizable groups of symptoms are seen in most 
patients. First of all there are nonspecific symptoms that 
are seen in most forms of encephalitis, including fever, 
headache, and signs of meningeal irritation such as nausea, 
vomiting, confusion, generalized seizures, and alteration of 
consciousness. The second group of changes is referable to 
focal necrosis of the orbitofrontal and temporal cortexes 
and the limbic system, and includes anosmia, memory loss, 
peculiar behavior, speech defects, hallucinations (particularly 
olfactory and gustatory), and focal seizures. There is rapid 
progression in some cases, with the appearance of reflex 
asymmetry, focal paralysis, hemiparesis and coma. Cerebral 
edema contributes to these symptoms and plays an important 
role in the outcome (Stanberry et al., 2004).

24.2.7. Therapy

A number of nucleoside analogs are active against primary 
and recurrent HSV infection. Acyclovir is the major therapy 
used for HSV encephalitis. It should be given intravenously at 
a dose of 10 mg/kg every 8 h for 14–21 days. It is usually well 
tolerated with few side effects. Valacyclovir and famciclovir are 
alternative drugs used for the treatment of HSV encephalitis 
(Griffiths, 1995; Stanberry et al., 2002, 2004). For a description 
of these drugs see §5.
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24.3. Varicella Zoster Virus (VZV)-
Induced Encephalitis

24.3.1. Summary of Virus Lifecycle and Virus 
Transmission

Humans are the only known reservoir for VZV, and VZV is 
a ubiquitous human pathogen. Lke HSV-1, VZV is a large 
double stranded DNA virus that encodes at least 70 different 
genes. VZV contains many genes that are similar to HSV-1, 
suggesting they are functional homologues. Thus, the general 
steps during productive infection are similar for VZV and 
HSV-1 and will not be discussed in detail here.

24.3.2. Latency of VZV

VZV appears to be latent only in ganglia, and viral genomes 
are primarily found in sensory neurons. Analysis of latent VZV 
is restricted to human ganglia obtained at autopsy. Based on in 
situ hybridization (ISH) studies combined with sequencing, four 
transcripts corresponding to VZV genes 21, 29, 62, and 63 have 
been identified in latently infected human ganglia. A monospe-
cific polyclonal antiserum directed against VZV ORF 63 protein 
detected this protein in the cytoplasm of neurons (reviewed in 
Mitchell et al., 2003). These VZV proteins are primarily in the 
nucleus during productive infection (zoster), suggesting that the 
cytoplasmic location might maintain VZV in a latent state.

24.3.3. Epidemiology of VZV

A serologic study of 1201 U.S. military trainees indicated that 
95.8% had been exposed to virus (Jerant et al., 1998). Chicken-
pox is common in childhood and affects both genders equally as 
well as people of all races. VZV is spread by droplet or airborne 
transmission and is highly contagious. The primary infection is 
seen as varicella (chickenpox), a contagious and usually benign 
illness that occurs in epidemics among susceptible children. 
The VZV virus is highly contagious and can be contacted by 
aerosol, human contact, or coughing. Primary infection pro-
duces varicella (chickenpox), after which VZV becomes latent 
in neurons of cranial nerve, dorsal root, and autonomic gan-
glia along the entire neuro-axis. Reactivation from latency can 
occur decades later, resulting in zoster (shingles), which tends 
to be more localized than the chickenpox infection.

24.3.4. Clinical Features of VZV

Acute VZV infection leads to chickenpox, which is char-
acterized by malaise, fever, and an extensive vesicular rash 
(Abendorth and Arvin, 2000). Chickenpox in the immuno-
competent child is mostly benign and associated with las-
situde and a temperature of 100–103°F for 1–2 days. Other 
symptoms include malaise, itching, anorexia, weakness, 
and exhaustion, and these gradually resolve as the illness 
improves. The hallmark of chickenpox is the skin manifesta-

tions that consist of maculopapules, vesicles, and scabs in 
varying stages. In general immunocompromised children 
have more numerous lesions. Although chickenpox is usu-
ally a mild disease, there are exceptions to this rule. For 
example, an epidemic of 292 cases of chickenpox occurred 
in rural India resulted in 3 deaths (Balraj and John, 1994). In 
the United Kingdom about 25 people die from chickenpox 
every year, in part because VZV vaccination is not mandatory 
(Rawson et al., 2001). VZV vaccine effectively prevents vari-
cella; however, breakthrough varicella and virus reactivation 
can still occur (reviewed by Arvin and Gershon, 1996).

With chickenpox the most frequent organ affected other than 
the skin is the CNS (Liesegang, 1999). The neurologic abnor-
malities are often seen as acute cerebellar ataxia or encephalitis. 
Encephalitis is the most serious complication of chickenpox, 
and it can be life threatening in adults. It occurs in 0.1–0.2% of 
patients with chickenpox (Johnson and Milbourn, 1970).

Herpes zoster is characterized by a unilateral vesicular 
eruption with a dermatome distribution. Postherpetic neuralgia 
(pain that persists more than 30 days after the onset of rash 
after cutaneous healing) is the most serious complication 
in immunocompetent patients. The incidence and duration 
of postherpetic neuralgia are directly correlated with the age 
of the patient. Acute retinal necrosis caused by varicella- zoster 
virus occurs occasionally in immunocompetent patients 
although more recent reports have focused on ocular disease 
in HIV-infected patients. In HIV-infected patients the lesions 
rapidly increase in size and coalesce. These lesions respond 
poorly to antiviral therapy and almost inevitably cause blind-
ness in the involved eye. The retinitis is less aggressive in 
immunocompetent patients and can often be treated with 
antiviral therapy such as acyclovir. Neurologic complica-
tions associated with zoster are diverse, including motor 
neuropathies of the cranial and peripheral nervous system, 
encephalitis, meningoencephalitis, myelitis, and Guillain-
Barré syndrome (Liesegang, 1999). Extracutaneous sites of 
involvement include the CNS, as shown by meningoenceph-
alitis or encephalitis. The clinical symptoms are similar to 
those of other viral infections of the brain. This involvement 
of the CNS with cutaneous herpes zoster is probably more 
common than recognized clinically. Classically, VZV infec-
tion involves dorsal root ganglia. Motor paralysis can occur 
as a consequence of the involvement of the anterior horn 
cells, in a manner similar to that encountered with polio. 
These patients may have severe pain. Herpes zoster in the 
immunocompromised patient is more severe than in the normal 
person, but even in these patients disseminated herpes zoster 
is rarely fatal.

24.3.5. Neurological Disorders Associated 
with VZV

In general, neurological diseases occur as a result of reactivation 
from latency. The neurological complications after VZV reac-
tivation are serious and can be life-threatening. VZV is the 
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causal agent in 29% of 3231 cases of encephalitis, meningitis, 
and myelitis, and VZV is the most common cause of encephalitis 
in patients over age 65 (Rantalaiho et al., 2001). More than 
500,000 Americans develop zoster (severe dermatomal distri-
bution pain and rash) every year. Zoster is frequently followed 
by postherpetic neuralgia (pain that persists for months and 
often years after the rash disappears), myelitis, or unifocal or 
multifocal vasculopathy. Many cases of VZV vasculopathy, 
myelitis, and polyneuropathy occur in the absence of rash. 
Since VZV causes a wide spectrum of neurological disorders, 
testing for VZV DNA and antibody in cerebrospinal fluid 
(CSF) should be routinely performed. Proper diagnosis is 
critical because antiviral treatment can be curative, even after 
weeks to months of chronic VZV infection.

Subsequent reactivation of latent VZV in dorsal root ganglia 
results in a localized cutaneous eruption termed “herpes 
zoster” (or shingles). The epidemiology of herpes zoster 
differs from that of chickenpox. Decreasing virus-specific 
cell-mediated immune responses, which occur naturally as a 
result of aging or that result from immunosuppressive illness 
or medical treatments, increases the risk of shingles (Gnann 
and Whitley, 2002). Herpes zoster occurs in persons who are 
seropositive for VZV or more specifically in those who 
have had chickenpox. Most patients who develop herpes zos-
ter have no history of exposure to other persons with VZV 
infection at the time of the appearance of lesions. Over 90% 
of adults in the U.S. have serologic evidence of varicella-
zoster infection and are at risk for herpes zoster. The annual 
incidence is about 1.5–3.0 cases per 1000. Zoster occurs 
during the lifetime of 10–20% of all persons (Liesegang, 
1999). Increasing age is a key risk factor for the development 
of herpes zoster. The other major risk for herpes zoster is 
altered cell-mediated immunity. Patients with cancer, those 
receiving immunosuppressive agents, and organ-transplant 
recipients are thus at increased risk of shingles. Persons who 
are positive for human immunodeficiency virus also develop 
herpes zoster at a higher frequency than those who are negative 
(Liesegang, 1999).

24.3.6. Potential Models to Study VZV 
Neuropathogenesis

Unlike HSV-1, VZV does not reactivate from ganglia after 
experimental infection of primates or rodents. However, 
after footpad inoculation of rats with VZV, the protein 
encoded by gene 63 can be detected in lumbar ganglia 1 
month after infection. Viral protein is also detected in neu-
rons, both in the nuclei and cytoplasm of infected cells. 
An independent study using the same rat model detected 
VZV gene 63 DNA in 5–10% of neurons and VZV RNA 
in neurons and non-neuronal cells (Kennedy et al., 1999). 
Simian varicella virus may also be a valuable model to 
study the pathogenesis of varicella virus–host interactions. 
Finally, the application of humanized immunodeficient 
mice (SCID-hu) to VZV has provided new information 

about viral genes that are necessary for viral growth and 
pathogenesis (Ku et al., 2005).

24.3.7. Therapy

Therapy for herpes zoster should be aimed at accelerat-
ing healing, limiting the severity and duration of acute and 
chronic pain and reducing any complications associated with 
the infection. In patients who are immunocompromised, therapy 
should also be aimed at reducing the risk of viral dissemina-
tion. Acyclovir, valacyclovir, and famciclovir are all used in 
the United States for the treatment of herpes zoster. Acyclovir 
is approved in the U.S. for the treatment of both chickenpox 
and herpes zoster in the normal host. Oral acyclovir therapy in 
normal children, adolescents, and adults shortens the duration 
of lesion formation by about a day, reduces the total number 
of new lesions by about 25%, and reduces many of the symp-
toms in about a third of patients (Gnann and Whitley, 2002; 
Snoeck et al., 1999).

24.4. Human Cytomegalovirus 
(CMV)-Induced Encephalitis

24.4.1. Summary of Virus Lifecycle

Human cytomegalovirus (HCMV) is a β-herpesvirus that is 
an important causative agent of congenital disease and is a 
significant opportunistic infection (Knipe and Howley, 2001). 
HCMV is the largest member of the human herpesvirus group. 
It is estimated to encode at least 165 genes. In contrast to 
HSV-1, HCMV exhibits a highly restricted host range in cell 
culture. Primary differentiated fibroblasts show the greatest 
susceptibility to infection. As with other herpes–viruses, the 
HCMV-immediate early genes regulate viral transcription and 
inhibit cellular responses to infection (apoptosis and inter-
feron induction, for example).

24.4.2. Epidemiology of HCMV

CMV is widely distributed among humans—from developed, 
industrial societies to isolated aboriginal groups (Pass, 1995). 
As with the other herpesviruses, CMV is readily contracted. 
The prevalence of CMV increases with age in every group 
that has been studied. In general, prevalence is greater and 
acquired earlier in life in developing countries and in the lower 
socioeconomic sections of developed countries. Infection rates 
are higher in nonwhites, but these racial differences appear to 
reflect differences associated with socioeconomic status and 
living conditions (Pass, 2001).

24.4.3. Pathogenesis and Persistence of HCMV

In healthy individuals, primary infection is usually subclinical, 
leading to persistence of the virus in a latent state throughout 
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the lifetime of the host. However, primary infection of new-
borns and reactivation from latent infections in immunocom-
promised individuals can lead to systemic and chronic disease. 
Unlike HSV-1 and VZV, HCMV does not typically establish 
latency in the nervous system. Myeloid-lineage hematopoietic 
cells (e.g., granulocytes, macrophages, and dendritic cells) 
are important targets for lifelong latency. HCMV latent gene 
expression is localized to the immediate early 1 (IE1) and 
IE2 regions. These transcripts appear to originate from both 
strands, but it is not clear if IE1 and IE2 proteins are expressed. 
Since these proteins are known to promote productive infec-
tion, high levels of expression do not appear to be consistent 
with latency. Several open reading frames also exist on the 
antisense strand of the latency associated transcripts. Anti-
bodies to these ORFs are recognized by serum from healthy 
seropositive individuals, suggesting they are expressed during 
natural infection (Kondo et al., 1996).

With respect to HCMV causing disease in immune-suppressed 
individuals, reactivation from latency appears to be more 
important than primary infection. It is believed that cytokine-
induced differentiation of latently infected cells can lead to 
a cell type that supports productive infection (Hahn et al., 
1998), and viral amplification results from reduced immune 
surveillance (Fiala et al., 1973). Like many perisistent/latent 
viral infections, the early events associated with reactivation 
from latency are poorly understood.

24.4.4. Clinical Features of HCMV

Although HCMV-induced clinical conditionis are usually 
asymptomatic in patients with intact immune systems, it is 
a common opportunistic pathogen in immunocompromised 
patients. In HIV-infected persons CMV disease appears to be 
due to reactivation of the latent virus in a previously infected host.
The clinical manifestations of CMV disease are generally seen 
when the CD4 T-lymphocyte count falls below 100 cells/ml. 
Retinitis is perhaps the most well known disease associated 
with this infection. Other features associated with this infec-
tion include gastrointestinal disease, pneumonitis (in the bone 
marrow transplantation patients), and neurologic disease. 
HCMV is associated with various neurologic infections in 
HIV-positive people, particularly inflammation of the ven-
tricle accompanied by encephalitis (ventriculoencephalitis) 
and ascending polyradiculopathy (disease or injury involving 
multiple nerve roots). Ventriculoencephalitis usually occurs 
in advanced HIV infection in persons with a prior CMV diag-
nosis. Polyradiculopathy is the most common CNS infection 
caused by CMV and is characterized by urinary retention 
and progressive bilateral leg weakness. The clinical symp-
toms generally progress over several weeks to include loss of 
bowel and bladder control and paralysis. A spastic myelopa-
thy has been reported and sacral paresthesias may occur. The 
CSF often shows a greater than normal number of cells, a less 
than normal content of glucose, and elevated protein levels 
( Cheeseman, 2004; Cheung and Teich, 1999).

24.4.5. HCMV-Induced Encephalitis

Approximately, two out of three newborn children that have 
symptomatic congenital CMV infection have CNS involve-
ment (Bopanna et al., 1992). The CNS pathology includes 
microcephaly, elevation of cerobrospinal fluid protein, and 
neurologic abnormalities (poor feeding, lethargy, or generalized 
hypotonia, for example). Cranial computed tomography (CT) 
scans are abnormal in 75% of symptomatic newborns, with 
the most common abnormality being periventricular calcification 
(Bopanna et al., 1997). Fortunately, only 5–10% of newborns 
with congenital HCMV infection are symptomatic.

24.4.6. Treatment

Although antiviral agents currently available for CMV are not 
ideal, their use has decreased the burden of this disease in trans-
plant patients and has improved the quality of life and survival 
of patients infected with this virus. Three antiviral agents have 
been shown to be effective in CMV disease and have been 
approved for use in the U.S. They are ganciclovir, foscarnet and 
cidofovir (Cheeseman, 2004; Cheung and Teich, 1999). Antivi-
ral therapy for esophagitis, enterocolitis, endephalitis, peripheral 
neuropathy, polyradiculoneuropathy, and pneumonitis is usually 
with intravenous ganciclovir or foscarnet regimens similar to 
those used for retinitis. Patients with CNS or neurologic dis-
ease often respond best to combination therapy ( Arribas et al., 
1996).

24.5. Therapeutic Agents Available 
to Treat Herpes Viruses

24.5.1. Acyclovir

Acyclovir (Figure 24.1) is an acyclic guanine nucleoside 
analog that lacks a 3′-hydroxyl on the side chain. It has good 
antiviral activity against all herpesviruses and is widely used 
in the treatment of several different herpesvirus infections. 
Acyclovir was the first drug clearly demonstrated to be 
effective against herpes simplex virus infections (Wagstaff 
et al., 1994).

Acyclovir selectively inhibits viral DNA synthesis. It is 
preferentially activated in virally infected cells. Cellular 
uptake and initial phosphorylation are facilitated by the herpes 
virus thymidine kinase. The affinity of acyclovir for HSV 

Figure 24.1. Acyclovir.
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thymidine kinase is about 200-fold greater than for the mam-
malian enzyme. Cellular enzymes then subsequently convert 
the monophosphate to acyclovir triphosphate. Acyclovir tri-
phosphate is present in 40- to 100-fold higher concentrations 
in HSV-infected than in uninfected cells, and competes for 
endogenous deoxyguanosine triphosphate. The triphosphate 
competitively inhibits viral DNA polymerases to a much 
greater extent than cellular DNA polymerases. The triphos-
phate is also incorporated into viral DNA, where it acts as 
a chain terminator as a result of the lack of the 3′-hydroxyl 
group. The terminated DNA template containing acyclovir 
binds the enzyme and leads to irreversible inactivation of 
the DNA polymerase (Scholar and Pratt, 2000; Wagstaff and 
Bryson, 1994).

The oral bioavailability of acyclovir is poor and ranges 
from 10–30%. The drug is poorly protein bound but is widely 
distributed throughout body fluids and tissues, including the 
cerebrovascular fluid. It is primarily excreted unchanged in 
the urine (Wagstaff et al., 1994).

Acyclovir is useful for treating infections caused by HSV, 
herpes zoster, and for VZV infections (Whitley and Roizman, 
2001). Although HCMV is relatively resistant to acyclovir, 
some cytomegalovirus infections have responded marginally 
to large doses of acyclovir, and it seems to be effective for the 
prophylaxis of cytomegalovirus infections in immunocompro-
mised patients. Epstein-Barr virus is not sensitive to acyclovir, 
and clinical infections do not respond to the drug.

Oral acyclovir is recommended for the treatment of varicella 
infection (chickenpox) in patients over 13 years of age who are 
otherwise healthy, children over 12 months of age with a chronic 
cutaneous or pulmonary condition or receiving long-term salicylate 
therapy, and in children receiving short or intermittent courses 
of aerosolized corticosteroids. Intravenous acyclovir should be 
used for treatment of varicella infection in immunocompromised 
children, including those receiving high doses of corticosteroids. 
Acyclovir has been shown to be the most effective agent for the 
treatment of infections caused by VZV (Snoeck et al., 1999).

Parenteral acyclovir is the drug of choice for the treatment 
of initial and recurrent mucosal or cutaneous herpes simplex 
infections in immunocompromised patients and for the treat-
ment of disseminated, neonatal, encephalitic, and severe first 
episodes of genital herpes simplex infections in immunocom-
petent patients (Whitley, 1997). Intravenous acyclovir should 
also be used for severe diseases such as encephalitis (Brady 
and Bernstein, 2004).

Acyclovir is generally well tolerated whether administered 
topically, orally, or by the intravenous route. GI disturbances, 
headache, and rash may occur. Renal dysfunction due to crys-
talline nephropathy is more likely with IV administration, 
rapid infusion, in patients in the dehydrated state and with 
underlying renal disease, and in large doses. CNS effects are 
rare but include encephalopathy, tremors, hallucinations, sei-
zures, and coma. Due to an elevated pH, intravenous admin-
istration may also cause phlebitis and inflammation at sites of 
extravasation (Wagstaff et al., 1994).

24.5.2. Valacyclovir

Valacyclovir is an ester prodrug of acyclovir. It provides 
significantly better oral bioavailability compared to acyclovir. 
This advantage results in substantially higher serum acyclovir 
concentrations than is possible with oral acyclovir. In addition, 
fewer daily doses are required with valacyclovir (Curran and 
Noble, 2001).

After oral administration and absorption, valacyclovir is 
converted to acyclovir, which is the active antiviral component of 
valacyclovir. The antiviral activity and mechanism of action of 
valacyclovir is identical to that of acyclovir (Perry and Faulds, 
1996). The oral bioavailability of valacyclovir is significantly 
greater than that of acyclovir. Oral administration of valacy-
clovir results in plasma acyclovir concentrations comparable to 
those observed with intravenous acyclovir.

Valacyclovir is indicated for the treatment of herpes zoster 
(shingles), for the treatment of initial and recurrent episodes 
of genital herpes, and for the suppression of recurrent genital 
herpes in immunocompetent and HIV-infected patients. It is 
also indicated for the reduction of transmission of genital her-
pes in immunocompetent individuals, and for the treatment 
of cold sores. Valacyclovir appears to be equally effective in 
treating herpes zoster and recurrent genital herpes in immuno-
competent adults. Valacyclovir has shown efficacy in the pro-
phylaxis of cytomegalovirus infections in transplant patients 
(Perry and Faulds, 1996).

Like acyclovir, valacyclovir is a well-tolerated drug. The 
most common adverse effects of valacyclovir are headache 
and nausea. Other adverse events associated with valacyclo-
vir administration include vomiting, weakness, dizziness, 
and abdominal pain. Thrombotic thrombocytopenic purpura/
hemolytic uremic syndrome has also been reported in a few 
patients after high doses of valacyclovir, as has confusion, 
hallucinations, and nephrotoxicity (Curran and Noble, 2001; 
Perry and Faulds, 1996).

24.5.3. Famciclovir

Famciclovir (Figure 24.2) is an oral prodrug of the antiviral agent 
penciclovir. Famciclovir lacks intrinsic antiviral activity, and this 
drug owes its activity to formation of penciclovir. Penciclovir is 
an acyclic guanine nucleoside analog. Penciclovir and its pro-
drug famciclovir are chemically similar to acyclovir. Penciclovir 
differs structurally from acyclovir only by the presence of an 
additional hydroxyl group. Famciclovir is the diacetyl 6-deoxy 

Figure 24.2. Famciclovir.
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analog of penciclovir. The mechanism of antiviral activity of 
penciclovir is also similar to that of acyclovir. Both drugs inhibit 
viral DNA synthesis (Scholar and Pratt, 2000). Penciclovir is 
rapidly and selectively phosphorylated in virus-infected cells by 
viral thymidine kinase to the monophosphate, and this is fol-
lowed by further phosphorylation to the triphosphate, which is 
the active form of the drug. Over 90% of penciclovir triphosphate 
in virus cells is the (S)-enantiomer, a competitive inhibitor of 
DNA polymerases with respect to the natural substrate deoxy-
guanosine triphosphate (dGTP). Inhibition of the polymerase 
results in prevention of viral replication by inhibition of viral 
DNA synthesis. The R enantiomer of penciclovir triphosphate 
has only minimal activity on viral DNA polymerases (Scholar 
and Pratt, 2000). In contrast to acyclovir triphosphate, which 
is an obligate DNA chain terminator, penciclovir triphosphate 
allows DNA chain extension owing to its free hydroxyl group; 
however, penciclovir appears at least as effective as acyclovir as 
an inhibitor of herpes virus DNA synthesis.

Famciclovir is rapidly converted to penciclovir in intestinal 
and liver tissue after oral administration. More than half of an 
oral dose of famciclovir is excreted in the urine as unchanged 
penciclovir. The plasma elimination half-life of penciclovir is 
about 2 h, similar to that of acyclovir; however, the intracel-
lular half-life of penciclovir in herpes virus-infected cells is 
considerably longer than that of acyclovir.

Oral famciclovir is used for the treatment of immuno-
competent patients with herpes zoster infections and for the 
treatment and suppression of recurrent genital HSV. It is also 
indicated for the treatment of recurrent mucocutaneous herpes 
simplex in both immunocompetent and immunocompromised 
patients. Famciclovir is fairly well tolerated. Adverse effects 
include headache, dizziness, nausea, and diarrhea (Scholar 
and Pratt, 2000).

24.5.4. Ganciclovir

Ganciclovir is an acyclic guanine nucleotide analog with a 
structure similar to acyclovir but with an additional hydroxy-
methyl group on the acyclic side chain. It is inhibitory to all 
herpes viruses but is especially active against cytomegalovirus.

Like acyclovir and penciclovir, ganciclovir inhibits viral 
DNA synthesis. Also like these other agents, it is first phos-
phorylated intracellularly by the virus-induced enzyme to the 
monophosphate form. Further phosphorylation to the di- and 
triphosphates is catalyzed by cellular enzymes. Intracellular 
ganciclovir triphosphate concentrations are tenfold higher 
than those of acyclovir triphosphate and decrease much more 
slowly with an intracellular half-life of elimination greater 
than 24 h. These differences probably explain at least in part 
the greater activity of ganciclovir against cytomegalovirus and 
provide a rationale for single daily doses in suppressing human 
cytomegalovirus infections (Markham and Faulds, 1994; 
Scholar and Pratt, 2000). Ganciclovir triphosphate acts as an 
inhibitor and substrate for cytomegalovirus DNA polymerase. 
Ganciclovir triphosphate competitively inhibits the binding 

of deoxyguanosine triphosphate to DNA polymerase, which 
results in the inhibition of DNA synthesis and termination of 
DNA elongation. Ganciclovir is incorporated into both viral 
and cellular DNA. It appears to limit viral DNA synthesis and 
the packaging of viral DNA into infectious units.

The bioavailability of orally administered ganciclovir is 
quite low. In patients with normal renal function the plasma 
half-life is about 2–4 h. Concentrations of ganciclovir in cere-
brospinal fluid are lower than those in serum after intravenous 
administration (Markham and Faulds, 1994). More than 90% 
of the drug is eliminated unchanged in the urine. The plasma 
half-life increases as creatinine clearance declines and may 
reach 28–40 h in patients with severe renal insufficiency. 
Ganciclovir is an effective antiviral agent for the treatment 
of serious life-threatening or sight-threatening cytomega-
lovirus (CMV) infections in immunocompromised patients. 
Intravenous  ganciclovir, foscarnet, or the combination of both are 
 recommended for the treatment of cytomegalovirus neurological 
syndromes (Markham and Faulds, 1994).

The dose-limiting and most common adverse effect with 
intravenous and oral ganciclovir is bone marrow suppression 
(anemia, leukopenia, neutropenia, and thrombocytopenia). 
These effects are usually reversible upon withdrawal of the 
drug. CNS side effects are less common and range in severity 
from headache to behavioral changes to convulsions and coma. 
Fever, edema, phlebitis, disorientation, nausea, anorexia, rash, 
and myalgias have also been reported with ganciclovir therapy 
(Markham and Faulds, 1994).

24.5.5. Foscarnet

Foscarnet (Figure 24.3) is an inorganic pyrophosphate analog 
that has antiviral activity against all herpes viruses and 
the human immunodeficiency virus. Foscarnet is a pyro-
phosphate analog that acts as a noncompetitive inhibitor 
of many viral RNA and DNA polymerases as well as HIV 
reverse transcriptase (Chrisp and Clissold, 1991). It is 
approximately a 100-fold greater inhibitor of herpes virus 
DNA polymerase than the cellular DNA polymerase-α; 
however, some human cell growth suppression has been 
observed with high concentrations in vitro. Inhibition of 
DNA polymerase results in inhibition of pyrophosphate 
exchange, which prevents elongation of the DNA chain 
(Scholar and Pratt, 2000). Similar to ganciclovir, foscar-
net is a virostatic agent. Foscarnet is not a nucleoside and 
thus not phosphorylated. It reversibly blocks the pyrophos-
phate-binding site of the viral polymerase in a noncompeti-
tive manner and inhibits cleavage of pyrophosphate from 
deoxynucleotide triphosphates.

Figure 24.3. Foscarnet.
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The oral bioavailability of foscarnet is poor, so intravenous 
therapy is needed to treat viral infections. It is fairly well 
distributed throughout the body, with CSF levels averaging 
two-thirds of those in plasma. Foscarnet is taken up slowly by 
cells, and biotransformation of foscarnet does not occur. The 
drug is excreted mainly unchanged in the urine (Chrisp and 
Clissold, 1991).

Foscarnet is used for the treatment of cytomegalovirus 
(CMV) retinitis and mucocutaneous acyclovir-resistant her-
pes simplex virus (HSV) infections. It may also be benefi-
cial in other types of CMV or HSV infections (Wagstaff and 
Bryson, 1994).

In contrast to ganciclovir, foscarnet is not associated with 
dose-limiting neutropenia, enabling it to be used in combination 
with zidovudine and other bone marrow suppressant drugs. 
Nephrotoxicity and hypocalcemia are the major dose-limiting 
toxicities. Renal toxicity can be minimized with adequate 
hydration. Changes in serum calcium and phosphate levels 
may be related to incorporation of the drug into bone. Other 
adverse effects of the drug include tremor, headache, fatigue, 
nausea, and vomiting. Some cases of penile and vaginal ulceration 
have also been reported

24.5.6. Cidofovir

Cidofovir (Figure 24.4) is an antiviral cytidine nucleotide 
analog with inhibitory activity against HCMV and other herpes 
viruses. Cidofovir is first converted to an active diphosphate 
form by cellular enzymes. Antiviral effects of cidofovir are due 
to inhibition of viral DNA polymerase by the diphosphate 
metabolite (Neyts and De Clercq, 1994; Plosker and Noble, 
1999; Scholar and Pratt, 2000). The diphosphate probably 
interacts with DNA polymerase either as an alternate substrate 
(incorporation at the 3′ end or within the interior of the DNA 
chain) or as a competitive inhibitor (with respect to the normal 
substrate dCTP). Cidofovir inhibits HCMV DNA synthesis at 
intracellular concentrations 1000-fold lower than are required 
to inhibit cellular DNA synthesis (Neyts and De Clercq, 
1994). For HSV-1 and HSV-2 corresponding concentrations 
are at least 50-fold lower.

Cidofovir has poor oral bioavailability (<5%) and is therefore 
administered intravenously. It has a long intracellular half-life 
that allows for a prolonged interval between maintenance 
doses. Cidofovir is excreted extensively by the kidneys and 

Figure 24.4. Cidofovir.

is eliminated almost entirely as unchanged drug in the urine 
(Plosker and Noble, 1999).

Standard treatment of CMV infections is with ganciclovir 
or foscarnet. The primary role in therapy of cidofovir is intra-
venous therapy in AIDS patients with cytomegalovirus retini-
tis who are unresponsive to or have relapsed on intravenous 
foscarnet or ganciclovir. It is also used in patients intolerant of 
these agents. Cidofovir may also be used to treat cytomegalo-
virus causing gastrointestinal tract infections. Its usefulness in 
neurological syndromes, pneumonitis, or viremia is unknown 
(Plosker and Noble, 1999).

Intravenous cidofovir is well tolerated. The major treatment-
limiting toxicity of this drug is irreversible nephrotoxicity 
(Plosker and Noble, 1999). Intravenous pre-hydration with 
normal saline and administration of oral probenecid must be 
used with each cidofovir infusion to lessen the effects on the 
kidney. Serum creatinine and urine protein must be monitored 
with each infusion and adjusted accordingly. Other adverse 
effects associated with its use are neutropenia and peripheral 
neuropathy (Plosker and Noble, 1999).

24.6. West Nile Virus (WNV)-Induced 
Encephalitis

24.6.1. Summary of Virus Lifecycle and Virus 
Transmission

West Nile virus (WNV) (Figure 24.5) is a member of the 
Flaviviridae (Lindenback and Rice, 2001). WNV is a small 
positive-strand RNA virus that is approximately 11,000 
bases long. Genomic RNA serves as a messenger RNA that 
is translated into a single polyprotein. This polyprotein is 
then cleaved into at least 10 discrete proteins by cellular pro-
teases and a virally encoded serine protease. Three structural 
proteins (C, prM, and E) are produced from the polyprotein 
(Figure 24.5). Seven nonstructural proteins (NS1, NS2A, 
NS2B, NS3, NS4A, NS4B, and NS5) are generated from 
the polyprotein. NS5 is the most conserved protein in the Fla-
virviridae family because this protein is the viral-encoded 
RNA-dependent RNA polymerase. The other nonstructural 
proteins are not as well conserved, suggesting that they have 
virus-specific functions.

WNV has a broad range of antigenic variation and restriction-
length polymorphisms, suggesting it is a highly variable virus. 
For example, strains from Africa, Europe, and the Middle East 
form a distinct group relative to strains isolated in India and the 
Far East (Price and O’Leary, 1967). WNV is widely disseminated 
throughout Africa, Europe, the Middle East, and the Far East. 
During the summer of 1999, WNV was introduced to the eastern 
coast of the U.S., and has subsequently moved westward.

WNV can be readily grown in a variety of mammalian cell 
lines, primary chick embryo fibroblast, primary duck fibro-
blasts, and Drosophila cells (Lindenback and Rice, 2001). 
In the wild, WNV is vectored by mosquitoes, and can infect 
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a variety of small rodents and birds. In addition, WNV can 
infect soft and hard ticks under natural and experimental 
conditions. Almost all species of birds tested (wild species, 
chickens, and pigeons) develop viremia. In the recent U.S. 
outbreak, the virus has killed a number of crows, and this 
has been used to track virus spread (Anderson et al., 1999). 
Sporadic cases of naturally acquired infections have been 
reported in horses, and these infections can lead to encepha-
litis. Bovine species do not develop viremia, but antibodies in 
cattle are prevalent. Finally, dogs are susceptible to infection, 
but low viremia levels preclude a significant role in virus 
transmission. Humans are a dead end host, but as described 
below, infections can be serious.

24.6.2. Pathogenesis of Encephalitis

The incubation period is 1–6 days, and the typical case is mild. 
Typical clinical features are fever, headache, backache, gen-
eralized myalgia, and anorexia. Rash occurs in about a half of 
the cases, and the rash is usually roseolar or macuolpapu-
lar, and usually involves the chest, back, and upper extreme-
ties. The disease usually runs its course in 3–6 days, and is 
usually milder in children. Neurologic disease occurs in less 
than 1% of infected individuals. WNV can also cause severe, 
potentially fatal neurological disease, including encephalitis, 
meningitis, paralysis, and anterior myelitis. Although neurons 
are the primary target of WNV infection, a hallmark of WNV 
encephalitis is the accumulation of inflammatory infiltrates 
extending from the meninges in the brain parenchyma. These 
infiltrates are primarily comprised of lymphocytes and mac-
rophages (Kelley et al., 2003). Most cases of WNV-induced 
encephalitis generally occur in older individuals, and treatment 
is supportive.

24.6.3. Animal Models for WNV

Mice have been used extensively to examine virus host inter-
actions, and to examine virus-induced encephalitis. The adaptive 
immune response plays a crucial role in controlling WNV 
infections in mice, including encephalitis (Diamond et al., 
2003; Shresta and Diamond, 2004; Wang et al., 2003). WNV 
infection leads to a Toll-like receptor 3-dependent inflammatory 
response, which promotes brain penetration of the virus, 
neuronal injury, and enhanced encephalitis (Wang et al., 
2004). Since Toll-like receptor 3 recognizes double-stranded 
RNA and promotes an innate immune response, this finding 

was somewhat surprising. The innate immune response also 
protects against WNV-induced encephalitis because when 
mice lacking the alpha/beta interferon receptor are infected 
with WNV an increase in the frequency of encephalitis is seen 
in mice (Samuel and Diamond, 2005). With the availability 
of a number of knockout mice, utilization of these mouse 
models to identify cellular factors that regulate WNV-induced 
encephalitis has a great deal of promise.

24.6.4. Therapy

Currently there is no established treatment for West Nile virus 
infections. Treatment consists only of supportive and symptom-
atic care, including support of respiration, intravenous fluids, 
and prevention of secondary infections.

24.7. Other Viruses that Can Induce 
Encephalitis

The viruses discussed below sporadically cause encephalitis. 
In many ways, these viruses can be considered as re-emerging 
viruses, and thus are important pathogens in certain parts of 
the world. A brief description of these viruses and how they 
induce encephalitis is therefore included in this review.

24.7.1. Flavivirus Family Members that Can 
Cause Encephalitis

24.7.1.1. St. Louis Encephalitis Virus

The St. Louis Encephalitis Virus (SLE) is a member of the 
Flavivirus family (Burke and Monath, 2001). SLE, like other 
Flaviviruses, contains a single stranded RNA genome that is 
approximately 11 kilobases in length. The SLE RNA is an 
mRNA that is translated into a large precursor protein. The 
large precursor protein is subsequently processed into the 
respective functional viral proteins. SLE is carried by a mos-
quito vector, Culex species, which is widely spread throughout 
the United States (Burke and Monath, 2001). The clinical syn-
dromes associated with infection by SLE include: encephali-
tis, aseptic meningitis, and febrile headaches. In older patients 
(>60 years old), the severity of the disease is much worse, and 
this age group has the highest incidence of encephalitis. Only 
2% of younger patients develop encephalitis whereas 22% 
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of patients who are 60 years or older develop encephalitis. 
In addition, the frequency of clinically apparent versus non-
apparent infections is nearly 10 times higher in patients greater 
than 60 years old. The incubation period varies between 4–21 
days after infection. The onset of disease has numerous non-
specific symptoms; general malaise, fever, chills, headache, 
drowsiness, nausea, sore throat, and/or cough (Quick et al., 
1965). Specific diagnosis relies on serologic tests because 
virus specific antibodies rise sharply after the first week of 
infection. Virus is not routinely present in CNS fluid making 
diagnosis difficult.

Between 1964 and 1968, there were 4,478 confirmed cases 
of SLE, which is considered as a major epidemic (Burke and 
Monath, 2001, Chamberlin, 1980). Major outbreaks of SLE 
seem to occur only once in approximately 10 years. During 
non-epidemic years, less than 50 cases occur in the United 
States. There is no specific treatment for SLE. Good supportive 
care is essential, in particular because of high fevers and 
convulsions caused by the virus.

24.7.1.2. Japanese Encephalitis Virus

The Japanese Encephalitis Virus (JEV) is a typical Flavivirus 
that is widely distributed in all parts of Asia (Burke and 
Monath, 2001, Podinger et al., 1996). About 50,000 cases 
are diagnosed each year in Asia, and of these cases 1000 
deaths occur. Within Asia, there is a high degree of sequence 
variability for JEV suggesting certain sequence variants are 
more pathogenic than others. Children ranging from 3–15 
have a tenfold higher incidence of clinical disease caused 
by JEV. Older individuals frequently have specific JEV anti-
bodies suggesting they were infected, recovered, and then 
are protected from infection. Birds and swine are efficient 
hosts in which the virus can be amplified, and then spread 
to mosquitoes. Formalin-inactivated JEV is an effective vac-
cine that prevents encephalitis in humans. Travelers going to 
Asia are encouraged to get vaccinated.

A JE-like virus, Rocio virus, has been isolated from fatal 
human encephalitis cases during an outbreak of encephalitis in 
the 1970s on the south coast of Sao Paulo State, Brazil (Burke 
and Monath, 2001).

24.7.1.3. Murray Valley Encephalitis Virus

A JEV like virus, Murray Valley Encephalitis Virus (MVE), 
has been responsible for several sporadic epidemics of 
encephalitis in southern Australia (Burke and Monath, 2001, 
Doherty, 1977). Like SLE and JEV, MVE appears to be spread 
by mosquito vectors. Isolation of MEV from brain tissue or 
serologic tests is used for diagnosis. There is no specific treat-
ment or vaccine that has been designed for MEV. As with JEV 
or SLE, treatment is supportive.

24.7.1.4. Tick-Borne Encephalitis Viruses

Tick-borne Encephalitis Viruses (TBE) has been recognized 
in nearly all countries within continental Europe (Burke and 
Monath, 2001). Seventeen antigenically related viruses com-

prise the TBE complex (Holzmann et al., 1993). Thirteen of 
these viruses can cause human disease, and all are vectored 
by ixodid ticks. Several vaccines have been developed against 
certain TBE members. Passive immunization is also effec-
tive in 60% of patients if the TBE-specific immunoglobulin is 
given within 4 days after a tick bite.

24.7.2. Bunyaviridae and Their Role 
in Encephalitis

24.7.2.1. Summary of Bunyaviridae and Their
Replication

The Bunyaviridae encompasses a large group of viruses that 
have similar morphological, morphogenic, and antigenic 
properties (Schmaljohn and Hooper, 2001). For example, the 
Bunyaviridae contains four genera; Bunyavirus, Hantavirus, 
Nairovirus, and Phlebovirus All members of these genera are 
arthropod-borne viruses. The Bunyaviridae virions contain 
three single-stranded RNA genome segments that are rep-
licated and then translated (negative sense strand RNA). A 
virion associated polymerase replicates the viral RNAs, which 
subsequently serve as templates for translation.

24.7.2.2. The Bunyavirus Genus and Its Role 
in Encephalitis

The Bunyavirus genus contains at least 150 different viruses 
that can be found in all parts of the world except Australia 
(Nichol, 2001). Nearly all of these viruses are transmitted by 
mosquitoes and can be transmitted in several vertebrate hosts, 
including humans. The California encephalitis serogroup 
viruses cause more cases of human encephalitis than any 
other Bunyavirus member. Among the California encephalitis 
serogroup viruses, the LaCrosse virus is the most significant 
member with respect to causing encephalitis. The primary vector 
for La Crosse virus is a forest dwelling, tree hole-breeding 
mosquito (A. triseriatus). A. triseriatus are primarily found 
in the northern Midwest and northeastern United States, and 
thus more than 90% of the cases occur in these areas. Most La 
Crosse virus induced encephalitis occurs in summer and fall 
because this is the highest risk for being bitten by an infected 
female mosquito (Henderson and Coleman, 1971). The vector 
for Jamestown Canyon virus is C inonata mosquitoes and 
several Aedes species, which are broadly distributed across 
North America. La Crosse virus primarily causes encephali-
tis in  children, whereas the Jamestown Canyon virus causes 
encephalitis primarily in adults. The California Encephalitis 
serogroup of viruses is predicted to cause 60–130 cases of 
encephalitis each year.

In general, the California encephalitis subgroup viruses 
spread from the site of inoculation to skeletal muscles, which 
is the major site of replication. The virus then spreads to 
the lymphatic channels, thus spreading to additional skeletal 
muscles and cardiac muscles. Ultimately, the virus ends up 
in the CNS, where viral replication can occur in neurons and 
glial cells. Due to considerable neuronal necrosis, death can 
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occur 3 or 4 days after infection. Typical lesions in brains of 
fatal La Crosse encephalitis include cerebral edema, peri-
vascular cuffing, glial nodules, mild leptomeningitis, and 
areas of focal necrosis (Kalfayan, 1983). There are no specific 
anti-viral drugs available for the California encephalitis 
serogroup viruses.

24.7.3. Rabies

The Rabies virus belongs to the Rhabdovirus family (Lyssavirus 
genus), and like all members of the Rhabdovirus family they 
are enveloped rod-shaped particles. The RNA genome is a 
non-segmented negative molecule that is approximately 
11,000 nucleotides long (de Mattos et al., 2001). The RNA 
dependent RNA polymerase encoded by this family of 
viruses is essential for replicating the viral genome (Baltimore 
et al., 1970). Animal bites by rabid animals, in particular 
domestic dogs; cause more than 99% of all human rabies 
cases. The highest mortality rates are due to bites on the face 
or head because of the close proximity to the brain. Inhala-
tion of aerosols, licks, or transdermal scratches from a rabid 
animal does not typically cause rabies because the virus can-
not enter intact skin. The incubation period is usually 1–2 
months, but there can be a great deal of variability for an 
incubation period. The length of incubation period depends 
on the bite site and relative proximity to the CNS, amount 
of virus delivered in the bite, age of the host, and immune 
status (Fishbein, 1991). Three general phases occur during 
the development of rabies: (1) the prodromal phase in which 
the symptoms are nonspecific (fever, chills, headache, nau-
sea, diarrhea, muscle soreness, hydrophobia) that may last 
up to ten days, (2) acute neurologic phase un which patients 
exhibit nervous system symptoms (anxiety, agitation, hyper-
salivation, paralysis, and sporadic episodes of delirium, and 
(3) coma preceding death (de Mattos et al., 2001). Apart 
from hydrophobia, rabies induces similar clinical symptoms 
in animals.

Antibodies confer protective immunity, and thus it has 
been relatively easy to develop vaccines directed against 
rabies. The G protein of rabies is the only antigen that 
induces viral neutralizing antibody, protects against a 
lethal challenge, and consequently is the basis for a suc-
cessful vaccine (Cox et al., 1977). Vaccination is crucial 
because there is no successful treatment directed against 
rabies. Supportive therapy can prolong life, but does not 
prevent death. Clinical diagnosis is relatively easy if expo-
sure is documented. Many times, however, there is no history 
of exposure. Viral neutralizing antibodies, the presence of 
viral nucleic acids, or viral specific antigens can be readily 
obtained from patients prior to or following death (Hanlon 
et al., 1999). As expected, higher levels of viral products 
can be obtained from brain tissue of infected individuals 
during the latter stages of infection.

The domestic dog is the major vector for rabies throughout 
the world (de Mattos et al., 2001). Wild reservoirs for the 
virus can be found in foxes, raccoons, coyotes, jackals, 

skunks, or bats. It will be difficult to eradicate the virus from 
wild animals because of the diverse population of animals 
that harbor the virus. Current veterinary vaccines are very 
effective, but like all vaccines they do not work 100% of the 
time. Domestic dogs are routinely vaccinated, and as such 
the incidence of rabid dogs has gone down. Wildlife can be 
effectively vaccinated by providing a potent oral vaccine that 
is contained within bait. As mentioned above, these vaccines 
are based on the Rabies virus G protein. Although rabies 
continues to be a threat to humans, it is not as serious as it 
was in the twentieth century. For example, from the 1980s to 
1990s the annual number of rabies cases decreased from 350 
to 114, and mortality rates fell from 1.3 to less than 0.2 per 
million people.

Summary

Viral induced encephalitis can result from infection by 
Herpes simplex virus, Varicella zoster virus, human cyto-
megalovirus, West Nile virus, Bunyavirae, Rabies, or specific 
family members of the Flavivirus family. Each of these 
viruses varies in properties; epidemiology, pathogenesis, 
clinical features and therapeutic approaches. This chapter 
discusses the clinical features, productive infection, latent 
infection, epidemiology, and pathogenesis, animal models 
used to examine encephalitis, and therapy of encephalitis 
for each of these viruses. The major drugs used to treat 
encephalitis caused by these viruses are acyclovir, vala-
cyclovir, ganciclovir, cidofovir and foscarnet. For each of 
these drugs, we discuss the pharmacology, mechanism of 
action and adverse effects.

Review Questions/Problems

1. The treatment of choice for West Nile virus infection 
consists mainly of the use of

a. acyclovir
b. steroids
c. ganciclovir
d. supportive and symptomatic care
e. tetracyclines

2.  The most well known disease associated with cyto-
megalovirus infection is

a. genital infections
b. retinitis
c. hepatitis
d. dementia
e. multiple sclerosis

3. Herpes simplex virus-2 infection occurs predominantly in

a. the elderly
b. women
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c. homosexual men
d. cancer patients
e. sexually active adolescents

 4.  Which of the following best describes the mechanism 
of action of acyclovir?

a. inhibition of reverse transcriptase.
b. stimulation of viral interferon production
c. inhibition of viral DNA polymerase
d. inhibition of viral protein synthesis
e. inhibition of de nove purine synthesis

 5. Rabies virus contains

a. a negative stranded RNA viral genome and humans con-
tract it primarily from being bitten by a domestic dog.

b. is only a problem in young children or older adults.
c. can be effectively treated with anti-inflammatory agents.
d. can only be grown in young mice.

 6.  Intravenous administration of acyclovir is most likely 
to cause

a. anaphylactic shock
b. renal toxicity
c. liver toxicity
d. bone marrow suppression
e. cardiac arrhythmias

 7.  The main advantage of valacyclovir compared to 
acyclovir is

a. a very short half life
b. better oral bioavailability
c. less renal toxicity
d. it is useful for the treatment of HIV infection
e. it has fewer drug interactions

 8. Ganciclovir is best used for the treatment of

a. West Nile virus
b. herpes simplex encephalitis
c. bird flu
d. cytomegalovirus
e. herpes zoster

 9.  Flavivirus family members that can cause encephalitis 
include

a. herpes simplex virus type 1 and human cytomegalovirus.
b. Rabies and St. Louis encephalitis virus
c. West Nile virus
d. Japanese encephalitis virus and St. Louis encephalitis 

virus

10.  The major adverse effect associated with the use of 
cidofovir is

a. bone marrow suppression
b. rashes
c. arrhythmias

d. headaches
e. nephrotoxicity

11. Foscarnet is

a. a purine nucleoside analog
b. a pyrimidine nucleoside analog
c. incorporated into DNA resulting in inhibition of chain 

elongation
d. an inorganic pyrophosphate analog
e. a select inhibitor of RNA polymerase

12.  Which of the following viruses causes encephalitis only 
in newborn children?

a. West Nile virus
b. herpes simplex virus type 1
c. human cytomegalovirus
d. varicella virus zoster
e. all of the above

13.  Why is HSV-1 induced encephalitis (HSE) difficult to 
treat with antiviral therapeutic drugs?

a. Anti-viral drugs do not work because only drug resistant 
strains cause encephalitis.

b. Many cases of encephalitis are the result of reactivation 
from latency.

c. Early stages of infection are asymptomatic.
d. Anti-viral drugs do not cross the blood brain barriers.
e. all of the above

14.  Effective vaccines have been developed against which 
virus

a. herpes simplex virus type 1
b. Japanese encephalitis virus
c. rabies
d. SV40

15.  Circle all of the viruses that have the potential to induce 
encephalitis and establish a latent infection in neurons?

a. HSV-1
b. human cytomegalovirus
c. West Nile virus
d. varicella virus zoster
e. SV40

16.  The immediate early genes encoded by all herpesvi-
ruses regulate

a. viral entry into permissive cells
b. viral DNA replication
c. production of antibodies by B cells
d. viral gene expression
e. all of the above

17.  Is there a perfect correlation between the ability of 
viruses to replicate in the brain and induce encephali-
tis? Justify your answer.
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18.  If you were going to study viral induced encephalitis, 
would you choose HSV-1 or VZV as a model to identify 
viral genes that regulate the frequency of encephalitis? 
Give several reasons why you chose the virus that you 
chose.

Fill in the blanks

19._____ is a member of the Flaviviridae and has been 
spread by mosquitoes in North America.

20._____ is an alpha-herpesvirus family member that 
causes encephalitis and expresses LAT in latently 
infected neurons.

21._____ is an important opportunistic infection that 
cau es retinitis in AIDS patients.

22._____ is an alpha-herpesvirus family member that 
causes chicken pox early in childhood and can cause 
zoster late in life.

23. Describe the clinical features commonly associated 
with Herpes Simplex encephalitis.

References

Abendroth A, Arvin AM (2000) Host responses to primary infection. 
In: Varicella-Zoster Virus. (Arvin AM, Gershon AA, eds), pp 
142–156. Cambridge: Cambridge University Press.

Anderson JF, Andreadis TG, Vissbrinck CR (1999) Isolation of West 
Nile virus from mosquitoes, crows, and a Cooper’s hawk in 
Connecticut. Science 286:2331–2333.

Arribas JR, Storch GA, Clifford DB, Tselis AC (1996) Cytomegalovi-
rus encephalitis. Ann Intern Med 125:577–587.

Arvin AM, Gershon AA (1996) Live attenuated varicella vaccine. 
Annu Rev Microbiol 50:59–100.

Balraj V, John TJ (1994) An epidemic of varicella in rural southern 
India. J Trop Med Hyg 97:113–116.

Baltimore D, Huang AS, Stampfer M (1970) Ribonucleic acid synthesis 
of vesicular stomatitis virus, II. An RNA polymerase in the virion. 
Proc Natl Acad Sci USA 66:572–576.

Bopanna SB, Pass RF, Britt WJ (1992) Symptomatic congenital 
cytomegalovirus infection: Neonatal morbidity and mortality. 
Pediatr Infect Dis J 11:93–99.

Bopanna SB, Fowler KB, Vaid Y (1997) Neuroradiographic find-
ings in the newborn period and long-term outcome in children 
with symptomatic congenital cytomegalovirus infection. Pediat-
rics 99:409–414.

Brady RC, Bernstein DI (2004) Treatment of herpes simplex virus 
infections. Antiviral Res 61:73–81.

Burke DS, Monath TP (2001) Flaviviruses. In: Filed Virology. Vol II. 
pp 1581–1602. Lippincott Williams and Wilkins.

Cheeseman AH (2004) Cytomegalovirus infections. In: Infectious 
Diseases. (Gorbach SL, Bartlett JG, and Blacklow NR, eds), pp 
1543–1551. Philadelphia: Lippincott Williams and Wilkins.

Cheung TW, Teich SA (1999) Cytomegalovirus infection in patients 
with HIV infection. Mt Sinai J Med 66:113–124.

Chrisp P, Clissold SP (1991) Foscarnet: A review of its antiviral 
activity, pharmacokinetic properties and therapeutic use in immu-

nocompromised patients with cytomegalovirus retinitis. Drugs 
41:104–129.

Corey L (2005) Herpes simplex virus. In: Principles and Practice of 
Infectious Diseases. (Mandell GL, Bennett JE, and Dolin R, eds). 
pp 1762–1780. Philadelphia: Elsevier Churchill Livingston.

Cox JH, Dietzschold B, Schneider LG (1977) Rabies virus glycopro-
teins. II. Biological and serological characterization. Infect Immun 
16:754–759.

Curran M, Noble S (2001) Valganciclovir. Drugs 61:1145–1150.
DeBiasi RL, Kleinschmidt-DeMasters BK, Richardson-Burns S, 

Tyler KL (2002) Central nervous system apoptosis in human her-
pes simplex virus and cytomegalovirus encephalitis. J Infect Dis 
186:1547–1557.

Diamond MS, Shrestha B, Marri A, Engle M (2003) B cells and anti-
body play critical roles in the immediate defense of disseminated 
infection by West Nile encephalitis virus. J Virol 77:2578–2586.

Doherty RL (1977) Arthropod-borne viruses in Australia, 1973–
1976. Aust J Exp Biol Med Sci, 55:103–130.

Fiala M, Edmonson L, Guze LB (1973) Simplified method for isola-
tion of cytomegalovirus and demonstration of frequent vriemia in 
renal transplant patients. Proc Soc Exp Biol Med 144:871–875.

Fishbein DB (1991) Rabies in humans. In: The Natural History of 
Rabies. (Baer GM, ed), pp 519–549. Boca Raton, FL: CRC Press.

Fraser NW, Lawrence WC, Wroblewska Z, Gilden DH, Koprowski 
H (1981) Herpes simplex virus type 1 DNA in human brain tissue. 
Proc Natl Acad Sci USA 78:6461–6465.

Gnann JW, Whitley RJ (2002) Herpes zoster. N Engl J Med 
347:340–346.

Griffiths PD (1995) Progress in the clinical management of herpes 
virus infections. Antiviral Chem Chemother 6:191–209.

Hahn G, Jores R, Mocarski ES (1998) Cytomegalovirus remains 
latent in a common precursor of dendritic and myeloid cells. Proc 
Natl Acad Sci USA 95:3937–3942.

Hanlon CA, Smith JS, Anderson GR (1999) Recomendations of a 
national working group on prevention and control of rabies in the 
United States. Laboratory diagnosis of rabies. The National Working 
Group on Rabies Prevention and Control. J Am Vet Med Assoc 
215:1444–1446.

Henderson BE, Coleman PH (1971) The growing importance of 
California arboviruses in the etiology of human disease. Prog Med 
Virol 13:404–461.

Holzmann H, Utter G, Norrby E, Mandl CW, Kunz C, Heinz FX (1993) 
Assessment of the antigenic structure of tick-borne encephalitis 
virus by the use of synthetic peptides. J Gen Virol 74:2031–2035.

Honess RW, Roizman B (1974) Regulation of herpes virus macro-
malecular synthesis: Cascade regulation of three groups of viral 
proteins. J Virol 14:8–19.

Jerant AF, DeGaetano JS, Epperly TD, Hannapel AC, Miller DR, 
Lloyd AJ (1998) Varicella susceptibility and vaccination strategies 
in young adults. J Am Board Fam Pract 11:296–306.

Jin L, Perng G-C, Nesburn AB, Jones C, Wechsler SL (2005) The 
baculovirus inhibitor of apoptosis gene (cpIAP) can restore reactiva-
tion of latency to a herpes simplex virus type 1 that does not express 
the latency associated transcript (LAT). J Virol 79:12286–12295.

Johnson R, Milbourn PE (1970) Central nervous system manifesta-
tions of chickenpox. Can Med Assoc J 102:831–834.

Jones C (1998) Alphaherpesvirus latency: Its role in disease and 
survival of the virus in nature. Adv Virus Res 51:81–133.

Jones C (2003) Herpes simplex virus type 1 and bovine herpesvirus 
1 latency. Clin Microbiol Rev 16:79–95.



340 Clinton Jones and Eric M. Scholar

Jones C, Inman M, Peng W, Henderson G, Doster A, Perng G-C, 
Angeletti AK (2005) The herpes simplex virus type 1 (HSV-1) locus 
that encodes the latency-associated transcript (LAT) enhances the fre-
quency of encephalitis in male Balb/C mice. J Virol 79:14465–14469.

Kalfayan B (1983) Pathology of La Crosse virus infections in 
humans. Prog Clin Biol Res 123:179–186.

Kelley TW, Prayson RA, Ruiz AI, Isada CM, Gordon SM (2003) The neu-
ropathology of West Nile virus meningoencephalitis: A report of two 
cases and review of the literature. Am J Clin Pathol 119:749–753.

Kennedy PGE, Grinfield E, Gow JW (1999) Latent varicella-zoster 
virus in human dorsal root ganglia. Virology 258:451–454.

Knipe DM, Howley PM (ed) (2001) Fields Virology. 4th ed. Phila-
delphia: Lippincott Williams and Wilkins.

Kondo K, Xu J, Mocarski ES (1996) Human cytomegalovirus latent gene 
expression in ganulocyte-macrophage progenitors in culture and in 
sero-positive individuals. Proc Natl Acad Sci USA 93:11137–11142.

Ku C-C, Besser J, Abendroth A, Grose C, Arvin AM (2005) Varicella-
zoster virus pathogenesis and immunobiology: New concepts emerg-
ing from investigations with the SCIDhu mouse model. J Virol 
79:2651–2658.

Kurt-Jones EA, Chan M, Zhou S, Wang J, Reed G, Bronson R, 
Arnold MA, Knipe DM, Finberg RW (2004) Herpes simplex virus 
1 interaction with toll-like receptor 2 contributes to lethal encepha-
litis. Proc Natl Acad Sci USA 101:1315–1320.

Lahat E, Barr J, Barkai G, Paret G, Brand N, Barzilai A (1999) Long-
term neurological outcome of herpes encephalitis. Arch Dis Child 
80:69–71.

Liesegang TJ (1999) Varicella zoster viral disease. Mayo Clinic Proc 
74:983–998.

Lindenback BD, Rice C (2001) Flaviviridae: The viruses and their 
replication. In: Fields Virology. (Knipe DM, and Howley PM, 
eds), 4th ed. Philadelphia: Lippincott Williams and Wilkins.

Markham A, Faulds D (1994) Ganciclovir: An update of its therapeu-
tic use in cytomegalovirus infection. Drugs 48:455–484.

de Mattos CA, de Mattos CC, Rupprecht CE (2001) Rhabdoviruses. 
In: Filed Virology. Vol II. pp 1245–1277. Lippincott Williams 
and Wilkins Phil., PA.

McGrath N, Anderson NE, Croxson MC, Powell KF (1997) Herpes 
simplex encephalitis treated with acyclovir: Diagnosis and long 
term outcome. J Neurol Neurosurg Psych 63:321–326.

Mitchell BM, Bloom DC, Cohrs RJ, Gilden DH, Kennedy PGE 
(2003) Herpes simplex virus-1 and varicella-zoster virus latency 
in ganglia. J Neurovirol 9:194–204.

Mott K, Osorio N, Jin L, Brick D, Naito J, Cooper J, Henderson 
G, Inman M, Jones C, Wechsler SL, and Perng G-C (2003) The 
bovine herpesvirus 1 LR ORF2 is crucial for this gene’s ability to 
restore the high reactivation phenotype to a Herpes simplex virus-
1 LAT null mutant. J Gen Virol 84:2975–2985.

Nahmias AJ, Roizman B (1973) Infection with herpes-simplex 
viruses 1 and 2. 3. N Engl J Med 289:781–789.

Neyts J, De Clercq E (1994) Mechanism of action of acyclic nucleoside 
phosphonates against herpes virus replication. Biochem Pharmacol 
47:39–41.

Nichol ST (2001) Bunyaviridae: The viruses and their replication. 
In: Filed Virology. Vol II. pp 1581–1602. Lippincott Williams and 
Wilkins Phil., PA.

O’Hare P (1993) The virion transactivator of herpes simplex virus. 
Semin Virol 4:145–155.

Pass RF (1995) Epidemiology and transmission of cytomegalovirus 
infection. J Infect Dis 152:243–256.

Pass RF (2001) Cytomegalovirus. In: Fields Virology. (Knipe DM, 
and Howley PM, eds). 4th ed. pp 2675–2705. Philadelphia: 
Lippincott Williams and Wilkins.

Perng G-C, Maguen B, Jin L, Mott KR, Osorio N, Slanina SM, 
Yukht A, Ghiasi H, Nesburn AB, Inman M, Henderson G, Jones 
C, Wechsler SL (2002) A gene capable of blocking apoptosis can 
substitute for the herpes simplex virus type 1 latency-associated 
transcript gene and restore wild-type reactivation levels. J Virol 
76:1224–1235.

Perry CM, Faulds D (1996) Valaciclovir: A review of its antiviral 
activity, pharmacokinetic properties and therapeutic efficacy in 
herpesvirus infections. Drugs 52:754–772.

Plosker GL, Noble S (1999) Cidofovir: A review of its use in cyto-
megalovirus retinitis in patients with AIDS. Drugs 58:325–345.

Podinger M, Hall RA, Mackenzie JS (1996) Molecular characterization 
of the Japanese encephalitis subcomplex of the flavivirus genus. 
Virology 218:417–421.

Price WH, O’Leary W (1967) Geographical variation in the anti-
genic character of West Nile virus. Am J Epidemiol 85:84–87.

Quick DT, Thompson JM, Bond JO (1965) The 1962 epidemic of 
St. Louis encephalitis in Florida. IV. Clinical features in the Tampa 
Bay area. Am J Epidemiol 81:415–427.

Rantalaiho T, Farkhila M, Vaheri A, Koskiniemi M (2001) Acute 
encephalitis from 1967 to 1991. J Neurol Sci 184:169–177.

Rawson H, Crampin A, Noah N (2001) Deaths from chickenpox in 
Engalnd and Wales 1995–1997: Analysis of routine mortalitiy 
data. Br Med J 323:1091–1093.

Samuel MA, Diamond MS (2005) Alpha/beta interferon protects 
against lethal West Nile virus infection by restricting cellular tropism 
and enhancing neuronal survival. J Virol 79:13350–13361.

Schmaljohn CS, Pratt JW (2001) Bunyaviridae: The viruses and their 
replication. In: Filed Virology. Vol II. pp 1581–1602. Lippincott 
Williams and Wilkins N.Y., N.Y.

Scholar EM, Pratt WB (2000) Chemotherapy of viral infections, I: 
drugs used to treat influenza virus infections, herpes virus infec-
tions, and drugs with broad-spectrum antiviral activity. In: The 
Antimicrobial Drugs. pp 491–549. Oxford: Oxford University 
Press.

Shresta B, Diamond MS (2004) Role of CD8+ T cells in control of 
West Nile virus infection. J Virol 78:8312–8321.

Skoldenberg B (1991) Herpes simplex encephalitis. Scand J Infect 
Dis Suppl 80:40–46.

Snoeck R, Andrei G, DeClercq E (1999) Current pharmacological 
approaches to the therapy of varicella zoster virus infection: A 
guide to treatment. Drugs 57:187–206.

Spear PG (1993) Entry of alphaherpesviruses into cells. Semin Virol 
4:167–180.

Stanberry LR, Oxman MN, Simmons A (2004) Herpes simplex viruses. 
In: Infectious Dieseases. (Gorbach SL, Bartlett JG, and Blacklow 
NR, eds), pp 1905–1917. Philadelphia: Lippincott Williams and 
Wilkins.

Stanberry LR, Spruance SL, Cunningham AL, Bernstein DI, Mindel 
A, Sacks S, Tyring S, Aoki FY, Slaoui M, Denis M, Vandepa-
peliere P, Dubin G, GlaxoSmithKline Herpes Vaccine Efficacy 
Study Group (2002) Glycoprotein-D-adjuvant vaccine to prevent 
genital herpes. N Engl J Med 347:1652–1661.

Wagstaff AJ, Bryson HM (1994) Foscarnet: A reappraisal of its 
antiviral activity, pharmacokinetic properties and therapeutic use 
in immunocompromised patients with viral infections. Drugs 
48:153–205.



24. Viral Encephalitis 341

Wagstaff AJ, Faulds D, Goa KL (1994) Aciclovir: a reappraisal of 
its antiviral activity, pharmacokinetic properties and therapeutic 
efficacy. Drugs 47:153–205.

Wang T, Town T, Alexopoulou L, Anderson JF, Fikrig E, Flavell RA 
(2004) Toll-liker receptor 3 mediates West Nile virus entry into the 
brain causing lethal encephlaitis. Nat Med 10:1366–1373.

Wang Y, Lobigs M, Lee E, Mullbacher A (2003) CD8+ T cells mediate 
recovery and immunopathoglogy in West Nile virus encephalitis. 
J Virol 77:13323–13334.

Whitley R (1997) Herpes Simplex Virus. Philadelphia, New York: 
Lippincott-Raven Publishers.

Whitley RJ, Roizman B (2001) Herpes simplex virus infections. Lancet 
357:1513–1518.

Yamada S, Kameyama T, Nagaya S, Hashizume Y, Yoshida M 
(2002) Relapsing herpes simplex encephalitis: pathological 
confirmation of viral reactivation. J Neurol Neurosurg Psych 
74:262–264.



25
Alzheimer’s Disease
Tsuneya Ikezu

Keywords Amyloid precursor protein; Apolipoprotein E; 
β-amyloid peptide; Beta-amyloid precursor protein converting 
enzyme; Insulin degrading enzyme; Neurofibrillary tangle; 
Oxidative damage; Presenilin-1

25.1. Introduction

Alzheimer’s disease (AD) is the most frequent neurodegen-
erative disease and the most common cause of dementia in 
humans. Clinically, the classic and most frequent initial 
symptom is impaired short-term memory that progresses to 
profound memory failure. AD neuropathology exhibits two 
hallmark features: (1) senile plaques containing depositions 
of beta-amyloid protein and (2) neurofibrillary tangles (NFT). 
Quantitative neuropathological evaluation in early AD shows 
significant neuronal loss in brain memory regions. Genetic 
studies demonstrate that aberrant proteolytic processing of 
the amyloid precursor protein (APP) leads to 1–40 and 1–42 
amyloid-β peptide (Aβ) fragments capable of causing AD 
pathology. However, the mechanisms by which amyloid pro-
teins lead to plaque deposition, NFT, and neuronal cell death 
is incompletely understood. Thus, the objective of this chapter 
is to review what is known about disease mechanisms with a 
focus on the role played by neuroimmune interactions in neu-
rodegenerative processes.

25.2. Clinical Features, Epidemiology, 
and Neuropathology

25.2.1. Symptoms (Memory Loss to Progressive 
Dementia)

AD is the leading cause of senile dementia and effective therapy 
remains in want (Sisodia, 1999). The symptoms of typical AD 
begin with a loss of short-term memory that slowly progresses 
to profound memory functions (Corey-Bloom et al., 1994). 
Initially, impaired short-term memory often manifests itself as 

losing for forgetting the placement of objects or forgetfulness 
during conversations. Subsequently, other early cognitive 
deficits occur that include difficulty in finding words, prob-
lem solving and deficits in spatiotemporal awareness. Patients 
commonly appear depressed and apathetic. During the course 
of disease agitation and irritability often occur. With further 
disease progression, memory failure becomes more profound 
and longer-term memory is affected. Patients with these def-
icits are frequently disoriented and can easily become lost. 
Thus supervision of patients may become necessary. About 
this time, language skills and complex motor skills dete-
riorate. In still later stages, psychosis and hallucinations can 
occur along with bradykinesia and rigidity. Patients ultimately 
become bed-ridden, unable to speak, and succumb from infec-
tion or other medical conditions. The average survival time of 
Alzheimer’s patients is 8 years after onset of initial symptoms 
but the rate of decline is variable.

25.2.2. Diagnosis

Of a large number of potential causes of dementia, AD is the 
most common. Hence to approach the diagnosis of AD evi-
dence to support this diagnosis need be found to the exclusion 
of other possibilities. A definitive diagnosis includes: (1) a his-
tory obtained from someone who knows the patient well; (2) a 
physical and neuropsychiatric examination that excludes other 
neurologic and neurodegenerative disorders; (3) blood tests 
that exclude metabolic diseases involving the kidneys, liver, or 
thyroid; (4) a mental status test to determine dementia progres-
sion; and (5) brain imaging that exclude focal infection, inflam-
matory, and cancerous diseases (see Neuroimaging chapter 
for details). The first cognitive assessment widely used was 
the Mini-Mental Sate Examination (MMSE). MMSE assesses 
multiple cognitive tasks including spatiotemporal orientation, 
immediate/delayed word recall, naming, verbal repetition, 
reading, writing, and spatial ability (Folstein et al., 1975). There 
are multiple reports of reduced cognitive performance in pre-
clinical AD, notably impaired function in abstract reasoning, 
episodic memory, and new learning (Fratiglioni et al., 2001). 
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Episodic memory deficits are dominant among early clinical 
and preclinical AD. A diagnosis of dementia is usually deter-
mined using the Diagnostic and Statistical Manual of Mental 
Disorders or DSM-IV of the American Psychiatric Associa-
tion (Association, 1994). A final diagnosis is determined by 
the National Institute of Neurological Disorders and Stroke and 
Alzheimer’s Disease and Related Disorders Association crite-
ria, NINDS-ADRDA (McKhann et al., 1984). Other diagnosis 
standards includes the International Classification of Diseases 
(ICD)-10 guideline (Organization, 1992). Since DSM-IV and 
ICD-10 criteria closely follow NINDS-ADRDA guidelines, 
diagnostic procedures for AD are notably consistent worldwide. 
Given that AD is the primary cause of dementia, AD is often 
considered to be the likely cause of dementia while clinical tests 
are used to exclude other causes.

25.2.3. Epidemiology

AD affects more than four million people in the United States 
and prevalence studies demonstrate an exponential rise of 
dementia linked to advancing age (Katzman, 2001). The num-
ber of cases of dementia in the developed world is projected 
to rise from 13.5 million in 2000 to 21.2 million in 2025, and 
to 36.7 million in 2050 (Katzman and Fox, 1999). Currently 
the number of deaths caused by AD is similar to the number 
of deaths caused by stroke. AD and stroke together rank as the 
third most common causes of death (Ewbank, 1999).

In addition to age, other factors are associated with an increased 
risk of AD. In developed countries, AD appears to be more com-
mon in women. Lack of education is a risk factor for senile 
dementia in China and Europe (Zhang et al., 1990; Schmand 
et al., 1997). Head trauma is also a risk factor for both sporadic 
(Mortimer et al., 1991) and familial AD (Guo et al., 2000). Silent 
myocardial infarcts and coronary stenosis triple the risk for AD 
(Aronson et al., 1990; Sparks et al., 1990), suggesting the impor-
tance of vascular risk factors. Other potential risk factors being 
studied include diabetes and hypertension (Ott et al., 1999; Peila 
et al., 2002; Qiu et al., 2005). As discussed below, a large number 
of genetic mutations are now associated with either early-onset 
AD or with increased risk of late-onset AD.

Identification of genetic mutations that cause early 
onset AD has helped to dramatically increase the under-
standing of the origins of AD. Although cases of familial 
AD are relatively rare, they represent identified molec-
ular mutations that cause AD. The genes identified to 
be responsible for early onset familial AD code for the 
amyloid precursor protein (APP), presenilin-1 and prese-
nilin-2; these are found on chromosomes 21, 14, and 1, 
respectively. In addition to these dominantly transmitted 
disease-causing mutations in early onset AD, other stud-
ies have identified over 25 genetic risk factors that influ-
ence the appearance of the more common sporadic late 
onset AD. Current research is actively using genetically 
modified mice to determine how specific protein modifi-
cations lead to the pathology of AD.

25.2.4. Pathology

At autopsy, AD brains appear to have widespread neuronal 
and neuropil loss that thins cortical layers and expands ven-
tricular and sulci spaces. However, there is not an obvious 
global loss of neurons in the cerebral cortex. Overall neuro-
nal number appears relatively unchanged despite significant 
loss of brain tissue. Some of this apparent discrepancy is due 
to preferential loss of large pyramidal neurons in the cortex 
and relative sparing of smaller, densely packed neurons. Par-
ticularly vulnerable regions such as the entorhinal cortex and 
the CA1 of the hippocampus, show profound neuronal loss 
early in the disease. Wider involvement of temporal, frontal, 
and parietal cortices and a preferential loss of large neurons in 
these areas are seen as the disease progresses.

AD is characterized by an accumulation of senile plaques 
containing aggregated protein deposits of Aβ fibrils, 
numerous neurofibrillary tangles (NFTs), reactive astro-
cytes, and activated microglia in the neocortex and hippo-
campus (Alzheimer, 1907; Selkoe, 1997). Senile plaques 
can contain either a diffuse amyloid deposition (presum-
ably early senile plaques) or a dense core of insoluble Aβ 
with neuritic structures (mature senile plaques). Although 
Aβ deposition and NFT are commonly observed in non-
demented elderly 80 years and older, increased levels of 
senile plaques are seen in AD brains (Berg et al., 1993; 
Schmitt et al., 2000). The degree of both Aβ deposition and 
NFT formation are correlated with cognitive decline (Wilcock 
and Esiri, 1982; Berg et al., 1993; Braak and Braak, 1995; 
Naslund et al., 2000).

Although inflammation is a well-recognized phenom-
enon its precise definition is not yet established (McGeer 
and McGeer, 2001). Clinically, AD patients exhibit few of 
the classic signs of inflammation. Histopathologically, the 
classical acute inflammatory response (neutrophil recruit-
ment), immunoglobulin precipitation, and T-cell accumula-
tion are not seen suggesting that humoral or classical cellular 
immune-mediated responses are not involved in AD pro-
gression (Eikelenboom et al., 1994). However, AD brains 
show an increase in activated microglial clusters on senile 
plaques surrounded by astrocytes, indicating focal glial 
inflammation (Eikelenboom et al., 2002; Wyss-Coray and 
Mucke, 2002). In particular, volume density of CD68 + brain 
mononuclear phagocytes (MP; perivascular macrophages 
and microglia) is correlated with volume density of congo-
philic compact plaque deposits (Arends et al., 2000). CD68+

cells are present from very early preclinical phases to terminal 
phases of AD and are involved in disease progression, which 
will be further described later (Akiyama et al., 2000; 
Fonseca et al., 2004b). Moreover, deactivation of microg-
lia has implications for therapy since long-term treatment of 
affected patients with nonsteroidal anti-inflammatory drugs 
(NSAIDs) has been shown to inactivate microglia and retard 
the development and progression of AD (in ‘t Veld et al., 
2002), although NSAIDs may also directly affect the APP 
processing.
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25.3. Molecular Pathogenesis

The molecular pathogenesis of AD is centered around Aβ pro-
duction and its clearance. Aβ is generated by the processing of 
APP by β and γ-processing enzymes, and cleared from brain 
by its diffusion, export to vascular system, phagocytosis, or 
degradation. The following molecules are essential for under-
standing the molecular mechanism of Aβ processing.

25.3.1. Amyloid Precursor Protein

APP is the first gene to be identified as a causative gene of famil-
ial AD (FAD) and has been a key molecule in the study of the 
molecular mechanism of AD. As shown in Figure 25.1, the APP 
molecule can be cleaved at different specific cleavage sites by 
various proteases to generate fragments of different sizes. APP 
is primarily expressed in neurons and cleaved at the α, β, and γ 
sites by APP processing enzymes (called α, β, and γ−secretases), 
producing Aβ (β- and γ-processing product), p3 (α- and γ-

processing product), and other APP fragments (Selkoe, 1994). 
Aβ is composed of 39 to 43 amino acids, mainly 1–40 (Aβ40) 
and 1–42 (Aβ42). Aβ42 is more amyloidogenic (faster to be 
aggregated) than Aβ40, and early Aβ deposits are usually detect-
able with anti-Aβ42 antibodies, but not with anti-Aβ40 antibod-
ies (Selkoe, 1994). FAD mutations on APP gene are all linked 
to abnormal APP processing (increase in Aβ42/Aβ40 ratio), Aβ 
aggregation, and Aβ deposition (Scheuner et al., 1996).

25.3.2. PS1 and γ-Processing Enzyme Complex

A combination of the presenilin genes (PS1 and 2), aph-1, 
pen-2, and nicastrin forms the γ-secretase complex (De Strooper, 
2003). The γ-secretase complex cleaves not only APP but also 
other transmembrane molecules, such as Notch, ErbB-4, and 
sterol regulatory element binding proteins (SREBPs). PS1 and 
PS2 have been established as causative genes of early onset FAD 
(Levy-Lahad et al., 1995; Sherrington et al., 1995). Transgene 
expression of PS1 FAD mutants enhances the Aβ42/Aβ40 ratio 

Figure 25.1. Scheme of APP processing. A, Cleavage sites and processing enzymes of APP. B, P3 and sAPPα production by α and 
γ-processing of APP. C, Aβ and sAPPβ production by β and γ-processing of APP.
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and accelerates Aβ aggregation and deposition in APP mice, 
which over-express Swedish FAD APP mutant in brains (Duff 
et al., 1996; Borchelt et al., 1997; Holcomb et al., 1998). PS2 
FAD mutant over-expression converts Aβ40 to Aβ42, whereas 
PS2 wild type over-expression reduces both Aβ40 and Aβ42 
(Mastrangelo et al., 2005). Taken together, these in vivo studies 
demonstrate the effect of PS1/2 FAD mutations on Aβ aggrega-
tion through transition of Aβ40 to Aβ42.

25.3.3. APP and PS1 Animal Models

Several established AD mouse models have made significant 
contributions to the understanding of AD pathogenesis (Price 
et al., 1998; Spires and Hyman, 2005). Analyses of AD brain 
tissue obtained from autopsies provide only limited insight 
into the dynamic nature of the disease process. Currently, no 
AD mouse model has all of the characteristics of the human 
disease. However, several lines of transgenic mice expressing 
mutated APP, such as PDAPP (Games et al., 1995), Tg2576 
(Hsiao et al., 1996), APP23 (Sturchler-Pierrat et al., 1997), 
TgCRND8 (Chishti et al., 2001), APPswe TgC3–3 (Borchelt 
et al., 1997), PSAPP (Holcomb et al., 1998), and 3xTg-AD 
mice (Oddo et al., 2003), simulate prominent behavioral and 
pathological features of AD. Phenotypes displayed by these 
mice include age-related impairments in learning and mem-
ory, electrophysiological abnormalities, neuronal loss, micro-
gliosis, astrogliosis, neuritic changes, amyloid deposition, 
oxidative stress, and abnormal tau phosphorylation (Price 
et al., 1998; Smith et al., 1998) (Figure 25.2). Microglia in 

close proximity to fibrillar Aβ deposits are immunoreactive to 
interleukin (IL)-1β and TNF-α, whereas activated astrocytes 
are immunoreactive to IL-1β, transforming growth factor 
(TGF)-1β, and IL-10 in Tg2576 mice (Frautschy et al., 1998; 
Benzing et al., 1999; Apelt and Schliebs, 2001).

Tg2576 mice which express Swedish familial AD mutant 
(K670N/M671L) of APP695 under a hamster prion promoter 
show memory and learning impairments as determined by 
Morris water maze (Hsiao et al., 1996). The memory recall is 
impaired as early as 6 months of age, which persists without 
significant progression for up to 12 months of age, followed 
by impairment of both memory acquisition and recall after 
12 months of age (Lesne et al., 2006). There is a strong cor-
relation of such age-related memory decline to Aβ accumula
tion in the brain (Figure 25.3) (Chen et al., 2000; Janus et al., 
2000). A recent study in Tg2576 mice suggests that 9- or 
12-mer Aβ oligomers are responsible for such memory loss, 
which can be isolated by Tg2576 and can induce transient 
memory loss in injected rodents (Lesne et al., 2006). Con-
textual fear conditioning tests, which represents hippocampal 
learning, show memory impairments in PDAPP mice as early 
as 4 months of age preceding the Aβ deposition (Jacobsen et al., 
2006). These studies strongly suggest that onset of memory 
loss precedes the Aβ deposition, is more correlated with Aβ 
oligomer formation in the brain, may also be relevant to the 
clinical symptoms of AD patients.

25.3.4. β- and α-Processing Enzymes

Beta-site APP-cleaving enzyme (BACE1, also called Asp2 or 
Memapsin2), a β-secretase, is an aspartic transmembrane pro-
teinase (Vassar et al., 1999). BACE2 (also called Asp1 and 
DRAP) is a homolog of BACE1 and contains the same overall 
structural organization. BACE1 is essential for Aβ production 
as demonstrated by BACE1 gene-targeted mouse models (Cai 
et al., 2001). BACE over-expression enhances total Aβ pro-
duction, deposition of both diffuse and compact Aβ plaques in 
brain parenchyma, and reduces cerebrovascular amyloid angi-
opathy in aged APP/BACE double transgenic mice (Mohajeri 
et al., 2004; Willem et al., 2004). However, this effect seems to 
be dose-dependent, since high BACE expression rather inhib-
its Aβ deposition (Lee et al., 2005). Thus, the effect of BACE 
upregulation in Aβ pathology in vivo is not conclusive. A Dis-
integrin And Metalloprotease (ADAM) 9, 10, and 17 have been 
identified as putative α-secretases (Asai et al., 2003). Overex-
pression of ADAM10 prevents Aβ deposition and hippocampal 
defect in APP mice (Postina et al., 2004), suggesting its thera-
peutic application for enhancing α-processing of APP.

25.3.5. ApoE

ApoE is the most well characterized genetic risk factor of 
AD. Evidence indicates that endogenous apoE in mouse brain 
enhances Aβ deposition in APP animal models (Bales et al., 
1999; Sadowski et al., 2004). Tg2576 mice lacking mouse apoE 
exhibit diminished compact plaque deposition, while diffuse 

Figure 25.2. 3D reconstruction image of amyloid plaque deposi-
tion and glial accumulation in APP mouse brain. Cortical section 
of Tg2576 (14 months of age) was stained by thioflavin-S (com-
pact amyloid plaque, purple), anti-IBA1 rabbit polyclonal (microg-
lia, red), and anti-GFAP mouse monoclonal (astrocytes, green), 
and imaged using a laser scanning confocal microscopy (Zeiss 510 
Meta). Z-stack images were deconvolved and 3D reconstructed using 
image processing software (AutoQuant).



25. Alzheimer’s Disease 347

plaque load remained unchanged (Bales et al., 1999). Mouse 
apoE is rather amyloidgenic since apoE disruption significantly 
reduces the compact plaque formation in APP mice (Bales 
et al., 1999). In contrast, human apoE3 enhances Aβ clearance 
in mouse brain, while apoE4 weakly promotes Aβ clearance 
(Holtzman et al., 1999; Holtzman et al., 2000; Fagan et al., 
2002). Although many studies concluded that astrocytes are the 
main apoE-producing cell in brain (Danik et al., 1999), recent 
reports suggest that microglial cells are also a source of apoE 
(Saura et al., 2003; Mori et al., 2004). A recent study of EGFP-
ApoE knock-in mice demonstrated that apoE is expressed in 
75% of astrocytes, and <10% of microglia after stimulation. 
Thus, apoE is primarily an astrocyte protein (Xu et al., 2006).

25.3.6. Aβ Degrading Enzymes

The current knowledge of Aβ degradation biology is lim-
ited since only a few of the molecules involved have been 
characterized, namely insulin degrading enzyme (IDE) and 
neprilysin, which is also known as enkephalinase, and neu-
tral endopeptidase metalloendopeptidase (NEP) (Yamin et al., 
1999; Iwata et al., 2000; Selkoe et al., 2001). IDE was origi-
nally identified as a microglia-secreted Aβ degrading enzyme 
(Qiu et al., 1998), and is also found in neurons (Vekrellis 
et al., 2000). Neprilysin protein level is downregulated during 
aging, but is locally upregulated in activated astrocytes sur-
rounding Aβ plaques in APP mice (Apelt et al., 2003). Thus 
the amount of IDE and neprilysine can be altered by chronic 
inflammatory reaction. Neprilysin, a neutral zinc metallopep-
tidase, plays a role in degrading insoluble and/or aggregated 
Aβ42 (Iwata et al., 2000; Selkoe et al., 2001). Transgenic 
expression of both IDE and neprilysin show inhibition of Aβ 
accumulation in APP mice (Leissring et al., 2003). In addi-
tion, endothelin converting enzyme and matrix metalloprote-

ase-2 and 3 are also new candidates of Aβ degrading enzymes 
(Choi et al., 2006; White et al., 2006).

25.3.7. Neurofibrillary Tangle Formation

Presence of NFT is one of the original neuropathological hall-
marks of AD. NFT are fibrous tangles composed of insoluble, 
conformationally abnormal, hyperphosphorylated tau protein 
deposited in neuronal cell bodies. Hyperphosphorylated tau 
can form a specific insoluble structure known as a paired heli-
cal filament (PHF) (Buee et al., 2000; Lee et al., 2001). Six tau 
protein isoforms are generated by alternative mRNA splicing 
of the tau gene. Based on the repeat of the intermediate micro-
tubule binding domain, the majority of tau is classified as three 
repeat (3R) or four repeat (4R) tau. The primary function of 
tau is to bind to and stabilize microtubules, thereby promoting 
microtubule polymerization. Many tau phosphorylation sites 
flank microtubule binding domains and are believed to play 
a significant role in its microtubule binding (Lee et al., 2001; 
Planel et al., 2002). Hyperphosphorylation of tau appears to 
cause tau to dissociate from microtubules and form tau protein 
aggregates, which becomes PHF (Biernat et al., 1993; Bram-
blett et al., 1993; Alonso et al., 1996). Glycogen synthase 
kinase 3-β (GSK3β), cyclin dependent protein kinase 5/p25 
complex, microtubule affinity regulating kinase, and recently 
tau-tubulin kinase 1 have been extensively characterized as 
tau kinases that seem to be involved in the hyperphosphorylation 
of tau (Ishiguro et al., 1992; Takashima et al., 1993; Drewes 
et al., 1997; Patrick et al., 1999; Sato et al., 2006).

Tau-related neurodegenerative disorders, or “tauopathies,” 
include AD, argyrophilic grain dementia, corticobasal degener-
ation, diffuse neurofibrillary tangles with calcification, Down’s 
syndrome, frontotemporal dementia and Parkinsonism linked to 
chromosome 17 (FTDP-17), Gerstmann-Straussler-Scheinker 

Figure 25.3. Schematic representation of the time course of Ab deposition, Ab oligomer accumulation, cognitive dysfunction, astrogliosis, 
and microgliosis in Tg2586 mice.
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disease, Niemann-Pick disease, non-Guamanian motor neuron 
disease with neurofibrillary tangles, Pick’s disease, progressive 
supranuclear palsy, subacute sclerosing panencephalitis, and 
tangle only dementia (Lee et al., 2001). Genetic studies show 
that missense mutations in the tau gene (Mtapt) induce FTDP-
17 supporting its importance in tauopathies (Hutton et al., 1998; 
Lee et al., 2001), although such mutations have not been found 
in AD. These tau mutations develop similar pathology in trans-
genic animal models, such as P301L tau mouse (Lewis et al., 
2000; Gotz et al., 2001a), R406W tau mouse (Sato et al., 2002), 
G272V tau mouse (Gotz et al., 2001b), and V337M tau mouse 
(Tanemura et al., 2002). However, P301L tau mice develop 
NFT-like tau aggregation not only in CNS but also in peripheral 
motor neurons, astrocytes and oligodendrocytes, that is corre-
lated with gait disturbances (Lewis et al., 2000).

25.3.8. Neurotoxicity and Synaptic Dysfunction

25.3.8.1. Ab-Mediated Neurotoxicity

It has been widely accepted that toxicity of Aβ requires aggre-
gation of native Aβ monomers (Hardy and Higgins, 1992; 
Pike et al., 1993). Aβ (Aβ40 or Aβ42) self-assembles to form 
low-n oligomers (dimers-hexamers), protofibrils, and fibrils 
(Roher et al., 1996; Harper et al., 1997; Walsh et al., 1997; 
Lambert et al., 1998). Since intermediates can further associ-
ate into higher-ordered aggregates, it is difficult to determine 
the oligomerization state of Aβ that causes pathogenicity. 
Nonetheless, several groups succeeded in isolating spherical 
non-fibrillar assemblies of synthetic Aβ (Aβ-derived diffus-
ible ligands; ADDLs and amylospheroid; ASPD) (Lambert 
et al., 1998; Hoshi et al., 2003). These Aβ oligomers show 
more potent toxicity than fibrillar Aβ at lower concentrations 
(Lambert et al., 1998) and induce reversible synaptic loss 
through N-methyl-D-aspartate (NMDA) receptor interaction 
in organotypic hippocampal culture systems (Shankar et al., 
2007). Thus, Aβ oligomers are a likely therapeutic target (De 
Felice et al., 2004).

Aβ can also potentially mediate neurotoxicity by activat-
ing microglia and glia and hereby promoting their secretion 
of a variety of neurotoxic factors. Aβ and secreted β-amy-
loid precursor protein (sAPP)-induce microglial activation 
and neurotoxicity (Giulian and Baker, 1986; Meda et al., 
1995; Barger and Harmon, 1997; Ikezu et al., 2003). Neu-
rotoxicity can be mediated through secretion of neurotoxic 
agents such as FasL, tumor necrosis factor (TNF)-α, reac-
tive oxygen species (ROS), proteases, excitatory amino 
acids, and nitric oxides. Excitatory amino acids (glutamate, 
quinolinic acid, D-serine, among others) activate N-methyl-
D-aspartate (NMDA) receptors, which are significantly 
involved in microglial-mediated neurotoxicity (Piani et al., 
1992; Giulian et al., 1994). Indeed, both Aβ and sAPP acti-
vated microglia increase glutamate secretion (Barger and 
Basile, 2001; Ikezu et al., 2003). Glutamate and ROS can 
exacerbate each other’s neurotoxic effects due to their rela-
tionships with the cystine/glutamate exchange system (Xc−) 

antiporter. Aβ/sAPP-induced microglial activation leads to 
ROS production and glutathione consumption, that in turn 
promotes cystine import to regenerate glutathione and, as a 
consequence, increased glutamate is exported in exchange 
through the Xc antiporter (Ikezu et al., 2003).

25.3.8.2. Ab-Mediated Synaptic Dysfunction

There are a number of studies documenting the synaptic dys-
function of APP mice, which starts as early as 4 months of 
age, including enhanced paired-pulse facilitation, disturbed 
high frequency stimulation (HFS) burst, and rapid decay 
of LTP in the CA1 field of hippocampal slices (Hsia et al., 
1999; Larson et al., 1999). In addition, impaired synaptic 
transmission and LTP in both the CA1 and DG regions are 
also evident in Tg2576 mice (Chapman et al., 1999). Aβ 
oligomers block hippocampal long-term potentiation (LTP) 
ex vivo at nanomolar concentrations. In vivo applications 
of Aβ oligomers potently inhibit rat hippocampal LTP and 
cognitive function (Walsh et al., 2002; Cleary et al., 2005). 
These studies strongly suggest that Aβ oligomers induce 
memory impairment through inhibition of synaptic transmis-
sion and long-term potentiation in brain. One of the potential 
mechanisms of Aβ-induced LTP inhibition is through the 
activation of a number of inflammation-related molecules, 
such as c-jun N-terminal kinase, CDK5, p38 mitogen-acti-
vated kinase, inducible nitric oxide synthase, and superox-
ide, (Wang et al., 2004a; Wang et al., 2004b). These data 
suggest significant involvement of microglial activation in 
the inhibitory mechanism.

25.3.8.3. Neurotoxicity by Tau Aggregation

Although NFT is a hallmark of AD, its direct involvement in 
neuronal cell death is still unclear. Presence of NFT does not 
appear to be highly toxic since clinical studies suggest long-
term survival of NFT-bearing neurons (Morsch et al., 1999; 
Hof et al., 2003). These data are also supported by studies 
using FTDP-17 tau mutant mice showing NFT formation in 
the absence of neuronal cell loss (Santacruz et al., 2005) and 
a lack of cognitive impairment as assessed by a water maze 
test (Arendash et al., 2004). A new doxycycline-inducible 
tau transgenic mouse model suggests accumulation of intra-
cellular tau protein rather than NFT formation is responsible 
for neurodegeneration and cognitive impairment (Ramsden 
et al., 2005; Santacruz et al., 2005). However, tau is known 
to be involved in Aβ aggregate-induced neurotoxicity in 
conjunction with protein kinase activation in vitro (Rapo-
port et al., 2002; Hoshi et al., 2003; Medina et al., 2005). 
Thus, it is possible that acute neuronal cytoskeletal destabi-
lization by tau phosphorylation and its end-product (globular 
tau aggregates) are neurotoxic, but its subsequent subcellu-
lar compartmentalization as NFT/PHF is a preventive neu-
roprotective process used to contain neurotoxic aggregates. 
Further study will be necessary to characterize its effect on 
neurodegeneration or dementia.
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25.4. Immunity and AD

Neuronal loss, edema, and recruited mononuclear phagocytes 
(moving from blood to brain), are all classical hallmarks of brain 
inflammation in AD (Arvin et al., 1996). Gliosis, characterized 
by activation, proliferation, and hypertrophy of astrocytes and 
microglia, is one important feature of neuroinflammation. Amy-
loid plaques contain a number of proteins including comple-
ment proteins and pro-inflammatory cytokines and chemokines. 
Many of these proteins are secreted by activated microglia and 
reactive astrocytes. Activated microglia integrate deeply into 
neuritic plaques and express major histocompatibility complex 
type II (MHC-II), a marker for microglial activation. MHC-II 
expression is significantly upregulated in AD brains (Rogers 
et al., 1988; Styren et al., 1990).

Neurotoxicity can be mediated through secretion of vari-
ous factors, ROS, proteases, excitatory amino acids, and nitric 
oxides. Pro-inflammatory cytokines and chemokines can inhibit 
fibrillar Aβ phagocytosis by a murine microglial cell line 
(Koenigsknecht-Talboo and Landreth, 2005). Such T-cell-mediated 
cytokines also inhibit post-phagocytosis intracellular Aβ degra-
dation in human monocyte-derived macrophages. Aβ-microglia 
interaction results in two outputs: phagocytosis and signaling for 
priming and activation. Aβ binding to a complex of cell surface 
proteins (including CD36, integrin-associated protein (CD47), 
and α

6
β

1
-integrin) leads to src-like tyrosine kinase activation 

and ROS production (Bamberger et al., 2003). CD36 is neces-
sary for full Aβ-induced mononuclear phagocyte activation and 
chemotaxis (El Khoury et al., 2003). These findings strongly 
suggest that Aβ aggregates activates microglia by its binding to 
specific cell surface molecules, which activates src-like tyrosine 
kinases and other signaling for Aβ clearance and neuroin-
flammation in AD brains.

25.4.1. Microglia-Mediated Aβ Clearance

Our current knowledge of Aβ clearance is limited compared 
to the more detailed understanding of Aβ synthesis and aggre-
gation mechanisms. It is well known that Aβ stimulation 
enhances microglial phagocytosis, in vitro (Kopec and Carroll, 
1998). The internalized Aβ in phagosomes initially migrate 
to acid hydrolase-containing late endosomes and lysosomal 
compartments, and then moves into perinuclear vesicles, that 
are morphologically similar to lysosomes, where it stays up 
to 20 days (Paresce et al., 1997). The long-term accumulation 
of Aβ has also been observed by using unlabeled Aβ aggre-
gates in bone marrow-derived macrophages (Yamamoto et al., 
2007a). In addition to microglia, astrocytes also contribute to 
the uptake and removal of Aβ in a manner enhanced by a CC-
type chemokine, CCL2 (Wyss-Coray et al., 2003).

Microglia constantly take-up Aβ via potential Aβ recep-
tors, including scavenger receptor type A (SR-A), CD36, and 
receptor for advanced glycation end product (RAGE) (El Khoury 
et al., 1996; Yan et al., 1996; El Khoury et al., 2003). Although 
SR-A was characterized as a major receptor for microglial 

phagocytosis of Aβ (Paresce et al., 1996), APP mice deficient 
in SR-A show no difference in amyloid plaque formation or 
synaptic degeneration (Huang et al., 1999). This suggests that 
other scavenger receptors or Aβ-binding molecules, such as 
CD36, CD47, and α

6
β

1
-integrin, can compensate for the defi-

ciency of SR-A. On the other hand, RAGE seems to enhance 
Aβ deposition. APP mice deficient in RAGE exhibit reduced 
Aβ deposition (unpublished observations), which is consistent 
with enhanced Aβ deposition in mice over-expressing RAGE 
(Arancio et al., 2004). P-glycoprotein (Pgp), an ATP binding 
cassette transporter/multidrug resistance-1 α and β gene, is 
another molecule involved in Aβ clearance from brain paren-
chyma. Disruption of Pgp exhibits enhanced Aβ deposition, 
suggesting its role in endothelial efflux of Aβ from the brain 
(Cirrito et al., 2005).

25.4.2. Glial Inflammation and Innate Immunity

Innate immune responses in AD are mediated by a large number 
of inflammatory proteins, such as complement factors, acute-
phase proteins, pro-inflammatory cytokines, and chemokines 
(Akiyama et al., 2000; McGeer and McGeer, 2001). Upregu-
lation of the complement system includes activation of both 
classical and alternative pathways and enhanced secretion of 
cytokines and chemokines including, but not limited to, IFN-γ, 
IL-1α/β, IL-6, IL-8, IL-12, TGF-β1/2, TNF-α, CD40L, CCL2 
(MCP-1), CCL3 (MIP-1α), CCL4 (MIP-1β), S100-β (for 
review, see (Akiyama et al., 2000) ). The interplay between 
Aβ aggregates, microglia and astrocytes results in secretion 
of proinflammatory cytokines that, in turn, may affect local 
APP expression in nearby neurons. This process results in 
local upregulation of Aβ and seeding of “new” Aβ deposits, 
which may therefore be a potential mechanism for the plaque 
accumulation typically seen in AD brains.

25.4.2.1. Cytokines

25.4.2.1.1. IL-1

IL-1 upregulation seems to occur early in Aβ plaque forma-
tion since it is associated with diffuse plaques and also found 
in young children with Down’s syndrome (Griffin et al., 1989; 
Griffin et al., 1995). IL-1 induces S100β, an astrocyte-derived 
neurite promoting cytokine (Kligman and Marshak, 1985), 
and α1-antichymotripsin (Das and Potter, 1995). IL-1 upreg-
ulates APP synthesis in primary astrocytes (Rogers et al., 
1999), and Aβ production when co-stimulated with IFN-γ in 
vitro (Blasko et al., 2000).

25.4.2.1.2. IFN-γ

IFN-γ is produced by Th1 type T cells and natural killer cells 
(Young and Hardy, 1995), as well as macrophages (Fultz 
et al., 1993), astrocytes, and microglia (DeSimone et al., 1998). 
IFN-γ affects Aβ production, Aβ degradation (Yamamoto 
et al., 2007b), and neurotoxicity (Meda et al., 1999). IFN-γ, 
in conjunction with TNF-α, has been shown to enhance APP 
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mRNA transcription and Aβ production (Blasko et al., 1999), 
and indirectly induce neuronal loss by stimulating release of 
NO from microglia (Chao et al., 1995). In the Tg2576 mouse 
model, astrocytes significantly upregulate IFN-γ mRNA in 
vivo (Abbas et al., 2002). We have recently found that trans-
genic APP mice (Tg2576) lacking IFN-γ receptor type I show 
marked reduction of Aβ deposition, microgliosis, astrogliosis, 
and astrocytic BACE expression(Yamamoto et al., 2007b). 
Thus, IFN-γ plays an important role for AD pathogenesis.

25.4.2.1.3. IL-6

IL-6 is a pleiotropic proinflammatory cytokine, secreted from 
T cells, macrophages, astro/microglia, and is involved in a 
number of inflammatory signals, including the acute phase 
response. IL-6 and its receptor complex, IL-6R and gp130/
CD130, are all upregulated in AD brains in a region-specific 
manner (Hampel et al., 2005). IL-6 immunoreactivity is co-
localized with diffuse plaques but not with compact plaques 
(Hull et al., 1996), suggesting its role in diffuse plaque reac-
tion rather than compact plaque formation. Astrocyte-derived 
IL-6 induces expression of complement component C3, and 
may be involved in complement cascade activation in AD 
(Barnum et al., 1996).

25.4.2.1.4. TGF-β1/2/3

TGF-β1/2/3 are expressed in the CNS and are involved in 
development, homeostasis, and repair (Finch et al., 1993). 
TGF-β1 has been detected in plaques (van der Wal et al., 
1993) and is elevated in cerebrospinal fluid and serum in AD 
(Chao et al., 1994b; Chao et al., 1994a). TGF-β2 has also been 
detected in reactive astrocytes, microglia, and in tangle-bearing 
neurons in AD brains (Wyss-Coray et al., 2000). TGF-β1 
transgenic mice show cerebrovascular amyloid deposition 
(Wyss-Coray et al., 1997). Over-expression of TGF-β1 in 
APP mice accelerates vascular amyloid deposition although 
plaque burden was reduced in brain tissue (Wyss-Coray et al., 
1997; Wyss-Coray et al., 2001), suggesting its role in clear-
ing Aβ from brain parenchyma. Since TGF-β1 increases APP 
expression in astrocytes and microglia (Gray and Patel, 1993; 
Monning et al., 1994; Harris-White et al., 1998), it may also 
be in involved in TGF-β1 glial Aβ production. Disruption of 
TGF-β1 induces neurodegeneration and microgliosis (Brionne 
et al., 2003). APP mice over-expressing kinase-deficient 
TGF-β receptor type II, which inhibits endogenous TGF- β 
signaling, show enhanced Aβ deposition, neurodegeneration, 
and dendritic loss (Tesseur et al., 2006).

25.4.2.1.5. TNF-α

TNF-α, a pleiotropic proinflammatory cytokine, has been exten-
sively investigated in AD. TNF-α is predominantly expressed 
by activated microglia, and to a lesser extent, astrocytes and 
neurons (Meda et al., 1995; Botchkina et al., 1997; Bezzi et al., 
2001; Williams et al., 2005). In AD, TNF-α is upregulated in 
cerebrospinal fluid (Tarkowski et al., 1999), serum (Fillit et al., 

1991), and cortex (Tarkowski et al., 1999). The effect of TNF-α 
on neurons is different dependent on the neuronal preparation 
and perhaps species; it is neurotrophic to rat cortical, hippo-
campal, and septal neurons (Cheng et al., 1994; Barger and 
Harmon, 1997), while directly neurotoxic (or enhances gluta-
mate neurotoxicity) to human cortical neurons (Chao and Hu, 
1994; D’Souza et al., 1995; Williams et al., 2005). This dis-
crepancy could be due to the diverse signaling of two distinctly 
different TNF-α receptors, type I (p55 TNFR-1) and type II 
(p75 TNFR-2) (Botchkina et al., 1997; Dziewulska and Mos-
sakowski, 2003). TNFR-1, but not TNFR-2, contains an intra-
cellular death domain, common to proteins in the TNF receptor 
family. TNFR-1 mediates both apoptosis and NF-κB-mediated 
cell survival (Wallach et al., 1999; Gupta and Gollapudi, 2005). 
Importantly, primary cultured hippocampal neurons derived 
from TNFR-1 null mice were resistant to Aβ-mediated neuro-
toxicity (Li et al., 2004). Thus, TNF-α-mediated neurotoxicity 
is bidirectional and the outcomes of TNF signaling depend dis-
tinctly on cell type and species.

25.4.2.1.6. CD40L

CD40L belongs to the TNF family and one of the most impor-
tant T-cell mediated cytokines. CD40, the receptor of CD40L, 
is upregulated by Aβ-stimulation of primary cultured microg-
lia in vitro (Tan et al., 1999) and is found to be expressed 
in reactive microglia in AD patient brain tissue (Togo et al., 
2000). Transgenic APP (Tg2576) mice deficient in CD40L 
show reduced Aβ deposition, astro/microgliosis, and hyper-
phosphorylation of tau (Tan et al., 2002). In addition, chronic 
treatment of APP/PS1 biogenic mice with neutralizing 
anti-CD40L antibody reduces Aβ deposition and causes a 
modest improvement in cognitive performance (Tan et al., 
2002; Todd Roach et al., 2004), suggesting its therapeutic 
application for AD.

25.4.2.2. Chemokines

25.4.2.2.1. CCL2 (MCP-1)

CCL2 (MCP-1) is a member of the β chemokine subfamily and 
a candidate molecule for stimulating monocyte chemotaxis into 
the CNS (Charo et al., 1994). Activated astrocytes and cells of 
monocytic origin (such as microglia and macrophages) have 
been shown to express CCL2 in the brain (Calvo et al., 1996; 
Glabinski et al., 1996). CCL2 has been detected in senile plaques, 
reactive microglia and microvessels in AD brains (Ishizuka 
et al., 1997; Xia and Hyman, 1999; Grammas and Ovase, 2001), 
and is upregulated in cerebrospinal fluid and serum of AD cases 
and AD animal models (Sun et al., 2003; Galimberti et al., 2005; 
Janelsins et al., 2005). Over-expression of CCL2 resulted in 
increased diffuse plaque deposition, microglial accumulation, 
and apoE expression in APP mice (Yamamoto et al., 2005), 
accompanied by cognitive impairment (Yamamoto, M et al., 
unpublished observations). These results show that CCL2/CCR2 
signaling is critical in mononuclear phagocyte accumulation and 
Aβ deposition in CNS.
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25.4.2.2.2. CXCR Family

A number of other chemokines and their receptors have been 
identified in AD. CXCR2 is a member of the CXC chemokines 
receptor family and is a receptor for multiple ligands, includ-
ing CXCL1/2/3 (GROα/β/δ) (Zlotnik and Yoshie, 2000). Both 
CXCR2 and CXCL1 have been detected in AD brains. In par-
ticular, CXCR2 expression has been identified in dystrophic 
neurites of senile plaques (Xia et al., 1997). CXCR3, another 
CXC receptor family, and its ligand CXCL10 (IP-10) have 
been found in both cortical and subcortical neurons in normal 
and AD brains. CXCL10 was significantly upregulated in AD 
brain (Xia et al., 2000). In addition, expression of CC chomo-
kine receptors, such as CCR3 and CCR5, and their ligands, 
CCL4 (MIP-1β) and CCL5 (RANTES), is also enhanced on 
reactive microglia in AD brain (Xia et al., 1998). Although the 
exact physiological functions of these molecules have yet to 
be characterized in the context of AD pathogenesis, modula-
tion of such chemokine signaling might be beneficial to cor-
rect the detrimental imbalance of metabolic homeostasis and 
neuroinflammation in brain.

25.4.2.3. Toll-Like Receptors

One of the most important recent findings in the effort to 
understand innate immunity has been the identification of 
Toll-like receptors (TLRs). TLRs define a major class of 
pattern-recognition receptors critical to the initiation and 
tailoring of both innate and subsequent adaptive immune 
responses (Beutler, 2004; Iwasaki and Medzhitov, 2004). For 
example, bacterial cell wall components are recognized by 
TLR2, and lipopolysaccharide and viral envelope proteins are 
recognized by TLR4. Double strand RNA, single strand RNA, 
and unmethylated CpGs are recognized by TLR3, TLR7/8, 
and TLR9, respectively (for review, see (Akira et al., 2006) ). 
Primary cultured human and mouse microglia express mRNA 
for TLR1–9, whereas human and mouse astrocytes express 
high levels of TLR3, and low-level TLR 1, 2, and 4–6 (Olson 
and Miller, 2004; Jack et al., 2005) (Carpentier et al., 2005; 
McKimmie and Fazakerley, 2005). A recent study on aged 
mouse brains demonstrated that TLR1, TLR2, TLR4, TLR5, 
TLR7 and CD14 expression were upregulated in correlation 
with age, whereas TLR9 was downregulated (Letiembre et al., 
2007). Interestingly, a TLR4 polymorphism was also associ-
ated with successful aging (Candore et al., 2006), which fur-
ther indicates a role of innate immune receptors in aging and 
potentially AD.

The role of TLRs in neuroinflammation during AD is poorly 
characterized. However, recent reports indicate that TLR9 
ligand (CpG-containing oligonucleotide) induced enhance-
ment of Aβ update by N9 microglia cell line (Iribarren et al., 
2005), and Aβ stimulation modulates TLR-specific inflam-
mation (NO and TFN-α release) in primary cultured mouse 
microglia (Lotz et al., 2005). These results suggest that there 
is crosstalk between Aβ and TLR signaling that may regulate 
glial inflammation and Aβ clearance in CNS.

25.4.2.4. Matrix Metalloprotease

Aβ stimulation induces robust expression of matrix metallo-
protease (MMP) 1, 3, 10, 10, 12, 19, and disintegrin and metal-
loprotease (ADAM) 8 in primary cultured human microglia 
(Walker et al., 2006). Increased expression of MMP 1, 3 and 
9 has been documented in AD brains (Backstrom et al., 1996; 
Leake et al., 2000; Yoshiyama et al., 2000) and may contrib-
ute to tissue damage (Cuzner and Opdenakker, 1999). These 
molecules may be involved in Αβ degradation, cytokine/che-
mokine processing, and shedding of cell adhesion molecules 
for enhancing glial motility.

25.4.2.5. Other Inflammatory Molecules: 
Complement Complex and CD45

Complement C1q, the first complement of the classical com-
plement pathway, is upregulated in AD brains and is found 
in senile plaques (Afagh et al., 1996). C1q binds to soluble 
Aβ and modulates its uptake by mononuclear phagocytes 
(Webster et al., 2000). C1q also directly induces neurotox-
icity through its interaction with cell surface calreticulin, a 
C1q receptor (Luo et al., 2003). However, APP mice lacking 
C1q exhibited reduced glial and astroglial activation without 
changes in Aβ deposition (Fonseca et al., 2004a). Thus, C1q 
may be involved in AD pathogenesis by influencing neurotox-
icity and glial inflammation, but its effect on Aβ metabolism 
is modest.

Complement C3 is upregulated in APP/TGF-β1 biogenic 
mice and AD brains (Wyss-Coray et al., 2001). Over-expression of 
soluble complement receptor-related protein y (sCrry), a com-
plement C3 inhibitor, resulted in enhanced Aβ  accumulation 
and hippocampal degeneration (Wyss-Coray et al., 2002). 
Since C3 is known to promote phagocytosis by binding to 
specific C3 receptor on specialized cells, C3 is likely to be 
positively involved in Aβ clearance.

CD45, a transmembrane protein tyrosine phosphatase crit-
ically involved in negative regulation of T- and B-cell activa-
tion, and an antagonizing partner of the TNF superfamily (Tan 
et al., 2000a), is also upregulated in AD brains (Masliah et al., 
1991). APP mice deficient in CD45 have increased brain lev-
els of TNF-α and NO, suggesting CD45 negative regulation 
of neuroinflammation in AD (Tan et al., 2000b).

25.4.3. Oxygen Free Radicals

Production of ROS, factors involved in the aging process 
(Finkel and Holbrook, 2000), is elevated in AD brain and may 
be an important cause of AD (Martins et al., 1986). Elevated 
levels of oxidized lipids (lipid peroxidation, malondialdehyde, 
4-hydroxynonenal) (Markesbery and Carney, 1999), proteins 
(advanced glycation end product modifications, tyrosine nitra-
tion) (Good et al., 1996; Takeda et al., 1998), and nucleic acids 
(8-hydroxy-deoxyguanosine) have been documented in AD 
brains (Lyras et al., 1997). Mitochondria and nicotinamide 
adenine dinucleotide phosphate (NADPH) oxidase complex 
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dysfunction can generate large amounts of ROS (Beal, 1998), 
and down regulation of mitochondrial NADPH 15-kD gene 
have been found in AD cases (Beal, 1998; Manczak et al., 
2004). Markers of oxidative stress are elevated not only in the 
pathologic lesions in AD brain (Good et al., 1996), but also in 
cerebrospinal fluid of AD patients (Lovell et al., 1997). Aβ 
peptide can directly activate the NADPH oxidase complex of 
mononuclear phagocytes (Bianca et al., 1999) and microglia, 
which are mediated through the interaction of fibrillar Aβ to 
cell surface molecules (CD36, CD47, and α6β1-integrin) and 
tyrosine kinase Vav signaling (Wilkinson et al., 2006). ROS 
is also known to mediate Aβ-induced neurotoxicity (Behl 
et al., 1994; Ikezu et al., 2003). In addition to NADPH oxidase, 
myeloperoxidase (MPO) is expressed by microglia in close 
proximity to Aβ plaques, and surprisingly, in neurons of AD 
brains (Reynolds et al., 1999; Green et al., 2004). MPO can 
catalyze both apoE and Aβ, generating oxidated and frag-
mentated apoE (Jolivalt et al., 1996) and stable Aβ42 dimers 
through dityrosine bridge formation (Jolivalt et al., 1996; 
Galeazzi et al., 1999).

25.4.3.1. Oxidative DNA Damage

DNA damage may also have a role in AD pathology. Recent 
studies indicate that aging-mediated DNA damage, including 
alterations in neuronal network and cognitive function-related 
gene expression profiles, is significantly increased after 40 
years of age, (Lu et al., 2004). DNA damage induces cell 
cycle activation (Kruman et al., 2004), and cell cycle activa-
tion has been documented in AD brains (Nagy et al., 1998; 
Smith et al., 1999). DNA damage also potently induces p53, 
a tumor suppressor and transcriptional factor involved in 
neuronal apoptosis (Morrison et al., 2003; Kruman et al., 
2004; Culmsee and Mattson, 2005). Neuronal expression of 
p53 is increased in AD brains (de la Monte et al., 1997) and 
in APP mouse brains (LaFerla et al., 1996). These data 
suggest that DNA damage is involved in neurodegeneration 
in AD brain, or the result of neurodegeneration.

25.5. Immunopharmacology

Epidemiological studies using nonsteroidal anti-inflammatory 
drugs (NSAIDs) has led to the proposal that NSAIDs reduce 
the risk of AD (McGeer et al., 1996). These studies have been 
supported by data showing that treatment of APP mice with 
NSAIDs (such as ibuprofen and NO-flurbiprofen) in vivo 
results in reduced Aβ deposition and pro-inflammatory cyto-
kine production (Lim et al., 2000; Jantzen et al., 2002; Yan 
et al., 2003). Microglial activation is suppressed by ibuprofen 
but rather enhanced by NO-flurbiprofen. Other studies have 
found that NSAID also affects γ-processing of APP through 
inhibition of the small GTP-binding protein Rho, which shifts 
Aβ processing from Aβ42 to Aβ40 both in vitro and in vivo 
(Weggen et al., 2001; Eriksen et al., 2003; Zhou et al., 2003). 
Based on these observations, a new series of drugs derived 

from NSAIDs having a more specific effect on γ-processing 
has been developed (Kukar et al., 2005).

Proliferator-activated receptor γ (PPARγ) agonists, such 
as the thiazolinedione family, are also NSAIDs and can effi-
ciently clear Aβ deposition in vitro and in vivo (Camacho 
et al., 2004; Heneka et al., 2005). PPAR is a nuclear tran-
scription factor and its effect is different from ibuprofen and 
its derivatives. PPARγ transcription factors play important 
physiological roles in the regulation of lipid metabolism 
(Mangelsdorf et al., 1995; Lemberger et al., 1996), suppression 
of inflammation (Heneka et al., 2000), and clinical  treatment 
of diabetes type II (Dormandy et al., 2005). PPARγ ago-
nists enhance Aβ degradation (Camacho et al., 2004), as 
well as suppress BACE expression and microglial activation 
(Heneka et al., 2005).

Other anti-inflammatory/antioxidant dietary applications 
include curcumin, the yellow pigment in turmeric that targets 
multiple AD pathogenic cascades (Lim et al., 2001; Yang 
et al., 2005). The dietary omega-3 fatty acid, docosahexae-
noic acid (DHA), also reduced amyloid, oxidative damage 
and synaptic and cognitive deficits in a transgenic mouse 
model (Calon et al., 2004; Lim et al., 2005). Both DHA and 
curcumin have favorable safety profiles, epidemiology and 
efficacy, and may exert general anti-aging benefits (Cole 
et al., 2005).

Summary

AD is the most common form of elderly dementia and has 
no effective therapy. Clinical diagnosis is based on the evalu-
ation of cognitive function and lab tests. Pathological diag-
nosis is based on post-mortem neuropathology, defined by 
three hallmarks: senile plaque, NFT, and neuronal cell loss. 
Senile plaque mainly consists of Aβ aggregates and serves 
as a focal point of astrocyte and microglial activation, while 
NFT contains hyperphosphorylated tau. Aβ is produced dur-
ing the processing of APP by BACE and the γ-secretase com-
plex that includes PS1. Both APP and PS1 are causative genes 
of AD, while apoE4 is a risk factor allele. The Aβ load in 
CNS is maintained by balancing its production and clearance, 
which is mediated by passive diffusion to blood stream, deg-
radation by Aβ degrading enzymes (IDE and neprilysin), and 
microglial phagocytosis. Aβ production, deposition, and neu-
rodegeneration are significantly regulated by astroglial and 
microglial activation via direct contact as well as secretion 
of a number of neurotoxicants. Specific pro-inflammatory 
cytokines, chemokines, and excitotoxins have been charac-
terized as mediators of neuroinflammation and neurotoxicity. 
Currently their specific roles in mediating the pathogenesis in 
AD are being explored. Those diverse studies are generating a 
large number of potential therapeutic targets for treating AD. 
Beneficial effects have been reported for anti-inflammatory 
drugs, such as NSAIDs, to treat glial inflammation and dis-
ease progression.
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Review Questions/Problems

1. Which is NOT the causative gene of familial Alzheim-
er’s disease?

a. APP
b. Presenilin-1
c. Presenilin-2
d. Tau
e. None of the above

2. Presenlin-1 is a member of:

a. α-secretase
b. β-secretase
c. γ-secretase complex
d. Aβ degrading enzyme
e. None of the above

3. Amyloid-beta peptide is a processing product of amy-
loid precursor protein (APP) through a combination of

a. α-secretase and Beta-site APP cleaving enzyme 
(BACE1)

b. α-secretase and γ-secretase complex
c. BACE1 and γ-secretase complex
d. BACE1 and insulin-degrading enzyme
e. none of the above

4. Microglia-mediated inflammatory reaction affects AD 
progression via

a. cytokine production
b. reactive nitrogen/oxygen production
c. excitotoxin production
d. all of the above
e. none of the above

5. Ab deposition in APP mouse brain can be reduced by 
vaccination with the following antigens except

a. Aβ
b. apoE4
c. Copaxon-1
d. transgenic potato expressing amyloid-beta peptide
e. none of the above

6. Nonsteroidal anti-inflammatory drugs (NSAIDs) can 
reduce Ab deposition in APP mouse brain through

a. suppression of brain inflammation
b. suppression of Aβ42 generation
c. suppression of BACE expression
d. all of the above
e. none of the above

7. Describe the available animal models for studying AD. 
What is the limitation of the animal models?

8. Describe the potential immunotherapy of AD

References

Abbas N, Bednar I, Mix E, Marie S, Paterson D, Ljungberg A, Morris 
C, Winblad B, Nordberg A, Zhu J (2002) Up-regulation of the 
inflammatory cytokines IFN-gamma and IL-12 and down-regulation 
of IL-4 in cerebral cortex regions of APP(SWE) transgenic mice. 
J Neuroimmunol 126:50–57.

Afagh A, Cummings BJ, Cribbs DH, Cotman CW, Tenner AJ (1996) 
Localization and cell association of C1q in Alzheimer’s disease 
brain. Exp Neurol 138:22–32.

Akira S, Uematsu S, Takeuchi O (2006) Pathogen recognition and 
innate immunity. Cell 124:783–801.

Akiyama H, Barger S, Barnum S, Bradt B, Bauer J, Cole GM, 
Cooper NR, Eikelenboom P, Emmerling M, Fiebich BL, Finch CE, 
Frautschy S, Griffin WS, Hampel H, Hull M, Landreth G, Lue L, 
Mrak R, Mackenzie IR, McGeer PL, O’Banion MK, Pachter J, 
Pasinetti G, Plata-Salaman C, Rogers J, Rydel R, Shen Y, Streit W, 
Strohmeyer R, Tooyoma I, Van Muiswinkel FL, Veerhuis R, 
Walker D, Webster S, Wegrzyniak B, Wenk G, Wyss-Coray T 
(2000) Inflammation and Alzheimer’s disease. Neurobiol Aging 
21:383–421.

Alonso AC, Grundke-Iqbal I, Iqbal K (1996) Alzheimer’s disease 
hyperphosphorylated tau sequesters normal tau into tangles of fila-
ments and disassembles microtubules. Nat Med 2:783–787.

Alzheimer A (1907) Ueber eine eigenartige Erkrankung der Hirn-
rinde. Allg Z Psychiat 64:146–148.

Apelt J, Schliebs R (2001) Beta-amyloid-induced glial expression of 
both pro- and anti- inflammatory cytokines in cerebral cortex of 
aged transgenic Tg2576 mice with Alzheimer plaque pathology. 
Brain Res 894:21–30.

Apelt J, Ach K, Schliebs R (2003) Aging-related down-regulation of 
neprilysin, a putative beta-amyloid-degrading enzyme, in trans-
genic Tg2576 Alzheimer-like mouse brain is accompanied by an 
astroglial upregulation in the vicinity of beta-amyloid plaques. 
Neurosci Lett 339:183–186.

Arancio O, Zhang HP, Chen X, Lin C, Trinchese F, Puzzo D, Liu S, 
Hegde A, Yan SF, Stern A, Luddy JS, Lue LF, Walker DG, Roher A, 
Buttini M, Mucke L, Li W, Schmidt AM, Kindy M, Hyslop PA, 
Stern DM, Du Yan SS (2004) RAGE potentiates Abeta-induced 
perturbation of neuronal function in transgenic mice. EMBO J 
23:4096–4105.

Arendash GW, Lewis J, Leighty RE, McGowan E, Cracchiolo JR, 
Hutton M, Garcia MF (2004) Multi-metric behavioral comparison 
of APPsw and P301L models for Alzheimer’s disease: Linkage of 
poorer cognitive performance to tau pathology in forebrain. Brain 
Res 1012:29–41.

Arends YM, Duyckaerts C, Rozemuller JM, Eikelenboom P, Hauw 
JJ (2000) Microglia, amyloid and dementia in alzheimer disease. 
A correlative study. Neurobiol Aging 21:39–47.

Aronson MK, Ooi WL, Morgenstern H, Hafner A, Masur D, Crystal 
H, Frishman WH, Fisher D, Katzman R (1990) Women, myocardial 
infarction, and dementia in the very old. Neurology 40:1102–1106.

Arvin B, Neville LF, Barone FC, Fewerstein GZ (1996) The Role of 
inflammation and cytokines in brain injury. Neurosci Biobehav 
Rev 20:445–452.

Asai M, Hattori C, Szabo B, Sasagawa N, Maruyama K, Tanuma S, 
Ishiura S (2003) Putative function of ADAM9, ADAM10, and 
ADAM17 as APP alpha-secretase. Biochem Biophys Res Commun 
301:231–235.



354 Tsuneya Ikezu

Association AP (1994) Diagnostic and Statistical Manual of Mental 
Disorders, 4th edition Edition. Washington, DC: American 
Psychiatric Association.

Backstrom JR, Lim GP, Cullen MJ, Tokes ZA (1996) Matrix metal-
loproteinase-9 (MMP-9) is synthesized in neurons of the human 
hippocampus and is capable of degrading the amyloid-beta 
peptide (1–40). J Neurosci 16:7910–7919.

Bales KR, Verina T, Cummins DJ, Du Y, Dodel RC, Saura J, 
Fishman CE, DeLong CA, Piccardo P, Petegnief V, Ghetti B, 
Paul SM (1999) Apolipoprotein E is essential for amyloid deposi-
tion in the APP(V717F) transgenic mouse model of Alzheimer’s 
disease. Proc Natl Acad Sci USA 96:15233–15238.

Bamberger ME, Harris ME, McDonald DR, Husemann J, Landreth GE 
(2003) A cell surface receptor complex for fibrillar beta-amyloid 
mediates microglial activation. J Neurosci 23:2665–2674.

Barger S, Harmon A (1997) Microglial activation by Alzheimer 
amyloid precursor protein and modulation by apolipoprotein E. 
Nature 388:878–881.

Barger SW, Basile AS (2001) Activation of microglia by secreted amy-
loid precursor protein evokes release of glutamate by cystine exchange 
and attenuates synaptic function. J Neurochem 76:846–854.

Barnum SR, Jones JL, Muller-Ladner U, Samimi A, Campbell IL 
(1996) Chronic complement C3 gene expression in the CNS of 
transgenic mice with astrocyte-targeted interleukin-6 expression. 
Glia 18:107–117.

Beal MF (1998) Mitochondrial dysfunction in neurodegenerative 
diseases. Biochim Biophys Acta 1366:211–223.

Behl C, Davis JB, Lesley R, Schubert D (1994) Hydrogen peroxide 
mediates amyloid beta protein toxicity. Cell 77:817–827.

Benzing WC, Wujek JR, Ward EK, Shaffer D, Ashe KH, Younkin 
SG, Brunden KR (1999) Evidence for glial-mediated inflammation 
in aged APP(SW) transgenic mice. Neurobiol Aging 20:581–589.

Berg L, McKeel DW, Jr., Miller JP, Baty J, Morris JC (1993) Neuro-
pathological indexes of Alzheimer’s disease in demented and nonde-
mented persons aged 80 years and older. Arch Neurol 50:349–358.

Beutler B (2004) Inferences, questions and possibilities in Toll-like 
receptor signaling. Nature 430:257–263.

Bezzi P, Domercq M, Brambilla L, Galli R, Schols D, De Clercq E, 
Vescovi A, Bagetta G, Kollias G, Meldolesi J, Volterra A (2001) 
CXCR4-activated astrocyte glutamate release via TNFalpha: 
Amplification by microglia triggers neurotoxicity. Nat Neurosci 
4:702–710.

Bianca VD, Dusi S, Bianchini E, Dal Pra I, Rossi F (1999) beta-
amyloid activates the O-2 forming NADPH oxidase in microg-
lia, monocytes, and neutrophils. A possible inflammatory 
mechanism of neuronal damage in Alzheimer’s disease. J Biol 
Chem 274:15493–15499.

Biernat J, Gustke N, Drewes G, Mandelkow EM, Mandelkow E 
(1993) Phosphorylation of Ser262 strongly reduces binding of tau 
to microtubules: Distinction between PHF-like immunoreactivity 
and microtubule binding. Neuron 11:153–163.

Blasko I, Marx F, Steiner E, Hartmann T, Grubeck-Loebenstein B 
(1999) TNFalpha plus IFNgamma induce the production of 
Alzheimer beta-amyloid peptides and decrease the secretion 
of APPs. FASEB J 13:63–68.

Blasko I, Veerhuis R, Stampfer-Kountchev M, Saurwein-Teissl M, 
Eikelenboom P, Grubeck-Loebenstein B (2000) Costimulatory 
effects of interferon-gamma and interleukin-1beta or tumor necro-
sis factor alpha on the synthesis of Abeta1–40 and Abeta1–42 by 
human astrocytes. Neurobiol Dis 7:682–689.

Borchelt DR, Ratovitski T, van Lare J, Lee MK, Gonzales V, 
Jenkins NA, Copeland NG, Price DL, Sisodia SS (1997) Accel-
erated amyloid deposition in the brains of transgenic mice coex-
pressing mutant presenilin 1 and amyloid precursor proteins. 
Neuron 19:939–945.

Botchkina GI, Meistrell ME, 3rd, Botchkina IL, Tracey KJ (1997) 
Expression of TNF and TNF receptors (p55 and p75) in the rat 
brain after focal cerebral ischemia. Mol Med 3:765–781.

Braak H, Braak E (1995) Staging of Alzheimer’s disease-related neurofi-
brillary changes. Neurobiol Aging 16:271–278; discussion 278–284.

Bramblett GT, Goedert M, Jakes R, Merrick SE, Trojanowski JQ, 
Lee VM (1993) Abnormal tau phosphorylation at Ser396 in 
Alzheimer’s disease recapitulates development and contributes to 
reduced microtubule binding. Neuron 10:1089–1099.

Brionne TC, Tesseur I, Masliah E, Wyss-Coray T (2003) Loss of 
TGF-beta 1 leads to increased neuronal cell death and microgliosis 
in mouse brain. Neuron 40:1133–1145.

Buee L, Bussiere T, Buee-Scherrer V, Delacourte A, Hof PR (2000) 
Tau protein isoforms, phosphorylation and role in neurodegenera-
tive disorders. Brain Res Brain Res Rev 33:95–130.

Cai H, Wang Y, McCarthy D, Wen H, Borchelt DR, Price DL, Wong 
PC (2001) BACE1 is the major beta-secretase for generation of 
Abeta peptides by neurons. Nat Neurosci 4:233–234.

Calon F, Lim GP, Yang F, Morihara T, Teter B, Ubeda O, Rostaing P, 
Triller A, Salem N, Jr., Ashe KH, Frautschy SA, Cole GM (2004) 
Docosahexaenoic acid protects from dendritic pathology in an 
Alzheimer’s disease mouse model. Neuron 43:633–645.

Calvo CF, Yoshimura T, Gelman M, Mallat M (1996) Production of 
monocyte chemotactic protein-1 by rat brain macrophages. Eur J 
Neurosci 8:1725–1734.

Camacho IE, Serneels L, Spittaels K, Merchiers P, Dominguez D, 
De Strooper B (2004) Peroxisome-proliferator-activated receptor 
gamma induces a clearance mechanism for the amyloid-beta pep-
tide. J Neurosci 24:10908–10917.

Candore G, Aquino A, Balistreri CR, Bulati M, Di Carlo D, Grimaldi 
MP, Listi F, Orlando V, Vasto S, Caruso M, Colonna-Romano G, 
Lio D, Caruso C (2006) Inflammation, longevity, and cardiovas-
cular diseases: Role of polymorphisms of TLR4. Ann N Y Acad 
Sci 1067:282–287.

Carpentier PA, Begolka WS, Olson JK, Elhofy A, Karpus WJ, Miller 
SD (2005) Differential activation of astrocytes by innate and adap-
tive immune stimuli. Glia 49:360–374.

Chao C, Hu S, Erlich L, Peterson P (1995) Interleukin-1 and tumor 
necrosis factor-alpha synergistically mediate neurotoxicity: 
Involvement of nitric oxide and of N-methyl-D-aspartate recep-
tors. Brain Behav Immun 9:355–365.

Chao CC, Hu S (1994) Tumor necrosis factor-alpha potentiates glu-
tamate neurotoxicity in human fetal brain cell cultures. Dev Neu-
rosci 16:172–179.

Chao CC, Hu S, Frey WH, 2nd, Ala TA, Tourtellotte WW, Peterson 
PK (1994a) Transforming growth factor beta in Alzheimer’s dis-
ease. Clin Diagn Lab Immunol 1:109–110.

Chao CC, Ala TA, Hu S, Crossley KB, Sherman RE, Peterson PK, 
Frey WH, 2nd (1994b) Serum cytokine levels in patients with 
Alzheimer’s disease. Clin Diagn Lab Immunol 1:433–436.

Chapman PF, White GL, Jones MW, Cooper-Blacketer D, Marshall 
VJ, Irizarry M, Younkin L, Good MA, Bliss TV, Hyman BT, 
Younkin SG, Hsiao KK (1999) Impaired synaptic plasticity and 
learning in aged amyloid precursor protein transgenic mice. Nat 
Neurosci 2:271–276.



25. Alzheimer’s Disease 355

Charo IF, Myers SJ, Herman A, Franci C, Connolly AJ, Coughlin 
SR (1994) Molecular cloning and functional expression of two 
monocyte chemoattractant protein 1 receptors reveals alternative 
splicing of the carboxyl-terminal tails. Proc Natl Acad Sci USA 
91:2752–2756.

Chen G, Chen KS, Knox J, Inglis J, Bernard A, Martin SJ, Justice 
A, McConlogue L, Games D, Freedman SB, Morris RG (2000) A 
learning deficit related to age and beta-amyloid plaques in a mouse 
model of Alzheimer’s disease. Nature 408:975–979.

Cheng B, Christakos S, Mattson MP (1994) Tumor necrosis factors 
protect neurons against metabolic-excitotoxic insults and promote 
maintenance of calcium homeostasis. Neuron 12:139–153.

Chishti MA, Yang DS, Janus C, Phinney AL, Horne P, Pearson J, 
Strome R, Zuker N, Loukides J, French J, Turner S, Lozza G, 
Grilli M, Kunicki S, Morissette C, Paquette J, Gervais F, Bergeron 
C, Fraser PE, Carlson GA, George-Hyslop PS, Westaway D 
(2001) Early-onset amyloid deposition and cognitive deficits in 
transgenic mice expressing a double mutant form of amyloid pre-
cursor protein 695. J Biol Chem 276:21562–21570.

Choi DS, Wang D, Yu GQ, Zhu G, Kharazia VN, Paredes JP, 
Chang WS, Deitchman JK, Mucke L, Messing RO (2006) 
PKC{varepsilon} increases endothelin converting enzyme activity 
and reduces amyloid plaque pathology in transgenic mice. Proc 
Natl Acad Sci USA 103(21):8215–8220.

Cirrito JR, Deane R, Fagan AM, Spinner ML, Parsadanian M, Finn 
MB, Jiang H, Prior JL, Sagare A, Bales KR, Paul SM, Zlokovic 
BV, Piwnica-Worms D, Holtzman DM (2005) P-glycoprotein 
deficiency at the blood-brain barrier increases amyloid-beta 
deposition in an Alzheimer’s disease mouse model. J Clin Invest 
115:3285–3290.

Cleary JP, Walsh DM, Hofmeister JJ, Shankar GM, Kuskowski MA, 
Selkoe DJ, Ashe KH (2005) Natural oligomers of the amyloid-
beta protein specifically disrupt cognitive function. Nat Neurosci 
8:79–84.

Cole GM, Lim GP, Yang F, Teter B, Begum A, Ma Q, Harris-White 
ME, Frautschy SA (2005) Prevention of Alzheimer’s disease: 
Omega-3 fatty acid and phenolic anti-oxidant interventions. Neu-
robiol Aging 26:133–136.

Corey-Bloom J, Galasko D, Thal LJ (1994) Clinical Features and Nat-
ural History of Alzheimer’s Disease. Philadelphia: WB Saunders.

Culmsee C, Mattson MP (2005) p53 in neuronal apoptosis. Biochem 
Biophys Res Commun 331:761–777.

Cuzner ML, Opdenakker G (1999) Plasminogen activators and 
matrix metalloproteases, mediators of extracellular proteolysis in 
inflammatory demyelination of the central nervous system. J Neu-
roimmunol 94:1–14.

D’Souza S, Alinauskas K, McCrea E, Goodyer C, Antel JP (1995) 
Differential susceptibility of human CNS-derived cell populations 
to TNF-dependent and independent immune-mediated injury. J 
Neurosci 15:7293–7300.

Danik M, Chabot JG, Michel D, Quirion R (1999) Clusterin and 
Apolipoprotein E Gene Expression in the Adult Brain. Austin: RG 
Landes Company.

Das S, Potter H (1995) Expression of the Alzheimer amyloid-
promoting factor antichymotrypsin is induced in human astrocytes 
by IL-1. Neuron 14:447–456.

De Felice FG, Vieira MN, Saraiva LM, Figueroa-Villar JD, Garcia-
Abreu J, Liu R, Chang L, Klein WL, Ferreira ST (2004) Targeting 
the neurotoxic species in Alzheimer’s disease: Inhibitors of Abeta 
oligomerization. FASEB J 18:1366–1372.

de la Monte SM, Sohn YK, Wands JR (1997) Correlates of p53- and 
Fas (CD95)-mediated apoptosis in Alzheimer’s disease. J Neurol 
Sci 152:73–83.

De Strooper B (2003) Aph-1, Pen-2, and Nicastrin with Presenilin 
Generate an Active gamma-Secretase Complex. Neuron 38:9–12.

DeSimone R, Levi G, Aloisi F (1998) Interferon-gamma gene 
expresion in rat central nervous system glial cells. Cytokine 
10:418–422.

Dormandy JA, Charbonnel B, Eckland DJ, Erdmann E, Massi-
Benedetti M, Moules IK, Skene AM, Tan MH, Lefebvre PJ, Murray
 GD, Standl E, Wilcox RG, Wilhelmsen L, Betteridge J, Birkeland K, 
Golay A, Heine RJ, Koranyi L, Laakso M, Mokan M, Norkus A, 
Pirags V, Podar T, Scheen A, Scherbaum W, Schernthaner G, 
Schmitz O, Skrha J, Smith U, Taton J (2005) Secondary preven-
tion of macrovascular events in patients with type 2 diabetes in 
the PROactive Study (PROspective pioglitAzone Clinical Trial 
In macroVascular Events): A randomised controlled trial. Lancet 
366:1279–1289.

Drewes G, Ebneth A, Preuss U, Mandelkow EM, Mandelkow E 
(1997) MARK, a novel family of protein kinases that phosphorylate 
microtubule-associated proteins and trigger microtubule disruption. 
Cell 89:297–308.

Duff K, Eckman C, Zehr C, Yu X, Prada CM, Perez-tur J, Hutton M, 
Buee L, Harigaya Y, Yager D, Morgan D, Gordon MN, Holcomb L, 
Refolo L, Zenk B, Hardy J, Younkin S (1996) Increased amyloid-
beta42(43) in brains of mice expressing mutant presenilin 1. 
Nature 383:710–713.

Dziewulska D, Mossakowski MJ (2003) Cellular expression of tumor 
necrosis factor a and its receptors in human ischemic stroke. Clin 
Neuropathol 22:35–40.

Eikelenboom P, Zhan SS, van Gool WA, Allsop D (1994) Inflamma-
tory mechanisms in Alzheimer’s disease. Trends Pharmacol Sci 
15:447–450.

Eikelenboom P, Bate C, Van Gool WA, Hoozemans JJ, Rozemuller JM, 
Veerhuis R, Williams A (2002) Neuroinflammation in Alzheimer’s 
disease and prion disease. Glia 40:232–239.

El Khoury J, Hickman SE, Thomas CA, Cao L, Silverstein SC, Loike 
JD (1996) Scavenger receptor-mediated adhesion of microglia to 
beta-amyloid fibrils. Nature 382:716–719.

El Khoury JB, Moore KJ, Means TK, Leung J, Terada K, Toft M, 
Freeman MW, Luster AD (2003) CD36 mediates the innate host 
response to beta-amyloid. J Exp Med 197:1657–1666.

Eriksen JL, Sagi SA, Smith TE, Weggen S, Das P, McLendon DC, 
Ozols VV, Jessing KW, Zavitz KH, Koo EH, Golde TE (2003) 
NSAIDs and enantiomers of flurbiprofen target gamma-secretase 
and lower Abeta 42 in vivo. J Clin Invest 112:440–449.

Ewbank DC (1999) Deaths attributable to Alzheimer’s disease in the 
United States. Am J Public Health 89:90–92.

Fagan AM, Watson M, Parsadanian M, Bales KR, Paul SM, 
Holtzman DM (2002) Human and murine ApoE markedly alters 
A beta metabolism before and after plaque formation in a mouse 
model of Alzheimer’s disease. Neurobiol Dis 9:305–318.

Fillit H, Ding WH, Buee L, Kalman J, Altstiel L, Lawlor B, Wolf-
Klein G (1991) Elevated circulating tumor necrosis factor levels in 
Alzheimer’s disease. Neurosci Lett 129:318–320.

Finch CE, Laping NJ, Morgan TE, Nichols NR, Pasinetti GM (1993) 
TGF-beta 1 is an organizer of responses to neurodegeneration. J 
Cell Biochem 53:314–322.

Finkel T, Holbrook NJ (2000) Oxidants, oxidative stress and the 
biology of ageing. Nature 408:239–247.



356 Tsuneya Ikezu

Folstein MF, Folstein SE, McHugh PR (1975) “Mini-mental state”. 
A practical method for grading the cognitive state of patients for 
the clinician. J Psychiatr Res 12:189–198.

Fonseca MI, Zhou J, Botto M, Tenner AJ (2004a) Absence of C1q 
leads to less neuropathology in transgenic mouse models of 
Alzheimer’s disease. J Neurosci 24:6457–6465.

Fonseca MI, Kawas CH, Troncoso JC, Tenner AJ (2004b) Neuronal 
localization of C1q in preclinical Alzheimer’s disease. Neurobiol 
Dis 15:40–46.

Fratiglioni L, Small B, Winblad B, Backman L (2001) The transi-
tion from normal functioning to dementia in the aging population. 
In: Alzheimer’s Disease: Advances in Etiology, Pathogenesis, 
and Therapeutics (Iqbal K, Sisodia SS, Winblad B, eds), pp 3–10. 
West Sussex, UK: John Wiley & Sons Ltd.

Frautschy SA, Yang F, Irrizarry M, Hyman B, Saido TC, Hsaio K, 
Cole GM (1998) Microglial response to amyloid plaques in APPsw 
transgenic mice. Am J Pathol 152:307–317.

Fultz M, Barber S, Dieffenbach C, Vogel S (1993) Induction of IFN-g 
in macrophages by lipopolysaccharide. Int Immunol 5:1383–1392.

Galeazzi L, Ronchi P, Franceschi C, Giunta S (1999) In vitro per-
oxidase oxidation induces stable dimers of beta-amyloid (1–42) 
through dityrosine bridge formation. Amyloid 6:7–13.

Galimberti D, Fenoglio C, Lovati C, Venturelli E, Guidi I, Corra B, 
Scalabrini D, Clerici F, Mariani C, Bresolin N, Scarpini E 
(2005) Serum MCP-1 levels are increased in mild cognitive 
impairment and mild Alzheimer’s disease. Neurobiol Aging 
27(12):1763–1768.

Games D, Adams D, Alessandrini R, Barbour R, Berthelette P, 
Blackwell C, Carr T, Clemens J, Donaldson T, Gillespie F, et al. 
(1995) Alzheimer-type neuropathology in transgenic mice 
overexpressing V717F beta-amyloid precursor protein. Nature 
373:523–527.

Giulian D, Baker TJ (1986) Characterization of ameboid microglia iso-
lated from developing mammalian brain. J Neurosci 6:2163–2178.

Giulian D, Li J, Leara B, Keenen C (1994) Phagocytic microglia 
release cytokines and cytotoxins that regulate the survival of astro-
cytes and neurons in culture. Neurochem Int 25:227–233.

Glabinski AR, Balasingam V, Tani M, Kunkel SL, Strieter RM, 
Yong VW, Ransohoff RM (1996) Chemokine monocyte che-
moattractant protein-1 is expressed by astrocytes after mechanical 
injury to the brain. J Immunol 156:4363–4368.

Good PF, Werner P, Hsu A, Olanow CW, Perl DP (1996) Evidence 
of neuronal oxidative damage in Alzheimer’s disease. Am J Pathol 
149:21–28.

Gotz J, Chen F, van Dorpe J, Nitsch RM (2001a) Formation of neu-
rofibrillary tangles in P301l tau transgenic mice induced by Abeta 
42 fibrils. Science 293:1491–1495.

Gotz J, Tolnay M, Barmettler R, Chen F, Probst A, Nitsch RM 
(2001b) Oligodendroglial tau filament formation in transgenic 
mice expressing G272V tau. Eur J Neurosci 13:2131–2140.

Grammas P, Ovase R (2001) Inflammatory factors are elevated in 
brain microvessels in Alzheimer’s disease. Neurobiol Aging 
22:837–842.

Gray CW, Patel AJ (1993) Regulation of beta-amyloid precur-
sor protein isoform mRNAs by transforming growth factor-beta 
1 and interleukin-1 beta in astrocytes. Brain Res Mol Brain Res 
19:251–256.

Green PS, Mendez AJ, Jacob JS, Crowley JR, Growdon W, Hyman 
BT, Heinecke JW (2004) Neuronal expression of myeloperoxidase 
is increased in Alzheimer’s disease. J Neurochem 90:724–733.

Griffin W, Sheng J, Roberts G, Mrak R (1995) Interleukin-1 expres-
sion in different plaque types in Alzheimer’s diseases: Significance 
in plaque evolution. J Neuropathol Exp Neurol 54:276–281.

Griffin WS, Stanley LC, Ling C, White L, MacLeod V, Perrot LJ, 
White CL, 3rd, Araoz C (1989) Brain interleukin 1 and S-100 
immunoreactivity are elevated in Down syndrome and Alzheimer 
disease. Proc Natl Acad Sci USA 86:7611–7615.

Guo Z, Cupples LA, Kurz A, Auerbach SH, Volicer L, Chui H, 
Green RC, Sadovnick AD, Duara R, DeCarli C, Johnson K, Go 
RC, Growdon JH, Haines JL, Kukull WA, Farrer LA (2000) 
Head injury and the risk of AD in the MIRAGE study. Neurology 
54:1316–1323.

Gupta S, Gollapudi S (2005) Molecular mechanisms of TNF-alpha-
induced apoptosis in aging human T cell subsets. Int J Biochem 
Cell Biol 37:1034–1042.

Hampel H, Haslinger A, Scheloske M, Padberg F, Fischer P, Unger J, 
Teipel SJ, Neumann M, Rosenberg C, Oshida R, Hulette C, Pon-
gratz D, Ewers M, Kretzschmar HA, Moller HJ (2005) Pattern of 
interleukin-6 receptor complex immunoreactivity between cortical 
regions of rapid autopsy normal and Alzheimer’s disease brain. 
Eur Arch Psychiatry Clin Neurosci 255:269–278.

Hardy JA, Higgins GA (1992) Alzheimer’s disease: The amyloid 
cascade hypothesis. Science 256:184–185.

Harper JD, Wong SS, Lieber CM, Lansbury PT (1997) Observation 
of metastable Abeta amyloid protofibrils by atomic force micros-
copy. Chem Biol 4:119–125.

Harris-White ME, Chu T, Balverde Z, Sigel JJ, Flanders KC, 
Frautschy SA (1998) Effects of transforming growth factor-beta 
(isoforms 1–3) on amyloid-beta deposition, inflammation, and cell 
targeting in organotypic hippocampal slice cultures. J Neurosci 
18:10366–10374.

Heneka MT, Klockgether T, Feinstein DL (2000) Peroxisome prolif-
erator-activated receptor-gamma ligands reduce neuronal induc-
ible nitric oxide synthase expression and cell death in vivo. J Neu-
rosci 20:6862–6867.

Heneka MT, Sastre M, Dumitrescu-Ozimek L, Hanke A, Dewa-
chter I, Kuiperi C, O’Banion K, Klockgether T, Van Leuven 
F, Landreth GE (2005) Acute treatment with the PPARgamma 
agonist pioglitazone and ibuprofen reduces glial inflammation 
and Abeta1–42 levels in APPV717I transgenic mice. Brain 
128:1442–1453.

Hof PR, Bussiere T, Gold G, Kovari E, Giannakopoulos P, Bouras C, 
Perl DP, Morrison JH (2003) Stereologic evidence for persistence 
of viable neurons in layer II of the entorhinal cortex and the CA1 
field in Alzheimer disease. J Neuropathol Exp Neurol 62:55–67.

Holcomb L, Gordon MN, McGowan E, Yu X, Benkovic S, 
Jantzen P, Wright K, Saad I, Mueller R, Morgan D, Sanders S, Zehr 
C, O’Campo K, Hardy J, Prada CM, Eckman C, Younkin S, Hsiao K, 
Duff K (1998) Accelerated Alzheimer-type phenotype in transgenic 
mice carrying both mutant amyloid precursor protein and presenilin 1 
transgenes. Nat Med 4:97–100.

Holtzman DM, Bales KR, Wu S, Bhat P, Parsadanian M, Fagan AM, 
Chang LK, Sun Y, Paul SM (1999) Expression of human apolipo-
protein E reduces amyloid-beta deposition in a mouse model of 
Alzheimer’s disease. J Clin Invest 103:R15-R21.

Holtzman DM, Bales KR, Tenkova T, Fagan AM, Parsadanian M, 
Sartorius LJ, Mackey B, Olney J, McKeel D, Wozniak D, Paul 
SM (2000) Apolipoprotein E isoform-dependent amyloid deposi-
tion and neuritic degeneration in a mouse model of Alzheimer’s 
disease. Proc Natl Acad Sci USA 97:2892–2897.



25. Alzheimer’s Disease 357

Hoshi M, Sato M, Matsumoto S, Noguchi A, Yasutake K, Yoshida N, 
Sato K (2003) Spherical aggregates of beta-amyloid (amylospheroid) 
show high neurotoxicity and activate tau protein kinase I/glycogen 
synthase kinase-3beta. Proc Natl Acad Sci USA 100:6370–6375.

Hsia AY, Masliah E, McConlogue L, Yu GQ, Tatsuno G, Hu K, 
Kholodenko D, Malenka RC, Nicoll RA, Mucke L (1999) Plaque-
independent disruption of neural circuits in Alzheimer’s disease 
mouse models. Proc Natl Acad Sci USA 96:3228–3233.

Hsiao K, Chapman P, Nilsen S, Eckman C, Harigaya Y, Younkin S, 
Yang F, Cole G (1996) Correlative memory deficits, Abeta eleva-
tion, and amyloid plaques in transgenic mice. Science 274:99–102.

Huang F, Buttini M, Wyss-Coray T, McConlogue L, Kodama T, 
Pitas RE, Mucke L (1999) Elimination of the class A scavenger 
receptor does not affect amyloid plaque formation or neurodegen-
eration in transgenic mice expressing human amyloid protein pre-
cursors. Am J Pathol 155:1741–1747.

Hull M, Berger M, Volk B, Bauer J (1996) Occurrence of inter-
leukin-6 in cortical plaques of Alzheimer’s disease patients may 
precede transformation of diffuse into neuritic plaques. Ann N Y 
Acad Sci 777:205–212.

Hutton M, Lendon CL, Rizzu P, Baker M, Froelich S, Houlden H, 
Pickering-Brown S, Chakraverty S, Isaacs A, Grover A, Hackett J, 
Adamson J, Lincoln S, Dickson D, Davies P, Petersen RC, 
Stevens M, de Graaff E, Wauters E, van Baren J, Hillebrand M, 
Joosse M, Kwon JM, Nowotny P, Che LK, Norton J, Morris JC, 
Reed LA, Trojanowski J, Basun H, Lannfelt L, Neystat M, Fahn S, 
Dark F, Tannenberg T, Dodd PR, Hayward N, Kwok JB, Schofield PR, 
Andreadis A, Snowden J, Craufurd D, Neary D, Owen F, Oostra BA, 
Hardy J, Goate A, van Swieten J, Mann D, Lynch T, Heutink P (1998) 
Association of missense and 5′-splice-site mutations in tau with the 
inherited dementia FTDP-17. Nature 393:702–705.

Ikezu T, Luo X, Weber GA, Zhao J, McCabe L, Buescher JL, Ghorpade 
A, Zheng J, Xiong H (2003) Amyloid precursor protein-processing
 products affect mononuclear phagocyte activation: Pathways 
for sAPP- and Abeta-mediated neurotoxicity. J Neurochem 
85:925–934.

in ‘t Veld BA, Launer LJ, Breteler MM, Hofman A, Stricker BH 
(2002) Pharmacologic agents associated with a preventive effect 
on Alzheimer’s disease: A review of the epidemiologic evidence. 
Epidemiol Rev 24:248–268.

Iribarren P, Chen K, Hu J, Gong W, Cho EH, Lockett S, Uranchimeg 
B, Wang JM (2005) CpG-containing oligodeoxynucleotide pro-
motes microglial cell uptake of amyloid beta 1–42 peptide by 
up-regulating the expression of the G-protein- coupled receptor 
mFPR2. FASEB J 19:2032–2034.

Ishiguro K, Omori A, Takamatsu M, Sato K, Arioka M, Uchida T, 
Imahori K (1992) Phosphorylation sites on tau by tau protein 
kinase I, a bovine derived kinase generating an epitope of paired 
helical filaments. Neurosci Lett 148:202–206.

Ishizuka K, Kimura T, Igata-yi R, Katsuragi S, Takamatsu J, 
Miyakawa T (1997) Identification of monocyte chemoattractant 
protein-1 in senile plaques and reactive microglia of Alzheimer’s 
disease. Psychiatry Clin Neurosci 51:135–138.

Iwasaki A, Medzhitov R (2004) Toll-like receptor control of the 
adaptive immune responses. Nat Immunol 5:987–995.

Iwata N, Tsubuki S, Takaki Y, Watanabe K, Sekiguchi M, Hosoki E, 
Kawashima-Morishima M, Lee HJ, Hama E, Sekine-Aizawa Y, 
Saido TC (2000) Identification of the major Abeta1–42-degrading 
catabolic pathway in brain parenchyma: Suppression leads to bio-
chemical and pathological deposition. Nat Med 6:143–150.

Jack CS, Arbour N, Manusow J, Montgrain V, Blain M, McCrea E,  Shapiro 
A, Antel JP (2005) TLR signaling tailors innate immune responses in 
human microglia and astrocytes. J Immunol 175:4320–4330.

Jacobsen JS, Wu CC, Redwine JM, Comery TA, Arias R, Bowlby M, 
Martone R, Morrison JH, Pangalos MN, Reinhart PH, Bloom 
FE (2006) Early-onset behavioral and synaptic deficits in a 
mouse model of Alzheimer’s disease. Proc Natl Acad Sci USA 
103:5161–5166.

Janelsins MC, Mastrangelo MA, Oddo S, LaFerla FM, Federoff HJ, 
Bowers WJ (2005) Early correlation of microglial activation with 
enhanced tumor necrosis factor-alpha and monocyte chemoattractant 
protein-1 expression specifically within the entorhinal cortex of triple 
transgenic Alzheimer’s disease mice. J Neuroinflammation 2:23.

Jantzen PT, Connor KE, DiCarlo G, Wenk GL, Wallace JL, Rojiani 
AM, Coppola D, Morgan D, Gordon MN (2002) Microglial acti-
vation and beta -amyloid deposit reduction caused by a nitric 
oxide-releasing nonsteroidal anti-inflammatory drug in amyloid 
precursor protein plus presenilin-1 transgenic mice. J Neurosci 
22:2246–2254.

Janus C, Pearson J, McLaurin J, Mathews PM, Jiang Y, Schmidt SD, 
Chishti MA, Horne P, Heslin D, French J, Mount HT, Nixon RA, 
Mercken M, Bergeron C, Fraser PE, St George-Hyslop P, Westaway 
D (2000) A beta peptide immunization reduces behavioural impair-
ment and plaques in a model of Alzheimer’s disease. Nature 
408:979–982.

Jolivalt C, Leininger-Muller B, Drozdz R, Naskalski JW, Siest G 
(1996) Apolipoprotein E is highly susceptible to oxidation by 
myeloperoxidase, an enzyme present in the brain. Neurosci Lett 
210:61–64.

Katzman R (2001) Epidemiology of Alzheimer’s disease and 
dementia: Advances and challenges. In: Alzheimer’s Disease: 
Advances in Etiology, Pathogenesis, and Therapeutics (Iqbal K, 
Sisodia SS, Winblad B, eds), pp 11–21. West Sussex, UK: John 
Wiley & Sons Ltd.

Katzman R, Fox P (1999) The world wide impact of dementia in the 
next fifty years. In: Epidemiology of Alzheimer’s Disease: From 
Gene to Prevention (Mayeux R, Christen Y, eds), pp 1–17. Berlin: 
Springer.

Kligman D, Marshak DR (1985) Purification and characterization of 
a neurite extension factor from bovine brain. Proc Natl Acad Sci 
USA 82:7136–7139.

Koenigsknecht-Talboo J, Landreth GE (2005) Microglial phagocy-
tosis induced by fibrillar beta-amyloid and IgGs are differentially 
regulated by proinflammatory cytokines. J Neurosci 25:8240–
8249.

Kopec KK, Carroll RT (1998) Alzheimer’s beta-amyloid peptide 
1–42 induces a phagocytic response in murine microglia. J Neuro-
chem 71:2123–2131.

Kruman II, Wersto RP, Cardozo-Pelaez F, Smilenov L, Chan SL, 
Chrest FJ, Emokpae Jr R, Gorospe M, Mattson MP (2004) Cell 
cycle activation linked to neuronal cell death initiated by DNA 
damage. Neuron 41:549–561.

Kukar T, Murphy MP, Eriksen JL, Sagi SA, Weggen S, Smith TE, 
Ladd T, Khan MA, Kache R, Beard J, Dodson M, Merit S, Ozols 
VV, Anastasiadis PZ, Das P, Fauq A, Koo EH, Golde TE (2005) 
Diverse compounds mimic Alzheimer disease-causing mutations 
by augmenting Abeta42 production. Nat Med 11:545–550.

LaFerla FM, Hall CK, Ngo L, Jay G (1996) Extracellular deposition 
of beta-amyloid upon p53-dependent neuronal cell death in trans-
genic mice. J Clin Invest 98:1626–1632.



358 Tsuneya Ikezu

Lambert MP, Barlow AK, Chromy BA, Edwards C, Freed R, Liosatos 
M, Morgan TE, Rozovsky I, Trommer B, Viola KL, Wals P, Zhang 
C, Finch CE, Krafft GA, Klein WL (1998) Diffusible, nonfibrillar 
ligands derived from Abeta1–42 are potent central nervous system 
neurotoxins. Proc Natl Acad Sci USA 95:6448–6453.

Larson J, Lynch G, Games D, Seubert P (1999) Alterations in synap-
tic transmission and long-term potentiation in hippocampal slices 
from young and aged PDAPP mice. Brain Res 840:23–35.

Leake A, Morris CM, Whateley J (2000) Brain matrix metalloproteinase 1 
levels are elevated in Alzheimer’s disease. Neurosci Lett 291:201–203.

Lee EB, Zhang B, Liu K, Greenbaum EA, Doms RW, Trojanowski JQ, Lee 
VM (2005) BACE overexpression alters the subcellular processing of 
APP and inhibits Abeta deposition in vivo. J Cell Biol 168:291–302.

Lee VM, Goedert M, Trojanowski JQ (2001) Neurodegenerative 
tauopathies. Annu Rev Neurosci 24:1121–1159.

Leissring MA, Farris W, Chang AY, Walsh DM, Wu X, Sun X, Frosch 
MP, Selkoe DJ (2003) Enhanced proteolysis of beta-amyloid in APP 
transgenic mice prevents plaque formation, secondary pathology, 
and premature death. Neuron 40:1087–1093.

Lemberger T, Desvergne B, Wahli W (1996) Peroxisome proliferator-
activated receptors: A nuclear receptor signaling pathway in lipid 
physiology. Annu Rev Cell Dev Biol 12:335–363.

Lesne S, Koh MT, Kotilinek L, Kayed R, Glabe CG, Yang A, 
Gallagher M, Ashe KH (2006) A specific amyloid-beta protein 
assembly in the brain impairs memory. Nature 440:352–357.

Letiembre M, Hao W, Liu Y, Walter S, Mihaljevic I, Rivest S, Hartmann 
T, Fassbender K (2007) Innate immune receptor expression in 
normal brain aging. Neuroscience 146(1):248–254.

Levy-Lahad E, Wasco W, Poorkaj P, Romano DM, Oshima J, Pettin-
gell WH, Yu CE, Jondro PD, Schmidt SD, Wang K, et al. (1995) 
Candidate gene for the chromosome 1 familial Alzheimer’s disease 
locus. Science 269:973–977.

Lewis J, McGowan E, Rockwood J, Melrose H, Nacharaju P, Van 
Slegtenhorst M, Gwinn-Hardy K, Paul Murphy M, Baker M, Yu X, 
Duff K, Hardy J, Corral A, Lin WL, Yen SH, Dickson DW, Davies 
P, Hutton M (2000) Neurofibrillary tangles, amyotrophy and pro-
gressive motor disturbance in mice expressing mutant (P301L) tau 
protein. Nat Genet 25:402–405.

Li R, Yang L, Lindholm K, Konishi Y, Yue X, Hampel H, Zhang D, 
Shen Y (2004) Tumor necrosis factor death receptor signaling cas-
cade is required for amyloid-beta protein-induced neuron death. J 
Neurosci 24:1760–1771.

Lim GP, Yang F, Chu T, Chen P, Beech W, Teter B, Tran T, Ubeda 
O, Ashe KH, Frautschy SA, Cole GM (2000) Ibuprofen sup-
presses plaque pathology and inflammation in a mouse model for 
Alzheimer’s disease. J Neurosci 20:5709–5714.

Lim GP, Chu T, Yang F, Beech W, Frautschy SA, Cole GM (2001) The 
curry spice curcumin reduces oxidative damage and amyloid pathol-
ogy in an Alzheimer transgenic mouse. J Neurosci 21:8370–8377.

Lim GP, Calon F, Morihara T, Yang F, Teter B, Ubeda O, Salem N, Jr., 
Frautschy SA, Cole GM (2005) A diet enriched with the omega-
3 fatty acid docosahexaenoic acid reduces amyloid burden in an 
aged Alzheimer mouse model. J Neurosci 25:3032–3040.

Lotz M, Ebert S, Esselmann H, Iliev AI, Prinz M, Wiazewicz N, 
Wiltfang J, Gerber J, Nau R (2005) Amyloid beta peptide 1–40 
enhances the action of Toll-like receptor-2 and -4 agonists but 
antagonizes Toll-like receptor-9-induced inflammation in primary 
mouse microglial cell cultures. J Neurochem 94:289–298.

Lovell MA, Ehmann WD, Mattson MP, Markesbery WR (1997) 
Elevated 4-hydroxynonenal in ventricular fluid in Alzheimer’s 
disease. Neurobiol Aging 18:457–461.

Lu T, Pan Y, Kao SY, Li C, Kohane I, Chan J, Yankner BA (2004) 
Gene regulation and DNA damage in the ageing human brain. 
Nature 429:883–891.

Luo X, Weber GA, Zheng J, Gendelman HE, Ikezu T (2003) C1q-
calreticulin induced oxidative neurotoxicity: Relevance for the 
neuropathogenesis of Alzheimer’s disease. J Neuroimmunol 
135:62–71.

Lyras L, Cairns NJ, Jenner A, Jenner P, Halliwell B (1997) An assess-
ment of oxidative damage to proteins, lipids, and DNA in brain from 
patients with Alzheimer’s disease. J Neurochem 68:2061–2069.

Manczak M, Park BS, Jung Y, Reddy PH (2004) Differential expres-
sion of oxidative phosphorylation genes in patients with Alzheim-
er’s disease: Implications for early mitochondrial dysfunction and 
oxidative damage. Neuromolecular Med 5:147–162.

Mangelsdorf DJ, Thummel C, Beato M, Herrlich P, Schutz G, Ume-
sono K, Blumberg B, Kastner P, Mark M, Chambon P, Evans RM 
(1995) The nuclear receptor superfamily: The second decade. Cell 
83:835–839.

Markesbery WR, Carney JM (1999) Oxidative alterations in 
Alzheimer’s disease. Brain Pathol 9:133–146.

Martins RN, Harper CG, Stokes GB, Masters CL (1986) Increased 
cerebral glucose-6-phosphate dehydrogenase activity in Alzheimer’s 
disease may reflect oxidative stress. J Neurochem 46:1042–1045.

Masliah E, Mallory M, Hansen L, Alford M, Albright T, Terry R, 
Shapiro P, Sundsmo M, Saitoh T (1991) Immunoreactivity of 
CD45, a protein phosphotyrosine phosphatase, in Alzheimer’s dis-
ease. Acta Neuropathol (Berl) 83:12–20.

Mastrangelo P, Mathews PM, Chishti MA, Schmidt SD, Gu Y, 
Yang J, Mazzella MJ, Coomaraswamy J, Horne P, Strome B, Pelly 
H, Levesque G, Ebeling C, Jiang Y, Nixon RA, Rozmahel R, Fraser 
PE, St George-Hyslop P, Carlson GA, Westaway D (2005) Dis-
sociated phenotypes in presenilin transgenic mice define func-
tionally distinct gamma-secretases. Proc Natl Acad Sci USA 
102:8972–8977.

McGeer P, Schulzer M, McGeer E (1996) Arthritis and anti-inflammatory 
agents as possible protective factors for Alzheimer’s disease: A 
review of 17 epidemiologic studies. Neurology 47:425–432.

McGeer PL, McGeer EG (2001) Inflammation, autotoxicity and 
Alzheimer disease. Neurobiol Aging 22:799–809.

McKhann G, Drachman D, Folstein M, Katzman R, Price D, Stadlan 
EM (1984) Clinical diagnosis of Alzheimer’s disease: Report of the 
NINCDS-ADRDA Work Group under the auspices of Depart-
ment of Health and Human Services Task Force on Alzheimer’s 
Disease. Neurology 34:939–944.

McKimmie CS, Fazakerley JK (2005) In response to pathogens, glial 
cells dynamically and differentially regulate Toll-like receptor 
gene expression. J Neuroimmunol 169:116–125.

Meda L, Cassatella MA, Szendrei GI, Jr LO, Baron P, Villalba M, 
Ferrari D, Rossi F (1995) Activation of microglial cells by b-
amyloid protein and interferon-g. Nature 374:647–650.

Meda L, Baron P, Prat E, Scarpini E, Scarlato G, Cassatella MA, 
Rossi F (1999) Proinflammatory profile of cytokine production 
by human monocytes and murine microglia stimulated with beta-
amyloid[25–35]. J Neuroimmunol 93:45–52.

Medina MG, Ledesma MD, Dominguez JE, Medina M, Zafra D, 
Alameda F, Dotti CG, Navarro P (2005) Tissue plasminogen acti-
vator mediates amyloid-induced neurotoxicity via Erk1/2 activa-
tion. EMBO J 24:1706–1716.

Mohajeri MH, Saini KD, Nitsch RM (2004) Transgenic BACE 
expression in mouse neurons accelerates amyloid plaque pathology. 
J Neural Transm 111:413–425.



25. Alzheimer’s Disease 359

Monning U, Sandbrink R, Banati RB, Masters CL, Beyreuther K 
(1994) Transforming growth factor beta mediates increase of 
mature transmembrane amyloid precursor protein in microglial 
cells. FEBS Lett 342:267–272.

Mori K, Yokoyama A, Yang L, Maeda N, Mitsuda N, Tanaka J 
(2004) L-serine-mediated release of apolipoprotein E and lipids 
from microglial cells. Exp Neurol 185:220–231.

Morrison RS, Kinoshita Y, Johnson MD, Guo W, Garden GA (2003) p53-
dependent cell death signaling in neurons. Neurochem Res 28:15–27.

Morsch R, Simon W, Coleman PD (1999) Neurons may live for 
decades with neurofibrillary tangles. J Neuropathol Exp Neurol 
58:188–197.

Mortimer JA, van Duijn CM, Chandra V, Fratiglioni L, Graves AB, 
Heyman A, Jorm AF, Kokmen E, Kondo K, Rocca WA, et al. 
(1991) Head trauma as a risk factor for Alzheimer’s disease: A 
collaborative re-analysis of case-control studies. EURODEM Risk 
Factors Research Group. Int J Epidemiol 20 Suppl 2:S28–35.

Nagy Z, Esiri MM, Smith AD (1998) The cell division cycle and the 
pathophysiology of Alzheimer’s disease. Neuroscience 87:731–739.

Naslund J, Haroutunian V, Mohs R, Davis KL, Davies P, Greengard P, 
Buxbaum JD (2000) Correlation between elevated levels of amyloid
beta-peptide in the brain and cognitive decline. JAMA 283:
1571–1577.

Oddo S, Caccamo A, Shepherd JD, Murphy MP, Golde TE, Kayed 
R, Metherate R, Mattson MP, Akbari Y, LaFerla FM (2003) Triple-
transgenic model of Alzheimer’s disease with plaques and 
tangles: Intracellular Abeta and synaptic dysfunction. Neuron 
39:409–421.

Olson JK, Miller SD (2004) Microglia initiate central nervous system 
innate and adaptive immune responses through multiple TLRs. J 
Immunol 173:3916–3924.

Organization WH (1992) International statistical classification of 
diseases and related health problems. In 10th edition (ICD-10) 
Edition. Geneva: World Health Organization.

Ott A, Stolk RP, van Harskamp F, Pols HA, Hofman A, Breteler MM 
(1999) Diabetes mellitus and the risk of dementia: The Rotterdam 
Study. Neurology 53:1937–1942.

Paresce DM, Ghosh RN, Maxfield FR (1996) Microglial cells inter-
nalize aggregates of the Alzheimer’s disease amyloid beta-protein 
via a scavenger receptor. Neuron 17:553–565.

Paresce DM, Chung H, Maxfield FR (1997) Slow degradation of 
aggregates of the Alzheimer’s disease amyloid beta-protein by 
microglial cells. J Biol Chem 272:29390–29397.

Patrick GN, Zukerberg L, Nikolic M, de la Monte S, Dikkes P, Tsai 
LH (1999) Conversion of p35 to p25 deregulates Cdk5 activity 
and promotes neurodegeneration. Nature 402:615–622.

Peila R, Rodriguez BL, Launer LJ (2002) Type 2 diabetes, APOE 
gene, and the risk for dementia and related pathologies: The 
Honolulu-Asia Aging Study. Diabetes 51:1256–1262.

Piani D, Spranger M, Frei K, Schaffner A, Fontana A (1992) Macro-
phage-induced cytotoxicity of N-methyl-D-aspartate receptor positive 
neurons involves excitatory amino acids rather than reactive oxygen 
intermediates and cytokines. Eur J Immunol 22:2429–2436.

Pike CJ, Burdick D, Walencewicz AJ, Glabe CG, Cotman CW (1993) 
Neurodegeneration induced by beta-amyloid peptides in vitro: The 
role of peptide assembly state. J Neurosci 13:1676–1687.

Pitas RE, Boyles JK, Lee SH, Foss D, Mahley RW (1987) Astrocytes 
synthesize apolipoprotein E and metabolize apolipoprotein E-con-
taining lipoproteins. Biochim Biophys Acta 917:148–161.

Planel E, Sun X, Takashima A (2002) Role of GSK-3ß in Alzheim-
er’s disease pathology. Drug Dev Res 56:491–510.

Postina R, Schroeder A, Dewachter I, Bohl J, Schmitt U, Kojro 
E, Prinzen C, Endres K, Hiemke C, Blessing M, Flamez P, 
Dequenne A, Godaux E, van Leuven F, Fahrenholz F (2004) A 
disintegrin-metalloproteinase prevents amyloid plaque formation 
and hippocampal defects in an Alzheimer disease mouse model. J 
Clin Invest 113:1456–1464.

Price DL, Tanzi RE, Borchelt DR, Sisodia SS (1998) Alzheimer’s 
disease: Genetic studies and transgenic models. Annu Rev Genet 
32:461–493.

Qiu C, Winblad B, Fratiglioni L (2005) The age-dependent relation 
of blood pressure to cognitive function and dementia. Lancet Neurol 
4:487–499.

Qiu WQ, Walsh DM, Ye Z, Vekrellis K, Zhang J, Podlisny MB, 
Rosner MR, Safavi A, Hersh LB, Selkoe DJ (1998) Insulin-
degrading enzyme regulates extracellular levels of amyloid beta-
protein by degradation. J Biol Chem 273:32730–32738.

Ramsden M, Kotilinek L, Forster C, Paulson J, McGowan E, 
SantaCruz K, Guimaraes A, Yue M, Lewis J, Carlson G, Hutton 
M, Ashe KH (2005) Age-dependent neurofibrillary tangle formation, 
neuron loss, and memory impairment in a mouse model of human 
tauopathy (P301L). J Neurosci 25:10637–10647.

Rapoport M, Dawson HN, Binder LI, Vitek MP, Ferreira A (2002) 
Tau is essential to beta -amyloid-induced neurotoxicity. Proc Natl 
Acad Sci USA 99:6364–6369.

Reynolds WF, Rhees J, Maciejewski D, Paladino T, Sieburg H, Maki 
RA, Masliah E (1999) Myeloperoxidase polymorphism is associ-
ated with gender specific risk for Alzheimer’s disease. Exp Neurol 
155:31–41.

Rogers J, Luber-Narod J, Styren SD, Civin WH (1988) Expression 
of immune system-associated antigens by cells of the human cen-
tral nervous system: Relationship to the pathology of Alzheimer’s 
disease. Neurobiol Aging 9:339–349.

Rogers JT, Leiter LM, McPhee J, Cahill CM, Zhan SS, Potter H, 
Nilsson LN (1999) Translation of the alzheimer amyloid precur-
sor protein mRNA is up-regulated by interleukin-1 through 
5′-untranslated region sequences. J Biol Chem 274:6421–6431.

Roher AE, Chaney MO, Kuo YM, Webster SD, Stine WB, 
Haverkamp LJ, Woods AS, Cotter RJ, Tuohy JM, Krafft GA, 
Bonnell BS, Emmerling MR (1996) Morphology and toxic-
ity of Abeta-(1–42) dimer derived from neuritic and vascu-
lar amyloid deposits of Alzheimer’s disease. J Biol Chem 
271:20631–20635.

Sadowski M, Pankiewicz J, Scholtzova H, Ripellino JA, Li Y, 
Schmidt SD, Mathews PM, Fryer JD, Holtzman DM, Sigurdsson 
EM, Wisniewski T (2004) A synthetic peptide blocking the apoli-
poprotein E/beta-amyloid binding mitigates beta-amyloid toxicity 
and fibril formation in vitro and reduces beta-amyloid plaques in 
transgenic mice. Am J Pathol 165:937–948.

Santacruz K, Lewis J, Spires T, Paulson J, Kotilinek L, Ingelsson 
M, Guimaraes A, DeTure M, Ramsden M, McGowan E, Forster 
C, Yue M, Orne J, Janus C, Mariash A, Kuskowski M, Hyman B, 
Hutton M, Ashe KH (2005) Tau suppression in a neurodegenerative 
mouse model improves memory function. Science 309:476–481.

Sato S, Tatebayashi Y, Akagi T, Chui DH, Murayama M, Miyasaka T, 
Planel E, Tanemura K, Sun X, Hashikawa T, Yoshioka K, 
Ishiguro K, Takashima A (2002) Aberrant tau phosphorylation by 
glycogen synthase kinase-3beta and JNK3 induces oligomeric tau 
fibrils in COS-7 cells. J Biol Chem 277:42060–42065.

Sato S, Cerny RL, Buescher JL, Ikezu T (2006) Tau-tubulin kinase 1 
(TTBK1), a neuron-specific tau kinase candidate, is involved in tau 
phosphorylation and aggregation. J Neurochem 98:1573–1584.



360 Tsuneya Ikezu

Saura J, Petegnief V, Wu X, Liang Y, Paul SM (2003) Microg-
lial apolipoprotein E and astroglial apolipoprotein J expression 
in vitro: Opposite effects of lipopolysaccharide. J Neurochem 
85:1455–1467.

Scheuner D, Eckman C, Jensen M, Song X, Citron M, Suzuki N, 
Bird TD, Hardy J, Hutton M, Kukull W, Larson E, Levy-Lahad E, 
Viitanen M, Peskind E, Poorkaj P, Schellenberg G, Tanzi R, 
Wasco W, Lannfelt L, Selkoe D, Younkin S (1996) Secreted 
amyloid beta-protein similar to that in the senile plaques of 
Alzheimer’s disease is increased in vivo by the presenilin 1 and 
2 and APP mutations linked to familial Alzheimer’s disease. Nat 
Med 2:864–870.

Schmand B, Smit J, Lindeboom J, Smits C, Hooijer C, Jonker C, 
Deelman B (1997) Low education is a genuine risk factor for 
accelerated memory decline and dementia. J Clin Epidemiol 
50:1025–1033.

Schmitt FA, Davis DG, Wekstein DR, Smith CD, Ashford JW, 
Markesbery WR (2000) “Preclinical” AD revisited: Neuropathol-
ogy of cognitively normal older adults. Neurology 55:370–376.

Selkoe DJ (1994) Cell biology of the amyloid beta-protein precursor 
and the mechanism of Alzheimer’s disease. Annu Rev Cell Biol 
10:373–403.

Selkoe DJ (1997) Alzheimer’s disease: Genotypes, phenotypes, and 
treatments. Science 275:630–631.

Selkoe DJ, Xia W, Kimberly WT, Vekrellis K, Walsh D, Esler WP, 
Wolfe MS (2001) Mechanism of Abeta production and Abeta 
degradation: Routes to the treatment of Alzheimer’s disease. In: 
Alzheimer’s disease: Advances in Ethology, Pathogenesis and 
Therapeutics (Iqbal K, Sisodia SS, Winblad B, eds), pp 421–432. 
New York: John Wiley & Sons Ltd.

Shankar GM, Bloodgood BL, Townsend M, Walsh DM, Selkoe DJ, 
Sabatini BL (2007) Natural Oligomers of the Alzheimer Amyloid-
ß Protein Induce Reversible Synapse Loss by Modulating an 
NMDA-Type Glutamate Receptor-Dependent Signaling Pathway. 
J Neurosci 27:2866–2875.

Sherrington R, Rogaev EI, Liang Y, Rogaeva EA, Levesque G, Ikeda M, 
Chi H, Lin C, Li G, Holman K, et al. (1995) Cloning of a gene 
bearing missense mutations in early-onset familial Alzheimer’s 
disease. Nature 375:754–760.

Sisodia SS (1999) Series introduction: Alzheimer’s disease: Perspec-
tives for the new millennium. J Clin Invest 104:1169–1170.

Smith MA, Hirai K, Hsiao K, Pappolla MA, Harris PL, Siedlak SL, 
Tabaton M, Perry G (1998) Amyloid-beta deposition in Alzheimer 
transgenic mice is associated with oxidative stress. J Neurochem 
70:2212–2215.

Smith MZ, Nagy Z, Esiri MM (1999) Cell cycle-related protein 
expression in vascular dementia and Alzheimer’s disease. Neuro-
sci Lett 271:45–48.

Sparks DL, Hunsaker JC, 3rd, Scheff SW, Kryscio RJ, Henson 
JL, Markesbery WR (1990) Cortical senile plaques in coronary 
artery disease, aging and Alzheimer’s disease. Neurobiol Aging 
11:601–607.

Spires TL, Hyman BT (2005) Transgenic models of Alzheimer’s 
disease: Learning from animals. NeuroRx 2:423–437.

Sturchler-Pierrat C, Abramowski D, Duke M, Wiederhold KH, Mistl 
C, Rothacher S, Ledermann B, Burki K, Frey P, Paganetti PA, 
Waridel C, Calhoun ME, Jucker M, Probst A, Staufenbiel M, Som-
mer B (1997) Two amyloid precursor protein transgenic mouse 
models with Alzheimer disease-like pathology. Proc Natl Acad Sci 
USA 94:13287–13292.

Styren SD, Civin WH, Rogers J (1990) Molecular, cellular, and 
pathologic characterization of HLA-DR immunoreactivity in nor-
mal elderly and Alzheimer’s disease brain. Exp Neurol 110:93–
104.

Sun YX, Minthon L, Wallmark A, Warkentin S, Blennow K, 
Janciauskiene S (2003) Inflammatory markers in matched plasma 
and cerebrospinal fluid from patients with Alzheimer’s disease. 
Dement Geriatr Cogn Disord 16:136–144.

Takashima A, Noguchi K, Sato K, Hoshino T, Imahori K (1993) Tau 
protein kinase I is essential for amyloid beta-protein-induced neu-
rotoxicity. Proc Natl Acad Sci USA 90:7789–7793.

Takeda A, Yasuda T, Miyata T, Goto Y, Wakai M, Watanabe M, 
Yasuda Y, Horie K, Inagaki T, Doyu M, Maeda K, Sobue G (1998) 
Advanced glycation end products co-localized with astrocytes and 
microglial cells in Alzheimer’s disease brain. Acta Neuropathol 
(Berl) 95:555–558.

Tan J, Town T, Paris D, Mori T, Suo Z, Crawford F, Mattson MP, 
Flavell RA, Mullan M (1999) Microglial activation resulting from 
CD40-CD40L interaction after b-amyloid stimulation. Science 
286:2352–2355.

Tan J, Town T, Mullan M (2000a) CD45 inhibits CD40L-induced 
microglial activation via negative regulation of the Src/p44/42 
MAPK pathway. J Biol Chem 275:37224–37231.

Tan J, Town T, Mori T, Wu Y, Saxe M, Crawford F, Mullan M 
(2000b) CD45 opposes beta-amyloid peptide-induced microg-
lial activation via inhibition of p44/42 mitogen-activated protein 
kinase. J Neurosci 20:7587–7594.

Tan J, Town T, Crawford F, Mori T, DelleDonne A, Crescentini R, 
Obregon D, Flavell RA, Mullan MJ (2002) Role of CD40 ligand 
in amyloidosis in transgenic Alzheimer’s mice. Nat Neurosci 
5:1288–1293.

Tanemura K, Murayama M, Akagi T, Hashikawa T, Tominaga T, 
Ichikawa M, Yamaguchi H, Takashima A (2002) Neurodegen-
eration with tau accumulation in a transgenic mouse expressing 
V337M human tau. J Neurosci 22:133–141.

Tarkowski E, Blennow K, Wallin A, Tarkowski A (1999) Intracere-
bral production of tumor necrosis factor-alpha, a local neuropro-
tective agent, in Alzheimer disease and vascular dementia. J Clin 
Immunol 19:223–230.

Tesseur I, Zou K, Esposito L, Bard F, Berber E, Can JV, Lin AH, 
Crews L, Tremblay P, Mathews P, Mucke L, Masliah E, Wyss-
Coray T (2006) Deficiency in neuronal TGF-beta signaling pro-
motes neurodegeneration and Alzheimer’s pathology. J Clin Invest 
116:3060–3069.

Todd Roach J, Volmar CH, Dwivedi S, Town T, Crescentini R, 
Crawford F, Tan J, Mullan M (2004) Behavioral effects of CD40-
CD40L pathway disruption in aged PSAPP mice. Brain Res 
1015:161–168.

Togo T, Akiyama H, Kondo H, Ikeda K, Kato M, Iseki E, Kosaka 
K (2000) Expression of CD40 in the brain of Alzheimer’s disease 
and other neurological diseases. Brain Res 885:117–121.

van der Wal EA, Gomez-Pinilla F, Cotman CW (1993) Transforming 
growth factor-beta 1 is in plaques in Alzheimer and Down patholo-
gies. Neuroreport 4:69–72.

Vassar R, Bennett BD, Babu-Khan S, Kahn S, Mendiaz EA, Denis P, 
Teplow DB, Ross S, Amarante P, Loeloff R, Luo Y, Fisher S, Fuller 
J, Edenson S, Lile J, Jarosinski MA, Biere AL, Curran E, Burgess 
T, Louis JC, Collins F, Treanor J, Rogers G, Citron M (1999) Beta-
secretase cleavage of Alzheimer’s amyloid precursor protein by the 
transmembrane aspartic protease BACE. Science 286:735–741.



25. Alzheimer’s Disease 361

Vekrellis K, Ye Z, Qiu WQ, Walsh D, Hartley D, Chesneau V, Ros-
ner MR, Selkoe DJ (2000) Neurons regulate extracellular levels of 
amyloid beta-protein via proteolysis by insulin-degrading enzyme. 
J Neurosci 20:1657–1665.

Walker DG, Link J, Lue LF, Dalsing-Hernandez JE, Boyes BE (2006) 
Gene expression changes by amyloid {beta} peptide-stimulated 
human postmortem brain microglia identify activation of multiple 
inflammatory processes. J Leukoc Biol 79:596–610.

Wallach D, Varfolomeev EE, Malinin NL, Goltsev YV, Kovalenko 
AV, Boldin MP (1999) Tumor necrosis factor receptor and Fas 
signaling mechanisms. Annu Rev Immunol 17:331–367.

Walsh DM, Lomakin A, Benedek GB, Condron MM, Teplow DB 
(1997) Amyloid beta-protein fibrillogenesis. Detection of a proto-
fibrillar intermediate. J Biol Chem 272:22364–22372.

Walsh DM, Klyubin I, Fadeeva JV, Cullen WK, Anwyl R, Wolfe 
MS, Rowan MJ, Selkoe DJ (2002) Naturally secreted oligomers 
of amyloid beta protein potently inhibit hippocampal long-term 
potentiation in vivo. Nature 416:535–539.

Wang Q, Rowan MJ, Anwyl R (2004a) Beta-amyloid-mediated 
inhibition of NMDA receptor-dependent long-term potentia-
tion induction involves activation of microglia and stimulation 
of inducible nitric oxide synthase and superoxide. J Neurosci 
24:6049–6056.

Wang Q, Walsh DM, Rowan MJ, Selkoe DJ, Anwyl R (2004b) Block 
of long-term potentiation by naturally secreted and synthetic amy-
loid beta-peptide in hippocampal slices is mediated via activation 
of the kinases c-Jun N-terminal kinase, cyclin-dependent kinase 5, 
and p38 mitogen-activated protein kinase as well as metabotropic 
glutamate receptor type 5. J Neurosci 24:3370–3378.

Webster SD, Yang AJ, Margol L, Garzon-Rodriguez W, Glabe CG, 
Tenner AJ (2000) Complement component C1q modulates the 
phagocytosis of Abeta by microglia. Exp Neurol 161:127–138.

Weggen S, Eriksen JL, Das P, Sagi SA, Wang R, Pietrzik CU, 
Findlay KA, Smith TE, Murphy MP, Bulter T, Kang DE, 
Marquez-Sterling N, Golde TE, Koo EH (2001) A subset of 
NSAIDs lower amyloidogenic Abeta42 independently of cyclo-
oxygenase activity. Nature 414:212–216.

White AR, Du T, Laughton KM, Volitakis I, Sharples RA, Hoke 
DE, Holsinger RM, Evin G, Cherny RA, Hill AF, Barnham KJ, Li 
QX, Bush AI, Masters CL (2006) Degradation of the Alzheimer’s 
disease amyloid beta peptide by metal-dependent up-regulation 
of metalloprotease activity. A quantitative study. J Biol Chem 
281(26):17670–17680.

Wilcock GK, Esiri MM (1982) Plaques, tangles and dementia.. J 
Neurol Sci 56:343–356.

Wilkinson B, Koenigsknecht-Talboo J, Grommes C, Lee CY, 
Landreth G (2006) Fibrillar beta-amyloid-stimulated intracel-
lular signaling cascades require Vav for induction of respiratory 
burst and phagocytosis in monocytes and microglia. J Biol Chem 
281:20842–20850.

Willem M, Dewachter I, Smyth N, Van Dooren T, Borghgraef P, 
Haass C, Van Leuven F (2004) beta-site amyloid precursor pro-
tein cleaving enzyme 1 increases amyloid deposition in brain 
parenchyma but reduces cerebrovascular amyloid angiopathy in 
aging BACE x APP[V717I] double-transgenic mice. Am J Pathol 
165:1621–1631.

Williams MA, Turchan J, Lu Y, Nath A, Drachman DB (2005) Pro-
tection of human cerebral neurons from neurodegenerative insults 
by gene delivery of soluble tumor necrosis factor p75 receptor. 
Exp Brain Res 165:383–391.

Wyss-Coray T, Mucke L (2002) Inflammation in neurodegenerative 
disease–a double-edged sword. Neuron 35:419–432.

Wyss-Coray T, Masliah E, Mallory M, McConlogue L, Johnson-
Wood K, Lin C, Mucke L (1997) Amyloidogenic role of cytokine 
TGF-beta1 in transgenic mice and in Alzheimer’s disease. Nature 
389:603–606.

Wyss-Coray T, Lin C, von Euw D, Masliah E, Mucke L, Lacombe 
P (2000) Alzheimer’s disease-like cerebrovascular pathology in 
transforming growth factor-beta 1 transgenic mice and functional 
metabolic correlates. Ann N Y Acad Sci 903:317–323.

Wyss-Coray T, Lin C, Yan F, Yu GQ, Rohde M, McConlogue L, 
Masliah E, Mucke L (2001) TGF-beta1 promotes microglial amy-
loid-beta clearance and reduces plaque burden in transgenic mice. 
Nat Med 7:612–618.

Wyss-Coray T, Yan F, Lin AH, Lambris JD, Alexander JJ, Quigg 
RJ, Masliah E (2002) Prominent neurodegeneration and increased 
plaque formation in complement-inhibited Alzheimer’s mice. Proc 
Natl Acad Sci USA 99:10837–10842.

Wyss-Coray T, Loike JD, Brionne TC, Lu E, Anankov R, Yan F, Sil-
verstein SC, Husemann J (2003) Adult mouse astrocytes degrade 
amyloid-beta in vitro and in situ. Nat Med 9:453–457.

Xia M, Qin S, McNamara M, Mackay C, Hyman BT (1997) Interleu-
kin-8 receptor B immunoreactivity in brain and neuritic plaques of 
Alzheimer’s disease. Am J Pathol 150:1267–1274.

Xia MQ, Hyman BT (1999) Chemokines/chemokine receptors in 
the central nervous system and Alzheimer’s disease. J Neurovirol 
5:32–41.

Xia MQ, Qin SX, Wu LJ, Mackay CR, Hyman BT (1998) Immuno-
histochemical study of the beta-chemokine receptors CCR3 and 
CCR5 and their ligands in normal and Alzheimer’s disease brains. 
Am J Pathol 153:31–37.

Xia MQ, Bacskai BJ, Knowles RB, Qin SX, Hyman BT (2000) 
Expression of the chemokine receptor CXCR3 on neurons and the 
elevated expression of its ligand IP-10 in reactive astrocytes: In 
vitro ERK1/2 activation and role in Alzheimer’s disease. J Neuro-
immunol 108:227–235.

Xu Q, Bernardo A, Walker D, Kanegawa T, Mahley RW, Huang Y 
(2006) Profile and regulation of apolipoprotein E (ApoE) expres-
sion in the CNS in mice with targeting of green fluorescent protein 
gene to the ApoE locus. J Neurosci 26:4985–4994.

Yamamoto M, Horiba M, Buescher JL, Huang D, Gendelman HE, 
Ransohoff RM, Ikezu T (2005) Overexpression of monocyte che-
motactic protein-1/CCL2 in beta-amyloid precursor protein trans-
genic mice show accelerated diffuse beta-amyloid deposition. Am 
J Pathol 166:1475–1485.

Yamamoto M, Kiyota T, Walsh SM, Ikezu T (2007a) Kinetic analysis 
of aggregated amyloid-β peptide clearance in adult bone-marrow-
derived macrophages from APP and CCL2 transgenic mice. J 
Neuroimmune Pharm 2:213–227.

Yamamoto M, Kiyota T, Horiba M, Buescher JL, Walsh SM, 
Gendelman HE, Ikezu T (2007b) Interferon-{gamma} and Tumor 
Necrosis Factor-{alpha} Regulate Amyloid-{beta} Plaque 
Deposition and {beta}-Secretase Expression in Swedish Mutant 
APP Transgenic Mice. Am J Pathol 170:680–692.

Yamin R, Malgeri EG, Sloane JA, McGraw WT, Abraham CR 
(1999) Metalloendopeptidase EC 3.4.24.15 is necessary for 
Alzheimer’s amyloid-beta peptide degradation. J Biol Chem 
274:18777–18784.

Yan Q, Zhang J, Liu H, Babu-Khan S, Vassar R, Biere AL, Citron 
M, Landreth G (2003) Anti-inflammatory drug therapy alters 



362 Tsuneya Ikezu

beta-amyloid processing and deposition in an animal model of 
Alzheimer’s disease. J Neurosci 23:7504–7509.

Yan SD, Chen X, Fu J, Chen M, Zhu H, Roher A, Slattery T, Zhao L, 
Nagashima M, Morser J, Migheli A, Nawroth P, Stern D, Schmidt 
AM (1996) RAGE and amyloid-beta peptide neurotoxicity in 
Alzheimer’s disease. Nature 382:685–691.

Yang F, Lim GP, Begum AN, Ubeda OJ, Simmons MR, Ambegaokar SS, 
Chen PP, Kayed R, Glabe CG, Frautschy SA, Cole GM (2005) Cur-
cumin inhibits formation of amyloid beta oligomers and fibrils, binds 
plaques, and reduces amyloid in vivo. J Biol Chem 280:5892–5901.

Yoshiyama Y, Asahina M, Hattori T (2000) Selective distribution 
of matrix metalloproteinase-3 (MMP-3) in Alzheimer’s disease 
brain. Acta Neuropathol (Berl) 99:91–95.

Young H, Hardy K (1995) Role of interferon-gamma in immune cell 
regulation. J Leukoc Biol 58:373–381.

Zhang MY, Katzman R, Salmon D, Jin H, Cai GJ, Wang ZY, Qu GY, 
Grant I, Yu E, Levy P, et al. (1990) The prevalence of dementia and 
Alzheimer’s disease in Shanghai, China: Impact of age, gender, 
and education. Ann Neurol 27:428–437.

Zhou Y, Su Y, Li B, Liu F, Ryder JW, Wu X, Gonzalez-DeWhitt PA, 
Gelfanova V, Hale JE, May PC, Paul SM, Ni B (2003) Nonsteroi-
dal anti-inflammatory drugs can lower amyloidogenic Abeta42 by 
inhibiting Rho. Science 302:1215–1217.

Zlotnik A, Yoshie O (2000) Chemokines: A new classification sys-
tem and their role in immunity. Immunity 12:121–127.



26
Parkinson’s Disease
Serge Przedborski

Keywords Dopamine; Glial-derived neurotrophic factor; 
Lewy body; Leucine-rich repeat kinase 2; MPTP; Nigrostriatal 
pathway; Paraquat; Parkin; Rotenone; Alpha-Synuclein

26.1. Introduction

In this chapter the topic of inflammation in Parkinson’s disease 
(PD) and in models of human disease will be reviewed. To set 
the stage, the biological, clinical and pathological hallmarks 
of PD and related degenerative conditions will be presented. 
A more comprehensive review of PD can be found in the fol-
lowing two references (Fahn and Przedborski, 2005; Dauer 
and Przedborski, 2003).

PD is the second most frequent neurodegenerative dis-
order of the aging brain after the dementing disorder, 
Alzheimer’s disease (AD). It is estimated that more than 
one million individuals in the United States are affected 
with PD and around 50,000 new cases are identified each 
year. The main clinical features of PD include resting 
tremor, slowness of movement, rigidity, and postural insta-
bility. As many other prevalent neurodegenerative disor-
ders discussed in this book including AD and amyotrophic 
lateral sclerosis (ALS), PD presents itself essentially as a 
sporadic condition, i.e. in absence of any genetic linkage. 
However, as in AD and ALS, only a small fraction of PD 
patients inherit the disease. In some of these familial cases 
the genetic defect has been identified and linked to muta-
tions in a variety of genes (Vila and Przedborski, 2004). 
The clinical manifestations seen in both the sporadic and 
the familial forms of PD have all been attributed to a pro-
found deficit in brain dopamine (Hornykiewicz and Kish, 
1987). Given this fact, it is not surprising that most atten-
tion has been geared toward the study of dopaminergic 
pathways in PD.

Autopsy investigations have revealed that most ascend-
ing dopaminergic pathways are affected in PD, though 
to different degrees (Hornykiewicz and Kish, 1987); the 

nigrostriatal is consistently more affected than any other 
(Hornykiewicz and Kish, 1987). The nigrostriatal path-
way is made up of dopaminergic neurons whose cell 
bodies are located in the substantia nigra pars compacta 
and their projecting axons and terminals in the striatum 
(Figure 26.1A). Among these dopaminergic neurons, 
it appears that those with the highest content of brown 
pigment called neuromelanin are the ones most prone to 
degeneration (Hirsch et al., 1988). Contrasting with the 
damage to the ascending pathways, the descending dopa-
minergic pathways are generally spared (Hornykiewicz 
and Kish, 1987). If the most salient clinical symptoms 
of PD are indeed related to the damage of the dopami-
nergic system in the brain, it cannot be stressed enough 
that degenerative changes in PD are neither restricted to 
the nigrostriatal pathway nor other dopaminergic systems 
(Hornykiewicz and Kish, 1987; Agid et al., 1987). For 
instance, abnormal histological features can also be found 
in many non-dopaminergic cell groups including the locus 
coeruleus, raphe nuclei, and nucleus basalis of Meynert 
(Braak et al., 1995).

Aside from the loss of neurons, all affected areas of 
the brain in PD also contain intraneuronal proteinaceous 
inclusions called Lewy bodies (Galvin et al., 1999). These 
inclusions can be readily visualized by either classical 
histological methods, e.g. hematoxylin & eosin, or by 
immunohistochemistry using antibodies raised against 
alpha-synuclein or ubiquitin (Figure 26.1B, C). Often, 
Lewy bodies are large, round, and occupy most of the cyto-
plasmic area of the few spared neurons. While identifica-
tion of these proteinaceous inclusions is usually used for 
neuropathological diagnostic purposes, the actual patho-
genic role of Lewy bodies remains controversial. Another, 
but often overlooked, salient neuropathological feature of 
PD is the presence of inflammatory change within affected 
regions (Forno et al., 1992; McGeer et al., 1988). This 
inflammatory response is the topic of this chapter and will 
be described in further details below.
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26.2. Inflammatory Response 
in Parkinson’s Disease

Before discussing the issue of inflammation in PD per se, 
it is worth reviewing briefly the question of innate resident 
immune cell topography in the normal brain. In a healthy 

adult brain, microglia constitutes roughly 10% of all glial 
cells and are not evenly distributed (Lawson et al., 1990). 
In an unstimulated situation, microglia exhibit elongated, 
bipolar shaped cell bodies with spine-like processes that 
often branch perpendicularly. Among the areas of the brain 
susceptible to the PD process, the density of microglia 
identified by the labeling of the specific plasma membrane 
glycoprotein F4/80 is higher in the substantia nigra com-
pared to other regions of the brain, at least in adult mice 
(Lawson et al., 1990). In contrast to microglia, astrocytes 
in the normal adult brain are homogenously distributed, 
except in the midbrain where the estimated density of 
glial fibrillary acidic protein (GFAP)-positive cells varies 
among the different catecholaminergic groups (Damier et 
al., 1993). The density of GFAP-positive cells is moderate 
in the midbrain areas most severely affected in PD, such 
as in the substantia nigra pars compacta, and high in those 
least affected, such as the central gray matter (Damier et 
al., 1993). Furthermore, it has been reported that the den-
sity of GFAP-positive cells within the substantia nigra 
pars compacta is lowest in the calbindin-D

28K
-poor pockets 

(Hirsch et al., 1999), which have been previously identified 
as the zones of the substantia nigra pars compacta where 
the loss of dopaminergic neurons is the highest (Damier et 
al., 1999).

Because of the notoriety of the nigrostriatal dopaminer-
gic damage in PD, information regarding inflammation in 
this common neurodegenerative disorder pertains essentially 
to the substantia nigra and the striatum. Consistently, it has 
been found that the loss of dopaminergic neurons in post-
mortem PD brains is associated with microgliosis and astro-
cytosis (McGeer et al., 1988; Forno et al., 1992; Banati et 
al., 1998; Mirza et al., 2000). However, these changes have 
always been found to be more intense in the substantia nigra 
pars compacta than in the striatum (McGeer et al., 1988). 
This situation contrasts with that of the loss of dopaminergic 
structures, which is more intense in the striatum than in the 
substantia nigra.

At the cellular level, the majority of the immunostained 
astrocytes in PD exhibit a resting-like morphology, with 
thin, like-shaped cell bodies and elongated processes, 
while only few exhibit a reactive morphology with hyper-
trophic cell bodies and short processes (Mirza et al., 2000; 
Forno et al., 1992). Furthermore, there seems to be only 
a minimal increase in astrocyte numbers when GFAP- or 
metallothionein I/II-positive cells are quantified (Mirza 
et al., 2000). Unlike the astrocyte alterations discussed 
above, the microglial changes in PD are striking (McG-
eer et al., 1988; Banati et al., 1998; Mirza et al., 2000; 
Imamura et al., 2003). Morphologically, microglial cells 
in both the substantia nigra and striata of PD patients, 
unlike of controls, typically exhibit thick, elongated pro-
cesses (McGeer et al., 1988; Banati et al., 1998; Mirza 
et al., 2000). The number of these activated microglia, 
identified by HLA-DR or ferritin immunostaining, is 
much higher in PD than in controls (Mirza et al., 2000; 

Figure 26.1. Neuropathology of Parkinson’s disease. (A) Schematic rep-
resentation of the normal nigrostriatal pathway (in red). It is composed 
of dopaminergic neurons whose cell bodies are located in the substantia 
nigra pars compacta (SNpc; see arrows). These neurons project (thick 
solid red lines) to the basal ganglia and synapse in the striatum (i.e. puta-
men and caudate nucleus). The photograph demonstrates the normal 
pigmentation of the SNpc, produced by neuromelanin within the dopa-
minergic neurons. (B) Schematic representation of the diseased nigros-
triatal pathway (in red). In Parkinson’s disease, the nigrostriatal pathway 
degenerates. There is marked loss of dopaminergic neurons that proj-
ect to the putamen (dashed line) and a much more modest loss of those 
that project to the caudate (thin red solid line). The photograph demon
strates depigmentation (i.e. loss of dark-brown pigment neuromelanin; 
arrows) of the SNpc due to the marked loss of dopaminergic neurons. 
(C) immunohistochemical labeling of intra-neuronal inclusions, termed 
Lewy bodies, in a SNpc dopaminergic neuron. Immunostaining with an 
antibody against α-synuclein reveals a Lewy body (black arrow) with an 
intensely immunoreactive central zone surrounded by a faintly immuno-
reactive peripheral zone (left photograph). Conversely, immunostaining 
with an antibody against ubiquitin yields more diffuse immunoreactivity 
within the Lewy body (right photograph). (From Dauer and Przedborski, 
Neuron 39:889-909, 2003, with permission.)
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Imamura et al., 2003). Activated microglia are mainly 
found near free neuromelanin in the neuropil and remain-
ing neurons in the substantia nigra (McGeer et al., 1988). 
Similar microglial activation is also found in the striatum 
(Imamura et al., 2003).

26.3. Inflammatory Response 
in Parkinsonian Syndromes

While PD is the most common of the parkinsonian syndromes, 
more than 30 different neurological syndromes share the 
clinical features of PD (Dauer and Przedborski, 2003). 
Many of these non-PD parkinsonian syndromes are sporadic 
(Table 26.1) and often exhibit both clinical (e.g. ocular move-
ment) and neuropathological features not typically seen in PD 
(e.g. striatal or corticospinal track pathology). Of these syn-
dromes most, if not all show at autopsy evidence of nigros-
triatal neurodegeneration (not always associated with Lewy 
bodies) and inflammation (Oppenheimer and Esiri, 1997). 
Unfortunately, inflammation is casually mentioned in most 
published reports on non-PD parkinsonian syndromes, and 
when the authors of these reports do mention inflammation it 
is often limited to vague, qualitative statements. For instance, 
in the initial reports of progressive supranuclear palsy (Steel 
et al., 1964) and striatonigral degeneration (Adams and Salam-
Adams, 1986), gliosis was recognized as a prominent feature 
of the pathological changes seen in these syndromes, but is the 
sole reference to inflammation. However, whether or not 
gliosis, as mentioned in these studies, refers to alterations in 
astrocytes, microglia, or to both, remains unknown. Despite 
this limitation, it is remarkable that gliosis is not only described 
in these non-PD parkinsonian syndromes at the level of the 
nigrostriatal pathway, but also at the level of other regions in 
the brain, which are normally not involved in PD. This indi-
cates a rather widespread neuropathology which is consistent 
with the usual multisystemic nature of many of these parkin-
sonian syndromes (Table 26.1).

Aside from sporadic parkinsonian syndromes, several 
familial forms also exist (Vila and Przedborski, 2004). Like 
in sporadic PD, histological examinations revealed similar 
glial alterations in most of the familial forms of parkinsonian 
syndromes, whether the underlying genetic defect has (Vila 
and Przedborski, 2004) or has not been identified (Dwork 
et al., 1993). Among these familial parkinsonian syndromes, 
the situation of the autosomal dominant form of PD linked to 
mutations in the gene coding for leucine-rich repeat kinase 
2 (LRRK2) is interesting (Zimprich et al., 2004). In the six 
autopsies from patients carrying a LRRK2 mutation reported 
by Zimprich and collaborators (2004), all had nigrostriatal 
dopaminergic neuronal loss and gliosis in the substantia nigra. 
However, some of these patients had dopaminergic neuronal 
loss and gliosis without Lewy bodies, whereas others had 
dopaminergic neuronal loss and gliosis with Lewy bodies 
(Zimprich et al., 2004). In the latter cases, Lewy bodies were 

restricted to the brainstem, or widespread in the brainstem and 
cortex. In one case, there were also tau-immunoreactive lesions 
not only in neurons, but also in glial cells (Zimprich et al., 2004). 
In the autosomal recessive parkinsonian syndrome linked to 
parkin mutations there is also a loss of dopaminergic neurons 
associated with gliosis but, as in several LRRK2 mutation 
cases, not typically with Lewy bodies (Hayashi et al., 2000). 
These findings support the view that inflammation is a generic 
phenomenon that arises from neuronal death irrespective of 
the type of parkinsonian syndrome or neuropathological pic-
ture. It also suggests that the presence of Lewy bodies is not 
a prerequisite for the occurrence of inflammation in PD and 
related conditions.

26.4. Inflammatory Response 
in Experimental Models

As discussed above, studies performed in autopsy tissues from 
patients afflicted with parkinsonian syndromes have led to the 
conclusion that inflammation is part of the neuropathologi-
cal picture of these neurodegenerative disorders. While the 
descriptive data provided by these studies are invaluable, the 

Table 26.1. Parkinsonian syndromes.

Primary parkinsonism
Parkinson disease (sporadic, familial)
Secondary parkinsonism
Drug-induced: dopamine antagonists and depletors
Hemiatrophy-hemiparkinsonism
Hydrocephalus: Normal pressure hydrocephalus
Hypoxia
Infectious: Post-encephalitic
Metabolic: Parathyroid dysfunction
Toxin: Mn, CO, MPTP, cyanide
Trauma
Tumor
Vascular: Multiinfarct state
Parkinson-plus syndromes
Cortical-basal ganglionic degeneration
Dementia syndromes: Alzheimer disease, diffuse Lewy body disease, fron-
totemporal dementia
Lytico-Bodig (Guamanian Parkinsonism-dementia-ALS)
Multiple system atrophy syndromes: Striatonigral degeneration, Shy-Drager 
syndrome, sporadic olivopontocerebellar degeneration (OPCA), motor 
neuron disease-parkinsonism
Progressive pallidal atrophy
Progressive supranuclear palsy
Familial neurodegenerative diseases
Hallervorden-Spatz disease
Huntington disease
Lubag (X-linked dystonia-parkinsonism)
Mitochondrial cytopathies with striatal necrosis
Neuroacanthocytosis
Wilson disease

Notes: MPTP,1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine; ALS; amyo-
trophic lateral sclerosis. (From Dauer and Przedborski, Neuron 39:889-909, 
2003, with permission.)
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generated information remains correlative by nature and fails 
to provide mechanistic insights. This is why researchers rely 
heavily on experimental models of PD. These models help to 
define the temporal and topographical relationships between 
inflammation and dopaminergic neuronal death and, more 
importantly, to determine the potential pathogenic role of 
inflammation in the death of dopaminergic neurons.

Experimental models of PD are multiple and can be genetic 
or toxic (Dauer and Przedborski, 2003). The neuropathologi-
cal picture created in these models, particularly in the toxic 
models, is very close to that described in PD. In almost all 
of the PD models, whether or not there is an overt loss of 
nigrostriatal dopaminergic neurons, a glial response is found 
in the substantia nigra. Some data on inflammation are avail-
able from rodent models produced by the herbicide paraquat 
(McCormack et al., 2002) and the mitochondrial poison rote-
none (Sherer et al., 2003). Some data can also be found from 
transgenic mice expressing mutant alpha-synuclein (Gomez-
Isla et al., 2003). The limited amount of data on inflamma-
tion in these models however is in striking contrast with the 
wealth of information available for the 6-hydroxydopamine 
(6-OHDA) and the 1-methyl-4-phenyl-1,2,3,6-tetrahydro-
pyridine (MPTP) toxic models of PD. Perhaps this can be 
explained by the fact that both the 6-OHDA and MPTP mod-
els are not only more popular among PD researchers, but also 
they have been used for much longer than the other models 
cited above. Supporting the generic nature of the inflamma-
tory response in neurodegeneration are the observations that 
both the type and magnitude of the glial alterations in rodents 
following the administration of 6-OHDA (Nomura et al., 
2000; Przedborski et al., 1995; Sheng et al., 1993; Stromberg 
et al., 1986; Rodrigues et al., 2001; He et al., 1999; Akiyama 
and McGeer, 1989) are comparable to those seen following 
the administration of MPTP (see below).

In the early eighties, several drug addicts got intoxicated 
with MPTP after self-injecting contaminated street-batches 
of meperidine analog (Langston et al., 1983). Among these 
individuals, some developed an acute, irreversible parkin-
sonian syndrome indistinguishable from PD (Ballard et al., 
1985). Of the few MPTP-intoxicated individuals who died 
and underwent an autopsy, post-mortem examination showed 
a profound loss of nigrostriatal dopaminergic neurons (Davis 
et al., 1979; Langston et al., 1999). This dramatic loss of large 
neuronal cells was associated with the obvious abundance of 
small cells, immunoreactive for either the astrocyte marker 
GFAP or the microglia marker HLA-DR (Langston et al., 
1999). Almost all GFAP- and HLA-DR-positive cells exhib-
ited morphological characteristics of respectively reactive 
astrocytes and activated microglia (Langston et al., 1999). 
Images of neuronophagia were also observed (Langston et 
al., 1999). Similar glial alterations were found in six mon-
keys, which survived 5–14 years after an acute MPTP intoxi-
cation (McGeer et al., 2003). In all of these monkeys, there 
was also evidence of extracellular neuromelanin and activated 
microglia in the substantia nigra (McGeer et al., 2003). These 

monkeys also had an abundance of reactive astrocytes posi-
tive for the intracellular adhesion molecule-1 (Miklossy et 
al., 2005). The presence of intracellular adhesion molecule-
1-positive reactive astrocytes, of activated microglia, and 
of neuronophagia in humans and monkeys subjected to an 
acute MPTP intoxication many years prior is remarkable as 
these neuropathological features suggest an active, ongoing 
inflammatory process. Microglial activation and neuronopha-
gia would be expected to be seen in PD tissues in light of its 
progressive neurodegenerative nature. However, as stressed 
by McGeer and collaborators (2003), these neuropathological 
findings challenge the belief that MPTP, ‘produces an acute 
loss of cells, followed by healing and long-term stabilization 
of surviving neurons’. Alternatively, these neuropathologi-
cal data raise the possibility that an acute MPTP intoxica-
tion can set in motion a self-sustained cascade of detrimental 
effects on dopaminergic neurons. Corroborating this view 
is a positron emission tomography study in which ten indi-
viduals exposed acutely to MPTP were scanned twice, seven 
years apart (Vingerhoets et al., 1994). This work revealed 
a decrease of [18F]fluorodopa uptake in the striata of these 
patients between the first and second imaging studies (Ving-
erhoets et al., 1994). Also remarkable is the fact that three 
of the ten MPTP-intoxicated participants were asymptomatic 
at the time of the first scan but became parkinsonian by the 
time of the second scan (Vingerhoets et al., 1994) supporting 
a progression of the neurodegenerative process in this toxic 
parkinsonian syndrome, at least in primates.

In small animals such as mice, time course experiments 
have been performed to define not only the kinetics of dopa-
minergic neuronal death but also of the glial response. These 
studies demonstrated that the appearance of reactive astrocytes 
paralleled the destruction of dopaminergic structures in both 
the striatum and the substantia nigra in mice (Czlonkowska 
et al., 1996; Kohutnicka et al., 1998; Liberatore et al., 1999). 
Worth noting, GFAP expression remained high even after the 
main phase of neuronal degeneration (Czlonkowska et al., 
1996; Kohutnicka et al., 1998; Liberatore et al., 1999). Also 
important to note is the fact that upon inhibition of the entry 
of the active metabolite MPTP, 1-methyl-4-phenylperydinium 
(MPP+), into dopaminergic neurons there is not only a pro-
tection of substantia nigra dopaminergic neurons, but also a 
lack of glial response (O’Callaghan et al., 1990). This critical 
observation indicates that inflammation in the MPTP model is 
a consequence of the demise of neurons and not the reverse. 
This interpretation may not be valid for all types of injury used 
to model PD as we will see for the endotoxin of gram-negative 
bacteria lipopolysaccharide (LPS). The activation of microg-
lial cells is also quite robust after MPTP administration in mice 
(Figure 26.2); this has been extensively documented in the 
MPTP mouse model (Czlonkowska et al., 1996; Kohutnicka 
et al., 1998; Liberatore et al., 1999; Dehmer et al., 2000). 
When the astrocytes and microglia responses are compared, 
however, it appears the microglial activation occurs earlier 
than that of astrocytes, and peaks just before or coincidentally 
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to, the climax of dopaminergic neurodegeneration (Liberatore 
et al., 1999).

In addition to the response of the innate immune system in 
the MPTP mouse model, there has also been some descrip-
tive data from Czełonkowska and collaborators (Kurkowska-
 Jastrzebska et al., 1999a, b) about the response of the adaptive 
immune system. Although this question will be developed 
in-depth in the chapter authored by Dr. Lee Mosley, herein 
it is included as a brief informative aspect. In the series of 
investigations performed by Czełonkowska and collaborators 
cited above, a marked increase of MHC-II antigen expression 
by microglia, accompanied by a recruitment of T-cells in both 
the ventral midbrain and striatum of MPTP-injected mice, 
were found. Contrasting with the infiltration of the diseased 
areas of the brain with T-cells, there was no B-cell in the tissue 
samples. The investigators went further into their character-
ization of the adaptive immune system in this model by show-
ing that the infiltrating T-cells were mainly of the CD8+ type, 
but some CD4+ were present too, and more than 50% of the 
observed lymphocytes expressed the CD44 antigen.

26.5. Initiation of the Inflammatory 
Response in Parkinsonian Brains

If indices of inflammation are well recognized in tissues from 
virtually all neurodegenerative disorders including PD, how 

inflammation begins, remains enigmatic. In reviewing the 
literature, two main hypotheses are emerging. One hypothesis 
posits that inflammation precedes and triggers the actual loss 
of dopaminergic neurons. Based on this model, the starting 
point of the neurodegenerative process would be an insult to 
the brain by pro-inflammatory factors such as LPS or other 
infectious-related molecules. Relevant to this possibility is the 
demonstration that a stereotaxic injection of LPS into a normal 
substantia nigra pars compacta produces a local inflammatory 
response associated with a degeneration of dopaminergic neu-
rons in adult rats (Liu et al., 2000). Similarly, LPS-induced 
inflammation led to the neurodegeneration of dopaminergic 
MES 23.5 cells or primary ventral midbrain neurons 
co-cultured with purified microglia (Le et al., 2001). Based 
on a series of investigations in rodents it seems that even a 
prenatal exposure to LPS could produce a long-lasting inflam-
matory response in the brain (Ling et al., 2004). This strik-
ing observation led the authors to propose that ‘individuals 
exposed to LPS prenatally, as might occur had their mother 
had bacterial vaginosis, would be at increased risk for PD’.

As much as the first hypothesis appears tantalizing the most 
available data are rather consistent with this second hypoth-
esis which posits that inflammation in PD results from the 
detection of pathological alterations in neighboring neurons 
by the immune system. According to this model, inflamma-
tion in PD and related disorders is thus not a primary event, 
but instead the consequence of neurodegeneration. However, 

Figure 26.2. Effects of MPTP on dopaminergic neurons and glial cells in ventral midbrain of in mice. For this illustration, mice received 
either 0.3 ml of MPTP (2 mg/ml) or vehicle (saline) in one day. (A,E) Two days after the last injection of MPTP, TH immunofluorescence 
(blue) reveals a marked reduction in dopaminergic neurons in the substantia nigra pars compacta compared to controls (saline). (B,C,F,G) 
The loss of TH labeling coincides with an increase in immunofluorescent labeling of microglial cells (Mac-1; green) and of astrocytes 
(GFAP; red). (D,H) Overlay of the three cellular markers. When MPTP and saline tissue sections are compared, these images show that upon 
reduction in the dopaminergic neuronal marker, there is an increase in the two glial markers. Ventral midbrain tissue sections (30 µm) were 
immunostained with a rabbit polyclonal anti-TH (1:1000; Calbiochem, San Diego, CA), a rat anti-MAC-1 (1:1000; Serotec, Raleigh, NC), 
and a chicken anti-GFAP (1:500, Chemicon, Temecula, CA). Scale bar = 200 mm.
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how dysfunctional or dying neurons elicit the inflammatory 
response remains unknown. Many glial cells are located in 
close proximity to neurons. Therefore, it may very well be that 
inflammation could be initiated by some type of change in the 
nature or the quality of the neuronal contact with glial cells. In 
healthy cells including neurons, phosphatidylserine is located 
at the cytoplasmic side of the plasma membrane, while the 
outer monolayer is composed of phosphatidylcholine and 
sphingomyelin. A loss of this phospholipid asymmetry of the 
plasma membrane, with appearance of phosphatidylserine in 
the outer membrane leaflet, is a feature of cells undergoing 
apoptosis (van den Eijnde et al., 1998). It is thus possible that 
such an alteration of the neuronal membrane could be detected 
by the neighboring glial cells, leading to their activation.

Cell culture studies also show that inflammation can be trig-
gered by soluble factors, either secreted or leaked by neu-
rons. For instance, chromogranin-A is a glycoprotein widely 
distributed in the nervous system, which was shown to accu-
mulate in areas of neurodegeneration (Nishimura et al., 1994). 
Noteworthy is the fact that once released or leaked by neurons, 
chromogranin-A could activate microglia (Ciesielski-Treska 
et al., 1998). Furthermore, dopaminergic neurons in both PD 
and experimental models of PD are the site of a robust induc-
tion of cyclooxygenase-2 (Teismann et al., 2003), which is 
a key prostaglandin-synthesizing enzyme. It is also plausible 
that once synthesized, prostaglandins exit neurons and acti-
vate their cognate receptors expressed by glial cells, whereby 
triggering inflammatory events. Similarly, neuromelanin upon 
its release in the extracellular space from dying neurons can 
strongly activate glial cells (Wilms et al., 2003). Finally, it 
has also been suggested that misfolded neuronal proteins and 
protein aggregates may contribute to glial activation in PD. 
This view has been prompted by the observations that muta-
tions in the genes encoding for parkin and ubiquitin C-terminal 
hydrolase L1—two enzymes of the ubiquitin/proteasome 
pathway—and for alpha-synuclein—a main component of 
the intraneuronal proteinaceous inclusions Lewy bodies—are 
linked to familial PD (Vila and Przedborski, 2004).

Although more work needs to be done to identify the fac-
tors that initiate inflammation in PD and related disorders, 
mounting evidence indicates that this immune response is 
probably not a standard event of dysfunctional and dying neu-
rons. Currently, most researchers favor the idea that specific 
neuronal-derived molecules bind to specific transmembrane 
receptors, such as toll-like receptors (TLRs) present on glial 
cells (Bowman et al., 2003). Among the ten different TLRs, 
each is activated by a distinct ligand (Iwasaki and Medzhi-
tov, 2004). Although activation of TLRs has been studied thus 
far in the context of infection, it is now believed that inflam-
mation in neurodegenerative disorders arises from the liga-
tion of the particular TLR subtypes by molecules originating 
from dysfunctional and dying neurons. Relevant to this idea is 
the demonstration of wild-type alpha-synuclein, which upon 
overexpression can cause a familial form of PD (Eriksen et al., 
2005), and is secreted by neurons through unconventional 
exocytosis (Lee et al., 2005). Furthermore, it appears that the 

expression of markers of microglial activation parallels the 
extent of alpha-synuclein deposits in the substantia nigra of 
PD patients (Croisier et al., 2005). At this point, it would be 
quite interesting to know whether alpha-synuclein or any other 
mutant proteins linked to familial PD can bind to TLRs.

26.6. Role of Inflammation in Parkinson’s 
Disease

Over the past decade, the idea that brain inflammation (some-
times called neuroinflammation) may modulate the neurode-
generative process in disorders like PD has attracted a major 
interest among neuroscientists. How can this be explained 
given the fact that inflammation is likely a consequence of 
neurodegeneration? Neurons in all degenerative diseases die in 
an asynchronous manner (Pittman et al., 1999). Accordingly, 
in PD, dopaminergic neurons in the substantia nigra pars com-
pacta do not die simultaneously. Instead, only a small num-
ber of dopaminergic neurons are dying at any given time and, 
among these, many are at various stages along the cell death 
process. Based on these premises, it may thus be envisioned 
that the very first neurons to succumb trigger inflammation. 
Thereafter, the cellular environment in which compromised, 
living neurons are embedded becomes inflamed. Should this 
scenario be correct, it is trivial to understand how inflamma-
tion could modulate the neurodegenerative process.

While most experts do agree on the idea that glial cells play 
a role in the neurodegenerative process, the significance and, 
more importantly, the direction, of the effect remains a matter 
of fierce debate (Streit, 2002). The dispute is fueled in part by 
the fact that both in vitro and in vivo system models of human 
diseases have revealed both detrimental and beneficial effects of 
inflammation. For instance, the blockade of the microglial acti-
vation by minocycline has been associated with either reduc-
tion or augmentation of dopaminergic neurodegeneration after 
MPTP administration (Du et al., 2001; Wu et al., 2002; Yang 
et al., 2003; Diguet et al., 2004). These divergent results may 
stem from the fact that inflammation is capable of exerting both 
neuroprotective and neurodestructive functions. Thus, depend-
ing on local factors, the extent of the degenerative process, and 
even the etiology of the disease, inflammation can give rise to 
quite a distinct molecular and cellular phenotype.

26.7. Beneficial Role of Inflammation 
in Parkinson’s Disease

Several in vivo studies support the capacity of inflammation in 
mediating neuroprotective and neurodegenerative properties 
in the nervous system. One such example is the facial nerve 
axotomy paradigm in newborn rats and rabbits. In this system 
model, axotomized motor neurons recover coincidentally with 
the development of the glial response (Moran and Graeber, 
2004). It was also shown that a month after implantation of 
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innate immune resident cells such as microglia into a small 
mechanically produced cavity in the rat spinal cord, promi-
nent neuritic growth was observed in the microglial grafts 
(Rabchevsky and Streit, 1997). These results are agreed upon 
by some experts who believe that under both normal and 
pathological situations, the function and survival of neurons 
rely on the presence of glial cells (Streit, 2002).

The basis of glial-derived beneficial role is likely multifac-
torial involving both cell contact and soluble mediators. For 
instance, glial cells play a critical role in maintaining ion and 
pH homeostasis, and extracellular volume. Glial cells can also 
protect neurons by scavenging and taking-up toxic molecules 
released by dysfunctional and dying neurons. A striking 
example of glial assistance in the process of neuronal well-
being is glutathione, which is a tripeptide of great importance 
in the protection of neurons against reactive oxygen species 
(ROS). Indeed, unlike glial cells, neurons do not possess an 
uptake system for cysteine (Pow, 2001) which is necessary 
for the synthesis of glutathione. Instead it has been proposed 
(Dringen, 2000) that astrocytes assist neurons in their produc-
tion of glutathione through a complex multistep process. First, 
the astrocytes would use extracellular substrates as precur-
sors for glutathione. Second, glutathione would be released 
by astrocytes and then converted by the glial ectoenzyme 
gamma-glutamyl transpeptidase into the dipeptide CysGly. 
Third, CysGly would be taken-up by neurons and used as a 
precursor to neuronal glutathione. It has also been proposed 
(Dringen, 2000) that glutamine produced by astrocytes would 
be used by neurons to produce glutamate, which is necessary 
for the synthesis of glutathione. Finally, astrocytes, can avidly 
take up extracellular glutamate via the glutamate transport-
ers GLT1 and GLAST. This fact may be quite relevant to PD 
pathogenesis as not only an excess amount of glutamate in 
the substantia nigra may emanate from dying neurons but also 
from the subthalamic glutamatergic input (Benazzouz et al., 
2000), which is increased in PD (DeLong, 1990). Thus, due to 
the ability of glial cells in maintaining the low concentration 
of extracellular glutamate, they prevent the risk of excitotoxic 
injury on neurons in the substantia nigra.

Aside from contributing to the protection of neurons against 
ROS and glutamate, glial and T-cells can produce trophic fac-
tors that are essential for the survival of dopaminergic neu-
rons. Among these is the glial-derived neurotrophic factor 
(GDNF), which seems to be the most potent factor supporting 
nigrostriatal dopaminergic neurons during their period of nat-
ural, developmental death in post-natal ventral midbrain cul-
tures (Burke et al., 1998). GDNF can be released by reactive 
astrocytes (Schaar et al., 1993) by the activation of microglia 
following a mechanical lesion of the striatum (Batchelor et al., 
2000). After MPTP administration in mice, however, it seems 
that reactive astrocytes in the substantia nigra do not engage 
in a significant production of GDNF (Benner et al., 2004). 
Brain-derived neurotrophic factor (BDNF) is another trophic 
factor that can also be released by reactive astrocytes (Rubio, 
1997; Stadelmann et al., 2002), by activated microglia (Batch-
elor et al., 1999; Stadelmann et al., 2002), and can support 

the survival and development of dopaminergic structures in 
the striatum (Batchelor et al., 1999). Oligodendrocytes whose 
main function is to provide support to axons and to produce 
the myelin sheath which insulates axons are also a type of 
glial cell capable of generating trophic factors (Du and Drey-
fus, 2002). For example, striatal oligodendrocytes have been 
shown to stimulate the survival and expression of phenotypic 
markers of mesencephalic dopaminergic neurons in culture 
(Sortwell et al., 2000). Taken together these data support the 
contention that glial cells, especially astrocytes, could exert 
neuroprotective effects in PD. Whether any of these, how-
ever, do slow the natural course of the disease in parkinsonian 
patients remains to be demonstrated.

26.8. Detrimental Role of Inflammation 
in Parkinson’s Disease

In addition to the body of literature on the beneficial role of 
inflammation, there are also a growing number of observations 
supporting the concept that activation of the innate immune 
system could worsen neurodegeneration. Three theories have 
been proposed to explain the detrimental role of glial cells in 
diseases such as PD. The first theory is called glial cell senes-
cence (Streit, 2004) which postulates that glial cells become 
progressively disabled during normal aging or disease pro-
gression. It is assumed with this theory that glial cells loose 
their functional capacity to exert the type of beneficial effects 
described above. In this model glial cells do not actively 
injure neurons, they simply stop supporting them. Although 
still highly speculative, some investigations would suggest 
that glial cells may become dysfunctional in PD. For instance, 
Hishikawa and collaborators (2001) have found argyrophilic, 
alpha-synuclein-positive inclusions in glial cells from post-
mortem PD, but not from age-matched control brains. The 
second theory about the detrimental role of inflammation in 
PD is called facilitative neurotoxicity (Streit, 2002). During 
this theoretical process, glial cells will eliminate neurons that 
are compromised beyond viability and functionality by the 
primary pathological event. Based on this second model, glial 
cells would assume an active role in the demise of neurons that 
are destined to die and whose continued presence could hin-
der neuronal recovery. Finally, the third theory and probably 
the most popular in regards to the detrimental role of inflam-
mation in PD is called indiscriminate neurotoxicity. Based on 
this third model, glial cells, upon activation, would engage in 
an array of cytotoxic events, which would stimulate neurode-
generation and promote both the progression and propagation 
of a disease such as PD. Many studies of experimental models 
of PD have provided over the past decade strong support for 
this last concept which is based on the fact that activated glial 
cells, especially microglia are known to produce a variety of 
noxious compounds including ROS, reactive nitrogen species 
(RNS), pro-inflammatory prostaglandins, and cytokines.

Among the range of reactive species produced by glial 
cells, significant attention has been given to RNS due to the 
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idea that nitric oxide (NO)-mediated nitrating stress could 
play an important role in the pathogenesis of PD (Przedborski 
et al., 1996, 2001; Ara et al., 1998; Pennathur et al., 1999; 
Giasson et al., 2000). Along this line it must be mentioned 
that the inducible NO synthase (iNOS) is expressed in the 
substantia nigra pars compacta of both PD patients (Hunot 
et al., 1996) and MPTP-intoxicated mice (Liberatore et al., 
1999; Dehmer et al., 2000) in astrocytes and microglial cells, 
respectively. Myeloperoxidase and NADPH-oxidase, two pro-
inflammatory enzymes which produce strong oxidants, have 
also been identified in PD and MPTP brain tissues (Choi et al., 
2005; Wu et al., 2003). Ablation of these three enzymes have 
been shown to attenuate MPTP-induced neurodegeneration 
in mice to varying degrees (Liberatore et al., 1999; Dehmer 
et al., 2000; Choi et al., 2005; Wu et al., 2003), supporting 
the involvement of inflammation-mediated oxidative/nitrative 
stress in the dopaminergic neurodegenerative process.

Prostaglandins and their synthesizing enzymes, such as 
Cox-2, constitute another group of potential offenders. Over 
the past few years, Cox-2 has emerged as a key cytotoxic factor asso-
ciated with inflammation (O’Banion, 1999). As mentioned 
above, compared to the normal basal ganglia where Cox-2 
is minimally expressed, diseased basal ganglia in PD and the 
MPTP mouse model, Cox-2 is robustly expressed (Teismann 
et al., 2003). Not surprisingly, the levels of Cox-2 products 
such as prostaglandin E

2
 were also found to be increased in the 

substantia nigra of PD patients (Teismann et al., 2003; Mat-
tammal et al., 1995). In the MPTP mouse model of PD, Cox-2 
induction was shown to be mediated by a c-Jun N-terminal 
kinase (JNK)-dependent mechanism (Teismann et al., 2003; 
Hunot et al., 2004). Noteworthy, the inhibition of JNK acti-
vation, like inhibition of Cox-2, did attenuate MPTP-induced 
neurodegeneration (Hunot et al., 2004; Teismann et al., 2003). 
Conversely, while both inhibition and ablation of Cox-2 did 
attenuate MPTP-induced dopaminergic neurotoxicity, dele-
tion of the constitutively expressed isoenzyme Cox-1 had no 
effect (Teismann et al., 2003).

Additional glial-derived molecules with cytotoxic potentials 
include the large group of pro-inflammatory cytokines. The 
expression level of many of these toxic cytokines assessed by 
gene profiling appears increased in PD tissues (Mandel et al., 
2005). In keeping with this result, the tumor necrosis factor-
alpha (TNF-alpha) and interleukine-1beta (IL-1beta) whose 
levels are increased in both the substantia nigra pars compacta 
tissues and cerebrospinal fluids of PD patients (Mogi et al., 
1994, 1996, 2000). Of note, at this point one cannot exclude 
that some of these alterations are related to the chronic use of 
the anti-PD therapy levodopa (Bessler et al., 1999). 
Nevertheless, in autopsy tissue from PD patients, robust 
immunostaining for TNF-alpha, IL-1beta, and interferon-gamma 
(IFN-gamma) is observed in astrocytes at the level of the sub-
stantia nigra pars compacta (Hunot et al., 1999). In terms of 
mechanism, these cytokines may operate in PD on at least two 
levels. First, once produced by reactive astrocytes, they can 
stimulate neighboring, quiescent astrocytes and microglia. 

Consistent with this view is the upregulation of the microglial 
receptor Fc∞R11/CD23 in response to astrocyte-derived TNF-
alpha, IL-1beta, and IFN-gamma (Hunot et al., 1999). In this 
study, the authors also show that, once upregulated, ligation 
of Fc∞R11/CD23 stimulates the expression of iNOS and the 
ensuing production of NO by microglial cells (Hunot et al., 
1999). Second, astrocytic and microglial-derived cytokines 
may also operate directly on dopaminergic neurons by binding 
to specific cell surface cytokine receptors such as TNF-alpha 
receptor and FAS. However, the targeting of either TNF-
alpha receptor (Rousselet et al., 2002; Ferger et al., 2004) or 
FAS (Hayley et al., 2004; Landau et al., 2005) has thus far 
generated conflicting results in the MPTP mouse model. Find-
ings from several studies show that ablation of these receptors 
decreased MPTP-induced dopaminergic neurotoxicity (Ferger 
et al., 2004; Hayley et al., 2004) whereas other studies found 
that it increased MPTP-induced dopaminergic neurotoxicity 
(Rousselet et al., 2002; Landau et al., 2005). Upon activation, 
cytokine receptors trigger intracellular death-related signal-
ing pathways, whose molecular correlates include transloca-
tion of the transcription nuclear factor-κ-B (NF-κ-B) from 
the cytoplasm to the nucleus. Relevant to this is the fact that 
PD patients show 70 times more dopaminergic neurons with 
nuclear NF-κ-B immunoreactivity compared to control sub-
jects (Hunot et al., 1997). Despite the robust recruitment of 
NF-κ-B, it is not clear whether this transcriptional factor is 
instrumental in PD pathogenesis, as mice deficient in one of 
NF-κ-B main polypeptide, P50, had their nigrostriatal path-
way as severely damaged by MPTP as that of their wild-type 
counterparts (Hunot et al., 2004). As exemplified above, at 
this point experimental models of PD have not provided much 
insight into the role of cytokines in neurodegeneration of such 
condition as PD and related conditions.
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Summary

PD is a common neurodegenerative disorder characterized by 
motor abnormalities and a loss of primarily but not exclusively 
dopaminergic neurons. Other neuropathological hallmarks of 
PD include the proteinaceous inclusion, Lewy body and various 
inflammatory changes. The inflammation is made up of resi-
dent innate and to lesser extent adaptive immune cells. Similar 
inflammatory changes are found in both sporadic and familial 
non-PD parkinsonian syndromes and in experimental models 
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of PD. There are some studies that suggest that inflammation 
initiates PD, but most investigations rather suggest that inflam-
mation in PD is secondary to the demise of neurons. Mounting 
evidence indicates that inflammation in PD and related condi-
tions can modulate the neurodegenerative process. However, 
there is still a lack of consensus about whether inflammation in 
PD plays a beneficial or a detrimental role.

Review Questions/Problems

 1.  What are the clinical and neuropathological hallmarks 
of PD?

 2.  What is the difference between parkinsonian syndrome 
and Parkinson’s disease?

 3. Provide examples of experimental models of PD.

 4.  What is the topography and composition of the inflam-
matory response in PD?

 5.  What are the similarities and differences in the inflamma-
tory response among PD, the various parkinsonian syn-
dromes, and the common experimental models of PD?

 6.  What are the arguments in favor of inflammation being 
a primary or a secondary event in PD?

 7.  How can dying dopaminergic neurons trigger inflam-
mation in PD?

 8.  By which mechanisms could inflammation be benefi-
cial in PD?

 9.  Name the three theories about the detrimental role of 
inflammation in PD and explain their respective basis.

10.  Summarize the different cellular and molecular factors 
of inflammation that can actively mediate the demise 
of dopaminergic neurons in PD?

11. Which statement is incorrect about PD?

a. Parkinson’s disease is the second most frequent neuro-
degenerative disorder.

b. The neurodegenerative process in Parkinson’s disease 
is restricted to the dopaminergic system.

c. Parkinson’s disease is mainly a sporadic condition.
d. More than 30 other neurodegenerative diseases can 

clinically look like Parkinson’s disease.
e. Aside from the loss of neurons the neuropathology of 

Parkinson’s disease includes Lewy bodies and gliosis.

12.  What are the main inflammatory cells encountered in 
the substantia nigra of Parkinson’s disease?

a. Astrocytes
b. Microglia
c. Oligodendrocytes
d. T-cells
e. a and b

13.  Which statement is correct concerning inflammation 
in parkinsonian syndromes?

a. It is often noted, but more widespread and less detailed 
than in Parkinson’s disease.

b. The type of inflammatory response differs between the 
sporadic and familial parkinsonian syndromes.

c. The syndrome multisystem atrophy is unique in that 
inflammation is primarily made up of infiltrating 
T-cells.

d. The neuropathological pleomorphism in patients carry-
ing a LRRK2 mutation refers to the fact that neither 
Lewy bodies nor gliosis is a consistent finding.

e. None of the above.

14.  Which statement about experimental models of Par-
kinson’s disease is true?

a. Both genetic and toxic models exist, but only the for-
mer are commonly used.

b. Inflammation has been described in all popular models 
of Parkinson’s disease.

c. The MPTP monkey model suggests that an acute intox-
ication produces an acute neurodegenerative event that 
is completed in a few days.

d. The MPTP mouse model suggests that the toxin provokes 
inflammation, which, in turn, kills dopaminergic neurons.

e. Neuronophagia which suggests ongoing inflammation 
has been described in genetics, but not in toxic models 
of Parkinson’s disease.

15.  Which of the following statements is true about inflam-
mation in Parkinson’s disease?

a. Free neuromelanin fails to activate microglia.
b. Astrocytosis is as robust as microgliosis.
c. The propensity of the different dopaminergic structures 

to degenerate in Parkinson’s disease correlates with the 
basal density of glial cells.

d. Both prostaglandin and alpha-synuclein count among 
the factors potentially responsible for triggering inflam-
mation in Parkinson’s disease.

e. It is proven that prenatal infection and subsequent 
inflammation predispose one to Parkinson’s disease.

16. Which of the following statements is most correct?

a. Inflammation can exert both beneficial and detrimental 
effects.

b. Most experimental models favor the beneficial role of 
inflammation

c. The detrimental role of inflammation in Parkinson’s 
disease is due to the disease-related impairment of glial 
functions vital to neurons.

d. Contrary to astrocytes, oligodendrocytes play no role in 
Parkinson’s disease.

e. Three different theories have been proposed to explain 
how inflammation may support the survival of dopami-
nergic neurons.
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17.  Which of the following glial functions may improve 
neuronal survival or regeneration?

a. Inhibit phagocytosis.
b. Secrete chemotactic molecules to recruit polynuclear cells.
c. Produce trophic factors.
d. Assist in the synthesis of neuronal superoxide dis-

mutase.
e. Stimulate the formation of myelin to guide new axons.

18.  Glial cells can exacerbate neurodegeneration in 
Parkinson’s disease by?

a. Losing their ability to assist neighboring neurons.
b. Accelerating the demise of compromised neurons.
c. A process of indiscriminate toxicity.
d. Decreasing extracellular glutamate levels.
e. a, b and c

19.  Regarding the cytotoxicity of inflammation, which 
statement is not correct?

a. Both oxygen and nitrogen reactive species can partici-
pate in the deleterious effects of inflammation.

b. Inactivation of NADPH-oxidase, but not of nitric oxide 
synthase mitigates MPTP-induced neurodegeneration 
in mice.

c. The detrimental effects of inflammation on dopaminer-
gic neurons can be mediated by soluble factors.

d. Astrocytes and microglial cells can mutually modulate 
their degree of activation.

e. Dopaminergic neurons express receptors for various 
deleterious cytokines.

20.  Among the following inflammatory factors, which ones 
have been identified in the substantia nigra of patients 
with Parkinson’s disease?

a. Tumor necrosis factor
b. Inducible nitric oxide synthase
c. Interferon-gamma
d. Myeloperoxidase
e. All of the above
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27.1. Introduction—Clinical Features

Amyotrophic Lateral Sclerosis is a devastating, relentlessly 
progressive neurodegenerative disease compromising lower 
and upper motor neurons, and resulting in death, usually from 
marked weakness of respiratory musculature (Haverkamp 
et al., 1995). The incidence of ALS is 1–2/100,000 and the 
prevalence is 4–6/100,000. Ninety percent of ALS cases are 
sporadic (sALS), while 10% are familial (fALS). The etiol-
ogy of sALS is unknown, and no known pharmacotherapy has 
been demonstrated to significantly influence either disease 
progression or survival. A defect in the gene encoding copper-
zinc superoxide dismutase (SOD1) is present in 20% of fALS 
cases (Rosen et al., 1993). In sALS, the mean age of onset is 
57 years and the median survival is approximately four years 
with younger patients surviving longer than older individuals. 
Males develop sporadic ALS more frequently than females 
(ratio 1.7:l). However, in older individuals the frequency of 
female involvement is increased and the ratio approaches 1:1 
over the age of 65, which is similar to the ratio in fALS.

Typical onset is characterized by complaints of weakness 
or functional impairment, such as difficulty writing, button-
ing, or holding onto objects due to involvement of the upper 
extremities, or frequent stumbling, tripping, and occasional 
falling indicative of lower extremity involvement. Symptoms 
are often asymmetric and usually progress from one limb to 
the contralateral limb, and then proceed rostrally. Clinically, 
ALS is often misdiagnosed as a painless radiculopathy when 
initial signs and symptoms are restricted to a single limb or 
adjacent root and before electromyography (EMG) studies are 
performed. Therefore, the asymmetry and relentless progres-
sion of symptoms are diagnostically important.

In patients with bulbar involvement, symptoms of hoarse-
ness, slurred speech, and drooling most often precede evidence 

of pharyngeal muscle involvement. These bulbar symptoms, 
in association with tongue atrophy and fibrillations, may be 
the presenting feature in 20–25% of patients, for whom the 
majority are women over the age of 60 (Haverkamp et al., 
1995). In general, onset of bulbar signs and symptoms dur-
ing the disease course carries a poorer prognosis. Cognitive 
dysfunction due to fronto-temporal lobe involvement is a fre-
quently associated feature in ALS patients and ranges from 
mild, frontal dysexecutive impairment in the majority to out-
right fronto-temporal dementia (Ringholz et al., 2005).

The history and physical examination provide the founda-
tion for the diagnosis and should demonstrate the combina-
tion of lower motor neuron (LMN) involvement, manifested 
by weakness and muscle atrophy, and upper motor neuron 
(UMN) involvement, evidenced by increased tone and hyper-
reflexia, in at least three areas, including the limbs, tongue, 
and back muscles. Needle EMG and nerve conduction studies 
should be performed to confirm the diagnosis in all patients 
with suspected ALS.

27.1.1. Pathogenesis

Most studies of the pathogenesis of ALS have focused on 
changes within motor neurons that could reflect the mechanisms 
of cell injury and cell destruction. Earliest studies suggested a 
role for glutamate excitotoxicity (Rothstein et al., 1990, 1992; 
Lin et al., 1998) Other studies emphasized the importance of 
increased intracellular calcium (Engelhardt et al., 1997; Siklos 
et al., 1996, 1998) and free-radical mechanisms in mediating cell 
death in ALS (Bowling et al., 1993; Yim et al., 1996; Simpson 
et al., 2004). However, none of these explanations are mutu-
ally exclusive because altered calcium homeostasis, free radi-
cal stress, and glutamate excitotoxicity may all participate in 
a cell injury cascade leading to motor neuron death. In fact, 
alterations in one parameter can lead to alterations in other 
parameters, and each can enhance and propagate the injury 
cascade. Increased intracellular calcium can enhance free radi-
cal production (Dykens, 1994) and glutamate release, (Coyle 
and Putterfarcken, 1993; Tymianski et al., 1993; Dugan et al., 
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1995; Carriedo et al., 1998) which in turn can further increase 
intracellular calcium (Sheen et al., 1992). Increased free radi-
cals can impair the glial uptake of glutamate, increasing the 
extracellular glutamate available to interact with neuronal 
AMPA/kainate receptors, which in turn can increase intracel-
lular calcium and/or free radicals. Free radicals can enhance 
lipid peroxidation leading to increased intracellular calcium 
(Kakkar et al., 1992). These changes of increased intracellular 
calcium, increased production of free radicals, and enhanced 
glutamate excitotoxicity could critically impair motor neuron 
structures such as mitochondria or neurofilaments, and com-
promise energy production and axoplasmic flow. Once initi-
ated, the changes could become self-propagating and induce 
an irreversible cascade resulting in cell death.

Unfortunately, efforts to halt the progression of disease 
with therapies targeted to these proposed mechanisms of 
disease have shown extremely modest benefits, at best. It is 
not that these mechanisms are not involved, but perhaps each 
individual mechanism may reflect only a limited aspect of the 
complex pathobiology of disease. Furthermore, most studies 
focus solely on the neuron and fail to consider the relevance 
of neuronal-glial interactions. What may be missing is that 
neuronal injury and cell death do not occur in isolation, but 
may require the participation of non-neuronal cells such as 
microglia and astrocytes, as well as other immune cells.

27.1.2. Neuroinflammation

Neuroinflammation is a significant aspect of the neuropathol-
ogy of ALS, although it is not clear whether the inflammatory 
cells are the cause or the consequence of motor neuron injury. 
Inflammatory cells and mediators are present in the vicinity 
of degenerating motor neurons, and recent studies have sug-
gested that these constituents may, in fact, contribute to motor 
neuron injury in ALS.

The CNS was long considered to be an immune privileged 
site. This viewpoint has shifted over the years, as experimental 
evidence has clearly shown that the CNS is under constant 
immune surveillance and that the CNS and the peripheral immune 
system interact extensively. However, inflammatory processes 
in the CNS differ from those of systemic inflammation. 
Unlike the rapid, cellular infiltration seen in systemic inflam-
mation, inflammatory responses to a noxious stimulus in the 
CNS can be less dramatic and may include the activation 
of the innate immune system, the resident microglial cells, 
and the presence of the adaptive immune system, lymphocytes 
and immunoglobulins. There is gradual entry of immune 
cells including dendritic cells from the peripheral circulation, 
as well the localized proliferation of dendritic cells within the 
CNS. The involvement of both innate and adaptive immune 
systems results in the release of cytotoxic as well as neuro-
protective constituents. The initial response to an acute insult 
(trauma, ischemia, infection) is directed at limiting cellular 
damage and enhancing repair. However, under chronic insults 
or a continuing stimulus, a long-lasting inflammatory response 

may cause additional injury to CNS tissue. In other words, 
the cells and signaling molecules of neuroinflammation may 
comprise a “double-edged sword”—sometimes protective 
and reparative to neurons, and sometimes injurious. Indeed, 
increasing evidence supports a dual role of immune activation 
in several CNS diseases, based upon the timing and duration 
of immune activation, degree and type of injury, intercellular 
communication, and genetic modifiers (Consilvio et al., 2004; 
Minagar et al., 2002).

The interrelationships between neurology and immunology 
have been studied extensively in multiple sclerosis, the proto-
typical CNS autoimmune disease. More recently, the role of 
neuroinflammation has been implicated in other neurodegener-
ative conditions, including Alzheimer’s disease and Parkinson 
disease (Mhatre et al., 2004; McGeer et al., 1991; McGeer and 
McGeer, 2002a, b, 2003; Hunot and Hirsch 2003).

27.2. Cellular and Biochemical Evidence 
of Neuroinflammation

27.2.1. Human ALS Studies

Although early studies of ALS tissue did not describe the 
presence of inflammatory cells in ALS, reports beginning in 
1988 suggested that inflammatory cell infiltration might be 
relatively common (Troost et al., 1988, 1989; Lampson et al., 
1988). Further studies (Lampson et al., 1990) demonstrated 
activated microglia and small numbers of T cells in degen-
erating white matter of ALS cords. Activated microglia are 
also prominent in the ventral horn of spinal cords from ALS 
patients. In contrast to resting microglia, which have long, 
highly branched processes, activated microglia have hypertro-
phied soma and thickened, retracted processes, first described 
by Rio-Hortega (1920). Reactive microglia express surface 
markers indicative of their activated state. These include the 
complement component 3 receptor 3 subunit/integrin-αM 
(CD11b/ITGAM); leukocyte common antigen (LCA); and 
major histocompatibility complex (MHC) class II glycopro-
teins, such as human leukocyte antigen DR (HLA-DR). In addi-
tion to serving a phagocytic function, activated microglia may 
also communicate with and affect the function of cells in the 
local environment, by expressing a broad array of cytokines, 
chemokines, proteases, and neurotrophic factors (Gonzalez-
Scarano and Baltuch 1999).

In our early studies (Engelhardt et al., 1993), we docu-
mented the presence of lymphocytes in the spinal cord in 18 
of 27 consecutive ALS autopsies. Lymphocytes were predom-
inantly CD4-positive in the vicinity of degenerating cortical 
spinal tracts, and CD4 and CD8 cells were found in ventral 
horns. Kawamata et al. (1992) demonstrated the presence of 
significant numbers of CD8 T cells and, to a lesser extent, 
CD4 T cells marginating along capillaries in the parenchyma 
of spinal cord and brains of 13 ALS patients. Lymphocytes 
and activated microglia expressing MHC Class I and Class II, 
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leukocyte common antigen, FcγRI and β-2 integrins were 
present in ALS tissue.

The diversity of T cells in ALS spinal cord has also been 
examined employing the reverse transcriptase polymerase 
chain reaction (PCR) with variable region sequence specific 
oligonucleotide primers to amplify Vβ T-cell receptor tran-
scripts (Panzara et al., 1999). A greater expression of Vβ

2
 

transcripts was detected in ALS specimens, independent of the 
HLA genotype of the individual. As additional confirmation, 
cells were assayed from the cerebrospinal fluid (CSF) of 22 
consecutive ALS patients for the presence of Vβ

2
 transcripts. 

This specific T-lymphocyte receptor was demonstrated in 17 
of 22 ALS patients’ CSF, while only 4 of 19 control patients 
had similar expression. It is of interest that Vβ

2
 is a T-cell 

receptor known to respond to superantigens. Whether supe-
rantigen stimulation of lymphocytes with Vβ

2
 receptors is a 

primary factor in motor neuron injury or the consequence of 
motor neuron injury due to some other cause is not known, 
but the presence of T lymphocyte restriction does suggest the 
involvement of adaptive immune mechanisms.

Further evidence supporting the importance of immune 
mechanisms is the presence of dendritic cells in ALS tissues 
(Henkel et al., 2004). Dendritic cells are potent antigen-presenting 
cells that initiate and amplify immune responses (Reichmann 
et al., 2002). They can be derived from the peripheral immune 
system or from resting CNS microglia. Our laboratory exam-
ined mRNA expression of dendritic cell surface markers in 
individual sporadic ALS (sALS), familial ALS (fALS), and 
non-neurological disease control (NNDC) spinal cord tissues 
using semiquantitative and real-time reverse transcription 
polymerase chain reaction (RT-PCR) (Henkel et al., 2004). 
Immature (DEC205, CD1a) and activated/mature (CD83, 
CD40) dendritic cell transcripts were significantly elevated in 
ALS tissues. The presence of immature and activated/mature 
dendritic cells (CD1a(+) and CD83(+) ) was confirmed immuno-

histochemically in ALS ventral horn and corticospinal tracts. 
Monocyte/macrophage/microglia transcripts (CD14, CD18, 
SR-A, CD68) were increased in ALS spinal cord, and acti-
vated CD68(+) cells were demonstrated in close proximity 
to motor neurons. Increased mRNA expressions of the che-
mokine monocyte chemoattractant protein-1, MCP-1, which 
attracts monocytes and myeloid dendritic cells, and of the 
cytokine macrophage-colony stimulating factor (M-CSF), 
which stimulates the differentiation of dendritic cells and 
macrophages, were found in ALS tissues. The MCP-1 protein 
was expressed in glia in ALS but not in control tissues and 
was increased in the CSF of ALS patients. Furthermore, those 
patients who clinically progressed most rapidly expressed sig-
nificantly more dendritic transcripts than patients who pro-
gressed more slowly. These results support the involvement 
of an adaptive immune/inflammatory response in amplifying 
motor neuron degeneration in ALS.

Also prevalent in ALS are reactive astrocytes, which stain 
intensively for the intermediate filament, glial fibrillary acidic 
protein (GFAP). These reactive astrocytes, with a hypertrophied 
appearance, are present throughout areas of degeneration. 
Reactive astrocytes can have multiple roles including a neuro-
protective function (Liberto et al., 2004).

Numerous biochemical markers of neuroinflammation have 
also been found in ALS tissue. The families of compounds 
include cytokines, chemokines, complement proteins, pros-
taglandins, interleukins, interferons, integrins, acute phase 
reactants, apolipoproteins, and (Table 27.1). Many of these 
biochemical markers have also been found in Alzheimer’s 
disease tissues, suggesting that the inflammatory response 
in the two conditions may be similar (Eikelenboom and van 
Gool 2004).

Some of the inflammatory mediators enhance the entry of 
leukocytes from the periphery into the areas of degeneration. 
As noted above, MCP-1 is well known to enhance the entry of 

Table 27.1. Proteins associated with the inflammatory state observed in ALS tissues.

LCA (leukocyte common antigen, CD45) Membrane-bound protein tyrosine phosphatase; expressed by all hematopoietic cells
LFA-1 (leukocyte function antigen 1, CD11a/CD18 integrin) Appears on all leukocytes; promotes intercellular adhesion
ICAM-1 (intracellular adhesion molecule 1, CD54) Cell surface or matrix molecule; promotes binding to LFA-1
GFAP (glial fibrillary acidic protein) Intermediate filament protein highly expressed by activated astrocytes
Phospholipase A2 Breaks down membrane lipids to form arachidonic acid
COX-1 (cyclooxygenase-1) Converts arachidonic acid into prostaglandin H2; rate-limiting step in prostaglandin synthesis
COX-2 (cyclooxygenase-2) Converts arachidonic acid into prostaglandin H2; rate-limiting step in prostaglandin synthesis; 
inducible expression
PGE2 (prostaglandin E2) Member of prostaglandin family; may have both pro- and anti-apoptotic actions
FcgR-1 (immunoglobulin Fc region receptor 1) Receptor on phagocytes for IgG bound to an antigen
HLA-DR (human leukocyte antigen DR) Antigen-presenting surface molecule on immunocompetent cells
IL-6 (interleukin 6) Inflammatory cytokine released by activated astrocytes and microglia
MCP-1 (monocyte chemoattractant protein-1) Chemokine that attracts monocytes and myeloid dendritic cells
M-CSF (macrophage-colony stimulating factor) Growth factor cytokine that acts on monocytes and macrophages to cause them to differentiate
MMP-9 (matrix metalloproteinase-9) Proteolytic enzyme that can degrade components of the extracellular matrix
C3d (complement C3 fragment d) Degradation product of activated C3
C4d (complement C4 fragment d) Degradation product of activated C4
CD-11b (complement receptor 3) Phagocyte surface receptor recognizing an activated complement fragment from C3
g-Interferon Inflammatory cytokine released by activated T cells; potent activator of microglia and 
   leukocytes
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monocytes and dendritic cells into tissues based on interaction 
with the cognate receptor CCR2 on invading cells. Leukocytes 
that are observed in the postcapillary venules also express leu-
kocyte function-associated antigen 1 (LFA-1), a surface mol-
ecule, which gives activated leukocytes the ability to adhere 
to endothelial cells and migrate into CNS tissue. This binding 
involves a specific interaction between LFA-1 and intercellu-
lar adhesion molecule-1 (ICAM-1), an adhesion molecule that 
is up regulated on endothelial cells in areas of inflammation 
(McGeer and McGeer, 2003). Another molecule that is up regu-
lated in ALS tissue is matrix metalloproteinase-9 (MMP-9) (Lim 
et al., 1996). MMP-9 is a proteolytic enzyme that is released 
by leukocytes and reactive astrocytes to degrade proteins of the 
extracellular matrix and enhance the entry of leukocytes into 
areas of inflammation.

Prostaglandins represent inflammatory molecules with 
both pro-apoptotic and anti-apoptotic actions (Bezzi et al., 
1998; Kawamura et al., 1999). In the first step of prosta-
glandin production, membrane lipids are broken down by 
phospholipase A

2
 to arachidonic acid. Interestingly, phos-

pholipase A
2
 has been identified in activated glial cells in 

areas of neurodegeneration (Stephenson et al., 1999). Next, 
cyclooxygenase (COX) catalyzes the rate-limiting step of 
prostaglandin synthesis: the conversion of arachidonic acid 
to prostaglandin G2 (PGG2). Two distinct COX isoenzymes, 
COX-1 and COX-2, can mediate this reaction, and they are 
65% homologous. COX-1 is constitutively expressed in 
most tissues, and COX-2 is constitutively expressed in the 
kidney, stomach, and CNS. However, COX-2 expression is 
strongly inducible and can be significantly up regulated by 
several cellular factors, including multiple growth factors, 
interleukin-1β, tumor necrosis factor-α, lipopolysaccharide 
(LPS), phorbol ester, and elevated intracellular calcium 
concentration. A marked increase in COX-2 levels has been 
seen in ALS spinal cords, consistent with previous reports 
of increased levels of prostaglandin E

2
 (PGE

2
), a further 

product of prostaglandin synthesis (Almer et al., 2002). 
Both mRNA and protein levels of COX-2 were elevated in 
ALS spinal cords, and only in pathologically affected areas 
(Almer et al., 2001; Yasojima et al., 2001).

Additionally, immunoglobulin G (IgG) is present in motor 
neurons in ALS spinal cords, and also in pyramidal cells of 
the motor cortex (Engelhardt and Appel, 1990).

27.2.2. Animal Models

Transgenic mice (Gurney et al., 1994; Wong et al., 1995) 
and rats (Howland et al., 2002) over expressing mutant Cu2+/
Zn2+ superoxide dismutase 1 (mSOD1) develop a progressive 
motoneuron disease that resembles the clinical and pathologi-
cal features of human familial amyotrophic lateral sclerosis 
(ALS). However, the mechanisms by which mSOD1 causes 
selective motoneuron death are not clearly defined. Increasing 
evidence suggests that motoneuron degeneration in ALS is 
non-cell autonomous, i.e., non-neuronal cells contribute to the 

pathogenesis of ALS. Although intracellular accumulation of 
mSOD1 damages motoneurons in vitro (Durham et al., 1997) 
expression of mSOD1 either in astrocytes (Gong et al., 2000) 
or in neurons (Pramatarova et al., 2001; Lino et al., 2002) does 
not induce an ALS-like disease in mice. Elegant data from 
chimeric mice, using the original mSOD1 promoter, in the 
same genomic location, and with the same number of cop-
ies, suggest that mSOD1-overexpressing neurons surrounded 
by normal glia remained relatively intact, whereas normal 
neurons surrounded by mSOD1-overexpressing glia showed 
signs of injury (Clement et al., 2003).

This observation of non-cell autonomy raises the poten-
tial importance of non-neuronal cells such as innate immune 
microglia and adaptive immune lymphocytes in the pathogen-
esis of motoneuron injury in ALS.

At 40 days of age, a presymptomatic stage, spinal cord 
from mSOD1 transgenic mice has increased ICAM-1 expres-
sion, deposition of immunoglobulin G (IgG) within motor 
neuron cell bodies, and increased Fc receptor (FcR) expres-
sion on microglia (Alexianu et al., 2001). Activated microglia 
are present as early as 80 days of age, prior to evidence of 
motor weakness (Hall et al., 1998). In general, the development 
of these inflammatory changes precedes the onset of motor 
signs, and their increasing levels parallel disease progression. 
Multiple studies have confirmed an elevation of pro-inflammatory 
molecules in the presymptomatic mSOD1 mouse, including 
such mediators as TNF-α, COX-2, inducible nitric oxide 
synthase (iNOS), interleukin-1β, IL-1 receptor antagonist 
(IL1RA), CD86, CD200R, and growth-related oncogene- α, 
(Gro- α,) (Almer et al., 1999; Hensley et al., 2002; Yoshihara 
et al., 2002).

Evidence for neuroinflammation has also been found 
in other animal models of motor neuron degeneration. For 
example, microglial activation was observed in the Wobbler 
mouse, a finding that has been confirmed by several groups 
(Rathke-Hartlieb et al., 1999; Boillee et al., 2001). Elevated 
TNF- α levels were found in the brain and spinal cord of the 
mnd mouse (Ghezzi et al., 1998). It appears that these other 
murine models of motor neuron degeneration share some neu-
roinflammatory features with the mSOD1 model.

27.2.3. In Vitro Studies

To help define the interactions involving non-neuronal cells, 
such as microglia and astrocytes, we used primary MN cultures 
to investigate the effects of microglia activated by lipopolysac-
charide or IgG immune complexes from patients with amyo-
trophic lateral sclerosis (Zhao et al., 2004). Following activation, 
microglia induced MN injury, which was preventable by a 
microglial inducible nitric oxide synthetase (iNOS) inhibitor as 
well as by catalase or glutathione. Glutamate was also required 
to elicit MN injury, as evidenced by the finding that inhibition 
of the motoneuron AMPA/kainate receptor by CNQX prevented 
the toxic effects of activated microglia. In fact, peroxynitrite, a 
toxic product of nitric oxide metabolism, and glutamate were 
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synergistic in producing MN injury. The addition of astrocytes 
to cocultures of MN and activated microglia prevented MN 
injury by removing glutamate from the media. Such data sug-
gest that free radicals released from activated microglia may 
initiate MN injury by increasing the susceptibility of the MN 
AMPA/kainate receptor to the toxic effects of glutamate. A 
recently published novel experiment suggests that mSOD1 
released from motor neurons derived from transgenic mice 
could activate microglia, and, in turn, lead to motor neuron 
injury and cell death (Urushitani et al., 2006).

27.2.4. Conclusions

The cellular evidence for neuroinflammation in ALS consists 
of activated microglia, reactive astrocytes, macrophages, and 
a few T cells seen marginating along postcapillary venules. 
The biochemical evidence consists of the presence of cyto-
kines, chemokines, components of prostaglandin synthesis, 
and other pro-inflammatory molecules. In vitro data clearly 
document that immune/inflammatory constituents can medi-
ate cytotoxicity. In vivo data from animal models also provide 
evidence that glial cells, such as microglia, and infiltrating 
immune cells can mediate cytotoxicity. The role that these 
immune responses could play in mediating neuroprotection in 
ALS is presently being studied in animal model studies. How-
ever, it remains for translational research studies of human 
ALS to document that both neuroprotective and cytotoxic 
mechanisms are involved in the pathogenesis of ALS, and to 
harness such processes for therapeutic benefit.

27.3. The Failure of Immunosuppression 
in ALS

Immunosuppression with steroids, cyclophosphamide, plas-
mapheresis, and even total lymphoid irradiation have been 
reported to be ineffective in halting the progression of ALS 
(Brown et al., 1986; Drachman et al., 1994). Our own study 
with cyclosporine suggested a possible slowing of the course 
of ALS in a subpopulation of patients with no effect on the 
overall population (Appel et al., 1988). The major problem in 
that study was the toxic side effects of the immunosuppres-
sion, and the necessity for lowering medication doses to lev-
els, which failed to suppress the inflammatory responses in 
the CNS.

The fact that immunosuppressant therapy has not been 
proven to halt progression has been cited as evidence against 
an immune-mediated mechanism of motor neuron injury. 
However, several potential explanations for this lack of effi-
cacy could exist. Immune suppression may be too little and 
too late. By the time symptoms and signs appear, extensive 
CNS damage may already have occurred due to increased 
calcium and free radicals, and it may be difficult to stop the 
process that the immune reactivity initiated. Further, immuno-
suppression therapies may not adequately access the CNS and 

suppress the selective inflammatory reactions there, especially 
microglial responses and/or dendritic cells. Immunosup-
pression has similarly failed to ameliorate type-1 diabe-
tes or other immune mediated endocrinopathies without 
invalidating the important role of immune mechanisms 
in initiating those disorders. In addition, in chronic pro-
gressive multiple sclerosis, characterized by marked CNS 
immune/inflammatory lesions, immunosuppression is of 
limited value. Further, what initiates the disease may be 
different from what propagates the disease (increased cal-
cium, free radicals and glutamate) or administers the final 
cellular coup de grace (e.g. dendritic cells, T cells and/or 
activated microglia). Finally, if both cytotoxic and neuro-
protective mechanisms are being mediated by the immune 
system, then suppression of such immunity may suppress 
protective as well as toxic mechanisms.

Clearly, the death of neurons may no longer require the 
initial immune-mediated cell injury, but may result from 
alterations in intracellular calcium and free radicals through a 
number of processes, any of which may initiate an apoptotic 
cascade. Thus, the failure of immunosuppression does not, per 
se, invalidate the possible participation of immune/inflammatory 
mechanisms in the pathogenesis of motor neuron injury and 
death in ALS. Similarly, the lack of meaningful efficacy of 
drugs that target glutamate excitotoxicity (e.g. riluzole) does 
not negate the role of glutamate in the pathogenesis of motor 
neuron injury in ALS.

27.4. Evidence for a Role in Initiating 
Disease

The pathology of ALS suggests the activation of both innate 
and adaptive arms of the immune system, involving antigen 
capture and presentation, leukocyte migration and trafficking, 
and microglial activation. Whether these processes are suf-
ficient to initiate motor neuron injury in ALS is unknown, but 
early studies that searched for an initiating role of an immune 
response against “self” epitopes (autoimmunity) raised some 
intriguing possibilities (Appel et al., 1993). For example, an 
animal model of a primary, immune-mediated motor neu-
ron disease was developed by inoculating guinea pigs with 
bovine motor neurons. Clinical features of this experimental 
autoimmune motor neuron disease animal included muscle 
weakness, electrophysiologic and morphologic evidence of 
denervation, loss of motoneurons in the spinal cord, and 
clinical improvement with immunosuppression (Engelhardt 
et al., 1989; Engelhardt et al., 1990; Garcia et al., 1990; 
Tajti et al., 1991). These studies documented that a primary 
immune process is capable of initiating motor neuron disease, 
but it was still unknown whether autoimmunity was playing 
a role in ALS. Although the higher incidence of autoimmune 
diseases and paraproteinemias in ALS patients continues to 
suggest a link between dysimmunity or paraimmunity and motor 
neuron disease (Haverkamp et al., 1995; Gordon et al., 1997), the 



382 Ericka P. Simpson et al.

evidence that ALS is a primary, autoimmune disease remains 
circumstantial.

The possibility that ALS pathogenesis is initiated by a 
secondary immune response to a primary infectious agent 
has also been considered, especially in regards to viral expo-
sure. Studies attempting to detect viruses in ALS tissue have 
been unconvincing even with the application of sensitive 
detection techniques (Walker et al., 2001; Nix et al., 2004). 
Following the onset of the HIV/AIDS epidemic, renewed inter-
est arose with reports of several cases of HIV-associated motor 
neuron disease (Hoffman et al., 1985; Simpson and Tagliati 
1994; MacGowan et al., 2001; Moulignier et al., 2001). 
Compared to classic ALS, HIV-associated ALS occurs in 
younger patients, progresses more rapidly, and improves 
with antiretroviral therapy—this response suggests that HIV 
virus is the etiologic factor in motor neuron dysfunction in these 
cases. Further studies indicated that the HIV retrovirus infects 
and replicates within macrophage/microglia cell populations 
and seems to exert its neurotoxic effects indirectly via Tat, 
a transcriptional regulator viral protein. The Tat protein 
affects the functional state of infected microglial cells by 
stimulating them to secrete neurotoxic molecules, differ-
entially regulating chemokine expression within the brain, 
and disrupting pathways regulating intracellular calcium 
and ion channel expression (D’Aversa and Berman 2004). 
Both in vitro models and pathological studies suggest that 
the HIV-infected/activated microglia and macrophages may 
selectively damage susceptible neurons, leading to neuropa-
thology (Yi et al., 2004).

Additional support for an association between retroviruses, 
immune activation, and ALS is provided by a murine neuro-
tropic retrovirus, which can cause motor neuron degeneration 
in mice (Gardner et al., 1973), and the human T-cell lym-
photrophic virus type I (HTLV-1) retrovirus, which predomi-
nantly causes myelopathy/tropical spastic paraparesis but has 
caused an ALS-like syndrome in rare cases (Matsuzaki et al., 
2000). Based on this information, it has been proposed that an 
immune response directed against retroviral proteins induces 
a chronic neuroinflammatory state that leads to motor neuron 
degeneration. In accord with this, antibodies against HTLV-1 
viral proteins have been reported in some ALS patients, as 
well as increased reverse transcriptase activity in ALS sera 
(Ferrante et al., 1995; Andrews et al., 2000). Furthermore, 
this process may not even require infection and active rep-
lication by an exogenous retrovirus. A recent study showed 
that an immune response can be directed against retroviral 
proteins produced by activation of endogenous retrovirus 
sequences that are normally present in the human genome. In 
that study, the researchers reported that 56% of sporadic ALS 
patients had IgG antibodies reactive to a protein encoded by 
the endogenous retroviral sequence, HML-2/Herv-K, and that 
this immune response was identified in ALS patients more than 
five times as frequently as in Alzheimer’s disease or healthy 
controls (Hadlock et al., 2004). Together, these findings raise 
the possibility that the activation of endogenous retroviruses 

can perpetuate and drive ongoing inflammatory events, at least 
in a subset of ALS patients.

27.5. Evidence for a Role in Amplifying 
Disease

Although the evidence that CNS inflammatory events can initi-
ate disease is still questionable, a growing consensus among 
ALS researchers is that inflammatory cells and mediators play 
an integral role in affecting motor neuron survival. In addition 
to the activated microglia, dendritic cells, immunoglobulins, 
and inflammatory proteins mentioned earlier, we recently docu-
mented increased levels of monocyte chemoattractant protein-1 
(MCP-1 in ALS spinal cords (Henkel et al., 2004), and that the 
MCP-1 is expressed mainly by glial cells. MCP-1, a chemokine 
that attracts myeloid dendritic cells, macrophages, and activated 
T cells, is also elevated in the CSF and serum of ALS patients, 
compared to controls (Simpson et al., 2004; Wilms et al., 2003). 
This elevation may reflect a local inflammatory response that 
results in an active transmigration of cellular constituents from 
the periphery into the CNS. Overall, the presence of T cells, 
immunoglobulins, and dendritic cells suggests that the immune 
inflammatory response in ALS is involved in CNS tissue injury 
and likely, in repair.

27.6. Evidence for a Role in Repair 
and Protection

A traditional viewpoint has been that inflammatory cells and 
mediators are neurotoxic, and that inhibition of inflamma-
tion will delay or prevent neuronal loss. Indeed, therapeu-
tic trials of immunomodulatory agents in the mutant SOD1 
mouse has supported this concept (Kriz et al., 2002; Keep 
et al., 2001; Kirkinezos et al., 2004). However, neuroinflam-
mation is composed of multiple processes, working in series 
and parallel, which cumulatively can limit cellular injury 
and promote regeneration, or cause tissue damage and cell 
loss. An example of this is the dual role of prostaglandins, 
products of the COX-2 enzyme, in promoting either neuronal 
survival or apoptotic death. Determining factors may include 
the target cell and tissue environment, profile of specific 
prostaglandin(s), and the dose-dependent cellular response 
to the inflammatory mediators (Consilvio et al., 2004). In 
the mSOD1 mouse model, increases in COX-2 and PGE2 
parallel motor neuron loss, and selective inhibition prolongs 
survival (Almer et al., 2002; Pompl et al., 2003), implying 
that COX-2 activation contributes to neuronal degeneration. 
However, looking at the cellular constituents rather than the 
biochemical effectors involved may provide greater insight 
into these processes.

Microglia are able to respond promptly to signals of stress 
or injury originating within or outside the CNS and direct 
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their responses for purposes of tissue repair and activation of 
immune responses. This appears to be regulated by neuron-
astrocyte-microglia interactions which can either have stimulatory or 
inhibitory influences in shaping microglial and overall immune 
response (Aloisi, 2001). Further, microglia produce cytokines 
and molecules with both inflammatory (TNFα, IL-6, etc.) and 
anti-inflammatory (TGF-β, IL-10, neurotrophins, etc.) activity, 
and the balanced interplay between the two is crucial in the 
propagation or resolution of the inflammatory cascade (Aloisi 
et al., 2000; Tabakman et al., 2004). Certain factors, which may 
determine the outcome of this interplay, include the ability of 
microglia to function as antigen presenting cells, their interaction 
with antigen-specific T cells, the cytokine milieu, and their 
ability to sustain T cell growth. Although there is insufficient 
evidence to confirm that neuroinflammatory responses in ALS 
are also directed at repair, there is evidence from other CNS 
inflammatory models, which may provide direction in under-
standing the relevance of these processes in ALS.

In models of mechanical nerve injury, T lymphocytes have 
been shown to protect neurons, as evidenced by a greater 
loss of facial motoneurons after nerve transection in severe 
combined immunodeficient (scid) mice that lack T and B 
cells (Serpe et al., 1999). This protection is mediated by 
the T-cell generation of neurotrophic factors, such as brain-
derived neurotrophic factor (BDNF) and neurotrophin-3 
(NT-3) (Hammarberg et al., 2000). Furthermore, this neuro-
protective effect is significantly boosted by myelin-specific 
T cells (Kipnis and Schwartz, 2002). This suggests that the 
ability to withstand the consequences of CNS axonal injury 
is governed by the ability to mount an endogenous Th1 cell-
mediated protective response (Schwartz and Kipnis 2002). 
In animal models, this neuroprotective response can be 
achieved safely with low-affinity activation of T cells with 
synthetic altered myelin basic peptides, or copolymer, a 
synthetic compound of myelin basic protein (Angelov et al., 
2003; Kipnis and Schwartz, 2002; Monsonego et al., 2003). 
Importantly, the beneficial T cell-mediated effect is depen-
dent upon the early activation of microglia and their dif-
ferentiation into efficient, antigen presenting cells (Shaked 
et al., 2004). Furthermore, the beneficial reparative effects 
may be directly mediated by microglial or astroglial release 
of neurotrophic factors, and indirectly mediated by T cell or 
dendritic cell signaling to glia.

In ALS, it is unknown whether a significant neuropro-
tective immune response is present, or if it plays a role in 
determining populations at risk, disease onset, or rate of pro-
gression. Clearly, the potential roles of T cell-, dendritic cell-, 
and microglia-mediated neuroprotection in neurodegenerative 
disease, including ALS, may become future targets of therapy. 
Copolymer 1 has already been shown to delay disease onset, 
improve life span, and improve motor activity in the mSOD1 
mouse model (Angelov et al., 2003), and a phase I study of 
copolymer 1 has been studied for safety in the ALS popula-
tion (Gordon et al., 2006). However, a randomized, placebo 
controlled trial is required to determine therapeutic efficacy.

Summary

There has been a profound paradigm shift regarding the poten-
tial importance of neuroinflammation in ALS. Once viewed as 
an epiphenomenon of motor neuron degeneration, neuroinflam-
matory changes are now considered to play an integral role in 
disease pathogenesis. A better understanding of how the cellular 
and biochemical components of this response affect motor neu-
ron survival will enable us to develop new, immunomodulatory 
therapies. These novel therapies should be directed at amplify-
ing those pathways involved in neuroprotection, while down-
regulating cytotoxic pathways leading to motor neuron injury.
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Review Questions/Problems

1. Which of the following proposed pathogenic mecha-
nisms in ALS are considered mutually exclusive 
(present in isolation) of other proposed mechanisms of 
disease?

a. glutamate excitotoxicity
b. generation of free radicals
c. disrupted axoplasmic flow
d. altered calcium homeostasis
e. all of the above
f. none of the above

2. Which statement best describes the meaning of ‘non-cell 
autonomy’ when referring to the pathogenesis of ALS?

a.  The risk of developing ALS is independent of cellular 
factors, and is more dependent on environmental expo-
sures.

b.  The progression of disease in ALS is dependent upon 
therapeutic intervention and early detection

c.  Motor neuron injury is independent of interaction with 
other cell populations within the CNS

d.  Motor neuron injury is dependent on interaction with 
other affected cell populations within the CNS

3. Which line(s) of evidence from human studies support 
that the immune inflammatory response in ALS has a 
role in amplifying disease progression?

a.  Increased expression of myeloid dendritic cells mRNA 
transcripts in ALS spinal cord that correlates with a 
faster rate of progression

b.  Increased mRNA expressions of the chemokine MCP-1, 
and the cytokine macrophage-colony stimulating factor 
(M-CSF) in ALS spinal cord, which attracts and induces 
differentiation of monocytes and myeloid dendritic cells, 
respectively.
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c. Both a and b
d. Neither a or b

4.  Which line(s) of evidence from animal and in vitro stud-
ies support that the immune inflammatory response has 
a role in motoneuron injury?

a.  Studies from mSOD transgenic chimeric mice showing 
that mSOD expressing neurons that are surrounded by 
wild-type glial cells remain intact

b.  Motoneuron injury by activated microglia mediated by 
glutamate and peroxynitrite

c. Both a and b
d. Neither a or b

5.  The failure of immunosuppressive therapy in ALS is 
sufficient evidence that immune mediated mechanisms 
are not relevant to disease pathogenesis.

True/False

6. The higher incidence of autoimmune diseases and para-
proteinemias in ALS patients confirms that sporadic 
motor neuron disease is autoimmune in nature.

True/False

7. Association between viral infection and motor neuron 
disease is based upon cases of motor neuron disease 
due to retroviral infection (HIV, HTLV-1) and the 
presence of serum antibodies directed toward endog-
enous retroviral gene sequences in ALS patients.

True/False

8. In CNS injury, the neuroprotective response of activated 
T cells is dependent upon early activation and differen-
tiation of microglia into antigen presenting cells which 
release neurotrophic growth factors.

True/False

9. Although human and animal studies support a role for 
immune responses in ALS pathogenesis, which statement(s) 
are reasonable explanations for why immunosuppressive 
therapy has failed in treating ALS?

1.  Immune suppressive therapy is initiated beyond the point 
when motor neuron recovery and clinical improvement 
are possible.

2.  Inadequate access to or suppression of immune inflam-
matory cells in the CNS

3.  Suppression of both cytotoxic and protective immune 
mechanisms

4.  Immune inflammation does not contribute to ALS dis-
ease pathogenesis
a. 1, 2, 3
b. 1, 3
c. 2, 4
d. 4 only
e. All of the above

10. Which of the following patient variables are 
associated with a poor prognosis?

1. Older age of onset
2. Female gender
3. Bulbar onset
4. Sporadic form
 a. 1, 2, 3
 b. 1, 3
 c. 2, 4
 d. 4 only

11. Slurred speech, excessive salivation, and hoarseness 
may be the presenting feature in what percentage of 
ALS patients?

 a. 15%
 b. 25%
 c. 35%
 d. 45%

12. Cognitive dysfunction is not a typical feature of ALS.

True/False

13. A clinical diagnosis of ALS requires the demonstra-
tion of lower motor neuron involvement in which three 
areas?

 a.  upper extremity limb, eye muscles, and paraspinous 
muscles

 b. lower extremity limb, eye muscles, and tongue
 c. upper extremity limb, tongue, paraspinous muscles
 d. lower extremity limb, upper extremity, eye muscles

14. Studies of which disease have provided an increased 
understanding of the interactions between neurology 
and immunology?

 a. Mollaret’s Meningitis
 b. Guillan Barre Syndrome
 c. poliomyelitis
 d. multiple sclerosis

15. The presence of an increased number of dendritic cells 
in ALS tissues provides evidence for activation of an 
innate immune response.

True/False

16. The following molecules enhance the entry of leuko-
cytes from the periphery into areas of injury and have 
been observed in ALS tissues.

 a. MCP-1, LFA-1, ICAM-1, AND MMP-9
 b. COX-2, GFAP, ICAM-1 MMP-9
 c. M-CSF, MCP-1, COX-2, MMP-9
 d. COX-2, M-CSF, ICAM-1, MCP-1

17. MCP-1 is a chemokine, which attracts monocytes and 
myeloid dendritic cells to sites of injury or inflammation.

True/False
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18. In vitro, motor neuron injury is induced by exposure 
to activated microglia. Which microglial constituents 
initiate such injury?

1. kainite and IgG
 2. mSOD1 and peroxynitrite
 3. glutamate and IgG
 4. peroxynitrite and glutamate

 a. 1, 2, 3
 b. 1, 3
 c. 2, 4
 d. 4 only

19. The failure of immunosuppression to ameliorate type-
1diabetes or chronic progressive multiple sclerosis, 
predominantly immune mediated diseases, invalidates 
the role of immune mechanisms in initiating these dis-
orders.

True/False

20. Prostaglandins have a dual role in either promoting 
neuronal survival or apoptotic death. What factors 
may determine which role predominates in CNS injury 
or degeneration?

 1.  Target cell and tissue environment, degree of cellular 
response to the inflammatory mediators, and profile of 
specific prostaglandin(s)

 2.  Exposure to prostaglandin and cox-2 inhibitors, target 
cell and tissue environment, and profile of specific 
prostaglandins(s)

 a. both 1 and 2
 b. neither 1 or 2
 c. 1
 d. 2
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28.1. Introduction

Huntington’s disease (HD) is a familial and rare inher-
ited neurological disorder with a prevalence of 5–8 cases per 
100,000 worldwide. This makes HD the most common inher-
ited neurodegenerative disorder (Fahn, 2005). HD is passed 
from parent to child in autosomal dominant fashion. Each 
child of an HD parent has a 50% chance of inheriting HD. 
Both sexes are affected equally. It is amongst the first inherited 
genetic disorders where an accurate test is now available. The 
disease complex is ascribed to George Huntington who in 1872 
described the clinical and neurological manifestations. The 
neuronal degeneration causes uncontrolled and abnormal body 
movements called chorea, mental dysfunction, personality 
changes, and emotional disturbances. Neuropathologically, HD 
is associated with the death of GABAergic medium sized spiny 
projection neurons in the caudate nucleus and to neurons in 
other brain regions. The HD gene, huntingtin (htt), is located on 
the short arm of chromosome 4, contains N-terminal 18 amino 
acid-encoding open reading frame, followed by expanded CAG 
trinucleotide repeat which encodes variable length of poly glu-
tamine tract, and large C-terminal region (>3,100 amino acids). 
The length of the HD CAG repeats is the primary determinant 
of the age at which clinical symptoms will appear (Persichetti 
et al., 1994). Although it is commonly known that the HD 
polyglutamate tract leads to formation of intracellular inclu-
sions in cytoplasm and/or nucleus in a number of tested spe-
cies, the correlation of the inclusion with neurotoxicity has been 
extremely variable. However, the increased number of gluta-
mine is accompanied by the propensity of full-length htt protein 
to misfold and aggregate; therefore HD belongs to the class of 
protein misfolding/aggregation disorders. Early HD symptoms 
are seen in a person’s forties, but can occur at any age. Symp-
toms include mood swings, depression, irritability, difficulties 
in learning and remembering, and in decision making. As the 

disease progresses, concentration becomes difficult and daily 
tasks of maintaining one’s self are all but gone; also individuals 
have difficulty feeding and swallowing. Death in HD typically 
occurs around 15 years after motor onset due to complications 
of the disorder, such as aspiration pneumonia. Presymptomic 
testing is available for individuals who are at risk for carrying 
the HD gene. There is no known treatment that alters the course 
of the disease, but symptoms can be managed.

28.2. History

There are at least five reports predating the description of HD by 
George Huntington’s paper published in the Medical and Surgi-
cal Reporter on April 12, 1872 (reviewed by Bruyn and Went, 
1986). HD was recognized by Charles Waters in 1841 in a letter 
published by Dunglison in his “Practice of Medicine” and was 
suggested in the 1846 thesis presentation “On a Form of cho-
rea vulgarly called magrums” by Charles Gorman to the Jef-
ferson Medical College Commentary in 1908 (history reviewed 
in Harper, 1996). In 1860 Norwegian physician, Dr. Christian 
Lund wrote another HD report (Folstein, 1989; Harper, 1996). 
His paper described a hereditary form of St. Vitus Dance.

In 1983 the mutant gene was localized to the short arm of 
chromosome 4 (Gusella et al., 1983). Subsequent predictive 
value required the acquisition of both parent’s DNA for eval-
uation (Gusella et al., 1983, 1984; Wexler et al., 1985). 
A major breakthrough came in 1993 with gene discovery—
IT15 (Interesting Transcript 15). It was found to be an expan-
sion of a CAG (Cytosine Adenosine Guanine) trinucleotide 
repeat, which codes for glutamine, at 4p16.3 (Huntington’s 
Disease Collaborative Research Group, 1993; Ross, 1995; 
Zoghi and Orr, 2000). A major contribution to the localization 
and isolation of the gene was from the “Venezuela Project,” 
a comprehensive study of family clusters of HD that has been 
ongoing for more than four decades (Folstein, 1989; Harper, 
1996). Since discovery of the gene, research on the etiology, 
pathophysiology, biochemistry, polyglutamine toxicity, and 
potential therapies has greatly intensified.
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28.3. Epidemiology

HD involves all ethnic groups and is most frequent in patients 
of Caucasian descent (Harper, 1996). Transmission of the 
genetic defect that causes HD came to North America was 
probably through the seafaring colonial powers—England, 
France, Netherlands, Portugal and Spain—in the seven-
teenth and eighteenth centuries and then throughout the world 
(Hayden, 1981; Folstein, 1989). Various migration patterns 
are certainly a major factor in the appearance of the disease 
in South Africa and Australia (Folstein, 1989; Goldberg et al., 
1996). On the other hand, HD is rare in Japan (approximately 
10% of the prevalence in the United States) and in African 
blacks (in contrast to American blacks and mixed races) (Fol-
stein, 1989; Harper, 1996). Significant foci of families have 
been noted in Britain, Canada, Sweden, Venezuela, and the 
United States (Hayden, 1981; Folstein, 1989). Special mention 
should be made of the Venezuelan occurrence around Lake 
Maracaibo and the important role of those studies in mapping 
and isolating the gene for HD (Bruyn and Went, 1986).

28.4. Genetics

The HD gene, Htt, was first discovered in 1983 (Gusella et al., 
1983), due to and the link between the disease development 
and the number of CAG repeats (HD Collaborative Research 

Group, 1993; Ranen et al. 1995; Margolis and Ross, 2001). 
The gene contains 67 exons and encodes the protein Htt, 
which is about 350 kDa long, contains 3,144 amino acids, and 
has no homology with other known proteins (Huntington’s 
Disease Collaborative Group, 1993; Margolis and Ross, 2001). 
Normal Htt contains less than 29 trinucleotide repeats. In most 
patients with HD, Htt gene contains more than 35 repeats of 
polyglutamine (polyQ) sequence (Ranen et al. 1995; Rubin-
sztein et al., 1996; Margolis and Ross, 2001; Fahn, 2005) and 
has 100% penetrance. There is an intermediate group of CAG 
repeat lengths, 29–35, for which penetrance rates have been 
difficult to establish due to their infrequent occurrence. HD 
is a member of the polyglutamine disorders characterized by 
an unstable CAG trinucleotede repeat including SCA 1,2,3, 
Machado-Joseph disease, (MJO), 6, 7, 12, 17, dentatorubral-
pallidoluysian atrophy (DRPLA), Spinobulbar muscular atro-
phy (SBMA), and Kennedy’s disease (Rubinsztein, 2002) 
(Figure 28.1).

By 1986, it was noted that patients with a clinical onset prior 
to age 20 had a preponderant inheritance from affected fathers 
(Harper, 1996; Fahn, 2005). In those patients with onset prior 
to 10 years, the incidence approaches 100% (Hayden, 1981). 
The CAG repeats were found to be unstable in gametes and 
with high repeat trinucleotide lengths (Riley and Lang, 1991; 
Duyao et al., 1993; Fahn, 2005). The instability in sperm DNA 
may explain the increased number of repeats in successive 
generations of male derived offspring—“anticipation” (Duyao 

Figure 28.1. Protein context of the polyglutamine expansion determines which neuronal cell populations are the most vulnerable. Shown is 
the location of the polymorphic polyglutamine tract in nine different protein contexts (drawn to scale) that, when expanded, causes the spe-
cific loss of neurons from different brain regions and lead to distinct inherited neurodegenerative disorders [cited from Gusella and Macdonald 
(2006). Huntington’s disease: seeing the pathogenic process through a genetic lens. Trends Biochem Sci 31, 533–40 (2006) with permission 
from Elsevier].
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et al., 1993; Andrew et al., 1993; Ranen et al. 1995; Harper, 
1996; Margolis and Ross, 2001; Fahn, 2005). Affected females 
tend to transmit approximately the same number of repeats 
(that is, there is an equal probability of increased or decreased 
repeats); whereas, males tend to transmit a greater (rather than 
lower) number of repeats (Duyao et al., 1993; Margolis and 
Ross, 2001; Fahn, 2005). The length of the repeat contributes 
to the age of onset of symptoms: the greater the number of 
repeats, the earlier the age of onset (Figure 28.2) (Rubinsz-
tein, 2002). This applies equally to male and female offspring 
(Harper, 1996; Fahn, 2005). Most adult-onset patients carry 
40–50 CAG repeats, whereas greater than 55–60 CAG repeats 
are more likely to express the juvenile form of HD (Rubinsz-
tein, 2002; Fahn, 2005). The numbers of spontaneous muta-
tions appears to be somewhat greater than initially anticipated, 
based on increased identification of sporadic cases through 
DNA analysis (Riley and Lang, 1991; Fahn, 2005).

Homozygotes and heterozygotes have a similar age of onset, 
though the former, which are very rare, generally experience 
a much more fulminant course, reflecting a double dose of the 
abnormal trinucleotide expansion (Harper, 1996; Fahn, 2005). 
It has not been fully determined that longer repeat patients 
have a greater rate of progression, though postmortem studies 
show a greater degree of pathological changes (Kieburtz et al., 
1994; Furtado et al., 1996).

28.5. Pathology

The hallmark of HD pathology is the striking regional 
atrophy and neuronal loss in the striatum (caudate nucleus 
and putamen) (Roos, 1986; Margolis and Ross, 2001). 
Macroscopically the brain shows atrophy, predominant in 
the striatum, with marked ventricular dilatation, and approx-
imately 25–30% decrease in brain weight (Margolis and 
Ross, 2001). White matter and cortical atrophy are evident 
in more advanced cases.

Microscopically there is selective loss of small-medium-
sized spiny type II neurons with relative sparing of the large 
neurons of the striatum (Hayden, 1981; Roos, 1986; Margo-
lis and Ross, 2001). There is an associated variable degree 
of gliosis (Roos, 1986). The earliest and most severe loss is 
in dorsal and medial regions with progressive severe loss 
of neurons to the ventral and lateral regions (Harper, 1996; 
Margolis and Ross, 2001). Other regions of the basal ganglia 
and areas of the thalamus, cerebellum, brainstem, and spinal 
cord are affected to a lesser degree (Roos, 1986). The cerebral 
cortex is also affected, especially the large pyramidal neurons 
in layers III, V and VI (Roos, 1986; Harper, 1996; Margolis 
and Ross, 2001).

Striatal atrophy is progressive and may be so severe as to 
leave the striatum devoid of any cells. In a study comprising 
154 HD patients, a classification of pathologic severity was 
developed based on the degree of striatal cell loss (Vonsattel 
et al., 1985). Those patients with greater neurodegenerative 
changes tend to have more severe clinical disease and earlier 
age of onset as well as a larger number of trinucleotide repeats 
(Myers et al., 1988; Furtado et al., 1996; Fahn, 2005). Some 
surviving neurons show evidence of regeneration in dendrites 
while other neurons are selectively spared (Graveland et al., 
1985; Ferrante et al., 1985). The major losses of cortical neu-
rons are those, which project to the thalamus and striatum 
[superior regions of cortical layer VI; (Margolis and Ross, 
2001)]. There is no close correlation between the degree of 
striatal degeneration and cortical neuronal loss and as such 
neuropathogenic events may not be wholly secondary to ret-
rograde degeneration (Margolis and Ross, 2001). Analysis of 
postmortem human HD brain tissue using antibodies directed 
at the N-terminus of Htt shows intranuclear inclusions in neu-
rons but not glia, most abundant in cortical layers III, V, and 
VI, and the medium spiny neurons (MSNs) of the striatum. 
The density of the inclusions correlates with the length of 
the CAG repeat. However, the inclusions cannot be identified 
by antibodies directed at internal epitopes of Htt but can be 
detected (both in full-length wild type and mutated Htt) by 
immunoflourescence and biochemical fractionation (Margolis 
and Ross, 2001; Truant, 2003). This suggests that the com-
plete protein may be misfolded in the nucleus as inclusions. 
Similar inclusions have been detected in transgenic mouse 
models of HD (Davies et al., 1997; Rubinsztein, 2002). 
Biochemically, the striatal loss correlates with decreased 
concentrations of gamma-aminobutyric acid (GABA), glutamic 

Figure 28.2. Correlation of HD CAG-repeat length with age at onset. 
Best-fit curves for age at neurological onset (red) and duration 
of disease from onset to death (blue), plotted against CAG-repeat 
length for the expanded mutant allele from Huntington disease (HD) 
patients. Age at onset is strongly correlated with the CAG-repeat 
length (r2 = 0.54; p < 0.001), whereas duration of disease shows 
no correlation with the CAG-repeat length, suggesting that factors 
independent of the original trigger of pathogenesis predominate after 
onset of HD to determine rate of progression [cited from Gusella and 
Macdonald (2006). ME. Huntington’s disease: seeing the pathogenic 
process through a genetic lens. Trends Biochem Sci 31, 533–40 
(2006) with permission from Elsevier].
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acid decarboxylase (GAD), enkephalin, and substance P 
(Hayden, 1981; Roos, 1986; Martin and Gusella, 1986). There 
is relative sparing of cholinergic and somatostain striatal inter-
neurons (Fahn, 2005) but decreased acetylcholine (Ach) and 
dopamine (DA) receptors in the striatum (Folstein, 1989). 
This probably results in decreased DA inhibition, increased 
DA and tyrosine hydroxylase (T-OH) in the substantia nigra, 
and decreased binding of GABA in the striatum (Roos, 1986; 
Martin and Gusella, 1986; Folstein, 1989). Neuropeptide Y 
and somatostatin are increased with relative sparing of their 
cells of origin in the nucleus accumbens and ventral striatum 
(Roos, 1986; Martin and Gusella, 1986; Harper, 1996).

N-methyl-D-aspartate receptors (NMDAR) are severely 
reduced in the striatum and cerebral cortex, suggesting an 
excitotoxic mechanism for the pathogenesis of HD (Fol-
stein, 1989; DiFiglia, 1990; Fahn, 2005). This is based on 
the observation that infusion into the brain of glutamate-
receptor agonists induces neuronal death and disease man-
ifestations similar to HD (Beal et al., 1986; Vonsattel and 
DiFiglia, 1998; Bates et al., 2002). Deficits in mitochondrial 
metabolism were reported in the brains of patients with HD 
providing another disease hypothesis (Beal, 1998). Cas-
pases, proteases known to be involved in apoptotic cell death 
are increased in HD, and may participate in neurodegenera-
tive activities (Wellington et al., 1998; Ona et al., 1999;). Htt 
sequester proteins such as transcription factors, heat-shock 
proteins, and proteasome subunits may affect the functions 
of a number of normal neuronal proteins (Davies et al., 1997; 
Ross et al., 2003).

28.6. Clinical Course

28.6.1. Natural History

Huntington’s disease, an autosomal dominant disease affect-
ing males and females equally, is characterized by a triad of 
major clinical findings: abnormal involuntary movements, 
personality/behavioral disorder, and cognitive deterioration 
to dementia (Bruyn and Went, 1986; Folstein, 1989; Harper, 
1996; Hayden and Leavitt, 2000; Fahn, 2005). Difficulties in 
diagnosis arise when there is sporadic disease or an incomplete 
family history (i.e. adoption or family separation). Though the 
general age of onset is between 35–45 years (mean age of 40) 
the range may be from children to the 80s (5% before age 20 
and 5% after age 60) (Bruyn and Went, 1986; Folstein, 1989; 
Riley and Lang, 1991; Hayden and Leavitt, 2000; Margolis 
and Ross, 2001). Duration of disease usually approximates 15 
years (14–20) (Bruyn and Went, 1986; Martin and Gusella, 
1986; Harper, 1996). The symptoms may arise almost simul-
taneously or be spread over years. The behavioral features 
may be present for years and not considered pathologic prior 
to the appearance of cognitive decline motor abnormalities. 
Often the initially noted features are motor—typically of the 
hyperkinetic involuntary type, choreatic or myoclonic jerking 

movements, with “cover-up” attempts by the patient to reduce 
attention to the movement from observers (Bruyn and Went, 
1986; Fahn, 2005). The initial onset may be general clumsi-
ness, motor impersistance (the inability to continue an ongo-
ing movement), awkward gait, dropping things, or movements 
resembling tics. These movements may later progress to overt 
chorea, myoclonus, dystaxia, and ceaseless writhing, twitch-
ing or uncoordinated movements (Bruyn and Went, 1986; 
Martin and Gusella, 1986; Harper, 1996). Sensation is usually 
not involved (Hayden and Leavitt, 2000; Fahn, 2005).

The ocular, orofacial, and speech abnormalities may 
begin with incomplete saccades and difficulty in visual 
tracking (Bruyn and Went, 1986). Facial movements 
include appearances of whistling, blowing out of cheeks, 
facial grimacing, or protruding tongue for a brief period 
(Harper, 1996; Fahn, 2005). Speech may be altered by 
abnormalities of oropharyngeal muscles as in repetition 
of brief sounds (Bruyn and Went, 1986; Folstein, 1989; 
Hayden and Leavitt, 2000). The more obvious movements 
may be difficult to separate from other movements as bal-
lism, tardive dyskinesia, or athetosis (Bruyn and Went, 
1986). The association with varied stereotyped movements 
as chorea, myoclonus, general clumsiness, and ataxia help 
define the situation. Initially the movements are mistaken 
for tics but the random appearance of chorea is the most 
striking movement abnormality (Bruyn and Went, 1986; 
Fahn, 2005) with quick brief movements of proximal, dis-
tal, or trunkal muscles. There is gradual development of 
an awkward, arrhythmic—almost “dancing”—broad-based 
gait and inability to hold a steady course, lurching to either 
side with loss of tandem gait (Bruyn and Went, 1986; 
Hayden and Leavitt, 2000; Fahn, 2005). When attempting 
to maintain a sustained grip, there are sustained contrac-
tions interrupted by sudden relaxations or pauses (“milk-
ing grip”) (Bruyn and Went, 1986). Ultimately there may 
be increased tone and even signs of pyramidal dysfunction 
with clonus and extensor plantar responses, progressing to 
loss or diminution of choreiform movements and progres-
sion to rigidity and dystonia (Folstein, 1989; Hayden and 
Leavitt, 2000). Terminally patients become incontinent of 
bowel and bladder and bedridden, unable to perform most 
aspects of self-care. A disparity may exist in the clinical 
picture of HD between children and adults (Bruyn and 
Went, 1986; Hayden and Leavitt, 2000). The juvenile form 
(Westphal variant, occurring in 5% of patients) is charac-
terized by a fulminate course, rigidity and dystonia pro-
gressing to akinesia (Bruyn and Went, 1986). Seizures 
are common, occurring in more than one-third of younger 
patients. There is more frequent oculomotor involvement 
and more rapid decline in cognition (Bruyn and Went, 
1986; Hayden and Leavitt, 2000). Chorea is uncommon 
(Rubinsztein, 2002). Death is usually due to aspiration and 
respiratory failure. Suicide may be more common in HD 
at all age groups (Bruyn and Went, 1986; Folstein, 1989; 
Hayden and Leavitt, 2000; Harper, 1996; Fahn, 2005).
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28.6.2. Personality—Behavioral Disorder

Onset of behavioral changes may be quite subtle and dif-
ficult to recognize. Time of onset is even more difficult to 
place. Changes may be interpreted as a reaction to ongo-
ing symptoms but gradually become more overt. In con-
trast to earlier beliefs that the majority of these behaviors 
were reactive, more detailed studies have shown these to 
be distinct neurochemical disorders (Folstein, 1989; Mar-
golis and Ross, 2001). The neurobehavioral disorder has 
been broadly categorized into abnormalities of arousal, 
attention, affect, perception, cognition, and personality. 
Depression, often with progression to frank psychosis, is a 
more common presentation. There is an initial decrease in 
interest, lateness at work, taking longer to complete tasks, 
and withdrawal from family and social interactions (Martin 
and Gusella, 1986; Folstein, 1989; Goldberg et al., 1996; 
Hayden and Leavitt, 2000). Irritability, abrupt behaviors 
and, infrequently, aggressive behaviors are seen (Folstein, 
1989; Fahn, 2005). Short temper and tendency to overt 
obsessive-compulsive behaviors may exist (Bruyn and 
Went, 1986; Margolis and Ross, 2001). Both apathy and 
irritability may occur together. Frank psychotic behavior 
resembling schizophrenia with prominent delusions, hal-
lucinations, and paranoid ideation may occur (Bruyn and 
Went, 1986; Folstein, 1989; Hayden and Leavitt, 2000; 
Margolis and Ross, 2001; Fahn, 2005). The psychologic 
manifestations may respond to specific anti-psychotic, anti-
depressant or anti-anxiety agents, but there is no treatment 
to slow the progression of the behavioral changes. Sexual 
function may be diminished, at times with complaints of 
impotence. More rarely aggressive sexual behavior occurs 
(Folstein, 1989). Hospitalization may be necessary because 
of progressive behavior changes, debilitation, and an inabil-
ity to provide adequate home care (Bruyn and Went, 1986; 
Fahn, 2005; Folstein, 1989).

28.6.3. Cognitive Deterioration

Though often intertwined with behavioral aspects, cogni-
tive decline is generally similar to that of the dementias 
and more difficult to characterize as a distinct diagnostic 
pattern (Fisher et al. 1983). There is early memory impair-
ment, errors in judgment, poor arithmetic skills, and general 
mental slowing. Problem solving becomes more difficult, 
job performance deteriorates, and household responsibili-
ties are unfulfilled. There may be language deficits with 
or without evidence of aphasia (Folstein, 1989). Despite 
the cognitive progression, perceptive functions remain gen-
erally intact (Bruyn and Went 1986; Martin and Gusella, 
1986; Folstein, 1989; Harper, 1996; Margolis and Ross, 
2001; Fahn, 2005). Visual memory may be retained until 
late in the disease. Finally patients may become mute, 
verbally unresponsive, and progressively apathetic, with a 
more global rather than subcortical dementia (Bruyn and 
Went, 1986; Folstein, 1989).

28.6.4. Laboratory

Computerized tomography (CT) or magnetic resonance 
imaging (MRI) demonstrate enlarged ventricles and usually 
a striking shrinkage of the caudate nuclei in their ventral 
paraventricular location, resulting in characteristic ventricular 
widening in the area of the caudate atrophy. Recent MRI scans 
of preclinical subjects with HD gene expansions, demonstrate 
a significant rate of atrophy years prior to their predicted 
clinical onset (Aylward et al., 2004).

Single photon emission tomography (SPECT) demonstrates 
reduced blood flow in the area of the caudate and putamen (Harper, 
1996). Positron emission tomography (PET) shows reduced glu-
cose metabolism in the striatum (Folstein, 1989; Harper, 1996; 
Fahn, 2005). Functional MRI (fMRI) shows reduced subcortical 
(region of caudate and thalamus) participation in a time-discrimi-
nation task in preclinical HD subjects (Paulson et al., 2004).

Genetic testing for the HD gene is now widely available to 
confirm or deny suspected diagnosis. Special care and genetic 
counseling by knowledgeable and experienced specialists is 
a crucial component of the testing process. Genetic testing, 
though relatively straightforward (The World Federation of 
Neurology Research Group on Huntington’s Disease, 1993), 
carries a number of potential problems (Creighton et al., 
2003). When a result of CAG expansion is in the intermediate 
range, the test should always be repeated. More importantly, 
there should be careful screening prior to any testing (Inter-
national Huntington Association and the World Federation of 
Neurology Research Group on Huntington’s Chorea, 1994). 
How the disease is inherited need to be made very clear. 
Further, genetic counseling before and after testing must be 
offered and required prior to further considerations (Folstein, 
1989; Riley and Lang, 1991; Fahn, 2005). Psychiatric and/or 
psychological evaluations should be strongly considered (Fol-
stein, 1989). Legal, ethical and emotional issues are major 
considerations for predictive testing and should be performed 
by well-trained and experienced groups. Early knowledge of 
the disease is also important in regards to treatments as thera-
peutic trials are being performed in presymptomatic patients 
as well as those already affected (Hersh, 2003; Taylor, 2004).

28.6.5. Diagnosis

The clinical picture is usually the earliest tool for diagnosis 
in the adult. A detailed family history, clinical triad, and clear 
imaging often establish the diagnosis. Gene testing offers the 
most accurate diagnosis. In the absence of confirmatory gene 
testing, a differential diagnosis list may need to be consid-
ered. HD is a CAG trinucleotide repeat disease in a family 
of similarly derived diseases including Machado-Joseph dis-
ease (SCA-3), a number of spino-cerebellar ataxias (Gusella 
et al., 1984; Wexler et al., 1985; Bruyn and Went, 1986; 
Duyao et al., 1993; Harper, 1996; Fahn, 2005). Kennedy’s 
disease, and dentatorubral-pallidoluysian atrophy (DRPLA) 
(Folstein, 1989; Ravikumar et al., 2003). There are a number 
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of HD-like diseases that ultimately require gene testing for 
differentiation, including DRPLA in the group manifesting 
chorea (Harper, 1996; Margolis and Ross, 2001; Fahn, 2005). 
Neuroacanthocytosis can be difficult to distinguish from HD 
but atypical retinitis pigmentosa, peripheral neuropathy and 
the abnormal RBC can be helpful (Fahn, 2005). Adult HD 
patients may experience seizures early in the disease (Bruyn 
and Went, 1986). All of the Htt polyglutamine expansion dis-
eases share the characteristics of ataxia and varying degrees 
of dementia (Harper, 1996; Margolis and Ross, 2001). Other 
trinucleotide repeats, i.e. CTG repeat in HDL2, may share 
phenotytic expressions (Fahn, 2005).

Sydenham’s chorea occurs at an earlier age than adult onset 
chorea in HD, is self-limited in its course, and lacks other 
HD characteristics. Choreiform movements may also occur 
in systemic lupus erythematosis, tardive dyskinesia, and the 
dyskinesias due to levodopa toxicity in Parkinson’s disease. 
Brain imaging may be very helpful in these circumstances 
(Osborn, 1994). Creutzfelt-Jakob disease can show myoclo-
nus and dementia over a relatively rapid period, while multi-
system atrophy may present a complicated array of symptoms, 
though autonomic abnormalities generally appear quite early. 
The dementias pose a differential problem early on. Alzheimer 
patients are usually devoid of motor abnormalities, and lan-
guage difficulties may help differentiate the diagnosis. Sub-
cortical dementias may pose a problem early but should be 
differentiated with imaging and progression of the disease. 
The fronto-temporal dementias may manifest with very early, 
almost isolated, language deficits.

28.6.6. Treatment

Treatment at present is only symptomatic. Appropriate drugs 
for depression, agitation, irritability, anxiety, or frank psy-
chosis may manage the psychiatric and psychological prob-
lems. The motor difficulties may be more complicated and 
harder to control. Muscle relaxants of central origin and 
GABAergic medications have not proven to be overly helpful. 
Neuroleptic agents may partially control the chorea but may 
cause tardive dyskinesia or enhance cognitive dysfunction in 
sedated patients.

28.7. Mechanisms of Cell Death

28.7.1. Neurotoxicity

Neurotoxicity in HD has long been thought to reflect a “gain 
of function” effect of the mutation (i.e. gain of a toxic function 
by the affected protein, rather than loss of a normal function), 
leading to excessive neuroexcitation and cell death (Hayden, 
1981; Bruyn and Went, 1986; Harper, 1996; Hayden and 
Leavitt, 2000). Other mechanisms, either related or coincident 
with neuroexitotoxicity, have been explored since the discov-
ery of the HD gene (Hayden, 1981; Hayden and Leavitt, 2000; 
Raymond, 2003). Much of this exploration has involved the 

availability of animal, cell, and neurotoxic models as well 
as transgenic models (Rubinsztein, 2002; Raymond, 2003; 
Wellington and Hayden, 2003; Fahn, 2005). Examples of neu-
rotoxic models used to define pathogenesis, mechanisms, and 
potential therapeutic interventions include quinolinic (Beal et 
al., 1989) or kainic (McGeer and McGeer, 1976) acid injec-
tions into the striatum, or peripheral injections of 3-nitropro-
pionic acid (Beal et al., 1993) in attempts to produce aspects 
of HD (Margolis and Ross, 2001; Raymond, 2003). The 
resultant toxicities provided the first evidence suggesting a 
pathogenic role for excitotoxicity (Margolis and Ross, 2001; 
Raymond, 2003). Both produced death of medium spiny neu-
rons (MSNs), sparing the large aspiny interneurons in the 
striatum (Coyle and Schwartz, 1976; McGeer and McGeer, 
1976; Margolis and Ross, 2001; Raymond, 2003). In addition, 
chronic MSN loss induced by 3-nitropropionic acid mitochon-
drial toxicity is attenuated by NMDAR antagonists (Beal et 
al., 1993; Raymond, 2003). The results suggest that excessive 
NMDAR activity with mitochondrial dysfunction may play a 
major role in striatal MSN death in HD (Margolis and Ross, 
2001; Raymond, 2003).

The biochemical loss of GABAergic projection MSNs with 
preservation of the large aspiny interneurons containing acetyl-
cholinesterase or nitric oxide synthase (NOS), neuropeptide Y 
and somatostatin is the pattern seen in HD (Ferrante et al., 1985, 
1987; Graveland et al., 1985; Margolis and Ross, 2001). These 
neurotoxic experiments also suggest involvement of metabolic 
pathways with free radical damage that promote apoptotic 
progression to cell death triggered by caspase activation and 
altered GAPDH (glyceraldehyde-3-phosphate dehydrogenase) 
function (Utz and Anderson, 2000; Wolozin and Behl, 2000; 
Margolis and Ross, 2001). Free radical tissue damage plays an 
important role for other CNS diseases, including amyotrophic 
lateral sclerosis and Parkinson’s disease (Facchinetti et al., 
1998). Evidence of mitochondrial dysfunction and free radical 
activation has been found in human HD brain tissue (Browne 
et al., 1997; Koroshetz et al., 1997).

28.7.2. Biological Function of Htt

Htt protein is composed largely of convective HEAT repeats, 
which are around 38 amino acid degenerate motifs named for 
their presence in Htt, Elongation factor 3, protein phosphotase 
2A regulatory subunit A, and target of rapamycin 1 (TOR1) 
(Andrade and Bork, 1995). Based on the HEAT structure, htt 
has been suggested to function as a scaffold, organizing mem-
bers of dynamic complexes for transport and/or transcriptional 
activity. In addition to the HEAT motifs, many polyQ-con-
taining proteins seem to play a role in protein-protein inter-
actions and regulation of neurogenesis, suggesting that the 
polyQ regions could be sites for transcriptional alteration 
(Davies et al., 1997; Margolis et al., 1997; Margolis and Ross, 
2001; Sawa et al., 2005). Normal Htt may actually have some 
anti-apoptotic function, in that reduced levels may contribute 
to neuronal degeneration (Rigamonti et al. 2000; Leavitt 
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et al., 2001; McMurray, 2001; Wellington et al., 2002). The htt 
interaction with specific regulators must at least in part occur 
in the nucleus, and then also plays a role in nuclear entry (Ross, 
1997; Margolis and Ross, 2001; Luthi-Carter and Cha, 2003; 
Truant, 2003). Normally htt is present in cytoplasm with only a 
small fraction present in the nucleus, in contrast to the disease 
state (Davies et al., 1997; Di Figlia et al., 1997; Kegel et al., 
2002; Luthi-Carter et al., 2003; Truant, 2003). The interaction 
of transcription-linked proteins and DNA sequences as well 
as the possible role of mutant htt has been extensively stud-
ied (Landles and Bates, 2004). Of the transcription pathways 
that are affected in HD, the cAMP-responsive element (CRE)- 

and the specificity protein 1 (SP1)-mediated pathways are the 
most extensively studied. This owes to their involvement in 
the expression of gene needed for neuronal survival. Numer-
ous accounts have shown that transcriptional factors such as 
p53, CREB-binding protein (CBP), SP1, and TATA-binding 
protein (TBP) can be sequestered into intranuclear aggregates, 
thus reinforcing the hypothesis of a role of transcriptional 
dysregulation in HD. Also, the accumulation of chaperones, 
proteasomes, and ubiquitin in polyQ aggregates suggests that 
insufficient protein folding and degradation are implicated in 
the HD pathogenesis (Sakahira et al, 2002; Ciechanover and 
Brundin, 2003) (Figure 28.3).

Figure 28.3. HD pathogenesis. The molecular chaperones (Hsp70 and Hsp40) promote the folding of newly synthesized htt into a native 
structure. Wild-type htt is predominantly cytoplasmic and probably functions in vesicle transport, cytoskeletal anchoring, clathrin-mediated 
endocytosis, neuronal transport or postsynaptic signaling. Htt may be transported into the nucleus and have a role in transcriptional regulation 
(1). Chaperones can facilitate the recognition of abnormal proteins, promoting either their refolding, or ubiquitination (Ub) and subsequent 
degradation by the 26S proteasome. The HD mutation induces conformational changes and is likely to cause the abnormal folding of htt, 
which, if not corrected by chaperones, leads to the accumulation of misfolded htt in the cytoplasm (2). Alternatively, mutant htt might also 
be proteolytically cleaved, giving rise to amino-terminal fragments that form β-sheet structures (3). Ultimately, toxicity might be elicited by 
mutant full-length htt or by cleaved N-terminal fragments, which may form soluble monomers, oligomers or large insoluble aggregates. In 
the cytoplasm, mutant forms of htt may impair the ubiquitin–proteasome system (UPS), leading to the accumulation of more proteins that 
are misfolded (4). These toxic proteins might also impair normal vesicle transport and clathrin-mediated endocytosis. Also, the presence of 
mutant htt could activate proapoptotic proteins directly or indirectly by mitochondrial damage, leading to greater cellular toxicity and other 
deleterious effects (5). In an effort to protect itself, the cell accumulates toxic fragments into ubiquitinated cytoplasmic perinuclear aggre-
gates (6). In addition, mutant htt can be translocated into thenucleus to form nuclear inclusions, which may disrupt transcription and the UPS 
(7) [cited from Landles C and Bates GP. Huntingtin and the molecular pathogenesis of Huntington’s disease. Fourth in molecular medicine 
review series. EMBO Rep 5, 958–63 (2004). Reprinted with permission from Nature Publishing Group].
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Nuclear localization of htt fragments probably represents a 
downstream effect of proteolysis (Wellington and Hayden, 
2003; Truant, 2003). Htt is a substrate for a number of 
proteases including caspases, calpains and aspartyl endo-
peptidases (Kim et al., 2001; Gafni and Ellerby, 2002; 
Wellington et al., 2002; Raymond, 2003; Wellington and 
Hayden, 2003), having 600 potential cleavage sites at the 
extreme amino terminal (Huntington’s Disease Collabora-
tive Research Group, 1993; Wellington and Hayden, 2003). 
Fragments of normal htt (including polyQ fragments of 
less than 29 repeats) are probably cleared by the ubiquitin-
proteasome system. In contrast, the large expanded polyQ 
leads ultimately to cytoplasmic and nuclear aggregates (Ver-
hoef et al., 2002; Ravikumar et al., 2003; Wellington et al., 
2003).

28.7.3. Polyglutamine Tract/Htt Misfolding 
and Neurotoxicity

The toxic effect of HD polyglutamine tract has most often 
been studied within small N-terminal fragments of mutant 
htt (Beal et al., 1989; Davies et al., 1997; Di Figlia et al., 
1997; Ravikumar et al., 2003; Raymond, 2003; Wellington 
and Hayden, 2003). However, the correlation of inclusions 
with cellular toxicity has been extremely variable, with some 
studies reporting toxic effects and others reporting protective 
effects (Bates and Hockly, 2003; Ross and Poirier, 2005). 
Both wild type and mutant htt fragments accumulate abnor-
mally in the nucleus in HD brain and model systems early in 
the disease (Davies et al., 1997; Ross, 1997). Using various 
mouse model systems, it was shown that decreases in various 
mRNAs were due to an effect of the polyQ expansions, since it 
did not occur in transgenic mice carrying a normal polyQ tract 
(Mangiarini et al., 1996). This opened a number of potential 
pathways for HD-related pathologic changes and generated 
even more interest in HD brain and model systems transcrip-
tion. Using microarray techniques and comparing changes in 
different transcriptional models and gene expression, at least 
some of the changes in transcription were found to be related 
to htt N-terminal fragments (Mangiarini et al., 1996; Steffan 
et al., 2000; Chan et al., 2002). In some of these strains, N-
terminal fragments of mutant htt showed diminished expres-
sion of nerve growth factor receptor and deficits in neurite 
outgrowth (Li et al., 1999; Chan et al., 2002; Luthi-Carter et 
al., 2003). Changes were also noted in transcription factors in 
the cell models (Li et al, 1999; Luthi-Carter and Cha, 2003). 
There are interactions between htt and a number of polyglu-
tamine-rich transcription factors as well as with transcription 
regulators (Nucifora et al., 2001; Luthi-Carter and Cha, 2003; 
Bae et al., 2005).

While soluble, mutant protein forms of htt can be 
degraded by proteosomes, the more stable insoluble aggre-
gated forms tend to be more resistant (Verhoef et al., 2002; 
Ravikumar et al., 2003). In keeping with proteosomal 
resistance of aggregated mutant htt, its accumulation may 

impair proteosomal function ultimately leading to cellu-
lar toxicity (Verhoef et al., 2002; Ravikumar et al., 2003) 
(Figure 28.3). Autophagy (process of bulk degradation of 
cytoplasmic proteins and damaged organelles) is probably 
the preferred route for clearance of aggregate-prone protein 
(Ravikumar et al., 2003). Increased endosomal-lysosomal-
like organelles and vesicular bodies are seen in HD patients 
and transgenic mice (Ravikumar et al., 2003, Davies et al., 
1997). The degradation of proteins by the ubiquitin-proteo-
some/autophagy-lysosome network does not affect nuclear 
protein since this system remains limited to the cytoplasm 
(Wellington and Hayden, 2003).

Proteosomal dysfunction leads to endoplasmic reticulum 
stress, which activates apoptotic signals, which in turn are 
activated by mutant polyQ expansions (Figure 28.3). Insulin 
growth factor-1 (IGF-1)/Akt pathway, as well as brain 
derived neurotrophic factor (BDNF), and ciliary neuro-
trophic factor (CNTF), block polyQ-htt-induced cell death 
(Humbert and Saudau, 2003; Saudou et al., 1998). IGF-1/
Akt acts by phosphorylation of htt resulting in reduction of 
polyQ-htt-induced toxicity and thus is a potential therapeu-
tic site. However, IGF-1/Akt activity induces cell prolif-
eration, suggesting the need for a modified form (Humbert 
and Saudau, 2003). The data suggest that mutant polyQ 
Htt toxicity results from a series of events, some occur-
ring simultaneously, leading to cell death in the targeted 
striatal neurons (Harper, 1996; Davies et al., 1997; Hayden 
and Leavitt 2000; Humbert and Saudau, 2003; Schil-
ling and Borshelt, 2003; Truant, 2003; van Raamsdonk et 
al., 2005). Though the exact cause of cell death remains 
unclear, mitochondrial dysfunction must play a crucial role 
(Margolis and Ross, 2001; Ravikumar et al., 2003; Beal, 
2005). A reasonable model was suggested with proteolysis 
initiating toxicity with production of N-terminal fragments 
of mutant htt and subsequent cascade of events in cyto-
plasm, nucleus and cell processes (Harper, 1996; Ross et 
al., 1998; Hayden and Leavitt, 2000; Margolis and Ross, 
2001; Hersh, 2003; Raymond, 2003). These include ini-
tial proteolysis, followed by ubiquitinization, autophagy, 
interruption of gene transcription and regulation, aggregate 
deposition, mitochondrial dysfunction, and further caspase 
activation leading to apoptotic cell death, occurring both 
sequentially and simultaneously (Ross et al., 1998; Margolis 
and Ross, 2001).

28.7.4. Htt Oligomer as Potential Pathogenic 
Form of HD Neurotoxicity

As described in the clinical course, neither the progression 
nor the duration of illness after neurological onset is strongly 
correlated with CAG length. The fact that the disease pro-
cess triggered in HD is different from that triggered in other 
polyQ disorders indicates that some aspect of structure, 
binding partners, subcellular localization, or activity of htt is 
crucial to this specificity in neuropathology. As expression 
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of full-length mutant htt occurs throughout life and precedes 
the detection of N-terminal polyQ fragment in HD patients, 
it is possible that pathogenesis is triggered via novel prop-
erty conferred on the htt protein. As an example, htt misfold-
ing and oligomer formation triggered by the aggregation of 
the expanded polyQ has been proposed as a potential mecha-
nism of htt dysfunction. This is supported by recent studies 
demonstrating the interaction of htt with a hetero-oligomeric 
chaperonin TriCcan prevents the aggregation and neurotoxicity 
of htt (Behrends et al., 2006; Tam et al., 2006). Short G-rich 
oligonucleotides, capable of adopting a G-quarted confor-
mation, can also inhibit htt aggregation and neurotoxicity in 
vitro (Skogen et al., 2006). Thus, inhibition of htt misfolding 
may be a potential therapeutic venue for the treatment of HD 
in the future.

28.8. Glial Inflammation in HD

The neuroimmunological studies on HD are limited. How-
ever, PET imaging of HD gene carriers with a specific 
tracer for microglia, C-(R)-PK11195, specifically detected 
increased microglial accumulation in striatum in presymp-
tomatic stage as compared to age-matched non-carrier con-
trols (Tai et al., 2007). C-(R)-PK11195 is a radioligand 
for mitochondria peripheral benzodiazepeine binding sites 
(PBBS), and its binding in striatum is also strongly correlated 
with severerity in postsymptomatic HD stages (Pavese et al., 
2006). Although this could reflect the microglial accumula-
tion after the neuronal cell death in striatum for the clearance 
of damaged tissue, these report suggest that microglial accu-
mulation can be used as a presymptomatic diagnosis of the 
disease for earlier treatment. In terms of immunotherapy on 
HD, preclinical studies have not been promising. NSAIDs, 
such as cerecoxib and refecoxib, have shown either no or 
detrimental effects on the transgenic mouse models of HD 
(Norflus et al., 2004; Schilling et al., 2004). Minocycline, an 
anti-inflammatory tetracycline analog extensively tested in 
multiple neurodegenerative disorder animal models, showed 
no effect on HD mouse models (Mievis et al., 2007). These 
studies suggest that glial inflammation can be monitored as 
one of the earliest sign of neurodegeneration, but may not be 
a likely target of HD treatment.

28.9. Preclinical Studies

Presently, trials involve an attempt to interrupt the pathways 
described above—proteolysis, caspase/calpain cleavage, 
nuclear entry, transcription disruption, growth factor recep-
tor inhibition, mitochondrial dysfunction, ubiquitin and autophagy 
dysfunction, and aggregate disposition (Marx, 2005). Many 
of the trials include pre-symptomatic gene carriers, at-risk 
for the disease, demonstrating a need for reliable markers of 
disease progression. A full understanding of pathogenesis is 

not necessarily required to begin therapeutic trials (Feigin and 
Zgalijardic, 2002; Hersh, 2003).

An understanding of the involved pathways outlined 
above provides multiple therapeutic targets. Interruption 
or alteration of these toxic pathways may slow the progres-
sion or delay the onset of clinical HD (McMurray, 2001). In 
transgenic animals various agents have been shown to inhibit 
caspases, depress aggregate formation, enhance normal cell 
functions, or combat oxidative stress (Rubinsztein, 2002). 
Glutamate receptor antagonists, antioxidants, and neuro-
trophic factors are examples of potential therapies to slow 
the course of HD. Altering dysfunction in one area may alter 
the course in other pathways since they are all interdepen-
dent to some extent (Marx, 2005).

Transgenic animals, cell systems, and micro array tech-
niques demonstrate a large number of potential agents for 
human trials. Some of these have already been tested in 
humans with mixed reuslts—riluzole, coenzyme Q10, rema-
cemide, minocycline, and 10-ethyl-10-deaza-aminopterin 
(Schilling and Borshelt, 2003; Feigin et al., 2006). Com-
pounds in ongoing trials include: creatine (an endogenous 
substrate for creatine kinases) (Tabrizi et al., 2005), cystamine 
(decreases tranglutaminase activity) (Hersh, 2003; Schilling 
and Borshelt, 2003), amantidine (a noncompetitive NMDAR 
antagonist) (Hersh, 2003), memantine (an NMDA receptor 
antagonist) (Beister et al., 2004), clioquinol (a metal-binding 
compound) (Nguyen et al., 2005), rapamycin (an autophagy 
inducer) (Berger et al., 2006), and Congo red (protein aggre-
gation inhibitor). Neurotrophic factors (BDNF) and IV infu-
sion of stem cells are among others (Feigin and Zgalijardic, 
2002; Bates and Hockly, 2003; Hersh, 2003; Schilling and 
Borshelt, 2003; Lee et al., 2005). Other candidate compounds 
include: interleukin-6, adenosine A2A antagonists, dichloro-
acetate, lipoic acid, lithum and celestrol (Margolis and Ross, 
2001; Feigin and Zgalijardic, 2002; Bates and Hockly, 2003; 
Hersh, 2003; Schilling and Borshelt, 2003).

Summary

Huntington’s disease is an autosomal dominant neurological 
disorder involving the expansion of polyglutamine tract. 
However, the genetic evidence has indicated that the initial 
triggering event in the HD pathogenic process occurs at the 
level of the full-length protein rather than small fragments 
which appear only later in the disorder. This triggers progres-
sive alterations in cell function that occurs simultaneously, 
including aggregation of mutant protein in both cytoplasm 
and nucleus. Following discovery of the mutant gene in 1983, 
relatively rapid progress has been made with the advent of 
promising pharmacotherapy to alter disease progression. 
Though the exact pathogenesis remains unknown, a number 
of pathologic pathways have been investigated revealing mul-
tiple potential therapeutic targets that may alter the course of 
HD, or delay its onset.
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Review Questions/Problems

1.  Huntington’s disease is a familial and rare inherited 
neurological disorder affecting up to:

 a. 8 people per 100,000
 b. 1 per 20,000 people of Western European decent
 c.  1 per one million in people of Asian and African descent
 d. All of the above

2.  What is true about the national history and epidemiology 
of HD?

 a. Men are affected more than woman.
 b.  It is an inherited genetic disorder where an accurate test 

is not available.
 c.  Description of the disease complex was ascribed to 

Frederick Huntington in 1972.
 d. All of the above.
 e. None of the above

3. The following is known about the pathogenesis of HD

 a.  The genetic mutation that causes HD was discovered in 1993.
 b.  The mechanism by which mutant Htt causes neuronal 

dysfunction is well known.
 c.  Excitotoxicity has been proposed as a pathogenic 

mechanism, on the basis of the observation that infusion 
of glutamate-receptor agonists into the brain leads to 
neuronal death and a phenotype similar to HD.

 d.  Mitochondrial dysfunction is another leading hypothesis 
for HAD pathogenesis

 e. All of the above
 f. a, c and d only

4. The genetic defect responsible for HD is

 a.  A small sequence of DNA on chromosome 4 in which 
several base pairs are repeated many, many times.

 b.  The normal gene has three DNA bases, composed of the 
sequence CAG.

 c.  In people with HD, the sequence abnormally repeats 
itself dozens of times.

 d.  Over time—and with each successive generations—the 
number of CAG diminishes.

 e. All and above
 f. a, b, and c only

5.  HD involves all ethnic groups and is most frequent in 
patients of Caucasian descent.

 True/False

6.  The hallmark of HD pathology is the regional atrophy 
and neuronal loss in the brain stem.

 True/False

7. A triad of major clinical finding characterizes disease: 
abnormal involuntary movements, personality/behavioral 
disorders, and cognitive deterioration.
True/False

8.  Ocular, orofacial and speech abnormalities are not part 
of the HD disease complex.

 True/False
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29.1. Introduction and History of Prion 
Diseases

The modern history of the prion diseases is one of novel 
microbes, anthropological intrigue, and food safety mishaps. 
The prion diseases, also called the transmissible spongiform 
encephalopathies, are fatal neurodegenerative diseases that can 
be sporadic, inherited, or acquired. These multiple origins are 
unique among human disease. The basis of all prion diseases is 
the misfolding of the host prion protein into the disease-specific 
prion protein conformation, called PrPSc. Transmission of PrPSc 
into naïve hosts can lead to additional prion protein misfold-
ing and induction of neurodegenerative disease. Hence, prion 
diseases are transmissible but are caused by a novel pathogen 
that lacks a prion-specific nucleic acid genome.

In the 1950s Carleton Gajdusek, an American physician, 
was attracted to the highlands of New Guinea by reports of a 
mysterious condition called kuru that was ravaging the Fore 
stone-age tribes. Kuru primarily afflicts woman and young 
children and victims succumb to neurological illness that 
includes shivering and twitching but rapidly progresses to 
ataxia, paralysis, and eventually death. Gajdusek was perplexed 
as to the cause of kuru and it was the observation of William 
Hadlow, a veterinary pathologist, which led to the recognition 
of the human prion diseases. Hadlow observed the striking 
similarity in neuropathology between scrapie, a transmissible 
disease in sheep, and kuru and reasoned that if kuru and scra-
pie are similar diseases, then kuru should be transmissible to 
non-human primates (Hadlow, 1959). Gajdusek inoculated 
kuru into chimpanzees and transmitted neurological disease 
(Gajdusek et al., 1966). Once the infectious etiology of kuru 
was established, transmission of kuru was linked to ritualistic 
endocannibalism among the Fore people. Shortly afterwards, 

Gajdusek reported transmission of sporadic Creutzfeldt-Jakob 
disease (CJD), a neurological disease first described in the 
1920s, to chimpanzees and they developed neuropathology 
characteristic of the prion diseases, which includes neuronal 
loss, spongiform changes, and astrogliosis. These pioneering 
studies established that kuru and CJD, which were thought to 
be unrelated diseases of unknown etiology, belong to the same 
group of human transmissible spongiform encephalopathies. 
Gajdusek received the Nobel Prize in Physiology or Medicine 
in 1976 for his work on human prion diseases.

Although the human and animal prion diseases were known 
to be transmitted by an infectious agent, the unusual resis-
tance of these agents to chemical and physical inactivation 
was perplexing and led to theories that they were caused 
by an unconventional slow virus. In 1982, Stanley Prusiner 
reported that scrapie in sheep was caused by prions, which 
were defined as infectious proteinaceous particles that are 
devoid of a nucleic acid (Prusiner, 1982). This hypothesis was 
met with immense skepticism from the scientific community 
since it challenged the central principle of molecular biology 
that genetic information flows from DNA to RNA to protein. 
However, Prusiner, and others, were able to build upon this 
theory and his pioneering work was also recognized with a 
Nobel Prize in Physiology or Medicine in 1997.

Another bizarre chapter in prion diseases began in the mid-
1980s with the identification of bovine spongiform encepha-
lopathy (BSE) in cattle. This prion disease was transmitted by 
industrial cannibalism in which livestock feed was supplemented 
with meat and bone meal that was unknowingly derived from 
prion-infected sources, most likely from scrapie-infected sheep. 
BSE peaked at over 35,000 cases a year in the United Kingdom 
in the early 1990s but the prevalence has been greatly reduced 
by the removal of ruminant-derived protein sources in livestock 
feed. However, the BSE agent is a highly pathogenic strain of 
prion and is the causative agent for a new human prion disease 
called variant CJD (Will et al., 1996).

The human prion diseases include CJD, kuru, Gerstmann-
Straussler-Scheinker (GSS), and fatal insomnia, which can be 
classified into three groups based on etiology (Table 29.1).
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29.2. Prion Protein Gene and Gene 
Products

29.2.1. Prion Protein Gene and PrPc

The prion protein is a normal cellular membrane protein that is 
expressed at high levels in the nervous system, testis, muscle, 
some hemapoetic cells, and follicular dendritic cells (reviewed 
by Makrinou et al., 2002). In humans the prion protein is 
encoded by a single copy gene, which is called PRNP and is 
located on chromosome 20. As illustrated in Figure 29.1A, 
PRNP has two exons and a single intron that span about 15 kb; 
exon 2 contains the prion protein coding sequence (reviewed 
by Makrinou et al., 2002). In the PRNP coding region there are 
a large number of pathogenic mutations that are linked to, or 
have been associated with, the familial prion diseases (Figure 
29.1B) (reviewed by Kong et al., 2003). Polymorphisms are 
also present and the one at codon 129 (methionine or valine) 
plays an important role in determining susceptibility, clinical 
phenotype or disease duration in the prion diseases.

The cellular form of the prion protein, called PrPC, is 
synthesized as a 253 amino acid precursor protein in humans 
(Figure 29.1B) (Prusiner, 1991). The N-terminal 22 amino acid 
residues serve as the signal peptide that allows insertion of the 
nascent PrPC peptide into the secretory pathway during bio-
synthesis. The C-terminal 22 amino acid residues are involved 
in the covalent addition of the glycosylphosphatidylino-
sitol (GPI) moiety to serine at amino acid 231 (i.e., Ser231). 
The GPI anchor tethers PrPC to the extracellular side of the 
plasma membrane. PrPC has two N-linked glycosylation sites 
(Asn181 and Asn197) that are the sites of attachment of complex 

carbohydrates. There are three major PrPC glycoforms that 
are defined by the number of N-linked carbohydrate moieties; 
these are referred to as diglycosylated, monoglycosylated, and 
nonglycosylated forms (Figure 29.2). The N-terminal region 
of PrPC has five octapeptide repeats that bind metal ions 
(e.g., copper, zinc) but the structure of this domain is unde-
fined, while the C-terminal portion consists of three α-helical 
and two short β-sheet domains (Figure 29.1B). The cellular 
function(s) of PrPC is diverse and it has been implicated 
in neurogenesis and differentiation (Steele et al., 2006), 
hematopoetic stem cell self renewal (Zhang et al., 2006), metal 
ion transportation (Wong et al., 2001), antioxidant activity, 
signal transduction, apoptosis, and sleep regulation (Tobler 
et al., 1996; Lasmezas, 2003).

29.2.2. The Protein-Only Hypothesis 
for the Prion Diseases

Identification of the infectious agent causing prion diseases 
has been controversial due to its small size and resistance 
to procedures that inactivate most microorganisms as well 
as nucleic acids. Extensive efforts to detect a prion-specific 
small virus or nucleic acid genome have been unsuccessful 
(Safar et al., 2005). In contrast, procedures that destroy pro-
teins also inactivate prion infectivity. Despite much debate, it 
is generally agreed that prion diseases are caused by prions, 
which are defined as proteinaceous infectious particles that 
lack a nucleic acid genome (Prusiner, 1991). The protein-only 
hypothesis states that the infectious agent is a misfolded form 
of PrPC that is called PrPSc, the “Sc” refers to scrapie. PrPSc has 
distinct biochemical properties from PrPC that include partial 
resistance to degradation by proteolytic enzymes, insolubility 
in detergents, and aggregation into linear fibrils. The basis for 
these unusual features of PrPSc is a conformational conversion 
of α-helical to β-sheet conformation. Replication of the prion 
agent has been postulated to occur by a protein self-assembly 
mechanism by which the abnormal PrPSc fibril can convert the 
monomeric PrPC into a subunit of the growing PrPSc fibril 
(Jarrett and Lansbury, 1993).

Although the scientific community was initially skeptical 
of the prion hypothesis, in the past twenty years several key 
experiments have demonstrated support for this novel concept. 
PrP null mice, in which the endogenous prion protein gene has 
been removed, do not demonstrate the ability to produce 
PrPSc and prion infectivity nor do they develop prion disease 
when inoculated with the scrapie agent (Sailer et al., 1994). 
Additional studies used transgenic mouse models in which the 
prion protein transgene corresponds to a mutation common 
in Gerstmann-Straussler-Scheinker disease (GSS), a proline 
to leucine mutation at codon 102 (i.e., P102L). These trans-
genic P102L mice spontaneously develop prion disease and 
the neuropathology is characterized by PrPSc amyloid plaques, 
which are similar to plaques found in GSS patients (Hsiao et 
al., 1990). This classic study demonstrated that mutations in 
PRNP are directly linked to the human prion diseases. Another 

Table 29.1. Origin and prevalence of the human prion diseases.

Human prion disease (percent) Prevalence Origin (Distribution)

Sporadic (85–90%)
Creutzfeldt- Jakob Disease 1 in 106 per year Spontaneous (worldwide)
Fatal insomnia 9 cases Spontaneous
Familial (10–15%)
Creutzfeldt-Jakob disease  
E200K-129M 3–5%* Germ line mutation in 
   PRNP
All other families 97 families Germ line mutations/
   insertions in PRNP
Fatal familial insomnia 30 families Germ line mutation in 
   PRNP
Gerstmann-Straussler- 72 families Germ line mutations/
Scheinker   insertions in PRNP
Acquired (~1%)  
Variant CJD 200 cases BSE infection (UK, 
   Europe)
Iatrogenic CJD 405 cases Medical practices 
   (France, Japan, US)
Kuru ~2700 cases Cannibalism (Papua New 
   Guinea)

* Percent of all human prion diseases based upon epidemiological data from 
Italy and Japan.
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Figure 29.1. Diagram of the PRNP gene and the PrP protein. (A) The prion protein gene and mRNA. The PrP ORF is located within exon 2 
and is highlighted in green. (B) The PrP protein linear map with posttranslational modifications, polymorphisms, and pathogenic mutations 
(modified from Figure 29.2 in Kong et al. 2003). The numbers indicate the amino acid residue position in the prion protein and the single 
letter designation for amino acids is used to denote polymorphisms and mutations. The signal peptides at the amino and carboxyl terminus 
are indicated in green and orange, respectively. The octapeptide repeats are indicated by grey boxes, while the three α-helices and two short 
β-sheets are indicated by pale blue and red boxes, respectively. Mutations linked to the human prion diseases are illustrated in red type above 
the PrP map while normal polymorphisms are indicated below. The arrowhead at amino acid 90 indicates the major cleavage site for protein-
ase K, which degrades the N-terminal portion of PrPSc. The two N-linked carbohydrate groups (CHO) and disulfide linkage (-S-S-) are also 
illustrated.

important proof of the prion hypothesis was the in vitro production 
of prion infectivity following conversion of noninfectious 
recombinant mouse PrPC into an aggregated fibrillar complex 
that has a rich β-sheet conformation (Legname et al., 2004).

29.2.3. Molecular Classification of PrPsc 
in Human Prion Diseases

Biochemical characterization of PrPSc reveals heterogeneity in 
the polypeptide patterns among the human prion diseases and 
this has been useful for the molecular classification of PrPSc 
(reviewed by Gambetti et al., 2003). Limited proteinase K 

digestion of PrPSc removes a ~7 kDa N-terminal fragment but 
leaves intact a protease-resistant PrPSc core. Typically, there 
are three protease-resistant polypeptide fragments, referred 
to as glycoforms, which differ in molecular weight by the addi-
tion of zero, one, or two N-linked carbohydrate groups (Figure 
29.2). Among the human prion diseases, PrPSc polypeptide 
fragments can vary in number (typically 1 to 3), molecular 
weight, and the ratio of the three glycoforms. Based on these 
criteria, PrPSc is classified into three operational groups called 
type 1, type 2 (a and b), and GSS-type (Table 29.2, Figure 
29.2). Type 1 PrPSc is found in the majority of sporadic CJD 
(sCJD) cases, some familial CJD (fCJD) cases, and at small 
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Table 29.2. Classification of PrPSc types in human prion diseases.

 N-terminus,  C-terminus,  Nonglycosylated
PrPSc Type* amino acid amino acid PrPSc, kDa

Type 1 ~82 231 ~21
Type 2 ~97 231 ~19
GSS-type 74–90 147–153 7–8

* After limited proteolytic digestion with proteinase K.

Figure 29.2. Schematic diagram of PrPSc types found in human prion diseases. The three major prion protein polypeptide glycoforms are 
illustrated on SDS-PAGE (lane 1). The relative amount of each PrP polypeptide in relation to the other glycoforms is indicated by the shading 
intensity of each band. The molecular weight of the major nonglycosylated PrPSc polypeptide band is indicated in kilodaltons (kDa). PrPSc 
types are defined after limited digestion with proteinase K (PK), which removes the N-terminal portion of the prion protein (lanes 2 to 5). 
PrPSc subtypes are defined by the molecular weight of the nonglycosylated PrPSc polypeptide and the ratio of the three PrPSc glycoforms. 
This is one criterion that is used for the molecular classification of the human prion diseases. In type 1 PrPSc there is an additional 12-13 kDa 
polypeptide.

amounts in all CJD cases (Yull et al., 2006). The type 2a PrPSc 
is associated with a minority of sCJD cases, sporadic fatal 
insomnia (sFI) and some fCJD cases. Many sCJD patients 
(20% or more) possess both type 1 and type 2 PrPSc. In vCJD, 
PrPSc polypeptides have a similar molecular weight as found 
in type 2a PrPSc but the ratio of the three PrPSc glycoforms 
are different. Therefore, vCJD is referred to as type 2b PrPSc 
(Figure 29.2). In GSS, a 7–8 kDa PrPSc polypeptide is referred 
to as GSS-type PrPSc and it is only found in GSS cases.

29.3. Epidemiology and Clinical Features 
of Human Prion Diseases

The human prion diseases are rare but fatal neurodegenerative 
diseases that have long incubation periods ranging from years 
to decades. The clinical course is progressive and exhibits a 
complex neurological pattern that also can last from months 
to years. Presenting symptoms vary depending on the type of 
human prion disease, but most will display cognitive, motor, 
and behavioral deficits during the clinical phase. Some of the 
prion diseases target to specific brain regions while others 
have a widespread distribution in the brain. The incubation 

time, age at onset of clinical symptoms, and disease duration 
is variable among the human prion diseases and there is 
often overlap in these features among the major types of 
human prion diseases (Table 29.1).

29.3.1. Sporadic Human Prion Diseases

Sporadic CJD is the most common human prion disease and 
accounts for 85–90% of all human cases (reviewed by Gam-
betti et al., 2003). Sporadic prion diseases are associated with 
type 1, type 2a (sCJD), or a mixture of type 1 and type 2 PrPSc. 
sCJD can be further classified into five subtypes based on a 
combination of molecular, clinical and pathological features 
including 1) the genotype at codon 129 of PRNP (Methionine 
or Valine) and 2) the type of protease resistant PrPSc fragments 
(1 or 2). These subtypes are designated sCJDMM1/sCJDMV1, 
sCJDMM2, sCJDVV1, sCJDVV2, and sCJDMV2. These five 
subtypes of sCJD are associated with distinct clinical and/or 
pathological characteristics (Parchi et al., 1999; reviewed by 
Gambetti et al., 2003). In addition to clinical symptoms, 
periodic sharp wave (PSW) complexes on electroencepha-
logram (EEG), MRI (hyperintense signal), and the presence 
of 14–3–3 protein in cerebral spinal fluid (CSF) are useful 
diagnostic markers for CJD.

The sCJDMM1/sCJDMV1 subtype displays either MM or 
MV at PrP codon 129 and type 1 PrPSc. It is the most common 
subtype and accounts for 60–70% of all sporadic human prion 
disease. This sCJD subtype has a mean age at clinical onset of 
65 years of age and the mean duration of clinical symptoms 
prior to death is approximately four months. The symptoms at 
clinical presentation can include cognitive impairment, widened 
gait or ataxia, behavioral signs (including depression, anxiety, 



29. Prion Diseases 407

psychosis), and vision defects. Myoclonus and pyramidal signs 
develop at later stages of clinical disease. PSW complexes on 
EEG are present in the majority (~80%) of subjects within three 
months of clinical onset. Protein 14–3–3 in CSF is found in 
95% of cases. Therefore, concurrent PSW and 14–3–3 positive 
CSF are often used as a diagnostic marker for sCJD.

The sCJDVV2 subtype has a VV at PrP codon 129 and 
type 2 PrPSc. It is the second most common form of sCJD and 
accounts for ~16% of all sporadic human prion disease. The 
mean age at onset is 60 years and the mean duration of the 
clinical phase is six months. Ataxia is the most common pre-
senting symptom for this subtype. At later stages, dementia 
almost always develops and is accompanied by myoclonus 
and pyramidal signs. PSW on EEG is rare and CSF 14–3–3 is 
positive in ~80% of cases.

The sCJDMV2 subtype has MV at PrP codon 129 and type 
2 PrPSc, and it represents ~9% of the sporadic cases. This sub-
type has a phenotype very similar to that of sCJDVV2 except 
for a longer clinical phase before death (mean of 17 months), 
greater involvement of cognitive and mental symptoms at ear-
lier stages, and frequent aphasia and apraxia at later stages.

The sCJDMM2 subtype has MM at PrP codon 129 and type 
2 PrPSc, and it accounts for 2–8% of the sporadic cases. The 
mean age at onset is 65 years and the mean clinical duration is 
16 months. Cognitive impairment is the universal presenting 
symptom and is sometimes accompanied by aphasia. At later 
stages, myoclonus and pyramidal signs, and sometimes Par-
kinsonism, apraxia, and seizures, develop. There is no PSW 
on EEG while CSF 14–3–3 is positive in most cases.

The sCJDVV1 subtype has VV at PrP codon 129 and type 1 
PrPSc, and it accounts for 1% of the sporadic cases. The mean 
age at onset is 39 years and the mean clinical duration is 15 
months. This younger age of clinical onset is unusual for a 
sporadic human prion disease and more closely resembles the 
age of onset that is characteristic in vCJD. This subtype shows 
dementia at the early clinical stages and is followed by myoc-
lonus and pyramidal signs. There is no PSW on EEG and the 
CSF 14–3–3 is positive in all cases tested.

In sporadic fatal insomnia (sFI) there is MM at PrP codon 
129 and type 2 PrPSc. sFI accounts for ~2% of the sporadic 
cases and the phenotype is similar to that of inheritable FFI, 
which is characterized by insomnia, but visual signs, cogni-
tive impairment, and motor signs are also common. The mean 
age at onset is 50 years with a mean clinical duration of 24 
months.

29.3.2. Familial Human Prion Diseases

The familial prion diseases are inherited in an autosomal 
dominant manner and account for 10–15% of all human prion 
disease. They include familial CJD (fCJD), GSS, and fatal 
familial insomnia (FFI) (reviewed by Gambetti et al., 2003 and 
by Kong et al., 2003). The familial prion diseases are caused 
by pathogenic mutations in the PRNP coding sequence. To 
date, these include 24 mis-sense mutations that result in amino 

acid changes, 2 nonsense mutations that result in premature 
stop codons, and about 30 insertion or deletions that lead to 
changes in the octapeptide repeat number (Figure 29.1B). 
There are 16 polymorphic sites in PRNP (Figure 29.1B). The 
most important polymorphism is at codon 129, which affects 
the clinical symptoms in cis to the mutant allele and modifies 
the age of onset and disease duration in trans to the mutant 
allele (reviewed by Kong et al., 2003).

There are eleven mutations in PRNP that have been linked 
to fCJD and these include D187N, V180I, T183A, T188A, 
E196K, E200K, V203I, H208R, V210I, E211Q, and M232R 
(Figure 29.1B). In fCJD the disease phenotype is often similar 
to that found in sCJD, but there can be heterogeneity between 
individuals carrying different or even the same PRNP muta-
tion. This is illustrated in the most common fCJD cases, which 
is caused by an E200K amino acid substitution in the prion 
protein. Some individuals with the E200K genotype have a 
methionine at codon 129 on the mutant allele (i.e., fCJDE200K-

129M) and a type 1 PrPSc, while others with the same E200K 
mutation have a valine at codon 129 (i.e., fCJDE200K-129V) and 
a type 2 PrPSc. In fCJDE200K-129M, the mean age at onset is 58 
years and the average clinical duration is 6 months. Symptoms 
at clinical onset include cognitive and mental impairment that 
is often accompanied by cerebellar signs and sometimes by 
visual symptoms and myoclonus. Later in the disease course, 
seizures and motor and sensory peripheral neuropathy can 
also be present. These later signs are rare in sCJD. There is 
PSW on EEG and CSF 14–3–3 is also positive in the major-
ity of affected subjects. In contrast, fCJDE200K-129V individuals 
have a phenotype similar to that of sCJDVV2, which presents 
primarily as ataxia followed by myoclonus with PSW on EEG 
at late stages. This phenotypic difference between fCJDE200K-

129V and fCJDE200K-129M illustrates the dramatic influence of the 
codon 129 polymorphisms on disease phenotype and PrPSc 
type. Other common fCJD mutations include D178N-129V 
and V210I-129M or insertions of one to four octapeptide 
repeats.

GSS is an inheritable prion disease characterized by PrPSc 
deposits in the form of amyloid plaques in the cerebral cortex, 
degeneration of pyramidal tracts, and a long clinical duration. 
In GSS there is a highly variable age at onset (between 20 and 
73 years) and duration of the clinical phase (mean of 5 years, 
but range between 5 months and 21 years). The symptoms 
usually include a slowly progressive cerebellar syndrome, 
pyramidal signs, and cognitive decline that often develop into 
dementia. GSS could be mistaken for other common neuro-
degenerative diseases due to the similarity in clinical signs. 
These include olivopontocerebellar atrophy, spinocerebellar 
ataxia, Parkinson disease, amyotrophic lateral sclerosis, Hun-
tington’s disease, and Alzheimer disease (Kong et al., 2003). 
Mutations in PRNP that have been linked to GSS include 
P102L, P105L, A117V, G131V, Y145stop, H187R, F198S, 
D202N, Q212P, Q217R, and M232T.

PrPP102L-129M is the most common GSS genotype and is the 
first reported PRNP mutation linked to human prion dis-
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ease. It has been reported in at least 28 families around the 
world and it may have occurred independently more than a 
single time since it is detected in families of different ethnic-
ity. In GSSP102L-129M, a protease-resistant PrPSc polypeptide of 
7–8 kDa is the major component of amyloid plaques in the 
brain. The age at onset is between 30 and 63 years with clini-
cal duration of 1 to 10 years. However, some subjects have 
a CJD-like phenotype accompanied by a short clinical dura-
tion of 5 to 9 months. The initial symptoms include progres-
sive cerebellar signs with ataxia, dysarthria, incoordination of 
saccadic movements, and occasional pyramidal and pseudo-
bulbar signs. Dementia and akinetic mutism develop at late 
stages of the disease. Polymorphic variants of the PrPP102L-129M 
allele include PrPP102L-129V and PrPP102L-129M-219K and these have 
distinct disease phenotypes.

Fatal familial insomnia is the second most common inher-
ited prion disease and is associated with a D178N-129M 
mutant allele (reviewed by Kong et al., 2003 and by Montagna 
et al., 2003). The average age at onset is 49 years but can 
vary between 20 and 72 years. The duration of the clinical 
phase also is highly variable with an average of 11 months for 
129MM subjects and 23 months for 129MV subjects. Severe 
insomnia is the most prominent symptom and is likely due to 
prion targeting to the thalamus, which is reflected in abnormal 
brain activities in this region on PET and SPECT scans. Other 
symptoms can include episodes of hallucinations and con-
fusion, myoclonus, spasticity, and seizures. EEG is usually 
slowed and PSW complexes are often present in patients with 
long duration. There is a characteristic shortened sleep time 
and irregular transition between sleep stages on polysomnog-
raphy. The same D178N mutation is found in fCJD but these 
individuals have a 129V genotype on the mutant allele and, 
as a result, the disease phenotype is different and does not 
include insomnia.

29.3.3. Acquired Human Prion Diseases

The acquired prion diseases account for less than 1% of all human 
prion disease cases and these include variant CJD, iatrogenic 
CJD (iCJD), and kuru (reviewed by Will, 2003). In these cases, 
prion infection is either orally acquired or associated with acci-
dental transmission via medical practices. Many of these latter 
cases involve contamination with brain tissue, which contains 
the highest amount of prion infectivity, from the donor host.

Variant CJD was discovered in 1996 and is most likely due to 
ingestion of BSE-contaminated food products, but direct proof 
is lacking due to the long interval between exposure and onset 
of disease. Removal of meat and bone meal supplements from 
livestock feed in the late 1980s has greatly reduced the preva-
lence of BSE in the United Kingdom from over 35,000 cases 
in 1992 to less than 1,000 cases in 2005. As a result, human 
exposure to BSE has also been greatly reduced. To date, there 
are 200 cases of vCJD primarily in the United Kingdom. The 
annual number of vCJD cases reached a peak at 28 in 1999, 
but this number of cases is relatively low considering that 

approximately 1,000,000 BSE-infected cattle have entered the 
human food chain in the UK during the 1980s and 1990s. Due to 
the long prion incubation period, it is difficult to predict the 
size of the vCJD epidemic. A retrospective survey of tonsils 
and appendix specimens (i.e., sites of prion agent replication) 
removed during routine surgery in the UK revealed only three 
PrPSc positive samples in >18,000 cases (Hilton et al., 2004). 
This suggests that there is no large number of individuals with 
subclinical vCJD infection as originally estimated. Predictive 
models currently place the upper number of vCJD cases at 
451 by 2010 (Cooper and Bird, 2003).

The clinical and pathological phenotype of vCJD is distinct 
from most of the other human prion diseases and these unusual 
features were important in the identification of vCJD (reviewed 
by Ironside et al., 2005). Unlike the common sporadic forms 
of human prion disease that primarily afflict individuals in their 
sixth decade, vCJD is found in younger individuals with mean 
age of onset at 28 years, ranging between 12 and 74 years of 
age (reviewed by Will, 2003). The length of the incubation 
period is uncertain but is estimated to be ~11 years (Cooper 
and Bird, 2003). The mean clinical duration is ~14 months, 
which is longer than the 4 months for sCJDMM1 but com-
parable to that of 16 months for sCJDMM2. All clinical 
vCJD subjects had PrP129MM. The PrP129MM genotype has a 
prevalence of 39% in the UK population so the higher dis-
tribution in vCJD cases indicates a stronger preference for 
younger people with a PrP129MM genotype. There could be an 
age-related exposure or age-dependence for vCJD but none 
has been demonstrated. The type 2B PrPSc is characteristic of 
vCJD (Table 29.2, Figure 29.2) and PrPSc deposits are present 
in florid amyloid plaques in the brain. In contrast to the diverse 
clinical symptoms among sCJD cases, the symptoms of vCJD 
subjects are more uniform. The presenting symptoms include 
psychiatric signs and occasionally neurological symptoms 
(persistent pain, memory impairment). After about 6 months, 
signs of ataxia, cognitive impairment, and involuntary move-
ments become apparent. Bilateral pulvinar high signal in the 
thalamus on MRI is prominent in the majority of cases (~78%) 
(Zeidler et al., 2000). There is general slowing but no PSW 
complexes on EEG.

Iatrogenic CJD is the second most common acquired 
human prion disease and these cases are the result of acci-
dental infection due to contact with prion contaminated tissues 
or instruments during medical procedures (Table 29.1). The 
mode of prion infection include surgical equipment (e.g., 
surgical instruments, depth electrodes), transplantation of 
human tissues (corneal, dura mater), intramuscular injections 
with growth hormone or gonadotrophin extracted from human 
pituitary tissues, or blood transfusion (reviewed by Will, 
2003). The most likely source of infection is from donors with 
subclinical sCJD, except for the two transfusion-related cases 
that have been linked to blood donors who developed vCJD 
several years later (reviewed by Ironside, 2006). The incuba-
tion period in these transfusion related cases was 5 to 6 years, 
which is shorter than primary vCJD infection in humans.
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The most common cases of iCJD are in recipients of human 
growth hormone therapy that is used to treat children with 
growth deficits (reviewed by Will, 2003). There have been 
over 194 cases reported worldwide and these have been linked 
to growth hormone extracted from cadaveric pituitaries. The 
clinical and pathological features of growth hormone therapy-
related iCJD are distinct from sCJD. The mean incubation 
period is 12 years (range between 4.5 and 38 years) and the 
presenting symptoms include progressive cerebellar signs that 
are sometimes followed by dementia at later stages. The sec-
ond most common iCJD cases are found in recipients of dura 
mater homograft (at least 190 cases). Afflicted individuals 
show typical sCJD symptoms with an incubation period of ~6 
years (range between 1.5 and 18 years).

Kuru is an acquired human prion disease of indigenous 
tribes in Papua New Guinea that is linked to ritualistic endo-
cannibalism (Alpers, 1979). More than 2700 cases have been 
recorded since the 1950s, but this disease has gradually disap-
peared since the cessation of cannibalism in the late 1950s. 
The mean incubation period for kuru is about 12 years, but the 
longest on record is over 50 years. The clinical duration is 6 to 
36 months in adults and the main presenting symptom is cer-
ebellar signs, which are often followed by severe dysarthria at 
late stages in the absence of dementia.

29.4. Neuropathology of Human Prion 
Diseases

The three principal neuropathological features in human prion 
diseases are neuronal loss, gliosis, and spongiform changes 
primarily in grey matter (reviewed by Mikol, 1999). There is 
considerable diversity among the human prion diseases with 
respect to the location of pathology in the brain and type of 
neurons affected. Pathology is not confined to a single brain 
structure but is widely distributed in the CNS. For each of 
the human prion diseases, there are typical distinguishing 
features of neuropathology that are partially defined by the 
distribution of pathology in the cerebral cortex, subcortical 
grey matter, and brainstem. Spongiform changes can vary 
in density and size and range from microvacuolation to the 
fusion of vacuoles to produce status spongiosis. The degree 
of spongiform change does not appear to correlate with neu-
ronal loss. Amyloid plaques are also present in the brain in 
some of the human prion diseases, most notably kuru, vCJD 
and GSS. These amyloid plaques exhibit birefringence when 
stained with Congo red and viewed under polarized light.

PrPSc deposition in the central nervous system is also a hall-
mark feature of prion disease (Prusiner, 1991). The type of 
PrPSc deposit and its location varies among the human prion 
diseases. PrPSc is also a component of amyloid plaques. 
A characteristic of vCJD and kuru is florid amyloid plaques, 
which is a large cluster of PrPSc aggregates interspersed with 
vacuolar pathology. PrPSc deposition is also present in periph-
eral tissues of patients with vCJD, primarily in  secondary 

lymphoid tissues. However, no histological changes are 
apparent in peripheral organs of prion-infected hosts.

In prion diseases, there is a notable absence of encephalitis. 
The lack of adaptive immune response to PrPSc is likely due to 
host tolerance to PrPC. However, there is an increase in the 
numbers of microglia, activation of astrocytes, upregulation of 
proinflammatory cytokines, binding of C1q and C3b components 
to PrPSc, and complement membrane attack complexes associated 
with neurons in the brain (Burwinkel et al., 2004; Kovacs et al., 
2004; Mabbott, 2004). The precise role of these host responses in 
neuroprotection and/or neurodegeneration during prion infection 
is not clear. Interestingly, mice that lack interleukin-10, an 
anti-inflammatory cytokine, are more susceptible to experimen-
tal prion disease (Thackray et al., 2004). In the brains of these 
mice, there was faster upregulation of pro-inflammatory 
cytokines (e.g., TNF-α and IL-1β) suggesting that inflammation 
may be a central event in prion-induced neurodegeneration.

The neuropathology among sCJD cases is not uniform 
and is variable in nature, severity and location in the brain. 
In most cases spongiform change is found in the cerebral 
cortex, cerebellar cortex, and/or the subcortical grey matter 
(reviewed by Ironside et al., 2005). This is accompanied by 
reactive gliosis and neuronal loss but there is not a consis-
tent relationship between spongiform change and cell loss. In 
approximately 10% of sCJD, PrPSc amyloid plaques are present 
in the cerebral cortex but most cases have a diffuse synaptic 
PrPSc distribution. In contrast to the clinical and pathologi-
cal diversity present in sCJD, the pathology in vCJD is more 
uniform. The central pathological features in vCJD are the 
presence of florid PrPSc plaques in the cerebral and cerebel-
lar cortex, severe spongiform change in the caudate and puta-
men, and neuronal loss in the thalamus and midbrain. PrPSc is 
also present in affected brain regions. The neuropathology of 
vCJD is distinct from the other human prion diseases.

In the familial human prion diseases there are also variable 
clinical and neuropathological features. GSS is characterized 
by unicentric and multicentric PrPSc amyloid plaques that are 
primarily found in the cerebellum, but can also be present in the 
cerebral cortex (reviewed by Ghetti et al., 1995). Spongiform 
change and neuronal loss can be focal but some GSS patients 
have no spongiform changes, while in other cases with a short 
duration, there is widespread spongiform change. In some GSS 
families, severe neurofibrillary tangle degeneration is promi-
nent. A feature of FFI is a thalamic degeneration characterized 
by severe spongiform change, neuronal loss, and astrocytosis in 
thalamic nuclei (reviewed by Gambetti et al., 1995).

29.5. Peripheral Prion Replication 
and Neuroinvasion

The sites of prion agent replication and spread are largely 
dictated by whether the etiology of prion disease is sporadic, 
familial, or acquired. For example, in sCJD and fCJD, disease 
initiates in, and is largely confined to, the nervous system. In 
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vCJD, which is acquired via oral ingestion, infection likely 
begins in secondary lymphoid tissues prior to neuroinvasion 
and spread to the CNS.

29.5.1. vCJD and Oral Routes of Animal Prion 
Transmission

Variant CJD is BSE infection in humans and the most probable 
route of infection is by ingestion of BSE-contaminated food 
products. The spread of the vCJD agent following oral inges-
tion has not been directly investigated but evidence suggests it 
follows a similar pathway to that described for oral ingestion 
in the animal prion diseases. These pathways have been well 
described for scrapie in sheep and in rodent models and have 
three phases: agent entry and replication in secondary lymphoid 
tissues, spread from secondary lymphoid tissues to the CNS 
along peripheral nerves, and dissemination and degeneration 
in the CNS (Figure 29.3). Following oral prion ingestion, the 
prion agent is initially found in the distal ileum (Heggebo et al., 
2000). Entry is likely across the intestinal epithelium via the M 
cells in the Peyer’s patches. Prions then spread to the draining 
gut-associated lymphoid tissue (GALT) where prion agent is 
found within months after ingestion (van Keulen et al., 1999). 
In the GALT, the prion agent is primarily associated with fol-
licular dendritic cells and macrophages in the germinal center 
of lymphoid follicles. From the GALT the prion agent spreads 
to other secondary lymphoid tissues including lymph nodes 
and the spleen over the next several months (van Keulen et al., 
2000). The mechanism of prion agent dissemination in second-
ary lymphoid tissues has not been determined but is thought to 
be via prion-infected migratory cells that travel in the lymph. 
A blood borne route is also possible since low levels of prion 

infectivity have been found in the blood of sheep with scrapie 
and humans with vCJD (reviewed by Ironside, 2006).

In scrapie-infected sheep, spread of the prion agent from 
the gut to the CNS occurs via peripheral nerve fibers. From 
the GALT, the prion agent enters the sympathetic nerves that 
innervate secondary lymphoid tissues and spreads to the spi-
nal cord via the autonomic nervous system (McBride et al., 
2001). The prion agent then ascends the spinal cord along 
spinal tracts into the brain (Figure 29.3) (van Keulen et al., 
2000). In a second pathway, after prion infection of the GALT, 
there is a delay before agent replication is found in the enteric 
nervous system. From these sites, the prion agent enters the 
vagal nerve and spreads to the brainstem where initial agent 
deposition is found in the dorsal motor nucleus of the vagus 
(Beekes et al., 1998; van Keulen et al., 2000). Early PrPSc depo-
sition in this nucleus is indicative of neuroinvasion following 
oral ingestion. In vCJD, spread from secondary lymphoid tis-
sues to the CNS is likely to take months to years.

Evidence for oral ingestion in vCJD is provided by the 
peripheral PrPSc distribution. In humans with vCJD, PrPSc 
is present in the ileum and the sympathetic ganglia that 
provide autonomic innervation to the gut (reviewed by Hilton, 
2006). Variant CJD infection is also present in FDCs in 
secondary lymphoid tissues including the Peyer’s patches, 
tonsil, spleen, lymph nodes, and appendix. This distribution 
of the prion agent suggests that agent entry via oral ingestion 
results in the spread of vCJD infection to distal secondary 
lymphoid tissues (reviewed by Hilton, 2006). This peripheral 
distribution of the prion agent in lymphoid tissue and autonomic 
nervous system of the gut is not found in sCJD or the familial 
human prion diseases suggesting that vCJD is acquired by 
peripheral exposure.

Figure 29.3. The stages of prion agent infection and neuroinvasion following oral ingestion of scrapie in sheep.
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29.6. CNS Pathogenesis of Sporadic, 
Familial, and Iatrogenic Prion Diseases

29.6.1. Sporadic CJD

In sCJD the process or events that lead to PrPSc formation and 
accumulation are thought to be limited to the CNS. The appar-
ent absence of prion infection in secondary lymphoid tissues 
in patients with sCJD is cited as evidence against acquisition 
of prion infection from peripheral exposure. PrPSc has not 
been found in the spleen, lymph nodes, tonsil or appendix in 
patients with sCJD (Head et al., 2004). There is also an absence 
of infection in the sympathetic ganglia that provide autonomic 
innervation to the gut, indicating that it is unlikely that there is 
infection of the enteric nervous system and GALT. However, 
prion infection has been detected in the peripheral nervous 
system of patients with sCJD. PrPSc deposition has been found 
in retina, trigeminal ganglion, the olfactory nerves and epithe-
lium, dorsal root ganglia and an occasional peripheral nerve 
(Head et al., 2004). This distribution is consistent with spread 
of the prion agent away from the CNS along cranial or spinal 
nerve fibers. PrPSc has also been found in skeletal muscle of 
patients with sCJD (Glatzel et al., 2003).

29.6.2. Familial Prion Disease

In familial prion diseases germ line mutations in the prion 
protein gene leads to PrPSc deposition in the brain and nervous 
system. Prion agent has not been found in peripheral tissues 
in the limited number of familial prion disease cases that have 
been examined.

29.6.3. Iatrogenic CJD

Iatrogenic CJD can be acquired by either peripheral or CNS 
exposure to the prion agent from donor tissues or contami-
nated surgical equipment. The length of time to develop-
ment of prion disease appears to be related to the site of prion 
inoculation. Shorter incubation periods are typically found fol-
lowing direct prion exposure to the brain (e.g., contact with 
sterotactic electrodes or instruments during neurosurgery) 
while longer incubation periods are seen following peripheral 
exposure (e.g., intramuscular injection of growth hormone) 
to the prion agent. In the latter cases, the incubation period 
can be up to several decades in duration (reviewed by Will, 
2003). Due to the low number of iCJD cases, there are few 
studies examining the peripheral distribution of prion agent. 
One study reported the presence of PrPSc in the dorsal root 
ganglia and a few peripheral nerve fibers of two patients with 
dura mater related iCJD (Ishida et al., 2005). The pathway 
of neuroinvasion in iCJD associated with growth hormone 
therapy is less clear and prion infection was not found in sec-
ondary lymphoid tissues of a single patient, but the trigemi-
nal ganglion and dorsal root ganglion were found to be sites 

of prion infection (Head et al., 2004). This limited amount 
of data would suggest that the prion agent is restricted to the 
CNS or PNS in iCJD.

29.7. Prion Agent Interaction with 
the Immune System

The immune system plays a central role in the pathogenesis of 
prion infection. In the acquired human prion diseases, it is the 
initial site of agent replication prior to entry into the nervous 
system but the immune system does not appear to be essential 
in the pathogenesis of the familial and sporadic human prion 
diseases. Following peripheral exposure to the prion agent, 
the immune system can amplify prion infection but, interest-
ingly, the adaptive immune response does not play a role in 
the clearance of the prion agent.

29.7.1. Prion Infection of Secondary Lymphoid 
Tissues

In the 1960s it was first described that the spleen is an early 
site of prion agent replication following peripheral scrapie 
infection of mice (Eklund and Hadlow, 1969). Prion replica-
tion in the spleen is present shortly after peripheral exposure 
and reaches a plateau level prior to detection of prion agent 
in the brain. Mice that receive immunosuppressive therapy or 
splenectomy prior to peripheral inoculation experience a delay 
in prion replication in the periphery and spread to the CNS 
(Kimberlin and Walker, 1989). Mice that are deficient in B 
cells also are resistant to peripheral prion infection, but B cells 
do not appear to be a target for prion infection (reviewed by 
Aguzzi and Heikenwalder, 2005 and by Mabbott and Turner, 
2005). One site of PrPSc deposition in the spleen and lymph 
nodes is in follicular dendritic cells (FDCs), and PrPC expres-
sion on FDCs is required for prion infection of these cells 
(reviewed by Aguzzi and Heikenwalder, 2005 and by Mabbott 
and Turner, 2005). FDCs are located in the germinal center of 
secondary lymphoid tissues and play a role in the presentation 
of antigen to B cells. B cells are important in FDC maturation 
and they secrete lymphotoxins (LT) that bind to LT receptors 
on FDCs. In the absence of B cells or LT, FDCs do not mature 
and are not susceptible to prion infection.

Several lines of evidence indicate that FDCs are impor-
tant in prion agent replication in secondary lymphoid tissue 
(reviewed by Aguzzi and Heikenwalder, 2005 and by Mabbott 
and Turner, 2005). Temporary de-differentiation of FDCs by 
injection of antibodies to LT receptors causes a loss of mature 
FDCs, a disorganization of the cytoarchitecture of the germi-
nal center, and a delay or complete block in peripheral scrapie 
replication and neuroinvasion. A permanent loss of mature 
FDCs and disorganization of lymphoid structure is also found 
in null mice that lack LT or LT receptor genes. When these 
mice are peripherally challenged with the prion agent, they 
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also demonstrate a greatly reduced capacity for agent replica-
tion and, in some cases, a complete block in peripheral prion 
pathogenesis. These studies indicate that FDCs are important 
sites of prion agent replication in lymphoid tissues and provide 
a critical step in the early pathogenesis of prion diseases.

29.7.2. Trafficking of the Prion Agent to 
Secondary Lymphoid Tissues

The complement system plays a role in the transport of the 
prion agent from peripheral sites of entry to FDCs in second-
ary lymphoid tissue (reviewed by Mabbott, 2004). Mice that 
lack the C3 complement receptor have a delay in prion repli-
cation in the spleen and in the onset of neurological disease. 
Complement component C3 plays a pivotal role in activation 
of both the classical and alternative complement pathways. 
Mice that lack the C1qa component or factor B and C2 com-
plement components are deficient in the classical and alterna-
tive complement pathways, respectively, and these mice have 
a delay in prion agent replication in the spleen. As a result, 
they survive longer than wild type mice following intraperi-
toneal prion infection. If low doses of the prion agent are 
inoculated into the periphery of these complement-deficient 
mice, they do not develop prion disease while wild type mice 
remain susceptible to prion disease following peripheral infec-
tion. Since mice that lack the C1qa component are the most 
resistant to peripheral prion challenge, this complement factor 
may directly bind to PrPSc and activate the classical comple-
ment pathway. FDCs have complement receptors on their cell 
surface and targeting of the prion agent to FDCs may involve 
binding of PrPSc-complement complexes to these receptors.

29.7.3. Trafficking of the Prion Agent 
to the Central Nervous System

The transfer of the prion agent from FDCs to peripheral nerves 
in the secondary lymphoid tissues is necessary for neuroinva-
sion. The FDCs are physically separated from the sympathetic 
nerve fibers but in chemokine receptor CXCR5 null mice 
there is a reorganization of the germinal center and the sympa-
thetic nerves are now in close proximity to FDCs. Peripheral 
prion infection in these mice resulted in faster neuroinvasion 
into the spinal cord indicating that there is accelerated transfer 
of prion agent from the FDCs to the peripheral nervous sys-
tem (Prinz et al., 2003). In transgenic mice that overexpress 
nerve growth factor, there is hyperinnervation of the sympa-
thetic nervous system; these mice have a faster onset of prion 
agent replication in the spinal cord after peripheral challenge 
even though the onset of replication in the spleen is similar 
to wild type mice (Glatzel et al., 2001). Inhibition of sympa-
thetic innervation in newborn mice with antibodies to nerve 
growth factor or chemical sympathectomy causes a delay in 
prion agent replication in the CNS (Glatzel et al., 2001). The 
transfer of the prion agent from FDCs to sympathetic nerves 
is crucial for prion neuroinvasion into the CNS.

29.7.4. Role of Inflammation in the Peripheral 
Distribution and Transmission of the Prion Agent

In a healthy host peripheral prion infection primarily involves 
infection of secondary lymphoid tissues such as the lymph 
nodes and spleen. In mice with chronic inflammation in a 
peripheral organ that normally does not contain secondary 
lymphoid tissue, prion agent replication can also be found. In 
rodent models of nephritis, pancreatitis and hepatitis in which 
there is upregulation of lymphotoxins in the kidney, pancreas 
or liver, respectively, lymphoid tissue containing FDCs can 
develop in the inflamed organ. Following peripheral inocula-
tion, prion infection can be established in these organs since 
transient secondary lymphoid tissues are present (Heiken-
walder et al., 2005). In one model of prion infection in 
the kidney of mice with glomerulonephritis, prions could also 
be found in urine (Seeger et al., 2005). These findings indicate 
that chronic inflammation can lead to an altered organ tropism 
of the prion agent and induce excretion of the prion agent from 
a secretory organ.

In sheep with mastitis, a chronic inflammation of the mam-
mary gland, and concurrent scrapie, prion infection is present 
in FDCs and macrophages in lymphoid follicles that develop 
adjacent to mammary ducts (Ligios et al., 2005). Although, 
there are no accounts of prion shedding from colostrum in 
scrapie-infected sheep without mastitis, macrophages can 
be shed into the milk of sheep with mastitis. Secretion of the 
scrapie-infected macrophages in colostrum of sheep with 
mastitis could potentially play a role in vertical transmission 
of scrapie since the route of spread from ewe to lamb has not 
been determined.

Summary

The human prion diseases are a diverse group of neurodegen-
erative diseases that are classified by several criteria including 
disease etiology, PRNP polymorphisms at codon 129, PrPSc 
types and subtypes, prion incubation period, clinical presenta-
tion, neuropathology and disease duration. CJD is unique in 
that it can have a sporadic, inherited, and acquired etiology, 
and all three forms can subsequently be transmitted following 
experimental inoculation of brain tissue. PrPSc is an unusual 
pathogen that fails to induce a prion-specific host immune 
response, but PrPSc-induced damage to the brain likely causes 
a proinflammatory response that contributes to neurodegen-
eration. The human prion diseases are primarily localized to 
the nervous system, but vCJD also has a peripheral distribu-
tion in secondary lymphoid tissues that is consistent with oral 
exposure to BSE. The prion agent uses the immune system for 
targeting to lymphoid organs, agent replication, and neuroin-
vasion via fibers that innervate lymphoid tissues. In chronic 
inflammatory conditions in which lymphoid organogenesis 
can occur in non-lymphoid tissues, ectopic prion infection can 
be established and could play a role in prion transmission.
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Review Questions/Problems

1. What is a prion disease?

2. What is the “Protein-only hypothesis”?

3. What are the major types of human prion diseases 
based on clinical phenotypes?

4. What are the major PrPSc types in human prion dis-
eases?

5. After peripheral infection, prion neuroinvasion is medi-
ated through what cell type?

6. What is the role of B cells in prion neuroinvasion?
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30.1. Introduction

The word glaucoma came from ancient Greek (Hippocrates, 
approximately 400 BC), meaning clouded or blue-green hue, 
most likely describing a patient having a cloudy cornea or 
advanced cataract precipitated by chronic elevated pressure. 
Over the last 100 years, further understanding of the concept 
of glaucoma has accelerated.

Currently, glaucoma is defined as a disturbance of the 
structural or functional integrity of the optic nerve that causes 
characteristic changes in the optic nerve, which may also lead 
to specific visual field defects over time. This disturbance 
usually can be diminished by adequate lowering of intraocu-
lar pressure (IOP). Some subsets of patients can exhibit the 
characteristic optic nerve damage and visual field defects 
while having an IOP within the normal range (normal tension 
glaucoma).

Primary open-angle glaucoma (POAG) is a multifac-
torial chronic optic neuropathy with a characteristic 
acquired loss of optic nerve fibers. Cupping and atrophy 
of the optic disc occur in the absence of other known 
causes. Such damage develops in the presence of open 
anterior chamber angles. It produces characteristic visual 
field abnormalities. IOP is too high for the continued 
health of the eye.

Individuals who maintain elevated IOP in the absence of 
nerve damage or visual field loss are considered at risk for 
developing glaucoma and have been termed ocular hyperten-
sives. POAG is a major worldwide health concern because 
of its usually asymptomatic but progressive nature, and 
because it is the leading cause of irreversible blindness in the 
world. With appropriate screening and treatment, glaucoma 
usually can be identified and treated to prevent significant 
visual loss.

30.2. Epidemiology

30.2.1. Prevalence

In the United States (US), multiple population studies [e.g., 
Framingham (Leibowitz et al., 1980), Baltimore (Tielsch 
et al., 1991), Barbados (Leske et al., 1997)] have been per-
formed to estimate the prevalence of eye disease, including 
POAG and ocular hypertension (OHT).

Estimates of the prevalence of glaucoma (Friedman et al., 
2004; Table 30.1) and blindness (Congdon et al., 2004; 
Figure 30.1) in the US demonstrate the following: glau-
coma is a leading cause of irreversible blindness, second 
only to macular degeneration; only one half of the people 
who have glaucoma may be aware that they have the dis-
ease; and more than 2.25 million Americans aged 40 years 
and older have POAG.

More than 1.6 million have significant visual impairment 
from glaucoma, with 150,000 bilaterally blind in the US alone 
(Tielsch et al., 1991). These statistics emphasize the need to 
identify and closely monitor those at risk for glaucomatous 
damage.

Approximately 6.7 million people are bilaterally blind 
from POAG worldwide, and more than 2 million people will 
develop POAG each year (Quigley, 1996).

30.2.2. Prognosis

Several studies (Gordon et al., 2002) have shown that the inci-
dence of new onset of glaucomatous damage in previously 
unaffected patients to be approximately 2.6 to 3% in patients 
with IOPs 21 to 25 mm Hg, 12 to 26% with IOPs 26 to 30 mm 
Hg, and approximately 42% with IOP higher than 30 mm Hg. 
The Ocular Hypertension Treatment Study (OHTS) found that 
approximately 10% of patients with IOPs ranging from 24 to 
31 mm Hg but with no clinical signs of glaucoma at baseline 
develop glaucoma over 5 years, with conversion to glaucoma 
reduced by 50% if patients are preemptively started on IOP-
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Table 30.1. Prevalence of glaucoma* by age, gender, and race.

Prevalence/100 Population (95% CI)

Age, y White subjects Black subjects Hispanic subjects

Women   
40–49 0.83 (0.65–1.06) 16.1 (0.94–2.41) 0.34 (0.15–0.72)
50–54 0.89 (0.78–1.02) 2.24 (1.59–3.14) 0.65 (0.37–1.15)
55–59 1.02 (0.89–1.16) 2.86 (2.16–3.78) 0.98 (0.61–1.58)
60–64 1.23 (1.07–1.41) 3.65 (2.83–4.69) 1.49 (0.97–2.28)
65–69 1.68 (1.37–1.82) 4.64 (3.54–6.05) 2.24 (1.43–3.49)
70–74 2.16 (1.87–2.49) 5.89 (4.28–8.05) 3.36 (2.00–5.60)
75–79 3.12 (2.68–3.63) 7.45 (5.06–10.84) 5.01 (2.68–9.15)
>80 6.94 (5.40–8.88) 9.82 (6.08–16.48) 10.05 (4.35–21.52)
Men   
40–49 0.36 (0.27–0.47) 0.55 (0.31–0.95) 0.39 (0.18–0.85)
50–54 0.61 (0.50–0.74) 1.71 (1.25–2.32) 0.69 (0.39–1.25)
55–59 0.85 (0.72–1.00) 3.06 (2.30–4.04) 1.00 (0.61–1.64)
60–64 1.18 (1.02–1.37) 4.94 (3.69–6.59) 1.44 (0.92–2.24)
65–69 1.64 (1.40–1.91) 7.24 (5.40–9.63) 2.07 (1.32–3.23)
70–74 2.27 (1.90–2.72) 9.62 (7.29–12.59) 2.97 (1.79–4.89)
75–79 3.14 (2.53–3.90) 11.65 (8.81–15.25) 4.23 (2.32–7.60)
>80 5.58 (4.15–7.47) 13.21 (7.85–21.38) 7.91 (3.53–16.77)

Abbreviation: CI, confidence interval.
*Glaucoma indicates primary open-angie glaucoma.
Reproduced with permission from: Friedman DS, Wolfs RC, O’Colmain BJ, 
Klein BE, Taylor HR, West S, Leske MC, Mitchell P, Congdon N, Kempen J, 
Eye Diseases Prevalence Research Group (2004) Prevalence of open-angle 
glaucoma among adults in the United States. Arch Ophthalmol 122:532–538.

Figure 30.1. Causes of blindness (best-corrected visual acuity <6/60 [<20/200] in the better-seeing eye) by race/ethnicity. AMD indicates 
age-related macular degeneration; DR, diabetic retinopathy. Reproduced with permission from: Congdon N, O’Colmain B, Klaver CC, Klein 
R, Munoz B, Friedman DS, Kempen J, Taylor HR, Mitchell P, Eye Diseases Prevalence Research Group (2004) Causes and prevalence of 
visual impairment among adults in the United States. Arch Ophthalmol 122:477–485.

lowering therapy (Kass et al., 2002). Significant subsets of 
higher and lower risk exist when pachymetry (central corneal 
thickness [CCT]) is taken into account.

Some patients’ first sign of morbidity from elevated IOP 
can be presentation with sudden loss of vision due to a cen-
tral retinal vein occlusion (CRVO). Elevated IOP is the sec-
ond most common risk factor for CRVO behind systemic 
hypertension.

30.2.3. Risk Factors

30.2.3.1. Intraocular Pressure

In eyes suspected of being affected with glaucoma, loss of 
visual field develops at a rate of approximately 1 to 3 percent 
per year of observation (Gordon et al., 2002). High IOP is the 
most important risk factor (Table 30.2). The relative impor-
tance of other risk factors also is indicated in Table 30.2. In 
population-based surveys, between 25 and 50 % of those with 
glaucomatous damage to the optic nerve have IOP in the nor-
mal range. However, the probability of injury increases expo-
nentially with higher IOP (Heijl et al., 2002). Large diurnal 
fluctuation in IOP is another independent risk factor for glau-
coma (Nouri-Mahdavi et al., 2004).
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30.2.3.2. Race

Prevalence of POAG is 3–4 times higher in blacks than in 
whites in the US (Tielsch et al., 1991; Friedman et al., 2004). 
Glaucoma is the most common cause of irreversible blindness 
in the US among people of African or Hispanic descent (Con-
gdon et al., 2004; Figure 30.1). Blacks in the US are more 
likely to develop glaucoma early in life, and they tend to have 
a more aggressive form of the disease.

The Barbados Eye Study (Leske et al., 1997) over 4 years 
showed a 5 times higher incidence of developing glaucoma 
in a group of black ocular hypertensives as compared with 
a predominantly white population. Some population studies 
have found the mean IOP in blacks to be higher than Cauca-
sian controls. Other studies (e.g., Tielsch et al., 1991) found 
no difference. Consequently, further studies are required to 
clarify this issue.

The OHTS (Brandt et al., 2001) demonstrated that black 
patients in the US overall may have reduced CCT, thereby 
leading to underestimation of true IOP. The reduced CCT 
was associated with a higher risk of developing glaucoma. 
Therefore, pachymetry measurement is particularly important 
in African-American patients who are glaucoma suspects. In 
blacks, the OHTS also demonstrated a larger cup to disc ratio, 
which was an independent risk factor for the development of 
glaucoma (Feuer et al., 2002; Gordon et al., 2002; Table 30.2). 
These two confounding variables discovered on the multivari-
ate analysis appeared to account for the apparent increased 
risk in blacks demonstrated in the univariate analysis (Gordon 
et al., 2002).

30.2.3.3. Age

Age older than 40 years is a risk factor for the develop-
ment of POAG. Up to 15% of African-American men are 
affected by the ninth decade of life (Friedman et al., 2004; 
Table 30.1). Consequently, glaucoma is found to be more 
prevalent in the aging population, even after compensating 
for the mean rise in IOP with increasing age in the US. How-
ever, the disease itself is not limited to only middle-aged and 
elderly individuals.

30.2.3.4. Central Corneal Thickness

CCT is an important risk factor for the development of glau-
coma (Gordon et al., 2002; Figure 30.2). CCT likely influences 
the measurement of IOP with many tonometers, including 
applanation techniques (Brandt et al., 2001). Increased CCT 
beyond the mean of 545 µm causes overestimation of IOP; 
lower CCT translates into underestimation of the IOP. A thin 
cornea (for example, 480 µm) may occur with glaucomatous 
visual field loss despite normal applanation IOP because the 
measurements are fallaciously low. Conversely, a thick cornea 
(for example, 620 µm) might occur in an eye with high IOP, 
normal visual fields and a normal optic nerve because it results 
in false overestimation of true IOP. Ehlers et al. (1975) extrapo-
lated that applanation tonometry is overestimated or underesti-
mated by approximately 5 mm Hg for every 70 µm difference 
in measured CCT from mean thickness. It is also possible that 
central corneal thickness may itself constitute an intrinsic risk 
(or protective) factor for glaucomatous optic nerve damage 
independent of its ability to affect the IOP measurement.

30.2.3.5. Family History

Relatives of those with glaucoma are more likely to have the 
disease (Drance et al., 1981). However, there is no clear men-
delian pattern of inheritance for glaucoma. The Rotterdam 
Eye Study (Wolfs et al., 2000) concluded that the prevalence 
of glaucoma was 10.4% in siblings of patients with glaucoma 
and the relative risk of having POAG increased 9.2-fold for 
individuals with a relative with POAG. High IOP may be the 
inherited feature of glaucoma, or inherited risk factors inde-
pendent of IOP may be involved.

30.2.3.6. Other Factors

Some reports have suggested an association between high blood 
pressure and glaucoma, but this relation is not fully understood 
and is not uniformly observed. There appears to be a subset 
of patients with low diastolic perfusion pressures who are at 
higher risk for POAG (Wilson et al., 1987). Some studies indi-
cate that patients with diabetes have higher IOPs and a higher 
rate of glaucoma than people without diabetes. However, other 
studies fail to demonstrate this relationship. In a study in which 
the presence of diabetes mellitus was self-reported, diabetes 
protected against the development of glaucoma (Gordon et al., 
2002). Other abnormalities in vascular function, including 
migraine headache (Cursiefen et al., 2000) and vasospasm in 
the extremities (Broadway and Drance, 1998), appear to be 
associated with glaucoma as demonstrated in some studies.

Sleep apnea has been shown to be a risk factor for glaucoma 
in some studies (Pearson, 2000). Myopia may be another risk 
factor for glaucoma (Daubs and Crick, 1981). The relatively 
thin eye wall and large globe in severely nearsighted people 
suggest a possible susceptibility to stretching under the influ-
ence of IOP. The association between factors such as con-
current cardiovascular disease (Tielsch, 1991) has not been 
demonstrated consistently.

Table 30.2. Risk factors for glaucoma.

Established Highly probable Possible

Elevated IOP Race (blacks*) Presence (or absence) 
   of diabetes
Thin CCT Positive family history Hypertension
Increasing age Low diastolic perfusion pressure 
Large cup to  Migraines
 disc ratio 
 IOP fluctuations 
 Sleep apnea 
 Immunological disorders 
 Myopia 

IOP = Intraocular Pressure; CCT = Central Corneal Thickness; *In US, West 
Africa, Caribbean.
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Figure 30.2. Risk for developing primary open glaucoma varies with central corneal thickness. The numbers and percentage of participants 
in the observation group who developed primary open-angle glaucoma (median follow-up, 72 months) are indicated below each bar. Partici-
pants are grouped by baseline intraocular pressure of ≤ 23.75 mm Hg, >23.75 mm Hg to ≤ 25.75 mm Hg, and > 25.75 mm Hg and by central 
corneal thickness measurements of ≤ 555 µm, >555 µm to ≤588 µm, and >588 µm. These percentages are not adjusted for length of follow-up. 
Reproduced with permission from: Gordon MO, Beiser JA, Brandt JD, Heuer DK, Higginbotham EJ, Johnson CA, Keltner JL, Miller JP, 
Parrish RK 2nd, Wilson MR, Kass MA (2002) The Ocular Hypertension Treatment Study: baseline factors that predict the onset of primary 
open-angle glaucoma. Arch Ophthalmol 120: 714–20.

Figure 30.3. Several mechanisms have been hypothesized to have a role in causing retinal ganglion cell death in glaucoma. IOP indicate 
intraocular pressure. Reproduced with permission from: Weinreb and Levin (1999).

30.3. Pathophysiology

In general, the cause of glaucomatous optic neuropathy is 
unknown. The disease affects the individual axons of the 
optic nerve, which may die by apoptosis, also known as 

programmed cell death. Multiple theories exist concern-
ing how IOP can be one of the factors that initiates glau-
comatous damage in a patient (Figure 30.3). Two of the 
fundamental theories include the mechanical and vascular 
theory.
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30.3.1. Mechanical Theory

The mechanical compression theory (Quigley et al., 1981) 
suggests that elevated IOP causes a backward bowing of the 
lamina cribrosa, resulting in kinking of the axons as they exit 
through the lamina pores. This may deprive the axons of neu-
rotrophins or interfere with axoplasmic flow, thereby trigger-
ing cell death. Neurotrophins increase RGC survival and may 
be produced by the RGCs themselves (Perez and Caminos, 
1995). Damaged RGC axons are affected by neurotrophin 
deprivation. With the loss of neurotrophic support of the 
RGCs, slow death is inevitable. Brain derived neurotrophic 
factor (BDNF) is one such neurotrophin that can temporarily 
increase the survival of the RGCs by inhibiting the excitotox-
icity-related cell death. Deficiency of these protective factors 
may contribute to glaucomatous optic neuropathy.

30.3.2. Vascular Theory

The vascular theory (Hayreh et al., 1970) proposes that cell 
death is triggered by ischemia, whether induced by elevated 
IOP or as a primary insult. Studies done to evaluate the cir-
culation of the optic nerve using the laser Doppler flowmetry 
have shown diminished blood flow in the optic nerves of eyes 
with POAG (Grunwald et al., 1998).

30.3.3. Contributory Mechanisms

Complementary to vascular compromise and mechanically 
impaired axoplasmic flow, additional pathogenic mechanisms 
(Figures 30.3 & 30.4) that underlie glaucomatous optic neu-
ropathy include excitotoxic damage from excessive retinal 
glutamate, peroxynitrite toxicity from increased nitric oxide 
synthase activity, immune-mediated nerve damage, and oxi-
dative stress (Naskar and Dreyer, 2001).

Beyond the neuronal degeneration that results from the pri-
mary insult or risk factors in glaucoma, there is an expanding cas-
cade of events called “secondary degeneration”, during which 
RGCs are gradually damaged from the unfavorable “milieu” of 
the neighboring degenerating neurons (Schwartz, 2005).

Many pathophysiological mediators common to all neuro-
degenerative diseases, including glaucoma, have been identi-
fied, such as increase in glutamate, conformationally altered 
self proteins, increase in inflammation-associated factors 
(cyclooxygenase-2 [COX-2], tumor necrosis factor [TNF-
alpha], nitric oxide [NO]), increase in extracellular matrix 
proteins and growth-associated inhibitors (myelin-related pro-
teins), oxidative stress, and malfunctioning of local immune 
cells (microglia). These mediators evoke a response for which 
the tolerance of the neural tissue is minimal.

The important mechanisms of neuronal compromise or 
death are discussed briefly.

30.3.3.1. Immune Mechanisms

Optic nerve crush injury models have been studied in mice 
and rats by Schwartz and others (Schwartz, 2004). Experiments 

conducted with these models have shown that nerve-derived 
extracellular risk factors induce intracellular death signals, 
resulting in neuronal death. Neural injury has long been con-
sidered self destructive and progressive primarily due to the 
autoimmunity to self antigen. The anti-self antigen response 
has been shown in these experiments to have a coincidental 
beneficial and modulating effect (Schwartz, 2005). The auto-
immune T cells limit the activity of the microglial framework 
and blood-borne macrophages, affecting their ability to deal 
with a local excitatory situation. Such a controlling effect 
has a beneficial impact on both survival and regrowth. In the 
absence of such control, this phenomenon can become destruc-
tive, inducing an autoimmune disease. Boosting the beneficial 
effect by the use of a safe antigen that can cross-react with 
self-antigens at the site under stress might provide an effec-
tive therapeutic approach that influences both rescue and 
regeneration (Schwartz, 2005). Proper control of autoimmu-
nity that titrates the local microglia response and the infiltrat-
ing macrophages may be a therapy that boosts protection and 
regeneration. Intervention may be applied at the level of the 
nerve-derived risk factor, at the interface between the second-
ary mediator and the intracellular signal, or at the level of the 
intercellular signal itself. Copolymer 1 (Cop-1), an approved 
drug for the treatment of multiple sclerosis, can be used as a 
treatment for autoimmune diseases and as a therapeutic vac-
cine for neurodegenerative diseases (Kipnis and Schwartz, 
2002). It has been proposed that the protective effect of Cop-1 
vaccination is obtained through a well-controlled inflamma-
tory reaction, and that the activity of Cop-1 in driving this 
reaction derives from its ability to serve as a “universal anti-
gen” by weakly activating a wide spectrum of self-reactive
 T cells (Kipnis and Schwartz, 2002). These results have spe-
cial implications for glaucoma therapy since glaucoma is the 
most common cause of optic neuropathy.

30.3.3.2. Apoptosis

Apoptosis is classically defined by an orderly pattern of inter-
nucleosomal DNA fragmentation, chromosome clumping, 
cell shrinkage, and membrane blebbing (Wyllie et al., 1980). 
This is followed by disassembly of the cell into multiple 
membrane-enclosed vesicles that are engulfed by neighboring 
cells without inciting inflammation. Apoptosis has often been 
labeled as “programmed or physiological cell death.” Necro-
sis, on the contrary, is characterized by cellular swelling, dis-
ruption of organelle and plasma membranes, random DNA 
fragmentation, and uncontrolled release of cellular contents 
into the extracellular space, often resulting in inflammation.

Several gene families have been identified that play either 
positive or negative roles in determining whether a cell (in 
glaucoma, the RGC) will undergo apoptosis. Caspases are 
cysteine proteases that play a central role in both propagat-
ing apoptotic signals and carrying out disassembly of the cell 
(Hutchins and Barger, 1998). The prototypical mammalian 
caspase is interleukin-1 converting enzyme. Caspases are 
always present in the cytoplasm, ready to be activated as the 
mediators of apoptosis (Thornberry and Lazebnik, 1998). 
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They cleave a wide variety of critical functional and structural 
cellular proteins, and they also convert other caspases from 
proenzymes to active forms. Many triggers activate caspases, 
including increased intracellular calcium, changes in cellular 
energy balance, and adenosine 3'5' cyclic phosphate.

The main inhibitors of apoptosis are Bcl-2 and related pro-
teins. They have multiple complex functions, such as inhib-
iting intermediate proteins that activate caspases, gauging 
intracellular damage and maintaining organelle integrity in 
ways that are not fully understood. For example, over expres-

Figure 30.4. Diagrammatic summary of potential targets for intervention in ganglion cell death. 1) Prevent energy loss, 2) reduce extracel-
lular glutamate, 3) block ionotropic NMDA receptors, 4) block non-NMDA ionotropic glutamate receptors, 5) block excessive influx of Ca2+ 
through voltage-gated channels, 6) prevent influx of chloride and water, 7) enhance intracellular glutamate catabolism, 8) prevent excessive 
production of free radicals, 9) prevent detrimental effects of nitric oxide, 10) prevent lipid peroxidation, 11) prevent induction of apoptosis, 
12) reduce any inflammation, 13) stop oxidative damage, and 14) maintain neurotrophin support. Reproduced with permission from: Osborne 
NN, Ugarte M, Chao M, Chidlow G, Bae JH, Wood JP, Nash MS (1999) Neuroprotection in relation to retinal ischemia and relevance to 
glaucoma. Surv Ophthalmol 43 Suppl 1:S102–S128.
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sion of Bcl-2 inhibits both apoptotic and necrotic cell death by 
suppressing lipid peroxidation (Adams and Cory, 1998).

30.3.3.3. Glutamate-Induced Excitotoxicity

The excitatory amino acid glutamate is known to cause 
neurotoxicity via binding of glutamate to the N-methyl-D-
aspartate (NMDA) receptor and the kainate receptors. This 
can be secondary to many types of cellular damage, including 
other final common pathways of damage such as oxidative 
stress or free radical damage (Osborne et al., 1999). Activa-
tion of these receptors allows entry of excessive amounts of 
calcium. Calcium is normally used by cells as a critical intra-
cellular signaling molecule and is involved in many diverse 
functions, including control of cell-surface ion channels, reg-
ulation of enzymes, and even self-regulation of its intracel-
lular level. Abnormally high concentrations of calcium lead 
to inappropriate activation of complex cascades of proteases, 
nucleases, and lipases. These directly damage cellular con-
stituents and lead to ganglion cell death.

One neuroprotective strategy, therefore, is to interrupt the resul-
tant excitotoxic cascade by blocking the NMDA receptor. Amongst 
the several pharmacological drugs tried, MK 801 is one drug that 
demonstrated neuroprotective properties in pressure-induced and 
reperfusion–injury animal models of RGC toxicity (Lam et al., 
1997). Memantine is a clinically well-tolerated NMDA recep-
tor antagonist (Lipton, 2003). The results of its effectiveness in 
Alzheimer are encouraging (Reisberg et al., 2003).

30.3.3.4. Free Radicals

Free radicals are generated not only through activation of glu-
tamate receptors but also as the inevitable by-product of nor-
mal oxidative metabolism. This is especially true in the retina 
and the RGCs, which have an extremely high metabolic rate. 
This triggers further changes including calcium release that 
causes cell damage (as summarized in Sect. 30.3.3.3. above). 
Endogenous antioxidants such as vitamins E and C, superox-
ide dismutase (Greenlund et al., 1995), and glutathione nor-
mally inactivate free radicals.

30.3.3.5. Nitric Oxide Synthase

Nitric Oxide Synthase (NOS) is postulated to have a role in RGC 
axonal toxicity. Inducible NOS is known to be up regulated in 
the optic nerve in glaucoma (Liu and Neufeld, 2001). Inhibitors 
of NOS, such as 3-aminoguanidine, decreased the RGC loss by 
70% in rat eyes with raised IOP (Neufeld et al., 1999).

30.3.3.6. Dopamine Deficiency

The origin of the pattern electroretinogram (PERG) response is 
predominantly the RGCs. Parkinson’s disease related changes in 
retinal processing caused by changes in the dopaminergic ama-
crine, horizontal, and interplexiform cells may alter the recep-
tive field composition of the RGC, thereby altering the PERG 

response. Delayed PERG latencies in untreated patients with 
Parkinson’s disease were restored with dopaminergic therapy 
(Jackson and Owsley, 2003). Further support that dopamine defi-
ciency is responsible for changes in the RGC induced PERG is 
that PERG latencies are delayed in control adults given haloperi-
dol, a dopamine antagonist (Bodis-Wollner and Tzelepi, 1998).

Dopamine has been recognized to have neuroprotective 
actions in glaucoma. Retinal dopaminergic cells can be detected 
by the immunohistochemical staining of tyrosine hydroxylase, 
the rate-limiting enzyme in dopamine synthesis. It has been 
observed that NMDA induced RGC toxicity dramatically 
decreased tyrosine hydroxylase immunostaining at the junction 
between the inner nuclear layer and inner plexiform layer in 
glaucoma (Kitaoka and Kumai, 2004).

30.3.3.7. Heat-Shock Proteins

Heat-shock proteins (Hsp) are known to be an intrinsic pro-
tection mechanism associated with an early response against 
physiologic and environmental stress (Wax and Tezel, 2002). 
Certain Hsp have special effects upon neurons, including Hsp 
72, 27 and 60. Hsp 27 and 60 have been demonstrated to be 
upregulated in RGCs of glaucoma (Tezel et al., 2000). Recent 
work has shown that geranylgeranylacetone can induce Hsp 
72 in RGCs and protect them from glaucomatous damage in a 
rat glaucoma model (Ishii et al., 2003).

30.3.3.8. Activated Microglia

Yuan and Neufeld (2001) investigated the potential participa-
tion of activated microglia, the resident defense cells of the 
central nervous system in causing optic nerve head (ONH) 
damage in glaucoma. In normal ONH, microglia do not con-
tain transforming growth factor-beta (TGF-beta), COX-2, or 
TNF-alpha; however, in glaucomatous ONH, microglia con-
tain abundant TGF-beta, TNF-alpha, and a few microglia are 
usually positive for COX-2. In glaucomatous ONH, microglia 
become actively phagocytic and produce cytokines, media-
tors, and enzymes that can alter the extracellular matrix. Find-
ings from these authors suggest that activated microglia may 
participate in stabilizing the tissue early in the disease process, 
but, as the severity of the glaucomatous damage increases, the 
activated microglia may contribute to glaucomatous optic 
neuropathy (Yuan and Neufeld, 2001).

30.3.3.9. Genetic Mutations

Myocilin (MYOC) is one gene that has been associated with 
early- and late-onset POAG. The MYOC gene was mapped to 
the open-angle glaucoma locus (GLC1A) region of chromosome 
1q25, and mutations were discovered in patients with adult and 
juvenile open-angle glaucoma. Mutations in this gene are found 
in 3 to 5% of adult-onset POAG patients and in 8 to 20% juvenile-
onset POAG patients (Wiggs et al., 1998). Different mutations 
are associated with juvenile and adult glaucoma. In particular, 
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the most common mutation associated with adult glaucoma is 
a nonsense mutation, whereas all the mutations associated with 
juvenile glaucoma are missense mutations. Additionally, some of 
the mutations typically associated with adult glaucoma can cause 
more severe, earlier onset glaucoma when found in combination 
with DNA sequence variants in the CYP1B1 gene.

Using single large pedigrees affected by POAG, seven genetic 
loci have been described (GLC1A-G), and glaucoma-predisposing 
genes have been identified in three of these loci: GLC1A, myocilin 
(Wiggs et al., 1998); GLC1E, optineurin (Rezaie et al., 2002); and 
GLC1G, WDR36 (Monemi et al., 2005). Each of these genes is 
only responsible for a small fraction of cases of POAG, reflecting 
the small percentage of POAG that is inherited as a Mendelian trait 
rather than as a complex trait.

The optineurin protein may function to protect the optic 
nerve from TNF-alpha–mediated apoptosis, and the loss of 
function of this protein may decrease the threshold for RGC 
apoptosis in patients with glaucoma. Surprisingly, mutations 
in this gene do not appear to contribute significantly to the 
optic nerve degeneration that is a component of typical high-
pressure POAG (Wiggs et al., 2003).

The exact role that IOP plays in combination with these 
other factors and the latter’s significance in the initiation and 
progression of subsequent glaucomatous neuronal damage 
and cell death requires further studies.

30.4. Clinical Features

30.4.1. History

The initial patient interview is important in the evaluation for 
glaucoma. Because of the silent nature of POAG, patients usu-
ally will not present with any visual complaints until late in the 
course of the disease. A history should include the following:

1. Past ocular and medical history including:

– Eye pain
– Redness
– Multicolored halos
– Headache
–  Previous ocular disease such as cataracts, uveitis, dia-

betic retinopathy or vascular occlusions
– Previous ocular laser or surgery
– Ocular or head trauma
–  Pertinent vasculopathic systemic illnesses, including 

Raynauds phenomenon or migraine

2.  Current medications, including any hypertensive medica-
tions (which may affect IOP) or corticosteroids used topi-
cally or systemically.

3. Family history of glaucoma.

30.4.2. Physical Exam

Screening the general population for POAG is most effective 
if targeted at those at high risk, such as African Americans 

and elderly individuals, especially if the screening includes 
IOP measurements, assessment of the optic nerve and screen-
ing visual fields.

For individuals of age 65 years or above, recommended fre-
quency for a comprehensive adult medical eye evaluation is 6 to 
12 months when risk factors for glaucoma are present and 1 to 2 
years in the absence of risk factors. For glaucoma suspect indi-
viduals under 40 years, the frequency of the eye evaluation should 
be 2 to 4 years and 5 to 10 years in the presence and absence of 
risk factors for glaucoma, respectively (American Academy of 
Ophthalmology: Preferred Practice Patterns, 2005a).

A standard comprehensive eye examination is performed 
on the initial visit. If any visual field or optic nerve changes 
consistent with glaucoma are present, additional appropriate 
testing should be done to establish a diagnosis.

In patients with glaucoma, factors that determine frequency 
of evaluations include the severity of damage, the stage of the 
disease, the rate of progression, the extent to which the IOP 
exceeds the target pressure, and the number and significance 
of other risk factors for damage to the optic nerve. If the target 
IOP has been achieved and there is no progression of damage, 
it is recommended (American Academy of Ophthalmology: 
Preferred Practice Patterns, 2005b) to follow up with ONH 
exam and visual field testing at 6 to18-month intervals. On the 
contrary, if there is progression of damage and the target IOP 
has not been achieved, more frequent testing is required until 
stability is achieved.

30.4.2.1. Tonometry

IOP varies from hour-to-hour in any individual. Many studies 
indicate that the circadian rhythm of IOP peaks in the early 
hours of the morning. IOP often rises when a patient assumes 
a supine position. When checking IOP, record measurements 
for both eyes, the method used (Goldmann applanation is con-
sidered the standard), and the time of the measurement.

A difference between contralateral eyes of 3 mm Hg or 
more indicates greater suspicion of glaucoma. An average 
of a 10% difference between individual measurements is 
expected. In most circumstances, the measurements should 
be repeated on at least 2–3 occasions before deciding on a 
treatment plan. The measurement should be made at differ-
ent times of the day to check for diurnal variation. A diurnal 
variation of more than 5–6 mm Hg indicates an increased 
risk for glaucoma.

30.4.2.2. Gonioscopy

The angle of the eye is examined by gonioscopy, which 
requires the use of special lenses. Gonioscopy is performed 
to rule out angle-closure or secondary causes of IOP eleva-
tion, such as angle recession, pigmentary glaucoma, and 
exfoliation syndrome. The peripheral contour of the iris is 
examined for plateau iris, and the trabecular meshwork for 
peripheral anterior synechiae, as well as for neovascular or 
inflammatory membranes.
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Schlemm’s canal may be seen if blood refluxes into the 
canal. This might indicate elevated episcleral venous pres-
sure caused by conditions such as a carotid-cavernous fistula, 
Graves orbitopathy, or Sturge-Weber syndrome.

Ultrasound biomicroscopy is helpful in assessing the angle, 
iris, and ciliary body to rule out anatomical pathology and sec-
ondary causes of elevated IOP.

30.4.2.3. Optic Disc and Nerve Fiber Layer

The optic disc is examined to estimate the cup-to-disc ratio 
and to identify excavation typical of glaucoma. Stereoscopic 
viewing during slit-lamp examination improves the accuracy 
of disc evaluation, since the disc is a complex, three-dimen-
sional structure (Figure 30.5). Single cutoff values for the 
cup to disc ratio designed to distinguish between normal sub-
jects and those with glaucoma are imperfect for screening, 
since the normal ratio varies considerably with optic disc 
size. When the cup to disc ratio equals or exceeds 0.6, the 
probability of glaucoma increases dramatically. In screening 
for glaucoma, however, even combined criteria, including 
the level of IOP and the cup to disc ratio, identify only two 
thirds of patients.

The disc should be viewed stereoscopically to assess evi-
dence for glaucomatous damage (Figure 30.5), including the 
following: cup to disc ratio in horizontal and vertical merid-
ians; color and slope of the cup; appearance of the disc; pro-
gressive enlargement of the cup; evidence of nerve fiber layer 
damage using a red-free filter; notching or thinning of disc 
rim, particularly at the superior and inferior poles where nerve 
fibers often can be affected first; pallor; presence of hemor-
rhage (most common inferotemporally); asymmetry between 
discs; peripapillary atrophy (possible association with the 
development of glaucoma); or congenital nerve abnormali-
ties. Stereo fundus photographs are required as a baseline for 
future comparisons (Figure 30.5).

Other imaging techniques that utilize different physical 
properties of light for optical analysis can document the sta-
tus of the optic nerve and the nerve fiber layer. Furthermore, 
they can be used to detect changes over time (Medeiros et al., 
2004). The value of these technologies for diagnosing glau-

coma and for determining progression over time is currently 
under active investigation.

Confocal scanning laser ophthalmoscopy can evaluate the 
optic disc and peripapillary retina in 3 dimensions and provide 
quantitative information about the cup, neuroretinal rim, and 
contour of the nerve fiber layer.

Scanning laser polarimetry measures the change in the 
polarization state of an incident laser light passing through 
the naturally birefringent nerve fiber layer to provide indirect 
estimates of peripapillary nerve fiber layer thickness.

Optical coherence tomography uses reflected light in a man-
ner analogous to the use of sound waves in ultrasonography to 
create computerized cross-sectional images of the retina and 
optic disc, and also gives quantitative information about the 
peripapillary retinal nerve fiber layer thickness.

Fluorescein angiography, ocular blood flow analysis via 
laser Doppler flowmetry, color vision measurements, contrast 
sensitivity testing, and electrophysiological tests (e.g., pattern 
electroretinograms) are used as research tools in the evalua-
tion of POAG patients. Routine clinical use is not advocated 
at this time.

30.4.2.4. Visual Field Testing

Automated threshold testing (e.g., Humphrey 24–2) is per-
formed to evaluate for glaucomatous visual field defects. 
If the patient is unable to perform automated testing, Gold-
mann perimetry may be substituted. New onset glaucoma-
tous defects are found most commonly as an early nasal step, 
temporal wedge, or paracentral scotoma (more frequent supe-
riorly). Generalized depression also might occur, but is less 
specific for glaucomatous damage.

Swedish interactive thresholding algorithm (SITA)-
based software decreases testing time and boosts reliabil-
ity, especially in older patients (Schimiti et al., 2002). Short 
wavelength automated perimetry (SWAP) or blue-yellow 
perimetry may provide a more sensitive method of detecting 
visual field deficits, especially in patients with OHT without 
defects demonstrated by standard testing. If the Humphrey 
standard automated perimetry results are normal, SWAP 
should be considered to help detect visual field loss earlier. 

Figure 30.5. Stereo photographs representing normal optic nerve head (left) and typical glaucomatous changes (right).
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Recent studies suggest SWAP may detect visual loss or pro-
gression up to 3 to 5 years earlier than conventional perim-
etry, as well as in 12 to 42% of patients previously diagnosed 
with only OHT (Racette and Sample, 2003). Because the 
testing time may be lengthened, it may be tiring for some 
patients. However, new SITA-SWAP algorithm software 
may speed up the testing time and thus improve reliability 
(Bengtsson and Heijl, 2003).

The pupil size should be documented at each testing session 
since pupillary constriction can reduce retinal sensitivity and 
mimic progressive visual field loss.

To establish a reliable baseline, visual fields may have to 
be repeated several times on successive visits, especially if 
initial testing shows low reliability indices. Newer glaucoma 
progression analysis software can help identify reliable peri-
metric baselines, and probability-based analyses of subse-
quent fields can assist in distinguishing true progression over 
time from fluctuation or artifact. In follow-up, if a low risk for 
onset of glaucomatous damage is present, then repeat testing 
may be performed once a year. If a high risk of impending 
glaucomatous damage is present, then testing frequency is 
adjusted accordingly (as frequent as every few months).

Frequency doubling perimetry (also termed frequency 
doubling technology or FDT, which is enhanced with new 
MATRIX software) is a relatively new technology that may 
detect functional visual loss at an earlier stage in the glauco-
matous disease process, thereby detecting more patients who 
currently are misdiagnosed as having OHT instead of early 
POAG. Current sensitivities and specificities are continuing 
to improve, but more baseline data are needed to determine 
under what circumstances these new techniques will prove to 
be most useful.

30.5. Differential Diagnosis

Several disorders may mimic glaucomatous ONH and/or visual 
field changes. Those that resemble structural glaucomatous 
optic neuropathy or interfere with assessment of glaucomatous 
cupping include optic disc anomalies, tilted discs, optic nerve 
drusen, optic nerve pits, optic nerve colobomas, myelinated 
nerve fibers, ischemic optic neuropathy and optic atrophy.

Factors that mimic glaucomatous visual field loss include: 
branch retinal artery occlusion; chorioretinal scars; retinal 
areas treated by photocoagulation or cryotherapy; demyelin-
ating disorders; cerebrovascular accidents, tumors, or other 
lesions affecting the optic nerve, chiasm, optic tract, optic 
radiation, and/or the remaining course of nerve fibers to the 
occipital cortex. Other abnormalities that could account for 
“pseudo-glaucomatous” visual field defects or vision loss 
include vitreous hemorrhage, proliferative retinopathy or 
other retinal disorders.

As discussed in Sect. 30.2.3.4, variation in CCT from nor-
mal values may affect IOP measurements by yielding falsely 
high values when CCT is high.

30.6. Animal Models

Animal models for glaucoma have been used to study the 
pathophysiological basis of glaucoma. Animal based experi-
ments are more representative than cell culture models partic-
ularly in the study of aqueous humor dynamics, the trabecular 
meshwork-ciliary muscle complex, retinal ganglion cells, 
ONH axons, ONH framework and vascular flow dynamics in 
glaucoma subtypes (Weinreb and Lindsey, 2005).

Conducting studies in animal models often are challenging 
and occasionally require anesthesia, which might affect the 
parameter being assessed. Conditioned reflex training may help 
elicit cooperation. Use of remote controlled implants and newer 
drug delivery options represent advances made on this front.

Animal experiments have provided excellent means to study 
medical and surgical treatments for glaucoma prior to human 
trials. Animal models are required to study de novo drugs and 
their structural and functional influence on ocular tissues.

Genetic modulation of animal models is another area of 
research. Mice are genetically engineered to suit experimen-
tal needs. New models are required and will be developed to 
advance our understanding of the glaucomatous disease pro-
cess. Mouse mutants with glaucoma provide models for human 
glaucoma. From the clinical standpoint, some mouse models 
share occasional similarities with various aspects of glaucoma 
occurring in humans. The life span and replication time (one 
mouse year is equal to 30 human years) allow developmental 
and invasive studies and make it possible to follow glaucoma 
progression in a reasonable span of time (Chang et al., 2005). 
Some of the new mouse glaucoma models used are: Gpnmb 
with mutation on chromosome 6 to study iris pigment disper-
sion (Anderson et al., 2002); Trypl with chromosome 4 mutation 
to study iris stromal atrophy (Anderson et al., 2002); Nm2702 
with chromosome 11 mutation to study inner retina loss and 
optic nerve cupping (Chang et al., 2005); CALB/Rk and si/si 
model to study early enlargement of optic cup or coloboma 
(Chang et al., 2005); AKXD-28 for ganglion cell loss and optic 
nerve cupping (Anderson et al., 2001); and nm 1839- model 
for Axenfeld’s syndrome, anterior segment dysgenesis or buph-
thalmos (Chang et al., 2005). The effect of glaucoma on the 
electroretinogram response has been evaluated in mice.

The pig as a model for glaucoma shares many phyloge-
netic similarities with that of the human and is more readily 
available compared to the monkey model (Ruiz-Ederra et al., 
2005). The porcine retina is more similar to human than other 
large mammals such as dog, goat or cow. Techniques used 
for glaucoma diagnosis in humans such as optical coherence 
tomography or multi-focal electroretinography can be reliably 
studied in pig eyes. Studies of the pig aqueous outflow system 
demonstrate it to be an acceptable model for specific glauco-
mas (McMenamin and Steptoe, 1991).

The monkey model of OHT with its resultant optic neuropa-
thy closely reflects the optic neurodegeneration associated with 
human glaucoma. Utilization of the glaucoma model in monkeys 
has helped to further the understanding of aqueous humor 
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dynamics, glaucomatous damage in the RGCs and other structures 
along the visual pathway, and the effects of pharmacological 
agents on ocular tissues (Rasmussen and Kaufman, 2005). 
Fundus photographs of glaucomatous monkeys show the mor-
phologic changes consistent with human OHT with the advantage 
of observing progressive changes over a shorter period of time 
by withholding treatment despite very high IOPs (Gaasterland 
and Kupfer, 1974). The ability to correlate histologic changes 
in glaucomatous monkey eyes with functional and imaging data 
is a major advantage of the monkey model. Humphrey visual 
field defects can be performed by trained glaucomatous mon-
keys (Harwerth et al., 2002). The types of visual field defects 
are similar to those in glaucomatous humans.

Utilization of an experimental glaucoma model in non-human 
primates has led to advances in the understanding of glaucoma-
tous changes in the visual pathways from photoreceptors to the 
visual cortex (Rasmussen and Kaufman, 2005). Newer investi-
gative modalities such as contemporary perimetry techniques 
have been studied in primate models. Electroretinograms can 
be performed in monkeys to evaluate changes produced by 
glaucomatous optic neuropathy.

The choice of animal is governed by the objectives and 
requirements of the study (Table 30.3). Size of the animal eye, 
similarity with human eyes, cost and availability are factors 
that influence the selection of the animal type.

Summary

Glaucoma is defined as a disturbance of the structural or func-
tional integrity of the optic nerve that causes characteristic 
changes in the optic nerve leading to defects in the visual field. If 
left untreated, it might eventually lead to blindness. Glaucoma is 
the leading cause of irreversible blindness throughout the world, 
and is second only to macular degeneration in the US. Amongst 
the risk factors, elevated IOP, thin CCT, increasing age and large 
cup to disc ratio are established. Concerning its pathogenesis, 

mechanical and vascular theories are fundamental. In addition, 
many other mechanisms contribute such as immune factors, 
apoptosis, glutamate-induced excitotoxicity, free radicals, nitric 
acid synthase and genetic mutations. To assess glaucoma, tonom-
etry, gonioscopy, examination of optic disc, and visual field test-
ing are essential. Animal models for glaucoma have been used 
to study the pathophysiological basis of glaucoma, aqueous 
humor dynamics, the trabecular meshwork, the ciliary muscle, 
and retinal ganglion cells. Animal experiments have provided 
worthwhile means of evaluating of diagnostic modalities and 
treatments, both medical and surgical, for glaucoma.
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Review Questions/Problems

1. The estimated world population that is bilaterally blind 
from primary open angle glaucoma is:

a. 2–3 million
b. 3–4 million
c. 4–5 million
d. 5–6 million
e. 6–7 million

2. The most important risk factor for developing primary 
open angle glaucoma is:

a. increasing age
b. thin central corneal thickness
c. African-American race
d. excessive intraocular pressure
e. large cup to disc ratio

3. Mechanisms that might contribute to optic nerve dam-
age in glaucoma include:

a. apoptosis
b. glutamate-induced excitotoxicity
c. nitric oxide synthase
d. free radicals
e. all of the above

4. Mutations in which of the following genes have been 
shown to be associated with the pathogenesis of glau-
coma?

a. GLC1A
b. myocilin
c. optineurin
d. GLC1G
e. all of the above

5. Which of the following testing strategies is NOT consid-
ered standard practice in the evaluation of patients with 
primary open angle glaucoma?

Table 30.3. Advantages and limitations of several animal models 
of glaucoma.

 Monkey Rabbit Rat Mouse

General similarity to human eye ++++ ++ ++ ++
Similarity to human aqueous dynamics ++++ + +++ ++++
Experimental IOP elevation +++ ++ +++ +++
Spontaneous IOP elevation − + − +++
Cupping, optic axon loss with IOP ++++ − +++ +++
Genome sequenced −* − − +++
Many transgenic strains available − − + ++++
Readily available, low cost − + +++ ++++
Ease of maintenance and handling − + +++ ++++
Ease of testing + +++ ++ +

*The human and monkey genomes are sufficiently similar that data from the 
human genome reject often can be applied to experiments using non-human 
primates.
Reproduced with permission from: Weinreb RN, Lindsey JD (2005), The 
importance of models in glaucoma research. J Glaucoma 14:302–304.
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a. tonometry
b. gonioscopy
c. visual field testing
d. optical coherence tomography
e. all of the above

 6. All of the following are characteristic changes that 
might be observed in the optic nerve head in primary 
open angle glaucoma except:

a. increased cup to disc ratio
b. notching of the neural rim
c. disc hemorrhage
d. new vessels within the disc
e. all of the above

 7. Ancillary techniques that might be used to evaluate 
patients with glaucoma include:

a. nerve fiber layer analyzer
b. confocal scanning laser ophthalmoscopy
c. ultrasound biomicroscopy
d. optical coherence tomography
e. all of the above

 8. According to recent estimates, which of the following 
individuals is at highest risk of developing glaucoma?

a. African-American male, age 80 years
b. Hispanic female, age 60 years
c. Caucasian male, age 80 years
d. African-American female, age 70 years
e. Caucasian female, age 80 years

 9. As per the mechanical theory of glaucoma pathogen-
esis, deprivation of which of the following factors may 
accelerate retinal ganglion cell loss?

a. heat-shock protein
b. calcium
c. neurotrophins
d. dopamine
e. glutamate

10. All of the following conditions may mimic glaucoma-
tous visual field loss except:

a. branch retinal artery occlusion
b. retinitis pigmentosa
c. cerebrovascular accident
d. chorioretinal scar
e. none of the above

11. Briefly discuss the risk factors for primary open angle 
glaucoma.

12. Enumerate the important mechanisms involved in 
pathogenesis of glaucomatous optic neuropathy.

13. Discuss the immune mechanisms contributing to reti-
nal ganglion cell damage in glaucoma.

14. Outline the recent advances in the genetic basis for 
glaucomatous optic neuropathy.

15. Describe the role of animal models in our understand-
ing of glaucoma.

16. Briefly discuss the prevalence of primary open angle 
glaucoma in the United States.

17. Outline the importance of central corneal thickness in 
glaucoma practice.
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31.1. Introduction

Strokes result from occlusion or rupture of blood vessels in 
the brain and are a leading cause of death and disability in the 
United States (US, Broderick et al., 1998). There are around 
700,000 new and recurrent strokes per year in the US, with 
costs related to stroke estimated to be over $60 billion in 
2007 (Rosamond et al., 2007). Around 80–85% of strokes are 
ischemic and 15–20% of strokes are hemorrhagic. Over the 
past three decades neuroimaging methods such as computed 
tomography (CT) and magnetic resonance imaging (MRI) 
have enormously improved the rapid and accurate diagno-
sis of ischemic and hemorrhagic stroke (Figure 31.1). More 
recently, non-invasive vascular imaging methods such as CT 
angiography (CTA) and MR angiography (MRA) have proven 
invaluable for the detection of vascular stenoses in the carotid 
arteries. But the therapeutics of stroke has lagged behind.

Treatment approaches for ischemic stroke have largely 
focused on reperfusing the ischemic brain tissue—for exam-
ple with the thrombolytic agent recombinant tissue plasmino-
gen activator (rt-PA, The National Institute of Neurological 
Disorders and Stroke rt-PA Stroke Study Group, 1995)—and 
on neuronal protection, mainly from damage caused by exci-
totoxic amino acids such as glutamate. Over the past 15 years 
it has been increasingly appreciated that inflammation alone, 
or in combination with systemic immune system responses, 
may be an important contributing factor in stroke-related 
brain injury and stroke outcome, as well as in the develop-
ment of atherosclerotic cerebrovascular disease. Elements of 
the inflammatory process may provide promising targets for 
the treatment of acute ischemic stroke and for vascular disease 
prevention.

As has been outlined in prior chapters, the immune system 
is responsible for host responses to infection, and responds in 
the same way to tissue injury occurring in the body, e.g., as 

occurs in the brain after stroke. It has been appreciated from 
post-mortem studies for more than 50 years that leukocyte 
accumulation—i.e., presumably neutrophil polymorphs and 
macrophages but the white cell types were not stated in the 
early studies—in the infarcted brain tissue is a prominent fea-
ture of the progression of ischemic brain lesions, and this was 
thought to be primarily related to the phagocytosis of necrotic 
brain tissue (Garcia et al., 1994). Inflammation is now 
considered to actively modify the evolution and repair of 
ischemic lesions and to probably impact significantly on tissue 
and clinical outcome after stroke (Garcia, 1992). This stroke-
related inflammation is characterized by cellular responses, 
by activation of immune, endothelial and glial cells, and by 
the secretion of cytokines and chemokines. Although still 
somewhat controversial, the current concept that has emerged 
is of a twofold impact: early on, inflammation appears to 
exacerbate ischemic and reperfusion injury after stroke, while 
later on, inflammatory cells may be actively involved in tissue 
repair and remodeling, and so play a beneficial role (Hallenbeck 
et al., 2005). Furthermore, exposure to brain antigens may 
sensitize peripheral leukocytes and it is possible that sensi-
tized memory T cell lymphocytes may either be protective (if 
sensitized in low doses, resulting in tolerance) or lead to more 
aggressive immune responses to subsequent stroke (if highly 
sensitized from exposure to antigens in high doses). Brain-
induced systemic inflammation may also increase patients’ 
susceptibility to infections after stroke, most commonly pneu-
monia and urinary tract infections (Meisel et al., 2005). The 
role of inflammation in atherosclerotic cerebrovascular dis-
ease has also been increasingly recognized to the effect that 
atherosclerosis is no longer regarded as a disorder of lipid 
storage within blood vessels but now, primarily, as a disorder 
of chronic inflammation (Libby et al., 2002).

These changing concepts of the role of the immune system 
and inflammation in stroke and cerebrovascular disease have 
led to searches for new treatment and prevention strategies. 
This chapter will review the current state of knowledge about 
inflammation and the immune system in stroke and athero-
sclerosis and discuss potential therapeutic strategies.

T. Ikezu and H.E. Gendelman (eds.), Neuroimmune Pharmacology. 429
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31.2. Immunity and the Central Nervous 
System

Under physiological conditions there is a small resident 
population of macrophages—microglia and perivascular 
macrophages—along with some roaming T cell lymphocytes 
in the central nervous system. However, most of the immune 
cells involved in inflammation after stroke are in fact derived 
from the systemic circulation.

31.2.1. Immune Surveillance and the Central 
Nervous System

The central nervous system has traditionally been consid-
ered to be a severely disadvantaged site for the elicitation of 
immune responses for the following reasons: (1) the blood 
brain barrier (BBB) which strictly regulates the passage of 
molecules and cells into the central nervous system; (2) the 
poorly developed lymphatic drainage (some cerebrospinal 
fluid drains into the cervical lymphatics); (3) the low levels of 
major histocompatibility complex (MHC) molecule expres-
sion on microglia, neurons and astrocytes; and (4) the absence 
of a specific antigen presenting cell type that is particularly 
important in the initiation of immune responses, the dendritic 
cell, which is derived from the hematopoietic monocytic cell 
lineage (Sedgwick, 1995; Karman et al., 2004).

However as stated above, there are some resident immune 
cells in the brain: these include the microglia, which are 
derived from the mesoderm and can be replenished from the 
bone marrow (in contrast to neurons and astrocytes which are 
ectoderm derived and only replenished in minute numbers). 
Unlike other tissue macrophages, microglia do not express 
MHC antigens until they become activated. Another resident 

immune cell in the brain is the perivascular macrophage that 
appears to be important in antigen recognition (more so than 
microglia or neurons). It is also widely accepted that T cell 
lymphocytes perform surveillance functions in normal brain 
parenchyma: however, only activated T cells can cross the 
BBB and they enter the brain in smaller numbers than in other 
organs of the body. It appears that the entry of T cell lympho-
cytes is related to a roaming immune surveillance function, 
rather than being a targeted response to specific brain signal-
ing (Hickey, 2001; Ransohoff et al., 2003). Unlike other organs 
there are very few resident mast cells in the brain and there are 
no resident neutrophils. Dendritic cells, although not present 
in brain parenchyma, are present in the choroid plexus and 
the meninges; these sites could potentially provide a source 
of immediate responders after acute brain ischemia, although 
this has yet to be demonstrated (Karman et al., 2004). From 
being considered a so-called “immune privileged” site (i.e., 
severely disadvantaged), the central nervous system is now 
regarded as an “immunologically specialized” site.

31.2.2. Innate and Adaptive Immunity

After stroke the majority of immune cells in the brain are 
derived from the circulating blood. Activation of the sys-
temic immune system includes both the innate and adaptive 
immune systems. The innate immune system is characterized 
by the immediacy of its response and the non-specificity of 
its response, and it does not confer long-lasting or protective 
immunity. Cells of the innate immune system include circulating 
polymorphonuclear cells (mainly neutrophils), monocyte-
 macrophages, and natural killer (NK) lymphocytes. The adaptive 
immune system is specifically characterized by its ability to 
alter receptor expression and cellular functions when encoun-
tering new antigens, whether self or foreign; functions include 

Figure 31.1. Ischemic and hemorrhagic stroke. Computed tomography (CT) brain scans of two patients, one with ischemic stroke (left) and 
one with hemorrhagic stroke (right).
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cell-mediated immunity, humoral immunity, immune response 
regulation, memory and immunologic tolerance. Cells of the 
adaptive immune system include T cell lymphocytes—helper 
T (Th) cells (generally CD4+) and cytotoxic T cells (generally 
CD8+)—and B cell lymphocytes. Recent evidence suggests a 
role of NK cells in memory (Hamerman et al., 2005). After 
antigenic activation, CD4+ T cells can be differentiated into 
at least three subsets: Th1 (involved in cezll-mediated immu-
nity and which secrete pro-inflammatory cytokines such as 
gamma-interferon [γ-IFN], interleukin-2 [IL-2] and lympho-
toxin), Th2 (which promote humoral immunity and secrete 
anti-inflammatory cytokines such as IL-4 and IL-10) and reg-
ulatory T cells (e.g., CD4+ CD25+, which secrete transforming 
growth factor-beta [TGF-β] and IL-10).

31.3. Ischemic Stroke and Inflammation

Ischemic strokes account for around 80–85% of all strokes 
and are caused by arterial vascular occlusions; rarely occlu-
sion in the cerebral venous system may result in ischemic 
and/or hemorrhagic stroke. Arterial occlusions resulting 
from cerebral embolism are the most common causes of 
ischemic strokes, and by about one week after stroke as 
many as 70–90% of occlusions will have spontaneously 
recanalized. Emboli typically originate from atheroscle-
rotic stenoses in the internal carotid artery or from sources 
in the heart such as clots in the left atrium or the left ven-
tricle. Hypertension-induced vascular disease of the small 
perforating intracerebral arteries is a common cause of 
lacunar strokes. A classification of the major stroke subtypes 
is shown in Table 31.1.

Immediately after the onset of focal brain ischemia, oxygen 
and glucose deprivation result in loss of adenosine triphos-
phate (ATP), loss of maintenance of normal ion channels 
and neuronal depolarization (Wahlgren and Ahmed, 2004) 
as evidenced by calcium and sodium influx into the cells, 

generation of oxygen free radicals and breakdown of
membranes. The cascade of molecular events is shown in 
Figure 31.2. Brain tissue may be viable for only minutes to 1 h 
in the core of the resulting infarct, where the blood flow is of 

Table 31.1. Classification of major stroke subtypes.

Subtypes Common causes

Ischemic (80–85%) Large artery Carotid artery stenosis
Cardioembolic Atrial fibrillation, 

ventricular clot
Small vessel disease (i.e., 
lacune)

Lipohyalinosis of 
penetrating 
intracranial arteries

Other determined Blood dyscrasias
Undetermined

Hemorrhagic 
(15–20%)

Intracerebral Hypertension

Amyloid angiopathy
Subarachnoid Aneurysm

Arteriovenous 
malformation

Figure 31.2 Cascade of molecular events during focal cerebral isch-
emia. Cascade of molecular events during ischemia and reperfusion 
injury. During cerebral ischemia, a series of biochemical events occur 
that causes depolarization, activation of voltage-operated calcium 
channels and excessive release of excitatory amino acids, especially 
glutamate. Activation of glutamate receptors leads to a further increase 
in intracellular calcium, activation of intracellular enzymes and neuro-
nal death. Successive exploration of this complex pathophysiology has 
resulted in the development of a great number of candidates for neu-
roprotective intervention. Many of these candidates have proven to be 
efficacious in animal models, but so far no trial in stroke patients has con-
firmed a benefit on primary endpoint measures. CBF = Cerebral blood 
flow; ATP = adenosine triphosphate; AMPA = D-amino-3-hydroxyl-5-
ethyl-4-isoxazole propionate; NMDA = N-methyl-D-aspartate; NO = 
nitric oxide. Reproduced from Wahlgren NG, Ahmed N (2004) Neuro-
protection in cerebral ischaemia: facts and fancies—the need for new 
approaches. Cerebrovasc Dis, 17 Suppl 1:153–166 (permission from 
S. Karger AG, Medical and Scientific Publishers).
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the order of 0–10 ml/100 g brain tissue/minute. The ischemic 
penumbra is the zone of potentially viable tissue surrounding 
the infarct core; this tissue is nourished in part by collateral 
blood vessels and may be viable for up to 3–6 h if the per-
fusion is restored in time. Inflammation is now believed to 
contribute to brain injury in both the core and the ischemic 
penumbra, and is believed to be particularly hazardous after 
reperfusion (after spontaneous arterial recanalization or after 
rt-PA therapy). Following the return of the blood flow and 
oxygen the marked increase in oxidative-reduction reactions 
can lead to the brain’s antioxidant systems becoming over-
whelmed. Excess oxygen free radicals are generated which 
damage cerebral tissue directly and through the activation of 
apoptotic and necrotic cell signaling pathways (Wahlgren and 
Ahmed, 2004; Ding and Clark, 2006). Neutrophil polymorphs 
and macrophages exacerbate to reperfusion injury through the 
release of inflammatory molecules (e.g., pro-inflammatory 
cytokines) and free radical species.

The current state of knowledge comes from studies in 
experimental stroke models, from human post-mortem stud-
ies and clinical studies. Early magnetic resonance imaging 
studies showed a correlation between elevated lactate and 
macrophage brain infiltration. This was identified at autopsy 
neuropathological examination within a week of the lactate 
determinations (Petroff et al., 1992). Moreover, elevated lac-
tate also correlated with reduced N-acetylaspartate concen-
trations my magnetic resonance spectroscopy and with the 
presence of sheets of foamy macrophages within infarcts. 
In additional clinical neuroimaging studies employing posi-
tron emission tomography (using PK11195 which binds to 
peripheral benzodiazepine receptors expressed on activated 
microglia, Figure 31.3, Pappata et al., 2000; Gerhard et al., 
2000), single photon emission computed tomography (using 
indium-111 to detect neutrophil recruitment, Price et al., 
2004) and, most recently, magnetic resonance imaging using 
ultra-small superparamagnetic iron oxide nanoparticles all 
have demonstrated macrophage infiltration during stroke 
(Saleh et al., 2004).

31.3.1. Involvement of Immune Cells

The first immune responders after focal cerebral ischemia are 
the brain microglia. As mentioned above, in the normal brain, 
microglia are quiescent or inactive, but after an injury, these 
cells undergo a dramatic change, altering their appearance, 
and migrating to the site of the damage to help clear away 
and clean up dead and dying cells and cell debris. Microglia 
produce cytokines, which trigger astrocytes and cells of the 
immune system to respond to the injury site (Vilhardt, 2005).

Stroke-related inflammation in the brain appears to largely 
result from a selective migration and infiltration of systemic 
(i.e., circulating) leukocytes to the focus of cerebral ischemia. 
These cells are predominantly those of the innate immune 
system, at least initially. Activated neutrophil polymorphs 
begin to infiltrate as early as 4 h after stroke, initially being 

located at the edges of the infarct, and subsequently in the 
infarct core. The time course of neutrophil polymorph infiltra-
tion is depicted in Figure 31.4: the neutrophil response may 
be largely completed by 4–7 days in humans (Nilupul Perera 
et al., 2006). The infiltration of neutrophils overlaps with and 
is followed by a more prolonged and sustained infiltration of 
blood-borne monocytes, which become macrophages once 
they have entered the brain. This starts within the first 24–
48 h and may persist for days to weeks to even months. It is 
not always possible to distinguish between blood-borne mac-
rophages and activated microglia because of similar antigen 
expression (e.g., CD163, a marker of activated macrophages, 
is expressed on both). It was noted in early post-mortem stud-
ies that the degree of leukocyte infiltration was not always 
uniform. This cellular inflammation is believed to exacerbate 
brain injury through the secretion of pro-inflammatory cyto-
kines and through clogging of blood vessels, leading to a no-
reflow phenomenon.

Although not commonly recognized, there has been indirect 
evidence for some years that cells from the adaptive immune 
system too may play an important role early on in ischemic 
stroke (Hallenbeck et al., 2005; Schroeter et al., 1994; Becker 
et al., 2001, 2003). CD8+ lymphocytes have been found in the 
brain in the first few days in some post-mortem studies and 
blockade of adaptive immune processes may impact signifi-
cantly on stroke outcomes. Recently it has been reported in an 
experimental mouse stroke model (Yilmaz et al., 2006) that 
CD4+ and CD8+ T lymphocytes and γ-IFN may play important 
roles in the exacerbation of ischemic reperfusion injury as early 
as 5 h after stroke. In this study CD4+ and CD8+ T cells and 
γ-IFN caused the cerebral microvasculature to assume a pro-
inflammatory and pro-thrombotic phenotype (as evidenced 
by increased leukocyte and platelet adhesion to the endothe-
lium). It is possible that lymphocytes may act indirectly, by 
activating other circulating blood cells and/or extravascular 
cells such as resident macrophages in the brain. Alternatively 
lymphocytes may act directly on brain tissue: cytotoxic CD8+ 
T-cells may induce brain injury through molecules released 
from their cytotoxic granules. CD4+ Th1 cells, which secrete 
pro-inflammatory cytokines, including interleukin-2 (IL-2), 
IL-12, γ-IFN and tumor necrosis factor (TNF), may play a key 
role in the pathogenesis of stroke, whereas CD4+ Th2 cells 
may play a protective role through anti-inflammatory cyto-
kines such as IL-4, IL-5, IL-10, and IL-13. Evidence suggests 
that T cell lymphocytes are likely to be key players in the 
overall regulation of the immune response.

31.3.2. Molecular Mediators of Inflammation

Inflammatory molecules include adhesion molecules, che-
mokines and cytokines, many of which are up-regulated in 
acute cerebral ischemia and contribute to the inflammatory 
process. The release of pro-inflammatory cytokines is a direct 
consequence of the ionic imbalances and free calcium accu-
mulation that lead to the release of free fatty acids and other 



Figure 31.3. [11C]PK11195 positron emission tomography (PET) brain imaging in ischemic stroke. [11C]PK11195 is a peripheral benzodiazepine 
receptor marker expressed on activated microglia/macrophages. [11C]PK11195 positron emission tomography (PET) and T1 weighted NMR of an 
87-year-old patient with a left middle cerebral artery territory infarct. The top row shows the images obtained at 5 days and the bottom 
row the images at 13 days. The T1 weighted MRI is shown in the first column, the PET image in the second column and the co-registered MRI-
PET in the third column. Green indicates low receptor binding and red/yellow and white high binding. After 5 days there is only a small degree 
of PK-binding in the left MCA territory, especially in the temporal lobe, and it is much more pronounced after 13 days. At this time the area of 
increased binding seems to exceed the area of signal change in the NMR occipitally. Adapted from Gerhard A, Neumaier B, Elitok E, Glatting G, 
Ries V, Tomczak R, Ludolph AC, Reske SN (2000). In vivo imaging of activated microglia using [11C]PK11195 and positron emission tomography 
in patients after ischemic stroke. Neuroreport, 11:2957–2960. Reproduced from Nilupul Perera M, Ma HK, Arakawa S, Howells DW, Markus R, Rowe CC, 
Donnan GA (2006). Inflammation following stroke. J Clin Neurosci, 13:1–8 (permission from Lippincott, Williams & Wilkins).

Figure 31.4. Time course of cellular and molecular activation folowing stroke. Diagrammatic representation of the time course of cellular 
activation (PNL, polymorphonuclear leukocytes; Mφ, macrophages) and inflammatory molecular expression (GM, granulocyte and mono-
cyte colony-stimulating factor; ICAM, soluble intercellular adhesion molecule-1; VCAM, soluble vascular cell adhesion molecule-1; TNF-α, 
tumor necrosis factor α; IL-1β, interleukin 1β; IL-6, interleukin 6; IL-8, interleukin 8; IL-10, interleukin 10) in human brain, cerebrospinal 
fluid (CSF) and blood after stroke. Reproduced from Nilupul Perera M, Ma HK, Arakawa S, Howells DW, Markus R, Rowe CC, Donnan GA 
(2006). Inflammation following stroke. J Clin Neurosci, 13:1–8 (with permission from Elsevier).
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pro-inflammatory lipid metabolites. These metabolites pro-
mote the expression and release of IL-1β and TNF initially 
from activated microglia; these cytokines then lead to the 
production of other pro-inflammatory cytokines (e.g., IL-6, 
IL-8), the activation and infiltration of leukocytes, and the 
production of anti-inflammatory cytokines (including IL-4 
and IL-10), which produces a negative feedback on the cas-
cade. Adhesion molecules include intercellular adhesion mol-
ecule (ICAM), vascular cell adhesion molecule (VCAM), and 
E-selectin, which are expressed on activated endothelial cells 
during inflammation. Monocyte chemoattractant protein-1 is 
a chemokine that promotes infiltration of monocytes into the 
ischemic brain focus.

Other molecular mediators include complement, a host 
defense system made up of plasma proteins, which identifies 
pathogens and injured cells, recruits inflammatory cells and 
induces cell lysis. Early components in the classical, lectin or 
alternative complement pathways are believed to initiate the 
cascade leading to microglial activation and the activation and 
infiltration of blood-borne neutrophils and monocytes. The 
complement pathway may be activated by ICAM expression 
on endothelial cells. The matrix metalloproteinases (MMPs) 
are proteolytic proteins involved in the inflammatory response 
to stroke, one of the most prominent being MMP-9 which 
promotes degradation of the extracellular matrix proteins and 
increases the permeability of the BBB. Myeloperoxidase, an 
enzyme largely derived from neutrophils but also from some 
monocytes, catalyzes a number of reactions that generate 
oxygen free radicals (e.g., superoxide and hydroxyl radicals), 
particularly after reperfusion. The time course of cytokine 
changes in the human brain, cerebrospinal fluid and peripheral 
blood is shown in Figure 31.4 (Nilupul Perera et al., 2006).

31.3.3. Migration of Immune Cells Across 
the Blood Brain Barrier

The BBB provides the interface between the blood and brain 
and consists of endothelial cells held together by tight junc-
tions (“zonula occludens”), the matrix containing basal lamina 
and the astrocyte foot processes that surround 90% or more of 
the capillary wall. Normally the BBB is impermeable to most 
cells, and to large and hydrophobic molecules. Leukocyte 
infiltration after ischemic stroke is dependent on the expres-
sion of adhesion molecules on leukocytes and endothelial 
cells (Barone and Feuerstein 1999). Neutrophils, monocytes 
and lymphocytes express β2-integrin (i.e., CD11b/CD18), 
an adhesion molecule that binds to ICAM-1 and ICAM-2 
expressed on activated endothelial cells. Lymphocytes and 
monocytes also express another group of adhesion molecules, 
á4-integrins, which attach to VCAM-1 on endothelial cells 
(Figure 31.5). Later on, starting within the first 24 h and going 
on for several weeks, the BBB breaks down and the passage of 
immune cells is less impeded.

Blockade of neutrophil infiltration in experimental stroke 
models, through inhibition of adhesion molecules (ICAM-1,

E-selectin [only expressed on activated endothelium], 
P-selectin) and macrophage-1 antigen (which facilitates leukocyte 
phagocytosis in addition to leukocyte adhesion and transendo-
thelial migration), has been shown to reduce infarct size (Jiang 
et al., 1995; Mackay et al., 1996). Furthermore, blockade acutely 
of á4-integrin (Becker et al., 2001) and CD44, a cell surface 
glycoprotein involved in cell/cell and cell/matrix interac-
tions (Wang et al., 2002) also reduced infarct size to a similar 
degree, indicating that early infiltration of mononuclear cells 
(monocytes and lymphocytes) probably has a more significant 
impact on tissue outcome early after stroke than may have 
previously been appreciated.

The concept of the “neurovascular unit”—a functional 
entity comprising neurons, astrocytes, smooth muscle cells 
and endothelial cells—has now emerged and it is appreciated 
that this coordinated unit plays a key role in the hemodynamic 
response to alterations in brain function and activity. Disrup-
tion of this regulatory network occurs after stroke and it is 
now believed that efforts at neuroprotection should target the 
entire unit, not just neurons (del Zoppo, 2006).

31.3.4. Effects of Ischemic Stroke 
on the Systemic Immune System

Stroke induces an acute stress response—i.e., over-activation 
of the sympathetic nervous system and increased corticoste-
roid levels (with resultant neutrophilia and lymphocytopenia). 
This in turn leads to depressed immunity and altered immune 
responses during the acute phase of stroke and may predis-
pose patients to infections, particularly pneumonia, which is 
the commonest cause of mortality after the first few days of 
stroke (Meisel et al., 2005). In the clinical setting, increased 
total white cell counts and neutrophilia, which correlate with 
infarct size, are independently associated with worse outcome 
after stroke. Recently a massive and early activation of the 
systemic immune system has been shown to occur also in 
experimental stroke (Offner et al., 2006).

Exposure to local and leaking brain antigens in ischemic 
brain—such as myelin basic protein—has been shown to sen-
sitize [in high doses] and tolerize [in low doses] peripheral 
leukocytes (presumably lymphocytes, Becker et al., 2003; 
Alvord et al., 1974; Youngchaiyud et al., 1974). The func-
tional consequences are not clear but it is possible that such 
exposure may lead to recurrent strokes or to a more intense 
inflammatory response in subsequent strokes, or alternatively 
to tolerance. It has also been suggested that ischemic pre-
conditioning, for which there is evidence in clinical stroke, 
may be immunologically mediated (i.e., after a recent tran-
sient ischemic attack (TIA) it is claimed that patients may 
have less severe strokes but this is still controversial, Kariko 
et al., 2004).

Recently, elevated CD4+ CD28− T cell counts have been 
shown to be associated with worse outcome after ischemic 
stroke (Nadareishvili et al., 2004). This pro-inflammatory 
T cell subset is characterized by longevity, resistance to 
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apoptosis and secretion of high levels of γ-IFN. Patients with 
CD4+ CD28− levels >8% (normally present in <1% of CD4+ 
cells) during the first 48 h of stroke had a 6-fold increase in 
dying or developing a recurrent stroke during the following 
year. A notable finding was that patients with prior stroke had 
higher levels of these cells, raising the possibility that this 

population of T cells, already sensitized to brain antigens, 
contributed to a greater pro-inflammatory reaction to the new 
stroke. Elevated levels of this pro-inflammatory T cell subset 
have also been associated with the development of unstable 
atherosclerotic plaques. With improved typing of lymphocytes 
it is possible, and even likely, that different functional classes 

Figure 31.5. Leukocyte migration into focally ischemic brain. Histologic and schematic representations of changes in leukocyte behavior in 
the brain microvessels after focal ischemia. Shortly (within 1–6 h) after experimental stroke, many of the leukocytes, primarily neutrophils, in 
the ischemic tissue vessels are adherent to the post-capillary venuole and capillary walls. This can modify and exacerbate the decreased blood 
flow occurring in the already ischemic brain. Then, these neutrophils can find their way outside the vascular walls into the focal ischemic 
cortex over the next 6–24 h. Macrophages move into the brain later (i.e., over 1–5 days) and significantly accumulate in the infarcted brain. 
These changes in leukocyte behavior are mediated by increased brain inflammatory cytokine, adhesion molecule(s), and chemokine expres-
sion in the ischemic/injured brain. Reproduced from ref Barone FC, Feuerstein GZ. Inflammatory mediators and stroke: new opportunities 
for novel therapeutics. J Cereb Blood Flow Metab 1999; 19: 819–834. With permission from Nature.



436 Alison E. Baird

of lymphocytes present prior to or at the time of stroke and 
which could affect the evolution of ischemic lesions and out-
come, will be recognized.

31.3.5. Tissue Repair and Recovery 
After Ischemic Stroke

The role played by the immune system in the acute phase of 
ischemic stroke so far appears largely to be unfavorable. A 
positive role for the immune system may be in tissue remodel-
ing and repair, and the recovery of function days to weeks after 
stroke. The blood-borne mononuclear cells that have invaded 
the focally ischemic brain have been shown to up-regulate the 
expression of neurotrophic and other growth factor genes (e.g., 
those involved in angiogenesis, Barone and Feuerstein, 1999; 
Dirnagl et al., 1999). Resident-activated glial cells can also pro-
tect cells by facilitating repair and remodeling, and increasing 
neuronal plasticity, thereby facilitating the recovery of func-
tion for the remaining viable neurons and tissue (Figure 31.6). 
Hematopoietic stem cells may be involved in tissue repair and 
recovery after stroke, through the generation of microglia and 
macrophages, and possibly even new neurons (Brazelton et al., 
2000; Paczkowska et al., 2005).

31.4. Hemorrhagic Stroke 
and Inflammation

Hemorrhagic strokes account for 15–20% of all strokes 
(Figure 31.1). Rupture of a blood vessel into the brain 
parenchyma results in an intracerebral hemorrhage (ICH); 

this is commonly caused by hypertension-induced vascular 
disease of the small perforating intracranial arteries. Chronic 
hypertension leads to intimal hyperplasia with hyalinosis in 
the small vessel wall; this predisposes to focal necrosis, caus-
ing breaks in the wall of the vessel and “pseudoaneurysms.” 
Another cause of intracerebral hemorrhage is amyloid angiop-
athy. Rupture of a vessel into the subarachnoid space results 
in a subarachnoid hemorrhage; this most commonly results 
from rupture of a brain aneurysm or an arteriovenous malfor-
mation (Table 31.1).

After ICH mechanical brain injury results from tissue 
destruction and increased intracranial pressure from the mass 
effect of the hematoma occurring within the closed skull. After 
ICH, as occurs after ischemic stroke there is also an inflam-
matory reaction, consisting of an initial microglial response 
followed by an influx of systemic neutrophils and other white 
blood cells, up-regulation of molecules related to the adhe-
sion of white blood cells to the endothelium, their migration 
across the BBB and their direction to the site of injury (Gong 
et al., 2000). It also appears that the hematoma itself actively 
induces pathways that lead to brain injury, brain edema and 
worsening of the neurological outcome. These pathways 
include thrombin produced during clot formation and iron 
released from hemoglobin via the action of heme oxygenase, 
along with the influx of neutrophils, microglial activation and 
complement activation that may exacerbate tissue injury in 
the peri-hematoma region. It has been hypothesized that this 
may be a protective response to small hematomas but may be 
deleterious in large hematomas (Keep et al., 2005): up-regula-
tion of these above factors may be an evolutionary adaptation 
to limit brain injury during small hematomas (microbleeds), 

Figure 31.6. Brain recovery and repair after stroke. After initiation of brain injury various neurodestructive and neuroprotective genes are 
expressed. Neurodestructive gene expression (e.g., primarily those inflammatory cytokines, adhesion molecules, chemokines, and inflammatory 
proteins such as inducible NOS and metalloproteinases) can drive brain inflammation and necrotic/apoptotic cell death. Neuroprotective gene 
expression includes neurotrophic and growth factors from circulating mononuclear cells that have infiltrated into damaged tissue. In addition, 
resident-activated glial cells can also protect cells/tissue by facilitating repair and remodeling, and/or increasing neuronal plasticity and thereby 
facilitating the recovery of function for the remaining viable neurons/tissue. Reproduced from Barone FC, Feuerstein GZ. Inflammatory media-
tors and stroke: new opportunities for novel therapeutics. J Cereb Blood Flow Metab 1999; 19: 819–834. With permission from Nature.
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with low levels of these factors being protective but high 
levels being excessively harmful (as may occur in large hema-
tomas). In experimental models anti-inflammatory drugs such 
as COX-2 inhibitors, tacrolimus and fucoidan may reduce 
peri-hematoma inflammation and improve outcome (Nilupul 
Perera et al., 2006). Administration of the lipid-lowering drug 
atorvastatin was also associated with improved outcome after 
experimental ICH through modulation of inflammation in the 
peri-hematoma region (Jung et al., 2004).

After subarachnoid hemorrhage vasospasm is a common 
complication that results from irritation of the intracranial 
vasculature by subarachnoid blood. Vasospasm may lead to 
delayed cerebral ischemia and ischemic strokes, up to several 
weeks after the initial hemorrhage. There is preliminary evi-
dence that inflammation plays a role in vasospasm after sub-
arachnoid hemorrhage (Nilupul Perera et al., 2006; Clatterbuck 
et al., 2003), and anti-inflammatory strategies have been 
shown to prevent vasospasm in experimental stroke models 
(Nilupul Perera et al., 2006).

31.5. Atherosclerotic Cerebrovascular 
Disease and Inflammation

The study of cerebrovascular disease has advanced markedly in 
recent years with advances in non-invasive imaging methods 
such as MR angiography and CT angiography as well as an 
improved understanding of the immune system in the patho-
genesis of atherosclerosis. Atherosclerotic cerebrovascular 
disease is a common cause of strokes and shows a predilec-
tion for sites such as the bifurcation of the common carotid 
artery into the internal and external carotid arteries and the 
aortic arch and the major intracranial arteries such as the basi-
lar artery and the middle cerebral arteries. Occlusive athero-
sclerotic vascular disease of these large extracranial arteries is 
responsible for as many as 20–30% of ischemic strokes and 
intracranial steno-occlusive disease causes around 5–10% of 
ischemic strokes.

Atherosclerosis is characterized by the formation of 
plaques within the innermost layer of artery walls. It has tra-
ditionally been regarded as a disorder of lipid storage but is 
now regarded as a chronic inflammatory disorder. The plaque 
commences with the deposition of cholesterol-containing 
lipoproteins in the vessel wall. The first inflammatory cells 
involved are believed to be circulating monocytes (rather than 
neutrophil polymorphs). These migrate across the endothelial 
lining from the blood or from the lymphatics and develop into 
tissue macrophages or into dendritic cells. The macrophages 
(“foam cells”) accumulate cholesterol in the artery wall. The 
resulting fatty streaks commence as early as the late teen years 
or the early 20s and may regress or progress throughout life. 
Lesions are typically asymptomatic, at least initially. Many 
fatty streaks develop into atheromatous plaques that contain 
extracellular debris and cholesterol. A fibrous cap is formed 
over the lipid-containing plaque by smooth muscle cells from 

the arterial wall and possibly from blood-derived progenitor 
cells. The collagen stabilizes the lesion and prevents debris, 
lipids and pro-coagulant material from reaching the blood-
stream (Hallenbeck et al., 2005, Figure 31.7). Pro-inflammatory 
lymphocytes (i.e., CD4+ Th1 cells) also contribute to and 
may accelerate atherosclerotic plaque formation (Libby et al., 
2002). CD4+ CD28− cells (mentioned previously) are a rare 
subset of CD4+ T cells that are long-lived, secrete high levels 
of γ-IFN and are directly cytotoxic. These cells preferentially 
infiltrate unstable plaques and contribute to increased endo-
thelial cell lysis in patients with acute coronary syndromes 
(Nakajima et al., 2002). Naturally arising regulatory T cells 
(CD4+ CD25+) have recently been shown to be potent inhibi-
tors of the development of atherosclerosis in several mice 
models and may be a promising target for vascular disease 
prevention (Ait-Oufella et al., 2006). It has also been sug-
gested that common infections may be associated in the 
pathogenesis of atherosclerosis. Specific organisms that have 
been studied include Chlamydia pneumoniae, herpes viruses, 
human immunodeficiency virus, Helicobacter pylori, and 
organisms associated with periodontal infections; however 
definitive proof of causal associations are lacking.

The atheromatous plaque grows silently for years or even 
decades without producing clinical symptoms. However, 
trace amounts of pro-inflammatory cytokines released from 
cells within the plaque, including IL-6, reach the blood-
stream and stimulate C-reactive protein (CRP) secretion by 
the liver. CRP can be detected in the peripheral blood and is 
an independent marker of risk for myocardial infarction and 
probably for stroke in healthy individuals. Atherosclerotic 
plaques precipitate ischemic strokes by rupturing, leading to 
superimposed thrombus formation and embolism. They may 
also lead to strokes if the narrowing becomes particularly 
severe, >50%. The risk of stroke is greater with the greater 
degrees of narrowing as there is also associated hemodynamic 
insufficiency. Conventional angiographic techniques and 
non-invasive modalities (ultrasound, MRA, CTA) are used 
to detect occlusive arterial disease, and in the case of stroke 
prevention a narrowing of ≥50% of the internal carotid artery 
is used in decision-making for referral of patients for carotid 
endarterectomy.

Certain plaques are particularly prone to rupture. These 
“vulnerable plaques” contain abundant inflammatory cells 
and have thin collagen caps. The atheroma’s vulnerability to 
rupture is correlated with higher cellular infiltrates of macro-
phages and activated T cells. In symptomatic carotid artery 
plaques elevated ICAM-1 expression (relative to asymptom-
atic plaques) has been found and the ICAM-1 expression was 
greatest in the high-grade region of the plaque.  Vulnerable 
plaques are also not necessarily the largest plaques, particu-
larly in patients with coronary artery disease, and current 
angiographic methods are of limited value in their recog-
nition. However, new MRI methods using novel contrast 
agents are now being used to better study the features of 
vulnerable plaques.
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Figure 31.7. Inflammation and atherosclerosis. Participation of inflammation in all stages of atherosclerosis. A: Leukocyte (i.e., monocyte) 
recruitment to the nascent atherosclerotic lesion. Blood leukocytes adhere poorly to the normal endothelium. When the endothelial monolayer 
becomes inflamed, it expresses adhesion molecules that bind cognate ligands on leukocytes. Selectins mediate a rolling, or saltatory, interaction 
with the inflamed luminal endothelium. Integrins mediate firmer attachment. Pro-inflammatory cytokines expressed within atheroma provide 
a chemotactic stimulus to the adherent leukocytes, directing their migration into the intima. Inflammatory mediators such as macrophage 
colony stimulating factor (M-CSF) can augment expression of macrophage scavenger receptors leading to uptake of modified lipoprotein 
particles and formation of lipid-laden macrophages. M-CSF and other mediators produced in plaques can promote the replication of macrophages 
within the intima as well. B: T lymphocytes join macrophages in the intima during lesion evolution. These leukocytes, as well as resident 
vascular wall cells, secrete cytokines and growth factors that can promote the migration and proliferation of smooth muscle cells (SMCs). 
Medial SMCs express specialized enzymes that can degrade the elastin and collagen in response to inflammatory stimulation. This degradation 
of the arterial extracellular matrix permits the penetration of the SMCs through the elastic laminae and collagenous matrix of the growing 
plaque. C: Ultimately, inflammatory mediators can inhibit collagen synthesis and evoke the expression of collagenases by foam cells within 
the intimal lesion. These alterations in extracellular matrix metabolism thin the fibrous cap, rendering it weak and susceptible to rupture. 
Cross-talk between T lymphocytes and macrophages heightens the expression of the potent procoagulant tissue factor. Thus, when the plaque 
ruptures, as shown here, the tissue factor induced by the inflammatory signaling triggers the thrombus that causes most acute complications 
of atherosclerosis. (Reproduced from ref [7]: Libby P, Ridker PM, Maseri A. Inflammation and atherosclerosis. Circulation 2002; 105: 
1135–1143. Permission from Lippincott, Williams & Wilkins).

31.6. Risk Factors for Stroke

As mentioned above, atherosclerotic vascular disease is 
a common cause of ischemic stroke and also predisposes 
patients to coronary artery disease, itself a risk factor for 
stroke. Vascular disease also increases with age and is 
increased in patients with hypertension, diabetes, a smok-
ing history and hyperlipidemia. Hypertension is the major 
risk factor for hemorrhagic stroke. Common risk factors 
for stroke and cerebrovascular disease are listed in Table 
31.2. The “metabolic syndrome” is a cluster of risk fac-
tors (truncal obesity, hyperglycemia, hypertriglyceridemia, 
hypertension and low HDL-cholesterol) associated with 
increased cardiovascular disease risk. Some immune and 
inflammatory risk factors may include recent infection 
that increases the risk of stroke to a modest degree and 
the possible mechanisms for this are being investigated. 
Periodontal disease, another factor shown to be indepen-
dently associated with stroke and coronary artery disease, 
is believed to be associated with chronic inflammation and 
endothelial dysfunction (Janket et al., 2003). Lipoprotein 
associated phospholipase A

2
 (a pro-inflammatory enzyme 

associated with low density lipoprotein) is approved by the 
Food and Drug Administration as a risk marker for stroke 
and coronary artery disease. Other inflammatory markers in 
the blood are showing promise as independent risk factors; 
these include elevated plasma levels of high sensitivity-
CRP, IL-6 and the total white blood cell count (Ballantyne 
et al., 2005).

31.7. Therapeutic Neuroimmune 
Pharmacological Intervention

31.7.1. Treatment of Ischemic Stroke

As well as other strategies in the treatment and prevention of 
stroke the improved knowledge of the role of inflammation 
and the immune system in stroke and cerebrovascular disease 
has opened the door for research using immunomodulatory 
approaches in the treatment and prevention of stroke. There 
is only one Food and Drug Administration (FDA) approved 
treatment for ischemic stroke, the thrombolytic agent rt-PA 
that enhances brain reperfusion. Neuroprotective trials have 
been disappointing, with NXY-059—a free radical scavenger—
being the latest casualty (Lees et al., 2006; del Zoppo, 2006; 
http://www.astrazeneca.com, 2007). It is of note that a major 
limitation of hypothermia therapy for stroke, another form 
of neuroprotective therapy, has been the excess rate of pneu-
monic complications that has precluded its use, especially in 
the elderly.

Immune modulation approaches would seem to be worth-
while pursuing based on the significance of the immune 
response on tissue and clinical outcomes after stroke. To date, 
therapeutic strategies for acute ischemic stroke have focused 
on preventing the recruitment and trafficking of neutrophils 
into ischemic lesions through inhibition of cellular adhe-
sion molecules, however without success (Enlimomab Acute 
Stroke Trial Investigators, 2001). Enlimomab, a murine mono-
clonal antibody against ICAM-1, administered within 6 h of 
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onset and continued for 5 days, led to worse stroke outcome: 
the antibody itself elicited a strong and adverse inflammatory 
reaction (Furuya et al., 2001). UK-279,276, an antibody that 
binds selectively to the CD11b/CD18 integrin on neutrophils 
was not effective in the Acute Stroke Therapy by Inhibition of 
Neutrophils (ASTIN) study (Krams et al., 2003). It is possible 
that partial inhibition of neutrophils may be more effective 
than complete blockade.

Other immune modulatory approaches could theoretically 
include leukocyte-depleting strategies (not appropriate for the 
clinical population) and general strategies aimed at suppress-
ing immune function (e.g., steroid treatment): these have not 
proven to be effective in stroke and increase the risk of sec-
ondary infection. The antibiotic agent doxycycline appears to 
reduce leukocyte adhesion and was found to be beneficial in 
a temporary occlusion experimental stroke model, but has not 
so far been tested in the clinical setting (Clark et al., 1994). 
Recombinant human interferon beta-1a (IFN-b1a) is an FDA 
approved treatment for patients with relapsing remitting multiple 
sclerosis. IFN-b1a inhibits pro-inflammatory cytokines and 
prevents BBB disruption and is currently being studied in 
ischemic stroke in a phase 1 safety study. This agent could 
lessen reperfusion injury after stroke (and possibly hemor-
rhagic transformation of infarcts which can be a complication 
of rt-PA therapy). It too has been noted in a number of obser-
vational studies that patients who are taking a statin before 
a stroke have a better outcome than those who are not (Yoon 
et al., 2004). It has been proposed that, apart from cholesterol-
lowering, statins work through other mechanisms that include 
immune modulation (decreased inflammation), decreased 
oxidative stress, inhibition of the thrombogenic response and 
increased atherosclerotic plaque stability. In experimental 

stroke models statin administration has resulted in reduced 
size of brain infarcts (Kawashima et al., 2003).

31.7.2. Treatment of Hemorrhagic Stroke

There are few proven treatments for intracerebral hemorrhage, 
the main management issue being strict control of hyperten-
sion. Surgical evacuation is usually reserved for cerebellar 
hematomas, which show a mass effect (as clinically evidenced 
by a declining level of consciousness). The coagulation factor 
Factor VIIa did show some initial promise in phase 2 studies 
(Mayer et al., 2005) but was recently abandoned (http://www.
novonordisk.com, 2007). In terms of immune modulation, 
anti-inflammatory drugs such as COX-2 inhibitors, tacroli-
mus and fucoidan may reduce peri-hematoma inflammation 
and improve outcome in experimental stroke models (Nilupul 
Perera et al., 2006). Administration of the lipid-lowering drug 
atorvastatin has also been associated with improved outcome 
after experimental intracerebral hemorrhage, perhaps in part 
through modulation of inflammation in the peri-hematoma 
region (Jung et al., 2004).

For subarachnoid hemorrhage surgical clipping of the 
causative aneurysm or resection of the arteriovenous malfor-
mation is the mainstay of treatment. Endovascular coiling of 
the aneurysm can also be performed. Post-operative infection 
(either brain or respiratory) is an uncommon complication and 
not believed to be any more common than after other invasive 
surgical procedures. Hypervolemic-hemodilution and hyper-
tensive (HHH) therapy is used to prevent spasm. There may 
be a role for anti-inflammatory measures for the prevention of 
vasospasm and delayed cerebral ischemia, as shown in a recent 
pilot study of patients treated with statins (Lynch et al., 2005).

31.7.3. Primary and Secondary Prevention 
of Stroke

Apart from surgical and interventional therapy of occlusive 
carotid artery disease, the major approach to preventing vas-
cular disease and subsequent stroke is to pay close attention 
to the control of modifiable risk factors such as hypertension, 
smoking, diabetes, and hypercholesterolemia. Coumadin, an 
anticoagulant, is effective for the primary and secondary pre-
vention of stroke in patients with atrial fibrillation. Aspirin, 
clopidogrel, and the combination of aspirin and dipyridamole 
have been proven to be effective for secondary stroke pre-
vention along with the antihypertensive combination of indap-
amide and perindopril.

In terms of vascular disease prevention, inducing mucosal 
tolerance to E-selectin may prevent ischemic and hemorrhagic 
strokes, as shown in an experimental stroke study: low dose 
exposure to E-selectin is believed to work by diverting the 
immune response towards a Th2 (anti-inflammatory) response 
(Takeda et al., 2002). A clinical trial is planned of this agent 
for secondary stroke prevention. Also, immune modulation 
using naturally arising regulatory T cells (CD4+ CD25+) may 

Table 31.2. Common risk factors for stroke.

Unmodifiable
 Older age
 Male sex
 Race—African-American
 Genetic
Modifiable
 Hypertension
 Diabetes
 Smoking
 Atrial fibrillation
 Coronary artery disease
 Prior stroke
 Prior transient ischemic attack
 Metabolic syndrome
 Illicit drug use
 Post-menopausal hormone replacement therapy
 Periodontal disease
Inflammatory and immune causes and/or markers
 Recent infection
 Use of COX-2 inhibitors
 Elevated lipoprotein associated phospholipase A

2

 Elevated IL-6 (precursor of CRP)
 Elevated hsCRP
 Elevated total white cell count
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be a promising approach for vascular disease prevention 
(Ait-Oufella et al., 2006).

Statins have an important role in primary and secondary 
stroke prevention and possibly work, at least in part as stated 
previously, by immune modulation. The reduction in vascu-
lar events with statin use correlates with increased degrees of 
lowering of the inflammatory marker hsCRP, and is indepen-
dent of the degree of lipid-lowering. Statins have been shown 
to modulate gene expression in macrophages in vitro (Llave-
rias et al., 2004; Waehre et al., 2004). Furthermore, the clini-
cal benefit of these drugs is manifested early in the course of 
lipid-lowering, before plaque regression could occur, and in 
angiographic studies it has been shown that reversal of arterial 
narrowing occurs slowly and only to a small extent (Rauch 
et al., 2000). Statins have been shown to be effective in pri-
mary stroke prevention in patients with proven coronary artery 
disease and in a recent study, high dose statins were proven 
effective for the secondary prevention of stroke (Amarenco 
et al., 2006). In observational studies it has also been noted 
that patients with rheumatoid arthritis who are taking TNF 
blockers such as infliximab have lower rates of cardiovascu-
lar disease (and of pro-inflammatory CD4+ CD28− T cells); 
however, the toxicity of these agents precludes their use for 
vascular disease prevention at the present time.

Summary

The role of inflammation and the immune system in the evo-
lution of ischemic brain lesions, stroke-related reperfusion 
injury and the development of atherosclerotic vascular disease 
has been increasingly appreciated since the late 1980s. How-
ever, the degree and mechanisms by which inflammation may 
impact on clinical and tissue outcome after stroke are still being 
debated. On one hand inflammation is believed to be harmful, 
by exacerbating ischemic brain injury in the early days after 
stroke, while, weeks to months after stroke, inflammatory cells 
may be beneficial through the promotion of tissue repair and 
remodeling. Brain-induced systemic inflammation may increase 
patients’ susceptibility to infections after stroke. Specific com-
ponents of the inflammatory process may be potential targets 
for pharmacological intervention for acute ischemic stroke as 
well as for the prevention of stroke and cerebrovascular disease. 
There appears to be an increasingly complex interplay between 
the immune system and the brain and the vasculature in stroke 
that could impact on the extent and severity of vascular disease 
and on stroke outcome and recurrence.

This highlights the rationale for using newer technologies 
for cellular and molecular profiling of blood, brain tissue and 
atherosclerotic plaques in clinical and translational research 
studies. This is now possible using multiple combinations 
of antibodies in flow cytometry studies and with microarray 
analyses. These studies may permit identification of functional 
classes of lymphocytes that impact on disease severity and 
outcome (cf, using flow cytometry, CD4+ CD28−CD161+ 

T cells contributing to coronary artery plaque destabilization 
in acute coronary syndromes, Nakajima et al., 2002), and may 
permit reclassification of disease (cf, using gene expression 
profiling, novel subgroups of B cell lymphoma in gene expres-
sion studies, Alizadeh et al., 2000). Panels of genes from pro-
filing of peripheral blood mononuclear cells show vascular 
and inflammatory genes that support current concepts of the 
stroke-related inflammatory process, and may even eventu-
ally provide clues to a possible brain signaling mechanism to 
the circulating blood after stroke.

Many aspects of the role of inflammation and the immune 
system in stroke remain controversial (Chamorro and Hallen-
beck, 2006). However, more refined characterization of immune 
responses after stroke may suggest new and different therapeutic 
targets for acute ischemic stroke, in addition to novel approaches 
that are ongoing for the prevention of cardiovascular disease.

Review Questions/Problems

1. Immune cells involved in the evolution of ischemic brain 
lesions include:

a. Microglia
b. Neutrophils
c. Monocytes
d. Lymphocytes
e. All of the above

2. Immune cells involved in stroke-related inflammation stroke 
are predominantly derived from the circulating blood.

true/false

3. Leukocyte infiltration across the blood brain barrier 
after ischemic stroke is dependent on the expression of 
adhesion molecules on leukocytes and endothelial cells.

true/false

4. Molecular mediators of inflammation after ischemic 
stroke include

a. cytokines
b. chemokines
c. complement
d. a and b
e. a, b and c

5.  The first immune cell responders after ischemic stroke 
are the brain microglia.

true/false

6. The neurovascular unit is comprised of the following:

a. astrocytes
b. neurons
c. smooth muscle cells
d. endothelial cells
e. all of the above
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 7.  The effects of ischemic stroke on the systemic circula-
tion include:

a. increased susceptibility to infection
b. sensitization of circulating lymphocytes to brain antigens
c. both a and b
d. neither a or b

 8.  Atherosclerosis is now regarded as a chronic inflam-
matory disorder as opposed to one of lipid storage.

true/false

 9.  Neutrophils are the major inflammatory cells con-
tained within atherosclerotic plaques.

true/false

10. Features of the vulnerable plaque include:

a. more prone to rupture
b. heavy inflammatory cell infiltrate
c. thin fibrous cap
d. a, b and c
e. a and c

11.  Discuss the role of the immune system before and after 
ischemic and hemorrhagic stroke.

12.  Discuss the potential of immunomodulatory approaches 
for stroke treatment and prevention.
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32.1. Introduction

Neurogenesis is a critical process in the formation and devel-
opment of the neurons that comprise the brain. More recently, 
the identification of neurogenic regions in the adult brain has 
suggested that the general process of neurogenesis assumes a 
role in maintaining the normal brain as well as contributing 
to the repair of the brain following injury. As identified, adult 
neurogenesis is the production of new neurons in the adult 
brain. This is a complex process that is initiated with the divi-
sion of a precursor cell and, in some cases, neural stem cells 
that progresses to the generation of functional new neurons. 
The environments within these neurogenic regions provide 
intrinsic factors to stimulate and maintain this as a normal 
process. These include a number of the various growth fac-
tors. In addition, there are a number of extrinsic factors that 
can stimulate this process including life style and environ-
ment, as welll as, factors that can inhibit the normal process, 
such as depression. The potential of these cells to assist in the 
repair of the brain following injury has fostered the genera-
tion of a significant body of research to determine the signals 
and factors that stimulate the generation and survival of newly 
generated cells. In addition, efforts to understand the various 
stimuli that can drive the progenitor or stem cell to a mature 
neuron or to an oligodendrocyte for the production of myelin 
have contributed a wealth of information on the nature and 
plasticity of these cells and this process. The current chapter 
will address the basic dynamics of neural development with 
regards to the generation, migration, and maturation of neu-
rons as they provide information to understand the dynam-
ics required for the adult neurogenesis. The identification and 
details of the neurogenic regions in the adult brain, the growth 
factors that contribute to maintaining these regions, and the 
response to injury will be discussed. It is the intent of this 

chapter to serve as an introduction to adult neurogenesis that 
can be used as a base for further study and evaluation of the 
increasing amount of data that is currently being generated.

32.2. Neurogenesis and Classification 
of Cells

32.2.1. Neural Development

In the normal process of nervous system development, organ-
ogenesis occurs during the period from implantation through 
mid-gestation. Neurogenesis is a complex process involv-
ing proliferation, migration, differentiation, and survival. It 
is characterized by an expansion phase in which stem cells 
undergo massive symmetric divisions followed by periods 
where expanded precursor cells give rise to differentiating 
cells (Gotz and Huttner, 2005). The complex architecture of 
the brain requires that different cell types develop in a precise 
spatial relationship to one another. To accomplish this, neural 
stem cells and their derivative progenitor cells generate neu-
rons as well as astrocytes and oligodendrocytes by asymmet-
ric and symmetric divisions. Stem cells are characterized by 
their ability for self-renewal with cell division generating at 
least one identical copy of the mother cell. Symmetric division 
yields two identical copies and asymmetric division produces 
one new identical stem cell and one that is determined toward 
a certain cell lineage. It is these cells that are often referred to 
as progenitor cells given the reduction in stem cell properties. 
However, these progenitor cells can dramatically expand in 
number of new cells. In the development of the brain, such 
cells can undergo a terminal symmetrical division leading to 
two differentiating cells (Takahashi et al., 1996).

In some parts of the nervous system, particular kinds of cells 
are generated from committed progenitor or “blast” cells. These 
cells proliferate symmetrically and then differentiate. Examples 
of such progenitors are the sympathoadrenal progenitor and the 
O2A progenitor from the optic nerve. As initially described, glia 
O2A progenitor cells first give rise to oligodendrocytes around 
the time of birth and begin to  generate type 2 astrocytes during 
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the second postnatal week (Raff et al., 1983). During this time, 
platelet-derived growth factor (PDGF) is an important mitogen 
for the O2A progenitor. The differentiation of type 2 astrocytes 
is timed by cell-extrinsic factors. For example, ciliary neurono-
trophic factor (CNTF) is a diffusible signal that, in association 
with other signals of the extracellular matrix, is required to 
induce O2A progenitors to develop into type 2 astrocytes. The 
current thought is that the NG2 cells of the brain may contain 
the O2A progenitor cells (Nishiyama et al., 1996; Dawson et 
al., 2000; see below for additional discussion).

In the formation of the cerebral hemispheres, neurogenesis 
begins during fetal development; gliogenesis produces astro-
cytes followed by development of oligodendrocytes. For each 
cell type, temporal differences in cell production are maintained. 
For example, the first-generated neurons reach their final posi-
tion before subsequent generations of neurons. The migration 
of neuronal precursors plays a role in establishing the identity 
of some neurons and defining the functional properties and 
connections of the neuron (Sidman and Rakic, 1973). This 
translocation is achieved by a combination of the extension 
of cell process, attachment to the substratum, and subsequent 
pulling of the entire cell by means of contractile proteins 
associated with an intracellular network of microfilaments. 
Directional control occurs as cells move along “guide” cells or 
according to a concentration gradient of chemotropic molecules. 
Positional identity of precursor cells is also spatially and 
temporally regulated by transcription factor patterns.

The radial glial cell processes serve to guide neurons from 
the zone of neuronal generation to the zones for final settlement 
and the laminar features of the cortex are generated over time 
by differential movement of groups of neurons born at dif-
ferent times. These cells also divide asymmetrically to give 
rise to another radial glial cell while the second cell can dif-
ferentiate into a neuron. Thus radial glial cells may represent 
a unique stem cell population (Gaiano et al., 2000; Malatesta 
et al., 2000). In addition to the radial glia having stem cell 
potential, astrocytes isolated from the embryonic and early 
postnatal CNS display stem cell functional features (Laywell 
et al., 2000). In examining various precursor cells in culture, 
specific culture conditions can induce some precursors to 
show a change in commitment such as, the oligodendrocyte 
precursor cells (Kondo and Raff, 2000a) and transit-activating 
precursors (Doetsch et al., 2002). These cells can be repro-
grammed to multipotent stem cells by the action of cytokines 
and epidermal growth factor (EGF).

32.2.2. Neurogenic Potential in the Adult

Select areas of the brain contain populations of progenitor cells 
with various proliferative and migratory potentials (Altman, 
1969; Kaplan and Hinds 1977; Altman and Bayer, 1990). 
In the adult mammalian brain, neurogenesis continues in 
restricted germinal regions: the subependymal zone of the lat-
eral ventricle subventricular zone (SVZ) and the subgranular zone 
(SGZ) between the hilus and the granule cell layer of the hip-

pocampal dentate gyrus. Characterization of adult cells found 
in these proliferative domains demonstrated that the appropri-
ate neurogenic signals are present and continuously support 
the stem/progenitor cell population. In addition, a third popu-
lation of stem/progenitor cells may reside within the brain in 
the form of cells with astrocyte-like properties (Laywell et al., 
2000; Magavi and Macklis, 2001).

Mitotically active precursor cells in the adult brain consist of 
a heterogeneous population of cells including stem cells with 
the capacity for continual self-renew and undergo multilin-
eage differentiation in that they can differentiate into several 
distinct cell types (Alvarez-Buylla et al., 2001; Suslov et al., 
2002). As compared to the multipotent stem cell, progeni-
tor cells do not have the ability for continual self-renewal and 
have a limited multipotent capacity. The term “precursor cell” 
can refer to cells for which there remains limited proliferative 
ability but the differentiation fate is fairly determined. While 
a resident stem cell population has been demonstrated within 
the adult subependyma of the rostral lateral ventricle (Reyn-
olds and Weiss, 1992; Morshead and van der Kooy, 2001; 
Gritti et al., 1996), such a prominent population has not been 
clearly demonstrated in the SGZ. Characterization of SGZ 
cells suggests that while some cells meet the criteria of stem 
cells, most studies characterizing proliferative SGZ cells suggest 
that they are primarily progenitor cells (Seaberg and van der 
Kooy, 2002; Bull and Bartlett, 2005).

The proliferative capacity of cells from these zones can be 
evaluated with the isolation of cells to form spherical, detached 
colonies called neurospheres (typically 50–140 mm in diameter). 
The generation of a neurosphere is not conclusive evidence of 
stem cell presence as both stem cells and progenitor cells are 
capable of forming such spheres (Reynolds and Rietze, 2005). 
An additional step for evaluation requires a limiting dilution 
neurosphere assay in which cells are plated by serial dilutions 
and analyzed for size of neurospheres and frequency of 
colony-forming cells. This allows for determination of stem 
cell and progenitor cell contributions. Under these conditions, 
the largest colonies (>1.5 mm diameter) originate from stem 
cells while progenitor cells form small colonies (Reitze and 
Reynolds, 2006). Cultures of stem cells can be expanded 
continuously while those of progenitor cells gradually dimin-
ish. Other ways to distinguish between the two cell types is in 
their response to mitogens such as, fibroblast growth factor-
2 (FGF-2) and EGF with progenitor cells showing a greater 
responsiveness to FGF-2. In addition to proliferation, growth 
factors and other signaling molecules are critical for the 
differentiation of these newly proliferated cells. Multipotency 
can be assessed with the removal of EGF and FGF-2 and the 
addition of other factors to the culture medium. Neurospheres 
containing stem cells are multipotent and can produce neurons, 
astrocytes, and oligodendrocytes. If the neurospheres are 
comprised of progenitor cells, differentiation will generate 
astrocytes and oligodendrocytes and differentiation to neu-
rons and glia will occur with the addition of brain derived 
growth factor (BDNF).
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32.2.2.1. Subventricular Zone

Cells generated in the SVZ migrate tangentially through a 
network of interconnecting pathways distributed throughout 
the wall of the lateral ventricle. The heterogeneous neuroblasts 
originating in the adult SVZ migrate in a chain-like manner 
towards the olfactory bulb (OB) along a defined pathway called 
the rostral migratory stream (RMS) (Lois et al., 1996). These 
migrating neuroblasts (type A cells) show a spindle-shaped cell 
body with one or two cell processes. Their elongated nucleus 
displays a dispersed chromatin pattern with small aggregates of 
condensed chromatin masses, 2–3 small nucleoli, and possible 
nuclear indentations. They have scant and electron-dense cyto-
plasm with many ribosomes, a small Golgi apparatus, few cis-
terna of rough endoplasmic reticulum, and many microtubules 
distributed along the long cell axis. There are no dense bodies, 
lipid droplets, or microvilli. These cells are immunopositive for 
nestin, the polysialylated form of the neural cell adhesion mol-
ecule (PSA-NCAM), TuJ1 and are immunonegative for glial 
fibrillary acidic protein (GFAP) and vimentin (Doetsch et al., 
1997). (The details of each marker will be discussed later). 
During their migration, in the absence of radial glia or axonal 
guidance, the cells maintain contact with each other to reach the 
OB and differentiate into granule and periglomerular neurons. 
Cell differentiation is influenced by the expression of specific 
transcription factors in the SVZ or during migration in the RMS. 
For example, the transcription factor Pax6 is required for the 
production of a specific subpopulation of OB neurons (Kohwi 

et al., 2005). It promotes the generation of neuronal progeni-
tors directing them towards the dopaminergic periglomerular 
phenotype that is predominantly generated in the RMS (Hack 
et al., 2005). The transcription factor, Olig2, opposes Pax6 and 
promotes oligodendrogenesis (Hack et al., 2005).

In the rodent, the primary target site for newborn cells from 
the SVZ is the OB; however, more recent studies suggest 
that other brain regions may also receive cells (Arvidsson et 
al., 2002). This would support a role for stem/progenitor cells 
characterized in the primate SVZ (Quinones-Hinojosaet al., 
2006; Tonchev et al., 2006). Several lines of evidence suggest 
that the SVZ astrocyte serves as the primary precursor for 
these new neurons. Astrocytes in the SVZ, type B1 and B2, 
have distinct morphological characteristics (Doetsch et al., 
1997) and express vimentin, nestin, and GFAP but not PSA-
NCAM or TuJ1. Transiently amplifying progenitor cells (type 
C cells) are smooth and spherical, have large nuclei with deep 
indentations, dispersed chromatin pattern, and large reticu-
lated nucleolus. The Golgi apparatus is large, there are fewer 
ribosomes than in the type A cells, and they lack intermediate 
filament bundles. Type C cells stain for nestin, are immuno-
negative for PSA-NCAM, TuJ1, GFAP, and vimentin. They 
express the epidermal growth factor (EGF) receptor, express 
the Dlx2 transcription factor, and are found in small clusters 
in the SVZ, as well as, isolated cells. NG2 cells in the SVZ 
display a transit-amplifier type C cell phenotype and may 
provide a significant proliferative progenitor pool in the brain 
(Aguirre et al., 2004) Figure 32.1.

Figure 32.1. Schematic diagram of a sagittal section of the mouse brain localizing neurogenic regions. (A) dentate granule cell layer of the 
hippocampus. Newly proliferating cells in the subgranular zone (SGZ) are represented as dark cells along the inner border of the blades of 
the dentate. (B) subventricular zone (SVZ). (C) Extension of the ventricular system and the presence of newly proliferating cells within the 
ventricle noted as dark cell. RMS—rostral migratory stream. OLB—olfactory bulb.
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32.2.2.2. Subgranular Zone

A relatively small number of proliferating cells derived from 
the cells of the hippocampal pseudostratified ventricular epi-
thelium during embryonic stages continue to reside in the hip-
pocampal hilus (Nowakowski and Rakic, 1981). In the rodent, 
this population is established at birth and during the early 
postnatal period. This intrahilar population produces about 
80% of the cells of the dentate granule cell layer (Bayer and 
Altman, 1975). In humans and monkeys, this is reversed and 
only about 20% production occurs postnatally (Nowakowski 
and Rakic, 1981). This zone includes the basal cell band of 
the granule cell layer and a two-cell-wide layer into the hilus. 
Several types of neuronal and glial progenitor cells, as well 
as, astrocytes with radial glial elements, are within this neu-
rogenic zone (Seri et al., 2004; Filippov et al., 2003). Similar 
to the SVZ, astrocyte-like B cells give rise to the transiently 
amplifying progenitor C cell to produce the migrating A cell. 
The putative stem cells morphologically resemble radial glia 
and have astrocytic properties. They have a large triangular-
shaped soma with long apical processes reaching into the gran-
ule cell layer. Sparse branching occurs into the outer third of 
the granule cell band (Filippov et al., 2003). Radial glia-like 
cells expressing nestin, type-1 cells, consistently express the 
astrocytic protein, GFAP, and are negative for the astrocytic 
marker S100β. Type-2 cells are nestin-expressing cells with 
irregularly shaped nucleus, dense chromatin, and short pro-
cesses oriented parallel to the SGZ. These cells are either neg-
ative (type 2a) or positive (type 2b) for the immature neuronal 
marker doublecortin (DCX). Type 3 cells are DCX positive 
but nestin negative, with a rounded nucleus and express PSA-
NCAM and Prox-1. The type-3 stage comprises a transition to 
a postmitotic immature neuron. Adult-generated hippocampal 
cells migrate primarily to the inner third of the granular cell 
layer (GL; Kempermann et al., 2004). The exit from the cell 
cycle into the terminal postmitotic differentiation of granule 
cells is accompanied by a transient expression of calretinin 
occurring with expression of Prox-1 and the postmitotic neu-
ronal marker, NeuN. With maturation of the granule cells, 
calbindin, rather than calretinin, is expressed (Brandt et al., 
2003). The immature granule cells have a globular cell body 
with many fine dendritic processes extending into the molecu-
lar layer (Kempermann et al., 2004) and axons into the CA3 
pyramidal cell layer (Hastings and Gould, 1999). In the GL 
these cells assume the nuclear and cytoplasmic morphology 
of the surrounding neurons, express biochemical markers of 
immature and mature neurons, and receive functional GAB-
Aergic contacts. When the neurons are established in their 
final position within the GL, they develop spiny dendrites 
reaching the outer molecular layer and functional glutama-
tergic afferents increase. With the final stages of maturation, 
the cells obtain perisomatic GABAergic contacts. When these 
cells are selectively removed from the brain regions and 
cultured as neurospheres, they can differentiate into various 
cells and the neurons can form functional synapses (van Praag 
et al., 2002; Schmidt-Hieber et al., 2004).

32.3. Methods Used to Detect Newly 
Generated Cells

32.3.1. Markers Used for Cell Proliferation and 
Stem/Progenitor Cells

The incorporation of bromodeoxyuridine (BrdU) into replicat-
ing DNA during the S-phase of the cell cycle is a marker for 
DNA synthesis. BrdU incorporation can represent an increase 
in the number of proliferating cells or simply changes in 
cell cycle, active DNA repair (Selden et al., 1993), apoptosis 
(Katchanov et al., 2001), or development of tetraploidy (Yang 
et al., 2001); thus, in the absence of caution, false conclusions 
are possible regarding neurogenesis (Rakic, 2002). However, 
given the usually close link between BrdU incorporation and 
cell proliferation, it was initially used by Nowakowski et al. 
(1989) as a tool for studying cell proliferation in the develop-
ing nervous system. As an alternative, or complement, Ki-67 
is a nuclear protein expressed at different levels in dividing 
cells for the duration of their mitotic process. There are how-
ever, questions with regard to whether the signal is sufficient 
to detect the early G1 phase of the cell cycle. While Ki-67 
immunohistochemistry will provide a snapshot of a specific 
window in time, BrdU incorporation into cells can be fol-
lowed over time. In the normal adult brain, the number of cells 
in the SGL that incorporate BrdU or immunostain for Ki-67 is 
histologically represented by a sparse number of positive cells 
along the inner blade of the dentate (Kee et al., 2002). Despite 
the technical problems with BrdU, results indicating signifi-
cant amounts of adult-generated cells in the hippocampus 
(Cameron and McKay, 2001) are supported by labeling of 
newly generated cells with retroviral vectors and integration 
into the host genome (Lewis and Emerman, 1994). Co-immu-
nostaining of the cells with neuronal specific markers suggests 
that these cells can differentiate into neurons. However, most 
of the newborn cells undergo cell death during the first 
several weeks after final cell division (Biebl et al., 2000; Dayer 
et al., 2003).

Additional methods of detection and tracking the fate of 
newly generated cells have been developed. Fluorescent 
markers have been combined with retroviruses for birth 
dating and tracking of cells (van Praag et al., 2002). Continued 
development of retroviral vectors has resulted in vectors to 
express transgenes, short-hairpin RNAs, and site-specific 
recombinase. Transgenic mice have been developed containing 
a restricted expression of a fluorescent marker in progenitor 
cells. For example, green fluorescent protein (GFP) under the 
regulatory control of the nestin gene produces animals with 
labeled progenitor cells and immature neurons in the dentate 
gyrus (Yamaguchi et al., 2000; Filippov et al., 2003). Under 
transcriptional control of proopiomelanocortin (POMC) 
genomic sequences, cryptic sequences in the transgene pro-
vides expression in immature dentate granule cells that are 
approximately 2 weeks postmitotic (Overstreet et al., 2004). 
Alternatively, one can examine the progenitor cell popula-
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tion based on their distinct membrane properties. Newborn 
cells display high input resistance (Ambrogini et al., 2004; 
Schmidt-Hieber et al., 2004) and a lower threshold for activity-
dependent synaptic plasticity such as long-term potentiation 
is seen in immature granule neurons (van Praag et al., 1999; 
Schmidt-Hieber et al., 2004).

32.3.2. Neural Cell-Specific Markers

Neuronal Nuclei (NeuN) expression is restricted to postmitotic 
neurons. The protein is localized in the nucleus with stain-
ing occurring in the cytoplasm near the nucleus and in some 
cases extending into the neurites. NeuN can bind to DNA and 
may serve as a transcription factor that can be induced with 
the initiation of terminal differentiation (Sarnat et al., 1998). 
There is no reported case of NeuN expression in glial cells. 
NeuN immunoreactivity can be diminished in pathological 
conditions; however, loss of staining does not necessarily 
equate to loss of neurons nor does a reemergence of staining 
indicate neurogenesis (Unal-Cevik et al., 2004).

TuJ1 is the clonal designation for an antibody used against 
β-III-tubulin, a minor neural isotype of tubulin associated 
with neurons. Immature neurons in the neurogenic zones 
express β-III-tubulin; however, there is little data regarding 
the re-expression in mature neurons and there is some data 
suggesting a limited overlap with non-neuronal lineages. 
TUC4 (TOAD-64, Ulip-1, DRP-3, CRMP4) is expressed by 
postmitotic neurons at the stage of initial differentiation with 
the highest expression occurring in the growth cone. The 
duration of the expression after cells have become postmitotic 
is not known. With additional markers, it may offer information 
on the development of neurons either in the mature brain or 
following injury. It does not offer information on the net level 
of neurogenesis.

In neurogenic regions, PSA-NCAM is a specific marker for 
the neuronal lineage. The polysialic acid residue reduces the 
cell adhesion of NCAM; thus, it is found on migratory neuronal 
cells and identifies type-2b and type-3 cells in the dentate gyrus 
and C-cells in the SVZ and RMS (Seki, 2002). Expression 
of PSA-NCAM is thought to occur during post-neuronal dif-
ferentiation and while, associated with neurogenesis, it is also 
associated with synaptic plasticity and can be expressed on 
glial cells in non-neurogenic brain regions (Kiss et al., 1993). 
In the neurogenic zones, the temporal expression of PSA-
NCAM parallels that of doublecortin but offers information of 
the dendritic arborization of the cells.

Doublecortin (DCX) is a microtubule-associated protein 
expressed in neuronal cells during migration. It has both cyto-
plasmic and nuclear localization and is enriched in the leading 
processes of these cells (Schaar et al., 2004) and in the growth 
cones of neurites. DCX is transiently expressed during adult 
neurogenesis and identifies the phase of migration and neu-
rite extension of type-2b and type-3 cells (Brandt et al., 2003; 
Brown et al., 2003a; Ambrogini et al., 2004). The expression 
persists into the postmitotic stage of neurons when it overlaps 

with calretinin expression (Brandt et al., 2003). Throughout 
the brain, DCX expression overlaps with PSA-NCAM with 
some evidence of staining of NG2 glial cells.

Nestin is an intermediate filament protein that is localized 
to a subpopulation of precursor cells in both the SGZ and the 
SVZ (Filippov et al., 2003). It is expressed at low levels in the 
neurogenic regions and in blood vessels. In green fluorescent 
protein (GFP)-nestin transgenic reporter mice, positive cells 
overlapping with DCX can be found through the entire brain. 
With injury, both nestin and DCX positive cells are found at 
the target site and can occur in the absence of neurogenesis. 
This reflects the residual capability of cells within the non-
neurogenic region as induced with changes in the microenvi-
ronment or rather, a limited specificity of these markers.

The chondroitin-sulfate proteoglycan, NG2, is a transmem-
brane protein containing extracellular laminin-like domains. 
Cells expressing NG2 are a prominent progenitor population 
in the postnatal brain (Dawson et al., 2000). These cells can 
be either highly proliferative and migratory or slowly divid-
ing and non-migratory (Belachew et al., 2003; Aguirre et al., 
2004). It is thought that NG2 labels primarily precursor cells 
in the oligodendrocytic lineage and secondarily, a specific 
type of astrocyte that is closely associated with synapses and 
axonal structures. The sensitivity of NG2 as a marker for neu-
rogenesis is not clearly defined but may indicate the involve-
ment of radial glia as a precursor cell.

32.4. Regulatory Factors Influencing 
Adult Neurogenesis

As in many other forms of repair mechanisms for the nervous 
system, such as neurite outgrowth, reactive synaptogenesis, 
and remyelination, it is thought that the mechanisms involved 
recapitulate those that occur in normal development. This 
assumption has more recently been applied to the mechanisms 
operating to control stem cell proliferation (Vaccarino et al., 
2001). During development of the brain, neural stem cells fol-
low an orderly sequence of events resulting in the coordina-
tion of multiple signals to produce specific products at specific 
critical times. In the adult, this may not be the case, but rather 
that the system responds to local environmental influences to 
produce a response appropriate for the situation. Questions 
that continue to be raised are: What intrinsic properties render 
a progenitor cell proliferative and migratory? What signaling 
molecules promote proliferation and migration in quiescent 
neural progenitors? To gain a better understanding of the 
plasticity of this process, changes in the number of BrdU+ 
or viral+ cells within the brain have been examined under 
various conditions. This process is regulated by a wide range 
of molecules such as hormones, neurotransmitters, growth 
factors, and transcription factors. It is also regulated by aging, 
nutrition, physical exercise, and environmental enrichment. 
Additional details for some of these modulatory factors will 
be discussed in the following sections.
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32.4.1. Age

While the proliferative activity within the brain germinal zones 
declines with increasing age, cell proliferation continues through-
out life (Altman and Das, 1965; Kuhn et al., 1996; Seki, 2002; 
Hallbergson et al., 2003; Duman, 2004; Maslov et al., 2004). An 
age related decrease in hippocampal neurogenesis (Kuhn et al., 
1996; Lichtenwalner et al., 2001; Jin et al., 2003; Heine et al., 
2004) has been linked to the decline in cognitive function with 
aging. With a decrease in the generation of new neurons as a 
function of age, the response to either the environment or injury 
may override any such changes. For example, an enriched envi-
ronment initiated in the later half of life significantly increased 
the level of adult hippocampal neurogenesis in 20-month-old 
rodents (Kempermann et al., 2002). With transient forebrain isch-
emia, 2-year-old rats show a greater increase in BrdU incorpora-
tion into cells in the SGZ as compared to young adults. However, 
fewer of these cells survive and proportionally fewer differenti-
ate into mature neurons (Yagita et al., 2001). These age-related 
changes in neurogenesis may reflect the influences of changes in 
the host environment with regards to mitogenic and differentia-
tion factors. With increasing age, the ratio of glial cells to neurons 
increases, often resulting in glial hypertrophy (Cotrina and Ned-
ergaard, 2002). With aging, the increase in glucocorticoids has 
been associated to synaptic loss and inhibited production of new 
granule neurons (Nichols et al., 2005). The decreased neurogen-
esis in the aged brain may be related to a decrease in insulin like 
growth factor-1 (IGF-1) (Aberg et al., 2000; Lichtenwalner et al., 
2001) or increased oxidative stress (Nicolle et al., 2001).

To address such questions of the environment, experimental 
models of fetal cell transplants into the brain have been employed. 
Quite often, a decrease in cell survival is seen with increasing 
age of the host. The survival rate can be improved if the fetal 
cells are incubated with various signaling factors (e.g., BDNF, 
NT-3, and caspase inhibitors) prior to transplantation. Using the 
olfactory bulb as an example, in a developing system, interneu-
rons produced in the SVZ and partly in the RMS (Pencea and 
Luskin, 2003) populate a newly developing structure; while in 
the adult, the interneurons are integrated into an existing OB cir-
cuit. The origin, final target site, and distribution profiles are age 
dependent. Newly generated cells are evenly distributed across 
the anteroposterior axis of the OB and the relative contribution 
of SVZ versus localized bulbar neurogenesis increases from the 
neonate to the young adult. Cells derived from the SVZ/RMS in 
the neonate are targeted to the superficial regions of the GL and 
in the young adult, they are found primarily in the deeper regions 
(Lemasson et al., 2005). The fact that newborn cells reach the 
OB target faster when generated in the young adults as compared 
to the neonates (Lemasson et al., 2005) suggests the need for 
maturation of specific processes and anatomical structures to 
allow for rapid migration of cells.

32.4.2. Life-Style

Conditions normally associated with a decrease in neural activ-
ity such as depression or those associated with stress can result 

in a decrease in an already minimal process (Duman, 2004). In 
experimental models of stress, cell proliferation within the SVZ 
and SGZ is decreased and this decrease is often associated with 
a decrease in memory performance. Pharmacological antide-
pressant agents such as lithium can enhance hippocampal neu-
rogenesis (Chen et al., 2000). A chronic increase in the levels 
of corticosteroids has been proposed as one primary mediator 
of age-related decline in neurogenesis; however, such decline is 
not necessarily associated with an increase in circulating hor-
mone levels (Heine et al., 2004). Yet, with age, the expression 
of corticosteroid receptors shifts to a more immature state pos-
sibly representing a shift in receptor sensitivity.

Additional life-style modulators have been examined for 
their stimulatory role in adult neurogenesis. Rodents main-
tained on dietary restriction show an increase in hippocampal 
neurogenesis, perform better on learning and memory tasks, 
show increased resistance to neuronal degeneration, and have 
increased BDNF levels in the hippocampal and cerebral cortex 
(Lee et al., 2000, 2002; Duan et al., 2001). Initial studies sug-
gested that neurogenesis might be activity dependent and regu-
lated related to normal behavior (Kemperman et al., 1997). The 
rate of neurogenesis in animals increases following voluntary 
exercise, housing in an enriched environment, and with expo-
sure to specific learning and performance paradigms (Gould et 
al., 1999; Nilsson et al., 1999; van Praag et al., 1999). Environ-
mental enrichment increases neurogenesis in the DG but not the 
SVZ and is mediated partly by BDNF (Brown et al., 2003b). 
Such increases can occur with a concurrent improvement on 
learning tasks dependent upon the hippocampus and inhibition 
of neurogenesis decreases learning performance. The impact of 
environmental enrichment is decreased when the basal level of 
neurogenesis is increased by other factors such as social domi-
nance (Kozorovitskiy and Gould, 2004). These studies suggest 
that while a number of environmental factors can increase neu-
rogenesis in the normal brain, there are limits to this induction.

32.4.3. Endogenous Factors

Signals in the cell environment regulate the maintenance, 
proliferation, and neuronal fate commitment of the local stem 
cell populations (Alvarez-Buylla and Lim, 2004; Gotz and 
Huttner, 2005). In vitro and in vivo, numerous factors have 
been shown to support the production of neural cells from 
the SVZ and SGZ. Factors derived from cells surrounding the 
neural stem cells participate in the regulation of neurogenesis 
such as, growth factors and other small molecules including, 
FGF2, PACAP, IGF-1, NT3 (Vaccarino et al., 2001, review). 
As one would expect, the number of factors identified con-
tinues to increase with additional work and spans many of the 
same factors identified as critical for organogenesis and the 
initial neurogenesis during development.

32.4.3.1. Sex Hormones

The primary support for a hormonal influence in adult neuro-
genesis comes from the reports of neural progenitor cell 
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 proliferation being higher in the female rodent as compared 
with the male (Tanapat et al., 1999; Abrous et al., 2005). In the 
female rodent, cell proliferation peaks in proestrous with 
the increase in estrogen and decreases in phases of low estrogen 
(Tanapat et al., 1999). This level of proliferation is higher than 
what is seen in males (Abrous et al., 2005). The effects of 
estradiol are mixed with the induction of embryonic precursor 
cell proliferation (Brannvall et al., 2002; Ormerod et al., 2003) 
yet, a reduction in the mitogenic effects of EGF in rat neu-
ral precursor cells. The neuroactive progesterone metabolite, 
allopregnanolone (3a-hydroxy-5a-pregnan-20-one) induces 
a significant increase in the proliferation of neuroprogenitor 
cells derived from the rat hippocampus as well as, cortical 
derived human neural stem cells (Wang et al., 2005).

32.4.3.2. Growth and Neurotrophic Factors

As extracellular signaling molecules, growth factors have 
diverse effects on neurogenesis, proliferation, and maintenance of 
new neurons. Cell surface adhesion and recognition molecules 
mediate interactions between individual cells and between cells 
and the extracellular matrix. Additional interactions occur by 
means of diffusible molecules such as, growth factors and 
trophic agents. Studies on neural development have identi-
fied several trophic factors important for neuronal survival and 
growth that appear to also contribute to the generation of new cells 
in the adult brain. Brain-derived neurotrophic factor (BDNF), 
IGF-1, erythropoietin, epidermal growth factor (EGF), and the 
basic fibroblast growth factor (FGF2) (bFGF) have been shown 
to support neural cell production.

EGF is known to be important in the proliferation and main-
tenance of embryonic and adult neural stem cells (Doetsch et 
al., 1999, 2002) and EGFR is involved in the radial migra-
tion and maturation of neural precursors during embryonic 
cortical development (Caric et al., 2001). EGF has a strong 
mitogenic effect on stem cells in culture and upon withdrawal 
the cells can be induced to differentiate. With the direct infu-
sion of EGF into lateral ventricles proliferation increases 
within the SVZ (Kuhn et al., 1997) and neurogenesis fol-
lowing ischemia can be augmented (Nakatomi et al., 2002). 
Both the basic and acidic forms of fibroblast growth factor 
(FGF) stimulate outgrowth of neurites, reduce the effects of 
injury, and enhance regeneration. FGF-2 plays a critical role 
in signaling for hippocampal neurogenesis in normal rodents 
(Cheng et al., 2002), aged mice (Jin et al., 2003), and follow-
ing traumatic brain injury (Yoshimura et al., 2001). Follow-
ing infusion into the ventricle, FGF-2 expands dividing cells 
of the SVZ and induces net neurogenesis in the OB (Kuhn et 
al., 1997). FGF-2 protein is up regulated within the hippo-
campus with seizures induced by kainic acid and after focal 
cerebral ischemia. With both models of injury, the induction 
of neurogenesis is significantly decreased in FGF-2 null mice 
suggesting a regulatory role for this growth factor (Yoshimura 
et al., 2001).

Nerve growth factor (NGF) is required for survival and 
neurite outgrowth of cholinergic neurons of the basal forebrain, 

sympathetic postganglionic neurons, and sensory ganglion 
cells derived from the neural crest. In the developing and 
regenerating peripheral nerve, it is produced by both Schwann 
cells and macrophages. The highest level of NGF occurs in the 
hippocampus and the cerebral cortex, both of which are targets 
for cholinergic megnocellular neurons of the basal forebrain. 
A member of the same family, brain-derived neurotrophic 
factor (BDNF) is a 12.3 kDa basic protein and, as a growth 
factor, it has its maximum effect during the time when embryonic 
neurons contact targets in the CNS. BDNF contributes to brain 
synaptic plasticity, influences aging, and promotes neuro-
genesis and cell survival (Mattson et al., 2004). This growth 
factor assists in maintaining the basal activity in the prolifera-
tive zones of the brain (Lee et al., 2002), can directly stimulate 
neurogenesis (Scharfman et al., 2005), and with voluntary 
exercise or enriched environment, is upregulated in the dentate 
gyrus (Farmer et al., 2004). It has also been reported to mediate 
the effects of antidepressant drugs on hippocampal neuro-
genesis (Sairanen et al., 2005). However, over expression of 
BDNF in the hippocampus decreases the neurogenic response 
to ischemic insult (Larsson et al., 2002) and the blockage of 
endogenous BDNF increases ischemia induced hippocampal 
neurogenesis (Gustafsson et al., 2003). The inhibitory effects 
may be associated with the induction of progenitor cells rather 
than stem cells in the SGZ and the dysregulatory effects of 
chronic BDNF exposure as proposed by Larsson et al. (2002). 
This idea is supported by the work of Cheng et al. (2003) in 
which BDNF was found to reduce neuroprogenitor cell pro-
liferation and enhance neuronal differentiation. Thus, in an 
ischemic injury, excess BDNF could serve to regulate neural 
progenitor cells in the SGZ with a down-regulation of excess 
proliferation and an induction of differentiation of the cells to 
the neuronal lineage. With a chronic BDNF administration, the 
regulatory balance would be disrupted resulting in a decrease 
in the overall neurogenic response.

The increased number of newly generated cells in the SGZ 
following life-style modulators, is thought to be due to the 
increase in cell survival and has been linked to increased 
protein levels for both BDNF and neurotrophin 3 (NT-3) (Lee 
et al., 2000, 2002; Duan et al., 2001). Ciliary neurotrophic 
factor (CNTF) is an acidic protein involved in type-2 astrocyte 
differentiation. Injection of CNTF into the mouse brain 
stimulates precursor cell proliferation with the CNTF receptor 
alpha expressed on GFAP-positive cells of the SVZ (Emsley 
and Hagg, 2003).

Insulin-like growth factor-1 (IGF-1) mediates BDNF action 
and, when administered either peripherally or directly into 
the ventricle, induces both cell proliferation and net neuro-
genesis (Aberg et al., 2000; Lichtenwalner et al., 2001). It is 
expressed in neurons with physical activity and many of the 
protective effects of exercise can be inhibited by blocking the 
uptake of either IGF-1 (Carro et al., 2001) or vascular endo-
thelial growth factor (Trejo et al., 2001). IGF-1 can also inhibit 
some of the age-related decline in hippocampal neurogenesis 
(Lichtenwalner et al., 2001).
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32.4.3.3. Cell Adhesion Molecules

Migration is influenced by the adhesion properties of the cells 
and the direct interactions between a cell and the extracellu-
lar matrix. These include cell adhesion molecules (CAMs), 
intercellular adhesion molecules (I-CAMs), integrins, and 
cadherins. CAMs are a family of high molecular weight cell 
surface glycoproteins with regulatory properties during 
neural development. Family members include neural CAM 
(N-CAM), neuronal-glial CAM (Ng-CAM-NILE or L1), 
tenascin, and adhesion molecule on glia (AMOG/beta2 isoform 
of the membrane Na, K-ATPase pump). N-CAM is widespread 
early in embryogenesis and in both neurons and glia throughout 
nervous system development. It mediates Ca2+-independent 
homophilic binding and aggregation of neuronal cells. N-
cadherin is important in Ca2+-dependent cell-cell interactions. 
Tenascin is a large extracellular matrix glycoprotein impli-
cated in cell proliferation and neural cell attachment. With the 
decline of tenascin expression begins the expression of L1, 
a protein involved in heterotypic binding between neuronal 
and neuroglial cells. Integrins are membrane receptors with 
ligands consisting of I-CAMs and other matrix components 
such as collagen, laminin, and fibronectin. Integrin activation 
can lead to rapid changes in cell adhesion properties in the 
local environment and can signal intercellular events. These 
receptors provide the developing neural cells a system for 
linking adhesion/migration information with other develop-
mental signals controlling proliferation and differentiation. 
The tangential migration of neuroblasts is influenced by multiple 
molecular signals. The polysialylated form of the neural 
cell-adhesion molecule confers a migratory phenotype to 
neuroblasts (Pencea and Luskin, 2003). Directional migration 
is mediated by deleted in colorectal carcinoma and integrins 
(Murase and Horwitz, 2002). The soluble ligands Slit1 and 
Slit2 serve as guidance signals (Bagri et al., 2002).

32.4.3.4. Other Developmental Signaling Factors

Members of the receptor tyrosine kinase (RTK) family serve 
as signaling molecules. This large family includes the Eph 
family and their transmembrane-associated ephrin ligands and 
members of the Erb RTK family. They serve to influence the 
proliferation of cells in the SVZ (Conover et al., 2000). 
The RTK ErbB4 is expressed by neuroblasts located in both the 
SVZ and within the RMS (Anton et al., 2004). This kinase can 
be activated by multiple EGF-like domain-containing ligands 
including the neuregulins (NRGs). The NRGs induce the 
transcription of genes encoding acetylcholine receptor sub-
units and affect neuronal migration on radial glial guides in the 
cerebellum and the cerebral cortex through ErbB4 and ErbB2 
receptors (Schmid et al., 2003). It has been proposed that ErbB4 
activation helps to regulate the migration of precursors within 
the RMS and influence placement and differentiation into dis-
tinct interneuronal subsets. The Erb RTK family includes the 
epidermal growth factor receptor (EGFR) Erb10 and its ligand 
EGF. EGF is known to be important in the proliferation and 

maintenance of embryonic and adult neural stem cells (Doetsch 
et al., 1999, 2002; Yarden and Sliwkowski, 2001) and EGFR is 
involved in the radial migration and maturation of neural pre-
cursors during embryonic cortical development (Burrows et al., 
1997; Caric et al., 2001; Ciccolini et al., 2005).

Wnt (Wingless) is important for self-renewal in hemato-
poetic stem cells. In the brain, it is important for induction of 
neural specification (Munoz-Sanjuan and Brivanlou, 2002). 
Wnt signaling increased the intracellular concentration of 
β-catenin which associates with transcription factors TCF/Lef 
for gene transcription. Adult hippocampal progenitor cells 
express receptors as well as other components of the Wnt/
Beta-catenin signaling pathway (Lie et al., 2005). Wnt3a 
signaling is required for normal expansion of precursor cells 
in hippocampal development (Roelink, 2000). Wnt3 stimulates 
this signaling pathway primarily by astrocytes located in close 
proximity to neurogenic regions of the brain. The Wnt signal-
ing may serve as a regulatory pathway in adult hippocampal 
neurogenesis and contribute to the determination of neuronal 
fate commitment, as well as, cell proliferation.

Sonic hedgehog (Shh) is critical for development and the 
patterning of the ventral brain (McMahon et al., 2003). It 
is required for progenitor cell maintenance (Machold et al., 
2003). Secretion of the Shh protein increases cell proliferation 
in the SVZ and SGZ and is required for normal proliferation in 
the SVZ (Lai et al., 2003). Shh receptors, patched and 
smoothed, are expressed in the SGZ, as well as, in the hip-
pocampus (Traiffort et al., 1999; Lai et al., 2003).

During development bone morphogenetic proteins (BMPs) 
activity induced proliferation via activation of the BMP-1A 
receptor however, the BMP-1B receptor up-regulates p21kip1 
to inhibit the cell cycle (Panchision et al., 2001) thus, suggest-
ing multiple functions. They can be potent inhibitors of SVZ 
neurogenesis and are produced by SVZ astrocytes (Lim et al., 
2000). BMP2 can promote telencephalic neuroepithelial cells 
to differentiate as astrocytes. In the presence of leukemia inhibi-
tory factor (LIF), a synergistic action is provided. The antagonist 
Noggin is secreted by ependymal cells and functions to pro-
mote neurogenesis by preventing BMPs from activating their 
receptors. This would then block the glial promoting effects of 
BMPs (Lim et al., 2000). The close interactions between the 
SVZ astrocytes and the ependymal layer maintain the necessary 
regulatory control or induction of SVZ neurogenesis.

Proneural basic-helix-loop-helix (HLH) transcription 
factors drive neurogenesis via cell-cycle exit specific protein 
expression (Guillemot, 1999; Kintner, 2002). The Sox B1 
subfamily of the HMG-box transcription factors, (Sox 1–3) 
is expressed by precursors in the embryonic nervous system. 
They are expressed by most progenitor cells of the develop-
ing CNS. They and are downregulated when the cells exit the 
cell-cycle and differentiate (Uwanogho et al., 1995; Pevny 
et al., 1998). It is thought that these factors maintain neural 
progenitors in an undifferentiated state thus, inhibiting neuro-
nal differentiation. Sox2 is expressed in the germinative zones 
in the adult rodent brain while Sox3 is expressed transiently 
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by neural progenitors in the SVZ and dentate gyrus (Wang 
et al., 2006). In human embryonic stem cells, Sox3 is transiently 
induced with differentiation to neural progenitors, suggesting 
a role for neural stem cell maintenance. Some bHLH genes are 
involved in neural determination, others such as Mash1 and 
NeuroD, are involved in terminal neuronal differentiation. The 
Proneural protein, Mash1 (mammalian achaete-scute homo-
logue), is essential to the production of neurons in the embry-
onic ventral telencephalon (Casarosa et al., 1999). With other 
neurogenin family proteins, Mash1 promotes commitment 
of multipotent progenitors to neurons and inhibits astrocyte 
differentiation (Nieto et al., 2001). It is expressed and required 
for the generation of precursors in the SVZ of the postnatal 
brain for both oligodendrocytes and olfactory interneurons 
(Parras et al., 2004). Data is also available to suggest that a 
similar regulatory pathway involving activity of Mash1/Olig2 
and Dlx is involved in the differentiation of both GABAergic 
interneurons and oligodendrocytes (Fode et al., 2000; Yun 
et al., 2002 Marshall et al., 2003).

Notch1 activation serves to prevent neuronal differentiation 
by maintaining cells in a precursor cell state (Chojnacki et al., 
2003). Notch receptor signaling restricts the neurogenic poten-
tial of precursor cells by activating transcriptional repressors 
of the Hes gene family. These in turn suppress the expression 
of proneural bHLH proteins that can lead to the development of 
astrocytes (Tanigaki et al., 2001). A transient over expression 
of Notch1 in neural crest stem cells switches the cell lineage 
to glia from neuronal (Morrison et al., 2000).

The transcription factor cAMP response element-binding 
protein (CREB) is considered to be involved in the regulation 
of specific phases of adult neurogenesis in the SVZ/olfactory 
bulb system (Giachino et al., 2005) and in the SGZ for hippo-
campal neurons (Bender et al., 2001; Nakagawa et al., 2002).

32.5. Contribution of Glial Cells

The stimuli regulating adult neurogenesis also seem to affect 
gliogenesis. Several studies have demonstrated that cells 
expressing glial fibrillary acidic protein (GFAP) give rise 
to neurons in the adult dentate gyrus. Radial glial cells have 
a bipolar morphology with the cell soma residing in the ven-
tricular zone or SVZ extending long basal processes to the pial 
surface and a short apical process in contact with the ventricu-
lar wall (Levitt and Rakic, 1980; Bentivoglio and Mazzarello, 
1999). Notch1 signaling can promote radial glia differentia-
tion (Gaiano et al., 2000). In vivo studies suggest that radial 
glial cells can serve as a source of neuronal precursor cells 
(Hartfuss et al., 2001; Noctor et al., 2002; Gotz et al., 2002; 
Ever and Gaiano, 2005). This has lead to the concept that 
radial glia can serve as a source of new neurons (Alvarez-Buylla 
et al., 2001; Gregg et al., 2002). However, not all radial glial 
cells are actively dividing during neurogenesis and not all are 
neuronal precursors (Schmechel and Rakic, 1979; Gaiano et al., 
2000). An additional potential source for radial glia lies in 

the astrocytes population that has recently been shown to 
de-differentiate to immature radial glia as a function of cold 
temperature (Yu et al., 2006). Whether is represents an addi-
tional source of new neurons has not been determined.

In vivo, the contribution of GFAP expressing cells to neu-
rogenesis appears to be from a sub-set of cells co-expressing 
both GFAP and nestin (Filippov et al., 2003), suggesting both 
a heterogeneity among the GFAP-expressing cells and a con-
tribution to the generation of new neurons. In culture, GFAP-
containing cells can show multipotency (Laywell et al., 2000;) 
while, other studies suggest that any such progenitor cells in 
the hippocampus require the actual presence of astrocytes 
to develop into neurons (Song et al., 2002). Kondo and Raff 
(2000a) showed that oligodendroglia progenitor cells cultured 
under specific conditions could be reprogrammed to multi-
potential neural stem cells able to generate both neurons and 
glia. Their further work proposed a critical role for Mash1 in 
the timing of oligodendrocyte development (Kondo and Raff 
2000b); however, the work of Wang et al. (2001) did not sup-
port such a role for Mash1 but rather suggested a critical role 
for Id2 (inhibitor of DNA binding).

Cell-cell interactions between the newly generated neurons 
and non-neuronal cells have more recently been explored. 
Factors derived from local astrocytes participate in the regu-
lation of proliferation and neuronal differentiation (Song 
et al., 2002). FGF-2 and CNTF are expressed by hypertrophic 
astrocytes in the denervated outer molecular layer of the hip-
pocampus following lesion (Frautschy et al., 1991; Lee et al., 
1997). FGF-2 protein is up-regulated within the hippocampus 
with seizures induced by kainic acid and after focal cerebral 
 ischemia. With both modes of injury, the induction of neu-
rogenesis was significantly decreased in FGF-2 null mice 
suggesting a regulation role for this growth factor in adult 
injury-induced neurogenesis (Yoshimura et al., 2001).

Cells immortalized from early postnatal neural precursors 
will readily migrate toward glioblastomas (Aboody et al., 
2000). In glioblastoma-bearing mice, inoculation of such cells 
increased survival of the mouse with a greater survival seen if 
these cells were modified to over express interleukin-4 (Benedetti 
et al., 2000; Noble, 2000). Increased survival was seen with 
in vitro expanded neural precursor cell lines administered into 
gliomas (Staflin et al., 2004) and endogenous neural precur-
sor cells show a strong tropism for glioblastomas (Glass et al., 
2005). In mice, this attraction of precursors to glioblastomas 
declines with increasing age (Glass et al., 2005).

In the RMS, neuroblasts migrate tangentially in chains 
enwrapped by an astrocyte-derived tunnel-like structure 
termed the glial tube. This migration begins at birth yet, the 
astrocytes display a relatively homogeneous network and the 
glial tube does not become obvious until the third postnatal 
week of life (Peretto et al., 1997, 1999). The formation of the 
glial tube and the associated release of molecules to promote 
and accelerate neuroblast migration and the developmentally 
regulated expression of some integrins (Murase and Horwitz, 
2002) may contribute to a more rapid and efficient cell turn-
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over in the adult animal. In the olfactory epithelium, both 
stimulatory and inhibitory factors influence cell proliferation. 
In vitro, stimulatory factors include the fibroblast growth fac-
tors (FGFs), which increase the number of cell divisions that 
INPs undergo thus generating more neurons. FGFs also sup-
port the proliferation and survival of rare progenitors. In vivo, 
FGF8 is considered to be a good candidate for a positive FGF 
regulator. In vitro, other molecules have been reported to stim-
ulate proliferation of OE cells and include: epidermal growth 
factor (EGF), TGF-β2, TGF-α, and olfactory marker protein 
(OMP). The anti-neurogenic negative regulators include the 
bone morphogenetic protein (BMP) family possibly targeting 
the transcription factor Mash1 (Shou et al., 1999).

32.6. Models of Brain Injury Showing 
Induction of Neurogenesis

Post-development neurogenesis can be upregulated in response 
to a variety of stimuli including ischemia, seizures, and head 
trauma (Kempermann et al., 1997; Magavi and Macklis, 2001; 
Arvidsson et al., 2002; Nakatomi et al., 2002; Parent and Low-
enstein, 2002; Parent et al., 2002; Kokaia and Lindvall, 2003).

32.6.1. Olfactory System Damage

In the olfactory epithelium (OE), undifferentiated progenitor cells 
generate new neurons throughout life. It has been a source 
of information regarding cell interactions and the molecular 
response of progenitor cells (Calof et al., 1996). OE neuronal 
progenitors lie in close proximity to the olfactory response 
neurons (ORNs); while, the SVZ as the origin of progeni-
tors for the ongoing production of OB interneurons lies at a 
distance. Proliferating cells are located throughout the RMS 
and may respond differently to injury signals depending upon 
their placement within the migratory process. Physically, one 
can severe axons of the olfactory receptor neurons, remove 
the target site with an olfactory bulbectomy, or disrupt sensory 
input to the olfactory receptor neurons by a naris occlusion to 
block the nasal opening. Damage can also be induced with 
inhalation or direct application via nasal irrigation of chemical 
agents or exposure to corrosive gases.

The extent of recovery of the OB is dependent upon the 
extent to which ORNs are able to regenerate and re-innervate 
the tissue. Regeneration is more robust following nasal irriga-
tion with either Triton X-100 or methylbromide as compared 
to the delayed progression of repair following zinc sulfate. 
Contact deprivation of olfactory receptor neurons with their 
target cells by axonal severing or olfactory bulb removal 
results in rapid apoptosis of mature ORNs followed by degen-
eration of the olfactory epithelium, and a permanent upregula-
tion in proliferation of cells in the basal compartment of the 
epithelium for replacement. In the absence of an olfactory 
bulb with a bulbectomy, these cells turn over with a lifespan 
of 2 weeks, suggesting that functional connections with the 

bulb is required for ORN maturation and survival. The high 
turnover of neurons provides for continued apoptosis in the 
region and suggests the ORN death may be involved in regu-
lating proliferation of progenitor cells.

Naris occlusion usually involves the closure of one nostril 
during the early neonatal period and results in decreased 
sensory input to the ORNs, decreased volume of the ipsilateral 
olfactory bulb, and decreased proliferation of progenitor cells 
in the basal OE. When a reversible model is employed, the 
OE can rapidly recover from these changes with an increase in 
the number of newly generated neurons in the periglomerular 
layer, the target of afferent inputs from ORNs (Cummings and 
Brunjes, 1997).

32.6.2. Seizure-Induced Neurogenesis

Severe and sustained seizures lead to neuronal degeneration 
in the hippocampus via both a necrotic and apoptotic process. 
Single or intermittent seizures may or may not lead to neu-
ronal damage. However, the assessment of damage becomes 
complex given the neurogenic capability of the hippocampus 
and the current evidence indicating that seizure activity alone 
will stimulate neurogenesis (Smith et al., 2005). Thus, the 
number of neurons within the dentate gyrus following insult 
will depend upon both cell death and cell replacement. It is 
thought that seizure-induced neurogenesis produces a surplus 
of granule cell neurons resulting in the formation of abnormal 
and aberrant neuronal circuits. In rodent models of temporal 
lobe epilepsy, seizures are associated with an increase rate 
of neurogenesis in the dentate gyrus within the first week 
(Bengzon et al., 1997; Gray and Sundstrom, 1998; Parent and 
Lowenstein, 2002). This induction occurs with a single short 
seizure period, a prolonged seizure activity, or with repeated 
kindled seizures induced by direct stimulation of by pilocar-
pine or kainic acid. Extended seizure activity induced by 
pilocarpine produces an increase in cell proliferation in the 
rostral forebrain SVZ with a large proportion of the cells dif-
ferentiating into neurons. It also produces an induction in the 
caudal portion of the SVZ but a large proportion of these cells 
differentiate into glia. Induction in the SGZ also occurs with 
limbic kindling and intermittent perforant path stimulation. 
In the rat, both single and intermittent hippocampal kindling 
stimulations produce a marked increase in apoptosis in neu-
rons along the hilar border of the granule cell layer within 
5 h of cessation of stimulation. This is accompanied by an 
increase in BrdU/NeuN+ cells (Bengzon et al., 1997) and an 
increase in BDNF protein levels.

32.6.3. Ischemia

Ischemic brain injury results in the death of distinct susceptible 
populations of neurons in the brain. In addition, the injury con-
currently triggers cellular repair mechanisms. SVZ precursors 
can be recruited following transient middle cerebral artery 
occlusion (Jin et al., 2001; Zhang et al., 2001). In this stroke 
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model, extensive damage occurs to the striatum and the over-
lying parietal cortex. The new neurons migrate into the dam-
aged striatum and begin to express striatal specific markers 
(Arvidsson et al., 2002; Jin et al., 2003; Parent et al., 2002). 
However, the functional significance of these new neurons 
remains in question, as the majority die within the first few 
weeks (Arvidsson et al., 2002). In addition, acute ischemic 
stroke increases proliferation in the SGL and migration to the 
hippocampal granule cell layer within 7–10 days post injury 
(Jin et al., 2001). Treatment with BDNF enhances the repair 
process and additional neurons are seen to replace pyramidal 
cells in the damaged CA1 hippocampal region (Nakatomi 
et al., 2002). While the CA1 region is known to be vulnerable 
to ischemic injury, cells along the inner blade of the dentate 
gyrus at the SGL show signs of injury and express active cas-
pase-3, indicative of cell death (Bingham et al., 2005). This 
could either contribute to the loss of the neurogenic cells or 
may represent an early signaling event to initiate proliferation. 
In a rodent model of transient ischemia, reperfusion resulted 
in a transient decrease in Hes5 mRNA levels with a concurrent 
increase in Mash1 mRNA levels (Kawai et al., 2005).

32.6.4. Traumatic Brain Injury

Permanent structural changes occur in the brain following 
a traumatic brain injury (TBI) yet often there is remarkable 
functional recovery. This is more than likely due to a number 
of repair mechanisms including altering the connectivity of 
the remaining neurons and possibly the generation of new 
neurons. The general cellular characteristics that occur with 
TBI include a diffuse pattern of cell death. This is accompa-
nied by an intense inflammatory response from both the resi-
dent microglia and from infiltrating cells such as monocytes, 
macrophages, T-cells, and neutrophils, given the damage to 
the blood brain barrier (Ghirnikar et al., 1998; Raivich et al., 
1999). A secondary wave of neuronal death involves what 
is commonly referred to as delayed neuronal death. Reac-
tive gliosis occurs in the lesion site and the astrocytes form 
a glial barrier to contain the injury. Thus, TBI results in the 
upregulation of numerous factors within the lesion site and 
possibly at more distant non-directly-injured sites, including 
cytokines, chemokines, and trophic factors. Neurogenesis can 
be triggered by targeted apoptotic death in cortical neurons 
(Magavi and Macklis, 2001) and TBI of the cortex can trig-
ger increased proliferation of cells within the SGZ of the DG 
(Dash et al., 2001; Kernie et al., 2001). At the site of lesion, 
induction of the transcription factor, Olig2, is a common 
feature with a significant increase in the number of Olig2-
positive cells occurring in multiple nervous system regions 
(Buffo et al., 2005). During development Olig2 is expressed 
in neuroepithelial cells, motoneuron precursors, and differen-
tiating oligodendrocytes. It also plays a role in transit-amplifying 
precursors in the adult subependymal zone. It is possible that 
upon physical injury or under inflammatory conditions, Olig2 
expression may mediate dedifferentiation of glial cells and 

regulation of neuro/gliogenesis in the brain (Cassiani-Ingoni 
et al., 2006).

32.6.5. Chemical Injury and Damage to Dentate 
Granule Neurons in the Hippocampus

Neurogenesis induced in both the SVZ and the SGZ have 
been examined in animals of various ages following drug 
or chemical induced injury. Excitotoxicity induced by a 
direct injection of the glutamate analog, alpha-amino-3-
hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA), into 
the cerebral ventricle of the brain will induce the generation 
of immature neurons from the SVZ in immature rat pups (Xu 
et al., 2005). Postnatal excitotoxicity induced by an injection 
of NMDA into the sensrimotor cortex differentially affected 
proliferative cells in each of the zones with a decrease of 
BrdU+ cells in the RMS yet, an increase of labeled cells in 
the striatum. In the SGZ, this injection and injury did not 
alter the proliferative nature or level of the cells (Faiz et al., 
2005). This finding suggests that different stimuli, location, 
or level of damage are required to induce proliferation in 
each of the two regions. Adult hippocampus neurogenesis 
may be regulated by NMDA receptors present in precursor 
cells and in newly differentiating granule neurons suggesting 
an additional property of these receptors in the adult compa-
rable to the critical role during brain development (Nacher 
and McEwen, 2006; Nacher et al., 2007).

The majority of experimental brain injury models have 
focused on established models of seizure, ischemia/hypoxia, 
or traumatic brain injury. However, given that the greatest 
proportion of cells produced from the SGZ are cells in close 
proximity, the dentate granule neurons a few studies have been 
undertaken to examine neurogenesis following a focal injury 
to this region. Death of dentate granule neurons has often 
been attributed to apoptotic mechanisms in various animal 
models. Of these models, adrenalectomy (Nichols et al., 2005), 
bacterial meningitis (Bogdan et al., 1997), and trimethyl-
tin (Bruccoleri et al., 1998; Geloso et al., 2002; Lefebvre 
d’Hellencourt and Harry, 2005) show damage localized to 
the dentate granule neuron and evidence for the induction 
of proliferation in the SGZ as a mechanism of neural repair. 
Tauber et al. (2005) reported an increase proliferation and 
differentiation of neural progenitor cells in the SGZ after 
bacterial meningitis. This was accompanied by an increased 
synthesis of BDNF and TrkB, a decrease in NGF mRNA 
levels, and no changes in GDNF at 30 h following transmit-
tal of the infection. Adrenalectomy has served as a model 
to examine glucocorticoid regulation in the hippocampus 
and induces neurogenesis in the dentate gyrus (Fischer et al., 
2002; Nichols et al., 2005). Other models of glucocorticoid 
regulation support a role for this signaling pathway in hippo-
campal neurogenesis. The trimethyltin model is somewhat 
unique in the specificity for the dentate granule neurons. 
This specificity does not appear to be related to glucocor-
ticoid signaling, excitotoxicity, or ischemia but rather, may 
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be related to localized inflammation, oxidative stress, and 
altered calcium regulation. The timing of neuronal death 
follows that of “delayed neuronal death” seen with seizure, 
in that pronounced neuronal death occurs within 24–48 h of 
a systemic injection of the compound. The initial report of 
neurogenesis induced by prototypical neurotoxicant trimeth-
yltin (TMT)-induced dentate gyrus degeneration suggested 
the active period of neural precursor proliferation coincided 
with the active period of neuronal death and the induction of 
pro-inflammatory cytokines (Harry et al., 2004). This was 
followed by two supporting studies in rat (Corvino et al., 
2005) and adult mouse (Ogita et al., 2005). In the rat, the 
primary target site is not the dentate granule neurons but 
rather the CA 3–4 pyramidal neurons and requires 5–6 days 
for damage to be clearly evident. In this model, at 14 days, 
BrdU uptake was seen in NeuN positive cells in the dentate 
gyrus but co-localization was not yet evident in the CA3–4 
region suggestive of undifferentiated cells at this early time 
point. In the adult mouse, Ogita et al. (2005) reported that 
the BrdU+ cells that co-expressed NeuN were located not in 
the SGZ or the granule cell layer but rather in the molecu-
lar layer and the hilus. This is in contrast to the data in the 
weanling mouse (Harry et al., 2004) where co-localization 
of these two markers was not prominent in these peripheral 
areas but rather, localization was seen in the dentate granule 
cell layer. These data suggests that the temporal and spatial 
progression of neurogenesis following a localized damage to 
the dentate granule neuron is dependent upon age, level of 
damage, and localized environmental cues including those 
associated with a neuroinflammatory response.

32.7. Neuroinflammation

During development, mesodermal cells committed to the 
macrophage cell lineage infiltrate the CNS to become resident 
microglia that actively engulf apoptotic neurons (Cuadros and 
Navascules, 1998). The phagocytosis of apoptotic cells is a 
process to remove the cellular debris thus, preventing leakage 
of potentially cytotoxic or antigenic substances. With brain 
trauma, both the resident microglia and infiltrating monocytes 
comprise the macrophage population in areas of direct injury 
and traumatic necrosis of neurons. With transient ischemia, 
activated microglia are detected as early as 20 min post re-
perfusion and actively phagocytize the neuronal debris at 24 h. 
The impact on the neuron of microglia reactivity to an insult 
and activation to a phagocytic phenotype remains a question. 
The influence of each of these microglial phenotypes on newly 
generated neurons is an even greater unknown. In the activated 
state, microglia can reduce neurogenesis (Monje et al., 2003; 
Ekdahl et al., 2003). However, microglia activated by inter-
leukin (IL)-4 or interferon gamma can induce the production 
of neurons or glia from adult progenitor cells (Butovsky et al., 
2006). In every injury model the induction of “neurogenesis” 
is accompanied by a microglial response that may be a source 

of neurogenic factors. Given their location within the injury, 
microglia would be in a prime position to provide such signals 
to the new neurons such as IGFs, EGF, and TGF-β1 (Banati 
and Graeber, 1994). Microglia also secrete IL-1 that stimu-
lates astroglia hypertrophy and promotes nerve growth factor 
synthesis by non-neuronal cells (Heese et al., 1998). In addi-
tion to monocytes, activated T cells can cross the blood brain 
barrier and penetrate the CNS (Flugel and Brandl, 2001) and, 
with appropriate signals, secrete Th2/3 and neurotrophic fac-
tors such as, interleukin-10, TGF-β and BDNF (Aharoni et al., 
2003). Thus, multiple cells can provide regulatory molecules 
to the new neurons at a critical time in the injury process.

Summary

The current data demonstrates that the adult brain retains the 
capacity to generate new neurons. The exact role for these cells, 
their mechanism of integration into the existing cytoarchitecture, 
and their ability to restore function following injury remain a 
basis for extensive ongoing basic research and targeted efforts 
to identify their therapeutic potential for brain repair (Sohur et 
al., 2006). The progenitor/stem cell populations in the brain are 
exposed to multiple signals at the time of origin, during migra-
tion, and at the site of differentiation. Distinct signaling pathways 
that act on a multipotent progenitor cell might inhibit or modulate 
each other leading to interactive signals and biological processes. 
The question remains as to how the cells integrate the different 
extracellular signals present in the injury environment to provide 
for a successful repopulation of the damaged region.

Review Questions/Problems

1. What is a primary neurogenic region and target site of 
the adult brain 

 a. the subventricular zone to the olfactory bulb
 b. the subventricular zone to the rostral migratory stream
 c. the subgranular zone to the rostral migratory stream
 d. the subgranular zone to the pyramidal cell layer of the 

hippocampus.

2. What types of stimuli have been shown to enhance basal 
levels of adult neurogenesis?

 a. physical exercise 
 b. enriched environment 
 c. visual recognition
 d. A and B

3. Progenitor cells are distinguished from stem cells by 
their

 a. ability to self-renew
 b. multilineage differentiation
 c. inability to self-renew
 d. B and C
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4. In the adult rodent brain, doublecourtin has been used 
to identify

 a. mature neurons
 b. oligodendroglia
 c. immature neurons
 d. stem cells

5. There are both stimulatory and inhibitory factors for 
proliferation of neural stem/progenitor cells. Which is 
an inhibitory factor

 a. Fibroblast growth factor
 b. Transforming growth factor – beta2
 c. Bone morphogenetic proteins
 d. olfactory marker protein 

6. Nestin is a marker for

 a. mature glia
 b. immature neurons
 c. immature neurons and reactive glia
 d. olfactory neurons
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33.1. Introduction

Neurology is a discipline rich in the study of inherited disor-
ders. Most of these studies have focused on diseases in which 
changes in a single gene are severe enough to cause a disease 
by themselves. Examples of such changes are mutations in the 
dystrophin gene that lead to Duchenne muscular dystrophy, 
or triplet repeat expansions that lead to Huntington disease. 
However, as well-known as these examples are, they do not 
reflect the majority of the diseases that the average physician 
experiences in his or her practice. Most common disorders 
have important genetic components, but they are not as obvi-
ous. Rather, each contributes a smaller amount of risk, and 
may require environmental interactions to produce symptoms. 
The elucidation of these genetic elements has the potential to 
radically change the way all physicians practice medicine in 
the future. In this chapter we will begin to explore the nature 
of these genetic changes (complex genetics) and current 
knowledge of their contribution to several common neurode-
generative disorders.

33.2. Background

Genetic disorders produced by a single causal gene, such as 
our example of dystrophin mutations leading to Duchenne 
muscular dystrophy, are termed “Mendelian” disorders, after 
the Austrian monk Gregor Mendel (1822–1884), who discov-
ered unitary inheritance in pea plants. There are three primary 
types of Mendelian inheritance. First, dominant genetic variants 
or alleles produce a trait or disease if one copy of the allele is 
sufficient to cause the disease (e.g. Huntington disease). Sec-

ond are recessive variants, which are only observable if two 
copies of the disease allele are inherited, generally one from 
each parent (e.g. Friedrichs ataxia). Third are genes on the 
X-chromosome producing X-linked traits that may act in 
either a dominant or recessive fashion. The distinguishing 
feature of X-linked traits is that a recessive variant will appear 
to act dominantly in males who each have only one X chromosome 
and therefore only one allele (e.g. Duchenne muscular dystro-
phy). In contrast, complex traits are governed by an interaction 
of multiple genetic variants (polygenic) or multiple genetic 
variants with or without environmental influences (multifac-
torial). In a complex disease, the contribution from a single 
gene is not enough to cause the disease, but does make a per-
son more susceptible. Thus, they are known as susceptibility 
genes. Any variation in DNA (base pair change, deletion, 
duplication, or expansion) that occurs at a single location is 
termed an allele. Allelic mutations so severe that they cause 
disease by themselves are termed mutations. Variations that 
are neutral or do not cause disease by themselves are termed 
polymorphisms. Traditionally, polymorphisms were defined 
as genetic variations appearing in greater than 1% of the popu-
lation under investigation. However, with modern techniques, 
we now know that rarer polymorphisms exist, and so this 
frequency definition is no longer useful.

The most common currently used polymorphisms are sin-
gle nucleotide polymorphisms (SNPs), i.e., a variation of a 
single base pair (usually with only two alleles). They are quite 
numerous, often every 500–1000 base pairs. Initially, SNPs 
were difficult to detect easily. In the 1980s only a specialized 
subset of SNPs, the restriction fragment length polymor-
phisms (RFLPs), could be practically utilized in studies. 
RFLPs are defined by short sequences of DNA (four to eight 
bases) that contain a SNP that is recognized and cut by a spe-
cific DNA restriction endonuclease. The SNP variation will 
either create or eliminate the cutting site. The differing lengths 
of DNA may then be detected using electrophoresis. When the 
technique of polymerase chain reaction (PCR) was applied to 
microsatellites, they became the polymorphism of choice for 
disease studies (Eisenstein, 1990). Microsatellites contain a 
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variable number of repeating elements (usually di- or tetra-
nucleotide repeats) that are highly polymorphic and widely 
distributed through the genome, although much less common 
than SNPs. Using unique sequences surrounding a microsat-
ellite, PCR is able to specifically amplify the DNA region 
containing the microsatellite. Since the microsatellites vary 
in size, they can then be separated on electrophoretic gels. 
Finally, the continued development of technology has brought 
the field of genotyping full circle, so that we can now easily 
genotype all SNPs, providing millions of polymorphisms for 
use in research. The ultimate genotyping will be total human 
genome sequencing, which in 2006 costs ~10 million dollars 
per individual. However, technology is progressing to reduce 
this cost. Current NIH funded projects seek technology that 
will bring the “$1000” genome to a reality.

The degree or the proportion of variation that is directly 
attributable to a genetic etiology is termed heritability. It is the 
ratio of the genetic variance of a trait (e.g. height, blood pres-
sure, body mass index, etc.) to the total phenotypic variance 
found in a population for that trait. Complicating the evalu-
ation of genetic effects is penetrance. The term penetrance 
was introduced when molecular and clinical tools were not 
as sensitive as they are today. Penetrance is an “all or none” 
phenomena; if something is non-penetrant it was thought that 
the disease may not manifest in every individual who has the 
causative genetic variant. With today’s improved tools of dis-
ease detection, the concept of penetrance is not as useful, as 
in many cases we can detect some signs or features associ-
ated with the disease. Expressivity is generally a more useful 
concept and refers to variation among affected individuals in 
severity or manifestation of the disease phenotype. Pentrance 
and expressivity of causative variants should not be confused 
with susceptibility in polygenic or multifactorial complex dis-
eases. Finally, the relative risk (λ) is the risk of the disease in 
first degree offspring of an affected individual relative to the 
risk of the disease in the general population. Any value of λ > 2 
is considered evidence for a genetic contribution.

The approach used to study a genetic disease depends on 
available technology and the population under investigation. 
SNP genotyping is now the least expensive and most reli-
able technology, so it has become the most common method. 
However, there are still instances when highly polymorphic 
microsatellites (often in combination with SNPs) can provide 
more detailed information in select regions of the genome. 
Most study designs break down into two types, family-based 
and case-control. There are several different family-based 
approaches. Twin studies provide an opportunity to tease 
apart genetic and familial environmental contributions. The 
concordance of disease phenotype can be compared between 
monozygotic and dizygotic twins. Since monozygotic twins 
share all of their genome while dizygotic twins share on aver-
age half of their genomes, greater disease concordance among 
monozygotic twins is consistent with a genetic component 
to disease.  Limitations to twin studies include difficulty in 
obtaining reasonable sample sizes, vulnerability to assump-

tions about shared environments, inability to account for 
potentially different prenatal environments, and the need to 
sex and age match the already limited twin groups. Generally, 
more power and larger samples are needed to localize genes 
contributing to disease.

A more powerful family-based approach is linkage analysis. 
Linkage analysis utilizes genetic polymorphisms to determine 
if a physical region of the genome is inherited along with a trait 
or disease. Multigenerational families with multiple sampled 
affected and unaffected individuals are efficient for linkage 
analysis. However, collection of samples with reliable clinical 
and phenotypic data may be difficult or impossible in some 
cases, especially for later onset disorders. Sibling pair designs 
offer another family-based alternative, and siblings are gen-
erally more widely available. These family-based methods 
rely on identification of polymorphisms that co-occur with 
disease in families more than we would expect by chance. If 
a polymorphism travels with disease, then we can conclude 
that it is likely to be physically near to the gene causing the 
disease. Sophisticated computer programs are able to account 
either linkage or association within family-based studies. The 
difference between linkage and association is often confusing 
to those beginning the study of complex genetics. Linkage 
implies causality for a physical region of a chromosome, but 
not for any particular gene or variation within that region. 
This is different from association, which implicates a specific 
allele or variation in that region as statistically coupled to the 
disease. Association may be due to either (1) true causal asso-
ciation with the disease, or (2) linkage disequilibrium (LD). 
A marker in LD is so close to the disease locus that recom-
bination or mutation has not yet significantly interrupted its 
co-inheritance with the disease allele within the population 
under study. Thus a SNP traveling in a population on the 
same small piece of DNA as the disease gene (in strong LD) 
can act as a surrogate for the presence of the actual disease 
change. LD is measured as one of two terms, the correlation 
coefficient r2, or D prime, which are derived independently. 
The correlation coefficient is usually easier to understand, and 
has become more commonly used in recent years. The term 
“linkage disequilibrium” is derived from the fact that physi-
cally proximate DNA variations (i.e. tightly linked) do not fol-
low the expectations of Hardy-Weinberg equilibrium (which 
assumes independent segregation), and thus the variations are 
in Hardy-Weinberg “disequilibrium.” Two polymorphisms in 
strong LD are inherited together forming a haplotype.

As human genetics moves forward, it relies more heavily 
on genetic association studies to identify genes contribut-
ing to the susceptibility of common disorders and pharma-
cogenetic interactions (genetic variations that affect any 
biological interaction with a drug). There are two types of 
association studies. Case-control studies compare allele fre-
quencies in a set of unrelated affected individuals to those 
in a set of matched controls. The control populations should 
be matched with respect to ethnicity as well as other fac-
tors such as age. Spurious associations may result from 
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unrecognized population stratification i.e., the existence of 
multiple population subtypes in what is assumed to be a rela-
tively homogeneous population. Unlike case-control studies, 
where the unit being studied is the individual, family-based 
association studies use the individual alleles in a person as 
the unit to be investigated. Family-based studies control for 
the possibility of genetic differences between the case and 
control populations (i.e., stratification) by comparing the 
frequencies of alleles transmitted to the affected child to the 
alleles not transmitted. While statistically not as powerful as 
case-control studies, the ability to greatly reduce this strati-
fication error has led many investigators to prefer family-
based designs.

Essentially there are three different research approaches to 
identifying a disease gene: candidate gene analysis; positional 
cloning; and the most recent, whole genome association anal-
ysis. There are advantages and disadvantages to each. Candi-
date gene analysis is potentially the fastest, but also the least 
likely to have success. It assumes that one understands the 
pathophysiology of the disease, which in most cases one does 
not. Therefore, it has historically been very inefficient overall. 
Positional cloning is a “genomic” approach that is unbiased 
towards the causality of the disease and has been extremely 
successful. Its strength lies in the use of the fundamental 
mathematics and the known biology of DNA, i.e., the proper-
ties of inheritance. The investigator collects family data and 
then identifies the location of the disease gene through link-
age studies. Then, using a combination of molecular genet-
ics and mathematical genetic techniques, the investigator can 
identify the genetic change that differentiates the affected 
from the unaffected individuals. Its disadvantages are that it 
is more expensive, requires multidisciplinary collaborations, 
and can take many years. However, its advantages are that 
it will eventually provide the desired results, it is nonbiased 
requiring no previous understanding of the disease process, 
and it will find new, unknown genes. It also handles genetic 
heterogeneity very well, and thus it is the preferred approach 
for most investigations. Positional cloning has indeed been the 
main “engine” that has fostered the genetic revolution in med-
icine. Whole genome association is very new, and involves 
simultaneously genotyping a huge number of DNA variations 
(100,000–500,000 polymorphisms), bypassing linkage analy-
sis, to directly identify the associated genetic variation. It does 
not require the family-based data that linkage analyses do. 
While potentially rapid, it is very expensive and its practical 
value is currently unknown. Genomic convergence (Hauser 
et al., 2003) describes a rapidly developing evidenced-base 
approach to designing and evaluating genetic studies. Essen-
tially, candidate genes are prioritized by the number of inde-
pendent methodologies that support that gene’s role in a given 
disorder. For instance, a whole genome or regional linkage 
analysis, previous association studies, gene expression stud-
ies, as well as evidence from model systems are combined to 
direct efforts towards those candidates that are most likely to 
play a significant role in the disease. In addition to identifying 

those genes that alter susceptibility to disease, we now recog-
nize the importance of modifier genes. A modifier gene effects 
the phenotypic expression of another gene. The symptoms of 
many inherited diseases vary widely, even between members 
of the same family. Severity, age at onset, and symptom pro-
files may be different for individuals carrying identical genetic 
mutations. This effect is well known in rodent models, where 
the homozygous background of different strains can radically 
alter phenotype.

33.3. Neurodegenerative Disorders

33.3.1. Alzheimer’s Disease

Alzheimer’s disease (AD) is characterized by an insidious 
onset and progressive deterioration of memory and at least 
one other cognitive function (language, praxis, recognition, 
or executive functioning). It is the leading cause of demen-
tia in the elderly, affecting more than 4.5 million people in 
the United States (Hebert et al., 2003). Prevalence is strongly 
dependent upon age.

Several lines of evidence pointed to a genetic diathesis for 
the development of AD. Initial familial aggregation stud-
ies demonstrated clustering of AD within families (Sjogren 
et al., 1952; Heyman et al., 1983; Nee et al., 1983). Twin 
studies also demonstrated a genetic component to AD. The 
concordance rate among monozygotic (identical) twins is 
significantly higher than the concordance rate among dizy-
gotic twins who on average share only half of their alleles 
(Breitner et al., 1993; Bergem, 1994; Breitner et al., 1995; 
Bergem et al., 1997).

33.3.1.1. Mendelian Genes of Early-Onset 
Alzheimer’s Disease (EOAD)

Linkage analysis, followed by positional cloning of candidate 
genes, was used to identify genetic variants of the three genes 
that are known to cause early-onset familial AD. The three 
known AD-causative genes are: amyloid precursor protein 
(APP) (Goate et al., 1991), presenilin I (PS1), and preseni-
lin II (PS2) (Levy-Lahad et al., 1995; Rogaev et al., 1995; 
Sherrington et al., 1995; Rogaev et al., 1995; Sherrington 
et al., 1995). Each of the identified mutations is associated with 
autosomal dominant inheritance within the affected  families.

The APP gene was the initial identified gene, localized to 
chromosome 21 in 1987 (Goldgaber et al., 1987; Tanzi et al., 
1987, 1987). Chromosome 21 was an intriguing location, 
since Down syndrome patients develop the pathologic signs 
(neuritic plaques and neurofibrillary tangles) and symptoms 
of AD at an early age (Lemere et al., 1996). Mutations in 
APP appear to cause shifts in the proteolytic cleavage of APP 
toward amyloidogenic pathways. In addition, APP mutations 
lead to excessive production of the 42 amino acid residue of 
beta-amyloid. This 42 residue beta-amyloid (Aβ

42
) is less 
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soluble than the alternative 40 residue isoform (Aβ
40

) (Suzuki 
et al., 1994), and is associated with increased aggregation and 
neurotoxicity (Hilbich et al., 1991). Worldwide, only about 
two dozen families have been described carrying mutations 
of the APP gene.

Subsequent studies in additional AD families with autosomal 
dominant inheritance demonstrated linkage to chromosome 14 
(Schellenberg et al., 1992; St George-Hyslop et al., 1992; Van 
Broeckhoven et al., 1994; Van Broeckhoven et al., 1994). This 
led to the identification of the PS1 gene as the cause in these 
families (Sherrington et al., 1995). Since then, more than 150 
different PS1 mutations scattered throughout the gene have 
been described. Phenotypically, PS1 familial AD is the most 
aggressive form of AD, and affected individuals generally 
have disease onset in their fourth or fifth decade of life.

After characterization of APP and PS1, many of the remain-
ing unlinked families originated from the Volga river basin of 
Russia (Bird et al., 1988), and showed linkage to chromosome 
1 (Levy-Lahad et al., 1995). Serendipitously with the clon-
ing of the PS1 gene, a larger 7.5 kb alternative polyadenyl-
ation message was identified. The product represented a gene 
homologous to PS1. The new gene, PS2, was mapped to the 
known linkage region on chromosome 1, and was found to 
have the mutation in these families.

Like APP mutations, the PS1 and PS2 mutations can lead to 
increased levels of Aβ

42
 in the brain. Whether the presenilins 

interact directly with APP through their putative γ-secretase 
activity, or act as co-factor for another γ-secretase, remains 
unclear. Furthermore, the relationship between identified 
causal mutations and AD phenotype is not necessarily simple. 
For example, PS1 mutations associated with familial early-
onset AD have been identified in individuals with frontotem-
poral dementia who have no evidence of the Aβ accumulation 
characteristic of AD.

While variants in these three genes (APP, PS1, and PS2) 
account for between 30% and 50% of early-onset familial 
AD, overall they account for less than 2% of all cases of AD 
(Klaver et al., 1998; Finckh et al., 2000; Liddell et al., 1995; 
Rosenberg et al., 2000).

33.3.1.2. Late-Onset Alzheimer’s Disease (LOAD) 
and Susceptibility Genes

LOAD patients comprise the majority (90–95%) of individ-
uals afflicted with AD. The prevalence of LOAD increases 
exponentially with advancing age (Rocca et al., 1991). The 
relationship between LOAD and the first universally accepted 
susceptibility gene, Apolipoprotein E (ApoE), was initially 
discovered using linkage analysis in a subset of AD patients 
with an age-at-onset greater than 60 (Pericak-Vance et al., 
1991). In today’s rush to gather larger and larger datasets, 
it is important to realize that only 33 families were used in 
this initial analysis, reflecting the strength of ApoE’s genetic 
effect in AD. The ApoE gene lies on the long arm of chro-
mosome 19 (19q13.2) coding for a serum protein involved in 

the transport, storage, and metabolism of lipids. ApoE in the 
central nervous system is synthesized by astrocytes (Mahley, 
1988). There are three common isoforms for ApoE protein: 
ApoE2, ApoE3, and ApoE4. These three isoforms result from 
single amino acid substitutions at two different amino acid 
residues, 112 and 158 (Weisgraber et al., 1982; Rall et al., 
1982). Therefore, the ApoE alleles are actually haplotypes.

The role of ApoE in cardiovascular diseases has been well-
documented, and since the initial discovery of its association 
with AD it has also been shown to be associated with multiple 
neurodegenerative diseases in a growing number of studies. 
The ApoE4 allele has consistently been associated with risk 
for sporadic and familial LOAD, whereas, the ApoE2 allele 
is inversely associated with risk for LOAD (Corder et al., 
1994). The relative risk for LOAD for ApoE4 homozygotes 
and for ApoE3/4 heterozygotes are ~15 and 3, respectively, 
compared to ApoE3 homozygotes. A meta-analysis of 40 
studies by (Farrer et al., 1997), demonstrates that the effect of 
ApoE4 allele is weaker in the African-American and Hispanic 
populations, compared to the Caucasian population, while the 
effect of ApoE4 allele is greater in the Japanese population, 
compared to Caucasian individuals. The reasons for this are 
not clear but may reflect differences in modifier genes.

While ApoE is critically important, it does not account for 
all of the genetic variation seen in AD. The heritability of AD 
has been estimated at about 80% (Bergen, 1994), but more 
than a third of AD cases do not have a single ApoE4 allele. 
The sibling relative risk (λs) for the ApoE locus is estimated to 
be about two, and Farrer et al. suggested that ApoE accounts 
for, at most, 50% of the total genetic effect in AD (Farrer et al., 
1997). To date, efforts to identify the remaining AD loci are 
ongoing.

Variants in more than 200 candidate genes have been tested 
for association, and variants in 115 genes are reported to be 
associated with late-onset AD. However, other than ApoE, 
no candidates have achieved wide support. Several factors 
account for the difficulties undermining these studies. Most 
studies have been undersized, the level of genomic detail is 
small, and locus heterogeneity reduces the statistical impact 
of any single genetic variant under investigation. Together 
these elements conspire to make replication or confirmation 
difficult even if genuine effects are identified. Indeed, recent 
theoretical work has confirmed what most applied research-
ers already knew, that validation of association with additional 
data is more useful than actual separate replication studies 
(Skol et al., 2006).

Several linkage analyses for LOAD have been published. 
The most frequently linked chromosomes are 9, 10, and 12. 
Significant linkage was identified on chromosome 9p using a 
North American LOAD dataset (Pericak-Vance et al., 2000). 
Farrer confirmed the linkage to chromosome 9p in a consan-
guineous Israeli-Arab sample, suggesting a possible autosomal 
recessive locus (Farrer et al., 2003). In another independent 
dataset, the linkage signals on 9p and 9q were both confirmed 
(Kehoe et al., 1999; Myers et al., 2002; Blacker et al., 2003). 
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However, the actual genetic variants producing the linkage 
signals remain elusive.

Myers conducted a two-stage genome-wide linkage scan 
and found linkage to a marker on chromosome 10q (Myers 
et al., 2000). Subsequently, Ertekin-Taner treated plasma Aβ 
concentration as a quantitative phenotype and detected link-
age to a quantitative trait locus close to the candidate gene 
α-T catenin on 10q (Ertekin-Taner et al., 2003). Additionally, 
GSTO1/2 has been identified as an age-at-onset modifier in AD 
(Li et al., 2003). However, no well replicated candidate gene 
affecting risk for AD has been identified on chromosome 10.

After the first report identifying linkage evidence on chro-
mosome12p (Pericak-Vance et al., 1997), several follow-up 
studies have produced mixed results in this region as well as 
another region on 12q (Pericak-Vance et al., 1997; Pericak-
Vance et al., 1998; Scott et al., 2000; Scott et al., 1998). The 
mixed findings may be attributable to genetic heterogeneity. 
Scott found linkage evidence suggesting genetic heterogeneity 
since some families clustered on a smaller region of chromo-
some 12 and at least one affected individual had Lewy-body 
dementia but lacked the ApoE4 allele (Scott et al., 2000). 
Other studies confirmed a risk effect as well as an age-at-onset 
effect in families that lack the ApoE4 allele (Wu et al., 1998; 
Mayeux et al., 2002).

Chromosome 12p contains several candidate genes, includ-
ing the α-2 macroglobulin and DLD receptor related protein-1 
genes, which are related to β-amyloid metabolism. However, 
association studies on these candidate genes have produced 
conflicting results. Convergent linkage and association evi-
dence has been reported for the glyceraldehyde-3-phosphate 
dehydrogenase (GAPD) gene on 12p (Li et al., 2004b) but 
the results could not be replicated in an independent dataset. 
In short, evidence for susceptibility genes on chromosome 12 
remains elusive with conflicting findings, which may in part 
be due to genetic heterogeneity.

33.3.1.3. Modifier Genes of LOAD

In addition to increasing susceptibility risk for AD, the ApoE 
gene on chromosome 19 also appears to have modifier effects 
on the age-at-onset of AD. In one family-based study, the 
estimated mean age-at-onset for subsets consisting of individ-
uals carrying no ApoE4 allele, one copy of the ApoE4 allele, 
and two copies of the ApoE4 allele, are 84.3, 75.5, and 68.8 
years, respectively (Corder et al., 1993). Additionally, while 
the ApoE4 allele is a risk factor for LOAD in nearly every 
population, the magnitude of association between the ApoE4 
allele and LOAD may vary by ethnicity.

Although no candidate genes on chromosome 10 have been 
reported to be significantly associated with risk of LOAD, the 
Glutathione S-transferase omega-1/2 complex (GSTO1/2) 
has been associated with variation in age-at-onset of both 
LOAD and Parkinson disease (Li et al., 2003, 2005). Using a 
very large pooled AD and PD dataset, Li et al. used linkage 
analysis to demonstrate overlapping linkage peaks in both 

disorders. Using gene expression and genomic convergence 
with the linkage data, Li et al. demonstrated that four genes 
differentially expressed between AD and control hippocampi 
were located in the chromosome 10 age-at-onset linkage 
peak (Li et al., 2003). One of these genes (GSTO1) was highly 
associated with age-at-onset, as was its homologue, GSTO2, 
which lies immediately next to it. Subsequent research dem-
onstrates that this association is responsible for the linkage 
peak but only appears to have its effect in about 25% of AD 
families, shifting the age-at-onset an average of 8 years in these 
families (Li et al., 2006). This successful use of genomic con-
vergence is also an excellent demonstration of genetic het-
erogeneity in both AD and PD. The functions of GSTO1 are 
not well understood (Board et al., 2000). The Ala140Asp and 
Thr217Asn variants of GSTO1 display reduced enzyme activ-
ity (Tanaka-Kagawa et al., 2003) and therefore might influ-
ence the susceptibility to oxidative stress. Recent data suggest 
that GSTO1 is involved in the post-translational modification 
of the inflammatory cytokine Interleukin-1β (Laliberte et al., 
2003) and therefore contributes to inflammation. This is pro-
vocative given reports of the possible role of inflammation in 
AD and PD (McGeer and McGeer, 2004). Subsequently, four 
additional case-control studies have been reported for GSTO1 
and age-at-onset in AD. One found no age-at-onset effect in 
Japanese (Nishimura et al., 2004). Lee et al. genotyped only 
one SNP in GSTO1 and found a weak association for risk of 
AD in Caribbean Hispanics but not for age-at-onset (Lee et al., 
2004). Ozturk reported identical findings in a large Cauca-
sian sample (Ozturk et al., 2005). Kolsch studied GSTO1 in 
stroke patients and found it was associated with an increase 
risk for stroke, and also found a mild age-at-onset effect in AD 
(Kolsch et al., 2004). These present excellent opportunities 
to discuss some of the difficulties in interpreting association 
studies. Three of the studies were small, and if only 25% of 
the AD population is affected (as suggested by Li et al.), then 
validation of the effect will require large datasets. Li et al. 
used a family-based design, but the other studies were all case-
control. This may be a major point, since the more common 
background in family-based studies may enable them to be 
more sensitive at detecting specific gene modifiers. Finally, 
the difference between a modifier gene and a risk gene may 
be attributed more to sample selection than anything else. For 
example, if a sample has primarily earlier age-at-onset cases, 
then a gene that makes cases fall into that group will be seen 
as a risk gene.

33.3.1.4. Clinical Implications of Genetic Discoveries 
for AD

Two broad categories of individuals may present for genetic 
counseling in AD. Family members are either symptomatic 
(demonstrating disease symptoms and signs) or are consid-
ered presymptomatic and at risk. Application of genetic tests 
to symptomatic patients seeks to confirm a diagnosis or pro-
vide specific mutation information to a family. As its name 
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suggests, presymptomatic testing is for individuals who are 
currently healthy, but undergo genetic testing to provide infor-
mation on the likelihood they will get the disease in the future. 
At present, counseling remains quite controversial in complex 
disorders since the presence of a single positive test does not 
provide a clearly defined risk for a single individual. The best 
example is ApoE and AD. Perhaps more importantly, without 
useful preventative treatments for such diseases as AD, the 
justification for testing remains elusive for many clinicians. 
Thus, we are at an uncomfortable time in medical history, a 
true “catch 22” since (1) we must know the causes of common 
diseases to efficiently treat them, (2) this knowledge raises 
anxiety and suggests risks for asymptomatic individuals, but 
(3) we have no treatments once we identify these genes. Obvi-
ously the hope is that preventative therapies will come quickly 
once the genetic risk factors are identified.

Currently, genetic counseling for AD families has followed 
the Huntington disease model recommended by the Canadian 
Collaborative study (Copley et al., 1995). Generally, high-
penetrant mutations, such as PS1, APP, and the Tau gene (for 
fronto-temporal dementia), appear to serve as better candi-
dates for genetic screening of AD in at-risk families, than low-
penetrant mutations, such as PS2 and ApoE (George-Hyslop 
and Petit, 2005). However, several studies have now been 
published examining genetic testing for the ApoE4 allele 
in presymptomatic individuals, with generally very positive 
results (Drzezga et al., 2005).

33.3.2. Parkinsonian Disorders

33.3.2.1. Parkinson’s Disease

Like AD, theories underlying the pathogenesis of Parkinson 
disease (PD) have evolved since it was first described by 
James Parkinson in 1817. PD is a neurodegenerative disor-
der that affects the dopaminergic neurons of the CNS, most 
notable by the degeneration of cells in the substantia nigra. 
The primary clinical triad is resting tremor, rigidity and brady-
kinesia, although many of the non-motor symptoms are also 
problematic for the patients. Originally believed to be primar-
ily an environmental disease, it is now known to have a strong 
genetic component. Like AD, the genetic components of PD 
are split between Mendelian and susceptibility genes. How-
ever, several common themes are arising from genetic investi-
gations, notably the importance of mitochondrial dysfunction 
and inflammation in the pathogenesis of the disorder.

33.3.2.1.1. Mendelian Genes

Most interest in the field has focused on a few Mendelian genes 
that lead to PD, though it is believed these represent only a 
small portion (perhaps 10%) of the 1.5 million PD patients in 
the US. The two most common Mendelian genes are Parkin, on 
chromosome 6 and Leucine-Rich Repeat kinase 2 (LRRK2) on 
12q12. Additionally, less common genes have been identified 
including DJ1, PINK1, and α-Synuclein.

a-Synuclein: The α-Synuclein gene was the first gene 
found to have mutations causing PD. However, it remains a 
rare cause of the disease affecting only a few families. Identi-
fication of α-Synuclein’s role was relatively straight forward 
in these families since the large gene triplication followed an 
autosomal dominant mode of inheritance. It is unclear if more 
subtle single nucleotide variants contribute to disease in the 
broader population.

Parkin: Parkin was discovered in juvenile PD (age-at-
onset <40 years.) families in Japan using positional cloning 
techniques. It was quickly realized that this form of PD was 
not just limited to Japan but was a major contributor to juve-
nile PD throughout the world. In addition, while the mean 
age-at-onset of Parkin homozygotes is about 20 years, the 
age-at-onset distribution is wide, with the oldest age-at-onset 
reported at 80 years. Thus, Parkin should not be thought of 
as merely an “early-onset” PD gene but considered in all PD 
patients with a strong family history.

Parkin is located on the outer mitochondrial membrane, 
and early research identified it as an ubiquitin E2 ligase, sug-
gesting abnormal protein degradation as its likely mecha-
nism of disease. Recent evidence suggests it is important 
in the expression of mitochondrial proteins encoded by the 
mitochondrial genome. Gene expression data also found that 
mtDNA encoded mitochondrial proteins had increased expres-
sion in PD patients versus controls, when compared to their 
nuclear encoded counterparts (Noureddine et al., 2005). This 
is also consistent with the van der Walt report of a mtDNA 
haplogroup association in PD (van der Walt et al., 2003). The 
initial findings of van der Walt have been confirmed in mul-
tiple studies (see below), and raise another possible disease 
mechanism for Parkin, given the increasing evidence for the 
importance of mitochondria in PD.

Leucine Rich Repeat Kinase 2 (LRRK2): mutations lead 
to late-onset PD, in an autosomal dominant pattern, with vari-
able age-at-onset. To date, the S2019G mutation is by far the 
most common (>50%) and appears to have arisen at different 
times in the past. However, the biological function of LRRK2 
is currently not known.

33.3.2.1.2. Susceptibility Genes

Genomic Linkage in Parkinson Disease: To date, four com-
plete genomic screens have been reported for PD (Scott et al., 
2001; Destefano et al., 2001; Pankratz et al., 2002; Hicks et al., 
2002). Three linkage screens for age-at-onset genes affecting 
PD have thus far been performed (Li et al., 2002; Destefano 
et al., 2002; Pankratz et al., 2004). The most interesting 
finding is on chromosome 1p, where the age-at-onset link-
age peak of Li et al. (Li et al., 2002) is very similar to the 
risk linkage peak (PARK10) in late-onset Icelandic PD fami-
lies (Westerman et al., 1999). There is also overlap between 
the age-at-onset and risk linkage peaks on chromosome 9q 
from the GenePD Study (Destefano et al., 2001; Destefano 
et al., 2002). It is conceivable that a single gene is influencing 
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both risk and age-at-onset (Apolipoprotein E, for instance, is 
known to affect both risk and age-at-onset of PD, see below) 
(Li et al., 2004a), but it is also possible that distinct suscepti-
bility and age-at-onset alleles exist at each one of these loci.

FGF 20: Fibroblast growth factor 20 is a member of the 
large family of FGF growth factors. It lies within the chro-
mosome 8 linkage peak identified by Scott et al. (Scott 
et al., 2001) and is notable because it is critical to the culture 
of dopaminergic neurons derived from embryonic stem cells. 
In addition, unlike GDNF and BDNF, which are ubiquitous 
in the CNS, FGF20 is primarily expressed in the substantia 
nigra, suggesting it has a highly specific relationship with 
dopaminergic neurons in the brain. van der Walt found strong 
association of FGF20 alleles and risk for PD (van der Walt 
et al., 2004). The allelic association was recently validated by 
Clarimon (Clarimon et al., 2005).

Tau: is a microtubule-associated protein that functions in 
the assembly and stability of the microtubule. Mutations in 
Tau are known to cause frontotemporal dementia with Parkin-
sonism-17 (Hutton et al., 1998). Two different groups initially 
reported that an intronic microsatellite allele, A

0
, was associ-

ated with PD (Pastor et al., 2000;Golbe et al., 2001). Oliveira 
et al. also found association of this allele with PD. Furthermore, 
it lies under the chromosome 17 peak from a genomic linkage 
screen, (Scott et al., 2001) supporting its likely importance in 
PD (Martin et al., 2001). Healy et al. performed a meta-analy-
sis of nine case-control studies plus their own and confirmed 
that the H1 haplotype (containing the A

0
 allele) was highly 

associated with PD (p <10−6) (Healy et al., 2004). Oliveira 
demonstrated that the H1 haplotype is extremely large, due 
to extensive linkage disequilibrium in the region (Oliveira 
et al., 2004). In fact, the linkage disequilibrium is so large that 
the H1 haplotype encompassed 3.15 megabases and contains 
other genes besides Tau, including Corticotropin-releasing 
Hormone Receptor 1, Presenilin Homolog 2, Saitoin, and 
KIAA1267. In an attempt to reduce the broad region of link-
age disequilibrium, they genotyped a large number of addi-
tional markers. They identified a sub-haplotype of H1 (11% of 
the population) that contains the association to PD (p = 0.02) 
but it still spanned several loci. Thus, while Tau is known to 
bind to α-Synuclein and is the most likely gene in the asso-
ciated haplotype, the genetic data at present cannot rule out 
other genes in the Tau haplotype as the causative factors.

a-Synuclein: Two meta-analyses in the Caucasian and 
Japanese populations support the association of a complex 
microsatellite in the α-synuclein promoter (NACP-Rep1) 
with susceptibility risk for PD (Mizuta et al., 2002;Mellick et 
al., 2005). However, other SNPs in the a-synuclein promoter 
have not been associated with PD (Pastor et al., 2001;Holz-
mann et al., 2003).

Parkin: Association studies in the Parkin gene have diverged 
widely in their conclusions. No meta-analysis has been pub-
lished so far, but the largest association study did not find 
any evidence for association with risk for PD (Oliveira et al., 
2003). Investigating late-onset PD has been difficult because 

many datasets focus on earlier-onset disease phenotypes. 
However, evidence is mounting that those who are heterozy-
gous for a Parkin mutation within exon 7 of the gene, may be 
more susceptible to late-onset PD (Oliveira et al., 2003;Foroud 
et al., 2003). Recent functional protein studies also support 
this premise. Khan studied 13 unaffected 1st-degree relatives 
from eight unrelated PD Parkin carriers and found a signifi-
cant reduction in 18F-dopa uptake in these heterozygotes rela-
tive to controls (Khan et al., 2005). Interestingly, similar data 
exists that supports the same finding for PINK1 and Gaucher 
carriers.

Mitochondrial Genome (mtDNA): Mitochondria have 
their own circular genome. The mitochondrial genome is 
small (16,000 bp) and codes for 26 proteins. Unlike the 
nuclear genome, it has only one allele, and is not efficient in 
repairing itself. Mitochondria are inherited primarily from 
the egg and are quite polymorphic between ethnic groups. 
Haplotypes in mitochondria are termed haplogroups, and 
have been very useful in molecular anthropology. van der 
Walt reported that the J and K haplogroups were associ-
ated with decreased risk for PD, particularly in females (609 
affected, 340 controls) (van de Walt et al., 2003). Recently, 
a large study by Pyle of 455 affected, 447 controls supported 
this finding (Pyle et al., 2005). While van der Walt suggested 
the causative SNP was the A10398G polymorphism, Pyle et 
al. felt this was not clear, as the SNP has been found on 
other haplogroup backgrounds. Another small study look-
ing at A10398G found it trending towards association but 
was not significant (102 affected, 112 controls) (Otaegui et al., 
2004). However, the J haplogroup has been associated with 
increasing risk for PD in studies in the Irish and Finnish 
populations (Ross et al., 2001; Autere et al., 2002), but these 
studies were much smaller in size (90 cases/129 controls and 
238 cases/104 controls, respectively).

Inducible NOS (iNOS): Under oxidative stress NOS reacts 
with superoxide anion to form toxic hydroxyl radicals. Induc-
ible NOS is found in glial cells of the CNS and is induced in 
response to injury. Levecque and Hague both reported associ-
ation of iNOS with PD in European and Finnish populations, 
respectively (Levecque et al., 2003; Hague et al., 2004). Han-
cock confirmed the association in North Americans, but only 
in early-onset cases (one member of the family with age-at-
onset <40 years) (Hancock et al., 2005). Levecque also found 
an interaction between smoking and iNOS, which Hancock et al. 
also recently reported in an even larger dataset. (Hancock 
et al., 2006).

33.3.2.1.3. Modifier Genes

ApoE has been examined by many groups for association 
with PD. Several recent meta-analyses concluded that ApoE 
is associated with risk and age-at-onset for PD, although the 
effect is not nearly as strong as in AD.

Li demonstrated that GSTO1/2 modifies PD age-at-onset 
in a manner similar to its effect on AD (Li et al., 2003). 
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 Additionally Oliveira showed that one of the subunits of 
EIF2B, EIF2B3, located on chromosome 1, has a strong age-
at-onset effect in PD (Oliveira et al., 2005). EIF2B is an inter-
esting candidate since mutations in EIF2B are known to 
cause vanishing white matter disease.

33.3.2.2. Amyotrophic Lateral Sclerosis (ALS)

Amyotrophic lateral sclerosis is an inexorably progressive 
motor neuron disease, in which both the upper motor neurons 
and the lower motor neurons degenerate leading to muscle 
atrophy. Patients eventually experience respiratory failure, usu-
ally within three to five years from diagnosis. However, the 
onset of ALS may be subtle and early symptoms are frequently 
overlooked. As many as 20,000 Americans have ALS, and an 
estimated 5,000 people in the United States are diagnosed with 
the disease each year. Onset is usually in the 5th through 7th 
decade of life.

33.3.2.2.1. Mendelian Genes

Like AD and PD, the majority of ALS cases have no clear 
familial pattern and appear multifactorial in nature. However, 
up to ten percent of all ALS cases are inherited as an autoso-
mal dominant disorder. Twenty percent of these familial cases 
result from a dominant mutation in the superoxide dismutase 
1 gene (SOD1) (Jones et al., 1995; Jackson et al., 1997). 
Superoxide dismustase normally scavenges free radicals. 
If not neutralized, free radicals act as promiscuous electron 
donors causing random damage to DNA and proteins. Mouse 
models carrying the SOD1 mutation undergo motor neuron 
degeneration analogous to human ALS. However, mice with 
deleted SOD1 genes do not get ALS. This suggests the SOD1 
mutation is a dominant negative that actively causes disease, 
as opposed to producing disease through haploinsufficiency, 
where disease results from a deficiency of functional gene 
products.

33.3.2.2.2. Susceptibility Genes

ApoE: ApolipoproteinE isoforms are the most thoroughly 
studied ALS candidates. Like AD and PD, ApoE4 appears to 
have a role in ALS. However, findings for risk and age-at-onset 
have been inconsistent. The most promising and well supported 
role for the ApoE4 isoform has been to accelerate disease pro-
gression (Al-Chalabi et al., 1996; Moulard et al., 1996).

VEGF: Initial reports favor a role for vascular endothelial 
growth factor (VEGF) in ALS (Lambrechts et al., 2003). 
VEGF is an essential cytokine for angiogenesis and vascu-
logenesis. Additionally, VEGF receptors (VEGFR-2 and 
NRP1), signaling effectors, and upstream regulators (HIF1A 
and HIF2A), all remain intriguing candidate genes.

NGF: Neurotrophic growth factors (NGFs) are a group of 
neuropeptides that play an important role in regulating the 
growth, differentiation, and survival of neurons in the periph-
eral and central nervous systems and are therefore reasonable 

candidates for a role in ALS. However, there are only few 
published association studies of NGF-regulating genes in 
ALS, and one large study failed to support an effect of the 
ciliary neurotrophic factor (CNTF) locus on ALS risk or clini-
cal phenotype (Al Chalabi et al., 2003). Additionally, mixed 
results have been reported for the survival motor neuron genes 
(SMN1 and SMN2) that were originally linked to spinal mus-
cular atrophy.

NF: Abnormal accumulation of intermediate filaments 
in the perikarya and proximal axons of motor neurons is a 
common pathological hallmark of ALS. Several studies have 
examined the neurofilament (NF) subunits and repeating 
regions, but results are mixed with opposite alleles associated 
with risk in different studies (Figlewicz et al., 1994; Tomkins 
et al., 1998; Al Chalabi et al., 1999; Skvortsova et al., 2004).

Glutamate: Gluatamatergic excitotoxicity has long been 
proposed as a mediator of ALS. The glial glutamate trans-
porter EAAT2 is responsible for glutamate removal from 
motor neurons and suppressed expression of EAAT2 was 
observed in 60% of patients with sporadic ALS (Rothstein 
et al., 1995). Abnormal splice variants of EAAT2 have been 
detected, however, they may not be due to polymorphisms in 
the EAAT2 gene (Aoki et al., 1998). Similarly, defective RNA 
editing of the GluR2 subunit of the glutamate AMPA receptor 
appears to contribute to motor neuron death in sporadic ALS, 
but there is no clear role for GluR2 alone.

Free Radicals: Oxidative stress appears to play a role in 
ALS pathogenesis, and studies of genes in the reactive oxida-
tive pathways and reactive nitrogen pathways are ongoing.

Modifiers: In addition to susceptibility genes, modifier 
genes may play an important role in ALS pathogenesis and 
may also direct efforts towards effective interventions. For 
instance, while variants of ApoE and monoamine oxidase 
B (MAOB) do not appear to increase risk for ALS, ApoE4 
appears to accelerate progression and an MAOB allele may 
delay age-at-onset (Orru et al., 1999). Ongoing work also 
explores environmental effects on ALS and the role of can-
didate gene variants in response to specific environmental 
stressors (i.e., gene x environment interactions).

33.3.2.3. Progressive Supranuclear Palsy (PSP)

PSP is the second most common cause of Parkinsonism typi-
fied by early gait instability and difficulty with vertical eye 
movement. PSP is characterized by neurofibrillary tangles 
composed almost entirely of straight filaments of four repeats 
of Tau protein. Although most cases of PSP appear to be 
sporadic, genetic diatheses have been implicated. De Yebenes 
described a pattern of inheritance consistent with a Mende-
lian autosomal dominant disorder (De Yebenes et al., 1995). 
Difficulty recognizing the variable phenotypic expression of 
PSP may be one reason fewer familial cases have been identi-
fied than expected (Rojo et al., 1999). The H1 haplotype of 
the Tau gene has also been found to have association with 
increased risk for PSP, as it has been for PD (Conrad et al., 
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1997). Recently, the H1 and H2 haplotypes have been shown 
to be directly associated with a large chromosome inversion 
involving the Tau gene. (Gijselinck et al, 2006).

33.3.2.4. Frontotemporal Dementia 
with Parkinsonism-17

Frontotemporal dementia (FTD) is characterized by a gradual 
onset of changes in personality, social behavior, and lan-
guage. FTD is often associated with parkinsonian symptoms 
or motor neuron disease. The clinical presentation of FTD 
is heterogeneous, and FTDs are frequently mistaken for AD 
or a primary psychiatric disorder. FTD is complex and may 
present either sporadically or as a familial disorder. In 1994, 
linkage to chromosome 17 was established in a pedigree with 
FTD designated disinhibition-dementia-parkinsonism-amy-
otrophy complex (Lynch et al., 1994). The linkage gave rise to 
the name frontotemporal dementia with parkinsonism linked 
to chromosome 17, or FTDP-17. The Tau gene on chromo-
some 17 was the primary candidate because brains in famil-
ial cases of FTD showed neuronal and glial intracytoplasmic 
Tau inclusions. Since then, more than 25 different mutations, 
including missense mutations, splice-site mutations, and 
deletions, have been identified in the Tau gene in more than 
50 families with FTD (van Slegtenhorst et al., 2000). Tau 
mutations can alter Tau splicing, disrupt Tau protein func-
tion, or both. However, the frequency of Tau mutations in 
sporadic cases of FTD, i.e., individuals with no family his-
tory of dementia, is rare (Baker et al., 1999). It is important 
to also realize that a significant number of FTDP-17 patients 
have not had Tau mutations identified in their families. Very 
recently these families have been shown to be due to mutations 
in progranulin, a gene lying near Tau and whose function is 
not fully understood (Cruts et al., 2006).

33.3.2.5. Multisystem Atrophy (MSA)

MSA is generally regarded as a sporadic, late onset (typically 
50–65 years) disease whose clinical presentation overlaps 
with PD. Unlike PD, however, individuals with MSA expe-
rience autonomic failure and early cerebellar signs such as 
ataxia. MSA is characterized by neuronal loss accompanied by 
 oligodendroglial, and α-Synuclein inclusions. No risk factors, 
either genetic or environmental, have been identified for MSA 
and familial cases have not been described. Nevertheless, sub-
 syndromal symptoms of MSA are disproportionately reported 
by the relatives of patients with MSA compared to controls 
(Nee et al., 1991). However, a reporting bias among relatives 
cannot be ruled out. Several studies have looked for polymor-
phisms in candidate genes, which may predispose an individual 
towards developing MSA. The apolipoprotein E4 allele is not 
over-represented in MSA when compared to controls. There 
are conflicting reports of an association between a cytochrome 
P-450, CYP2D6 polymorphism, and MSA. Studies have not 
identified any mutations in the coding regions of the α- Synuclein 
gene in patients with pathologically confirmed MSA.

33.3.3. Multiple Sclerosis (MS)

Multiple sclerosis is a debilitating autoimmune disorder with 
a complex genetic component. From the preponderance of 
evidence, there is compelling support for inherited suscep-
tibility to MS. Consistent with a genetic component to MS, 
prevalence varies by population, there is familial aggregation 
of cases, and monozygotic twins (who share all their alleles) 
consistently have higher concordance rates for MS than dizy-
gotic twins (who share half of their alleles). However, since 
the concordance rate is less than 100% in monozygotic twins, 
there appears to be an important environmental component 
as well, consistent with a multifactorial disease model. The 
patterns of inheritance have not supported a simple Mende-
lian model (autosomal dominant, autosomal recessive, or 
X-linked). However, hidden within the complex inheritance in 
the majority of cases, Mendelian gene variants could account 
for a small proportion of disease, as has been described in AD 
(Pericak-Vance et al., 1995) and PD (Scott et al., 1997). Both 
candidate gene and linkage approaches have been applied to 
examine the genetic underpinnings of MS. Candidate genes 
were chosen from among genes known to have a role in the 
immune system such as the HLA genes, T-cell receptor genes, 
and the myelin basic protein gene. One MS susceptibility gene 
within the major histocompatibility complex (MHC) has been 
identified and confirmed through linkage and family-based 
association methods. Allelic association to the HLA-DR2 
allele was also confirmed using a family-based association 
approach (Haines et al., 1998). However, with the exception 
of the MHC (Bertrams et al., 1972), candidate gene studies 
have suffered from poor replication of results. Two genomic 
screens (Sawcer et al., 1996;Haines et al., 1996) have demon-
strated suggested linkage to at least three regions in addition 
to the MHC indicating that further candidate regions should 
be explored.

Summary

For most of the history of genetic studies, researchers have 
explored forms of disease that followed the relatively simple 
rules of Mendelian inheritance. There have been many successes 
using this strategy, however, the most common disease forms 
have more complex patterns, and are more challenging to 
elucidate. Already research has shown us that these common 
diseases are indeed just clinical phenotypes, in which many 
different causes lead to a similar clinical presentation. Recog-
nizing this heterogeneity has importance for the development 
of effective therapies targeted to specific disease etiologies. 
Additionally, until the genetic heterogeneity is sufficiently 
characterized, it will be difficult to tease out the environmental 
contributions to diseases, since different genotypes are likely 
to response differently to the same environmental stimuli. At 
this point in time, identifying and modifying risk based on 
the known genetic underpinnings of many neurodegenerative 
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diseases remains problematic. As a result, genetic testing and 
counseling are reserved primarily for the most well charac-
terized genetic diseases (e.g. early-onset familial Alzheimers 
disease). Most neurodegenerative diseases have complex eti-
ologies and the benefits of genetic testing remain controver-
sial. However as we advance our understanding of complex 
genetic interactions, we will finally bring genetics into main-
stream medicine and neurology to significantly transform the 
way we practice medicine.

Review Questions/Problems

1. The majority of the mutations known to cause neurode-
generative diseases in humans have been discovered for

a. common complex diseases because they affect the most 
people

b. diseases with a Mendelian inheritance pattern
c. multi-system atrophy
d. non-genetic diseases
e. diseases with no familial component

2. A characteristic of modern genetic research is

a. that very few candidate genes are proposed for any given 
disorder

b. that positive association studies of candidates have been 
consistently replicated

c. all of the above
d. none of the above

3. In a genetic study, stratification may refer to

a. unrecognized population sub-types due to recent admixture
b. unrecognized population sub-types due to incorrect 

matching of cases and controls
c. a method for presumably reducing genetic heterogeneity 

within a sample by narrowly defining the phenotype
d. all of the above
e. none of the above

4. Heterogeneity within a disease may manifest as

a. allelic heterogeneity, in which many variants of a single 
gene can cause the same disease

b. locus heterogeneity, in which variants in many different 
genes may cause the same disease

c. some of the difficulties underlying genetic studies of 
neurodegenerative diseases

d. all of the above
e. none of the above

5. Penetrance and expressivity refer to

a. the proportion who get the disease and how the disease 
manifests respectively

b. redundant terms
c. how the disease manifests and the proportion who get 

the disease respectively

d. all of the above
e. none of the above

 6. Microsatellites

a. are relatively highly polymorphic genetic markers
b. can by amplified by polymerase chain reactions
c. contain repeated elements
d. all of the above
e. none of the above

 7. An advantage to using single nucleotide polymor-
phisms in genetic studies is that

a. each marker is highly polymorphic
b. they are common and distributed throughout the 

genome
c. they are always within exons, and therefore cause a 

functional change
d. all of the above
e. none of the above

 8. Linkage analysis

a. is limited by its exclusive use of restriction fragment 
length polymorphisms

b. utilizes co-inheritance of a region of the genome with 
the disease locus to which it is “linked”

c. has the advantage of always identifying causative muta-
tions

d. all of the above
e. none of the above

 9. Allelic genetic association analyses may find positive 
associations because the

a. allele causes the disease
b. allele is in strong linkage disequilibrium with the dis-

ease allele
c. result is a false positive
d. all of the above
e. none of the above

10. Genomic convergence provides

a. a method for greatly increasing the resolution of link-
age peaks

b. a method for using non-human primates to identify 
causative alleles

c. an approach to prioritize candidates for further genetic 
study

d. all of the above
e. none of the above

11. A modifier gene

a. must cause disease.
b. alters the expression of a disease.
c. must be in linkage disequilibrium with the disease 

allele.
d. all of the above.
e. none of the above.
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12. Variants of the GSTO gene are associated with

a. age at onset in AD
b. age at onset in PD
c. modifier effects
d. all of the above
e. none of the above

13. Causative mutations in which of the following genes 
has been described in early-onset AD?

a. amyloid precursor protein, presenilin-1, presenilin-2
b. presenilin-1, amyloid precursor protein, apolipoprotein C
c. presenilin-1, presenilin-2, apolipoprotein C
d. apolipoprotein C, presenilin-2, amyloid precursor protein
e. huntingtin, presenilin-1, presenilin-2

14. All of the following have been candidates for a role in 
late-onset AD, but which is the most widely accepted 
and has the best supporting evidence for increasing 
susceptibility to AD?

a. UBQLN1
b. APOE
c. GAPD
d. α-T catenin
e. VLDL-R

15. Features of the apolipoprotein E-4 allele include

a. increased susceptibility to late-onset AD.
b. modification of age-at-onset in AD.
c. a dose dependent effect on age-at-onset in AD.
d. an association with other neurodegenerative diseases in 

addition to AD.
e. all of the above.

16. Characteristic of FTDP-17 is

a. a phenotype that may be mistaken for AD
b. linkage to chromosome 17
c. abnormal Tau accumulation
d. all of the above
e. none of the above

17. Which of the following has been proposed as a  candidate 
for susceptibility to amyotrophic lateral sclerosis?

a. VEGF
b. CNTF
c. glutamate system
d. all of the above
e. none of the above

18. The genetics underlying multiple sclerosis are typical 
for a neurodegenerative disease in that

a. concordance rates in monozygotic twins is higher than 
in dizygotic twins.

b. linkage and association approaches have been used to 
identify likely candidates for a role in the disease

c. there is an important environmental component to the 
disease

d. all of the above
e. none of the above

19. Huntington disease is an example of a dominantly 
inherited disease because

a. two copies of the disease allele are needed to express 
the disease

b. the disease locus is on the X chromosome
c. only one copy of the disease allele is needed to express 

the disease
d. it exhibits classic anticipation
e. it can only be inherited from an affected mother

20. Huntington disease exhibits all of the following except

a. autosomal dominant inheritance
b. anticipation, where the disease may become more 

severe with an earlier age-at-onset in subsequent gen-
erations

c. it is characterized by expansion of a tri-nucleotide repeat
d. an autosomal recessive form of the disease
e. a causative gene has been identified
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34.1. Introduction

The earliest evidence for neuroimmune interaction and regu-
lation is the classical immune conditioning experiment of 
Ader and Cohen in 1975 (Ader, 1987). Since then, it is well 
established that the central nervous system (CNS) and the 
immune system interact and regulate one another’s function 
(Blalock, 1989; Madden and Felten, 1995). This interaction 
can be particularly important at times of extraordinary stress, 
whether due to psychological factors or to a physical response 
to an injury or an infection. The CNS regulates immune sys-
tem function with classical neurotransmitters acting through 
the central nervous system and peripherally through the sym-
pathetic nervous system; and with neuropeptides also acting 
through both the central and peripheral nervous systems. The 
immune system, in turn, alters CNS function, particularly 
through the release of cytokines. While this reciprocal regula-
tion between the CNS and the immune system is designed to 
maintain homeostasis, dysfunction in one can lead to aberrant 
function in the other, producing a pathological state.

Interactions between the immune and nervous system are 
complex and attempts to decipher these are still incomplete. 
One of the first empirical findings in support of an interaction 
between these systems was the discovery of receptors for neu-
rohormones and neuropeptides on cells of the immune system 
(Hadden et al., 1970; Wybran et al., 1979; Hazum et al., 1979; 
Landmann et al., 1981). This implied that immune cells can 
and do respond to the endogenous ligands for these receptors. 
Conversely, the demonstration of many cytokine receptors 
and the cytokines themselves in the CNS suggests not only 
that these small proteins have a functional role in the CNS, 
but that cytokines released by the immune system may be able 

to regulate CNS function (Adler and Rogers, 2005; Cartier 
et al., 2005). Subsequent studies demonstrated that immune 
cells also synthesize and release many neurohormones and 
neuropeptides. This provides a mechanism for local control 
of the physiological effects of these transmitters, in addition 
to distant control mediated through the peripheral and central 
nervous systems. This sharing of ligands and receptors in the 
nervous and immune systems led to the suggestion that this 
constituted a complete biochemical information circuit and 
that this interactive communication system provided the basis 
for the immune system acting as a sensory system and the 
brain playing an immunoregulatory role (Blalock, 1994).

In this chapter we will provide an overview of how the 
hypothalamic-pituitary-adrenal (HPA) axis, the CNS and 
the immune system are integrated and regulate each other’s 
activity. While there are many neurotransmitters and neuro-
hormones that act directly and indirectly through the CNS on 
the immune system, such as serotonin, norepinephrine and 
GABA, we will focus on neuropeptides and cytokines found to 
regulate the immune response. In particular, we will examine 
HPA axis regulation of CNS function by release of peptides 
and glucocorticoids in response to stress and inflammation. 
We will consider opioid-like peptides as well as CRH and 
related peptides that are synthesized in the immune system as 
well as the CNS and how they regulate immune function. We 
will also discuss cytokines released by the immune system 
and how they impact CNS function. Finally, we will provide a 
brief overview of how the neuroimmune system plays a role in 
psychiatric illnesses such as depression and schizophrenia, a 
topic explored in more detail in the following two chapters.

34.2. Neurohormones and Their Receptors 
Associated with Both the Central Nervous 
System and the Immune System

Most lymphoid tissues are innervated by the sympathetic 
nervous system, both directly and indirectly. These same tissues 
express receptors for a variety of hormones, including classical 
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neurotransmitters and hormones released by tissues at a distance. 
Lymphocytes, for example, express receptors for steroids, 
enkephalins, endorphins and catecholamines. Expression of 
these receptors varies with different immune cell types and 
within the same cell type at different locations or under different 
physiological or pathological conditions.

There is considerable evidence for the presence of a subset 
of monoamine receptors on most components of the immune 
system and for regulation of these immune cells by the respec-
tive monoamine neurotransmitters (Sanders et al., 2001; 
Madden, 2001). Norepinephrine and epinephrine produce 
their effects via three separate adrenergic receptors, alpha-1, 
alpha-2 and beta (Bylund et al., 1994; Hein and Kobilka, 1997) 
and all three appear to be involved in regulating immune func-
tion. Data supporting a role for beta-adrenergic receptors is 
the most detailed but there clearly is a role for alpha1 and 
alpha2 adrenergic receptors as well. Adrenergic regulation of 
immune system function, through release of norepinephrine 
and epinephrine from the sympathetic nervous system or from 
the adrenal medulla, is an important regulatory factor, particu-
larly in times of stress when the adrenergic system is highly 
active. Acetylcholine produces its effects through activation 
of both muscarinic and nicotinic cholinergic receptors. 
Muscarinic receptors, especially the M1 and M3 subtypes, are 
found on lymphocytes and they appear to be functional, based 
on studies with muscarinic agonists such as carbachol and 
oxotremorine. It is not clear whether nor how much nicotinic 
cholinergic receptors are involved in immune function. Our 
understanding of the roles of serotonin and dopamine in regu-
lating lymphocyte function also is less developed. Serotonin, 
which is released peripherally from platelets and the enteric 
nervous system, probably acts primarily through 5HT1A 
and 5HT3 receptors. Radioligand binding data also suggest 
the D2-family of dopamine receptors predominate over the 
D1-family in the immune system, although regulatory T cells 
express only D1 and D5 receptors.

A focus of this chapter is the role of neuropeptides in regu-
lation of the immune system. Neuropeptides are distinct from 
classical neurotransmitters in that they are usually slower 
acting and their synthetic process is quite different. Most 
active neuropeptides are synthesized as part of a larger 
pro-molecule. These peptidic precursors are then processed to 
produce the smaller, active neuropeptides, sometimes in a cell 
specific manner. In addition, neuropeptides are generally not 
metabolized and hence removed from the system as quickly 
as the monoamines, and so they may have a longer duration 
of action. We will discuss peptides derived from proenkephalin 
and proopiomelanocortin as well as CRH and the related 
urocortins. Other neuropeptides have also been implicated in 
regulating immune system function in the periphery and pos-
sibly in the CNS, including Substance P and calcitonin-gene 
related peptide (CGRP). The involvement of peptides in regu-
lating immune and inflammatory reactions has been reviewed 
(Levite, 2000; McGillis et al., 2001).

34.3. HPA Axis Regulation 
of CNS Function

The occurrence of physical or psychological events, or 
“stressors,” that threaten the well-being of an organism 
can lead to activation of a generalized stress response. The 
stress response consists of a coordinated activation of adap-
tive processes (collectively referred to as allostasis) that are 
designed to return the organism to steady-state conditions, 
that is, homeostasis. This coordinated response is mediated 
by components of the central nervous system (CNS), the 
peripheral nervous system (PNS), and the endocrine system. 
The hypothalamic-pituitary-adrenal (HPA) axis defines the 
classical core of the neuro-endocrine stress response sys-
tem. The HPA axis coordinates the component processes 
of the stress response by serving as the major communi-
cation route between the CNS, the PNS and the endocrine 
system. The HPA axis consists of three major components: 
the hypothalamic paraventricular nucleus (PVN), cortico-
trophs in the anterior pituitary gland, and the adrenal cor-
tex. The hypothalamus is situated at the anterior-most end 
of the brainstem and serves as the final common pathway 
for regulation of visceromotor and endocrine functions by 
the CNS. The PVN, situated bilaterally along the midline of the 
anterior hypothalamus, coordinates endocrine functions via 
the pituitary gland and visceromotor functions via path-
ways to the brainstem. The pituitary corticotrophs are one 
of several distinct cell types in the anterior pituitary, each 
serving as an interface between the central nervous system 
and the endocrine system to control some aspect of metabo-
lism or sexual behavior. The adrenal cortex comprises the 
outer layers of the adrenal gland, which plays a major role 
in responses to stress, through its innervation by the sympa-
thetic nervous system and via circulating hormones.

The activation of a stress response begins with the appraisal 
of stressors by the distributed CNS network commonly 
known as the limbic system. The concept of the limbic sys-
tem, which was originally defined anatomically, has taken 
on a functional connotation and now typically refers to CNS 
systems, which modulate the hypothalamus. These brain 
areas include the hippocampus, the amygdala, and regions 
in medial prefrontal cortex. The components of the limbic 
system all influence hypothalamic output, and constitute a 
distributed system that regulates affective state and is criti-
cally involved in the appraisal and response of the organism 
to stressors. In general, the hippocampus and the anterior 
cingulate/prelimbic regions of prefrontal cortex inhibit HPA 
axis output, while the amygdala and the infralimbic region 
of prefrontal cortex potentiate HPA axis activity. Thus, dif-
ferent regions of the limbic system modulate the output of 
the HPA axis in a reciprocal fashion to coordinate the tempo-
ral sequence of the stress response, controlling the initiation, 
propagation, and termination of distinct processes.
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34.3.1. Hormones Released by the HPA Axis

Two neuropeptides, corticotrophin-releasing hormone (CRH) 
and arginine vasopressin (AVP) are released from parvocellular 
neurons in the hypothalamic PVN to initiate a stress response. 
The terminal endings of these neurons, located in the median 
eminence of the hypothalamus, release CRH and AVP into the 
hypothalamic-hypophysial portal vessel system, where they 
travel to the anterior pituitary. The two neuropeptides act syn-
ergistically on pituitary corticotrophs to activate the synthesis 
of pro-opiomelanocortin (POMC). This peptide, discussed in 
detail below, is processed to produce several peptides includ-
ing adrenocorticotrophic hormone (ACTH), or corticotropin. 
ACTH released from corticotrophs travels via the bloodstream 
to act on cells in the zona fasciculata layer of the adrenal cortex, 
stimulating the synthesis and release of the glucocorticoids, 
cortisol (in humans) or corticosterone (in rodents).

In addition to regulating the synthesis and release of ACTH 
from the pituitary, neurons in the PVN also project to areas 
in the brainstem that control the output of the sympathetic 
branch of the PNS. Activation of PVN neurons at the onset 
of a stress response thus leads to increased sympathetic out-
flow, resulting in release of norepinephrine from sympathetic 
nerve terminals and epinephrine from the adrenal medulla. 
The effects of these catecholamines are responsible for the 
behavioral syndrome known as the “fight-or-flight” response.

The effects of the neuropeptides and glucocorticoids associ-
ated with the HPA axis are mediated through distinct receptor 
subclasses. Two classes of CRH receptors have been identified, 
type 1 and type 2, with distinct but overlapping distributions 
in the CNS (Hsu and Hsueh, 2001; Reyes et al., 2001). It 
is currently thought that CRH acts through type 1 receptors 
(CRHR1), while novel ligands have been identified for the 
related type 2 receptors (CRHR2). These ligands, urocortin II 
(Reyes et al., 2001) and urocortin III (Lewis et al., 2001), play 
a role in the regulation of appetitive behaviors and are thought 
to play a role in the adaptive (slow) phase of the stress response 
(de Kloet et al., 2005) as discussed below. Expression of mRNA 
for the urocortins has been demonstrated in the hypothalamus, 
brainstem, and amygdala (Hsu and Hsueh, 2001). Interestingly, 
the CNS distributions of the CRHR1 and CRHR2 receptors cor-
respond to the CRH and urocortin terminal fields, respectively.

The effects of the glucocorticoids are also mediated through 
two distinct subclasses of cytosolic steroid receptors. Gluco-
corticoid receptors (GRs) are found throughout the brain, but 
GR density is highest in the hypothalamic PVN, ascending 
aminergic pathways, and in limbic brain regions (Herman et al., 
2003). Mineralocorticoid receptors (MR) are named for their 
primary ligand, the steroid aldosterone, which is produced by 
the outer zona glomerulosa layer of the adrenal cortex and 
regulates sodium balance. However, MRs in the brain have a 
ten-fold higher affinity for glucocorticoids than GRs and thus 
respond to lower levels of these hormones during the initial 
phase of a stress response. MRs are also expressed at high levels 

in limbic brain regions; thus there is considerable overlap 
between these two receptors in key brain areas that regulate 
the HPA axis.

34.3.2. The Role of HPA Axis in Response 
to Stress

Under resting conditions, CRH and AVP are released from the 
hypothalamus in a pulsatile fashion with a frequency of 2–3 
episodes per hour (Engler et al., 1989). The amplitude of the 
neuropeptide pulses normally increases in the morning, resulting 
in a circadian fluctuation in ACTH and cortisol levels. This 
daily rhythm is modulated by feeding and activity schedules, 
but is particularly perturbed by stressful stimuli originating 
internally (e.g., anxiety or systemic infection) or externally 
(e.g., threatening situations). Thus, acute stressors lead to acti-
vation of the stress response.

34.3.2.1. Modes of the Acute Stress Response

The stress system is characterized by two modes of operation, a 
fast phase that serves to mobilize and activate, and a slow phase 
that promotes recovery and adaptation. Each mode is associated 
with characteristic behavioral changes that are mediated by 
distinct cellular and molecular mechanisms.

The initial fast phase is manifested behaviorally by increases 
in vigilance and arousal, and alterations in attention. This phase 
is associated with the release of CRH and AVP from the hypo-
thalamic PVN, activation of sympathetic outflow and release 
of catecholamines from the adrenal medulla, and rising blood 
levels of cortisol. The effects of CRH in the fast phase are medi-
ated through type 1 receptors (CRHR1), which are responsible 
for activation of the HPA axis and the sympathetic nervous 
system. Levels of cortisol rise rapidly due to release of ACTH 
from the pituitary, and serve in the periphery to mobilize meta-
bolic resources and alter immune system responses (discussed 
below). The effects of cortisol on brain structures, and thus 
behavior, in the fast phase are mediated primarily by the higher-
affinity MRs, which respond to the rising levels of cortisol at 
the initiation of a stress response. An important aspect of MR-
induced changes involves their role in the appraisal of environ-
mental stimuli in this phase of the response. The alterations in 
neuronal function mediated by the interaction of cortisol with 
MRs leads to increases in arousal level, heightened vigilance 
and alertness, and enhancement of attention.

The slow phase of the stress system is characterized by 
processes that promote recovery from, and adaptation to, the 
stressful conditions that prompted the response. At the level 
of the hypothalamus, this phase is probably mediated by the 
urocortins acting through CRHR2 receptors (Reul and Holsboer, 
2002; de Kloet et al., 2005). In contrast to the fast phase, the 
slow phase is associated with activation of the parasympathetic 
nervous system, which promotes the appetitive and metabolic 
functions, which help to restore homeostasis. As cortisol levels 
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peak and then slowly subside during the slow phase, the lower-
affinity GRs are activated and lead to transcriptional changes 
in target organs that promote recovery. In the brain, GR acti-
vation-induced transcriptional changes may be crucial for the 
consolidation of memory traces involving the association of 
stressors with sensory stimuli (in the amygdala) (Roozendaal 
and McGaugh, 1997) and environmental context (in the hippo-
campus) (Oitzl and de Kloet, 1992).

At all levels of the HPA axis, feedback mechanisms exist that 
control the output of neuropeptides and circulating hormones. 
These mechanisms regulate the levels of these factors during 
normal diurnal cycles, but also act to limit the magnitude of the 
stress response and terminate its effects. These feedback mecha-
nisms consist of both “short” loops, where each factor acts to 
inhibit its own secretion, and “long” loops, whereby ACTH acts 
on PVN neurons to inhibit the secretion of CRH, and cortisol acts 
on the PVN and the pituitary to inhibit the secretion of CRH and 
ACTH, respectively (de Kloet et al., 1990; de Kloet, 2003).

34.3.2.2. Chronic Stress Response

It is important to distinguish between the response of the HPA 
axis to acute stressors, and the response to chronic stress. While 
the HPA response to acute stressors can clearly be seen as an 
adaptive response that serves to maintain or re-establish homeo-
stasis, the response to chronic stress can lead to maladaptive 
conditions, especially in “vulnerable” individuals, that may initiate 
or facilitate CNS disease processes, as discussed below.

34.3.3. Role of HPA Axis in Inflammation

The activation of the stress systems affects all tissues of the 
organism, and the peripheral immune system is no exception. 
These effects are mediated through at least two pathways: via 
the HPA axis and by virtue of the innervation of lymphatic 
tissues by autonomic nerve fibers, especially from the sym-
pathetic nervous system. All lymphoid tissues, primary (bone 
marrow and thymus) as well as secondary (spleen, lymph 
nodes, and gut-associated lymphoid tissue) are innervated by 
sympathetic nerve fibers. As discussed above, most lymphoid 
cells express catecholamine receptors, including B-lymphocytes, 
CD4- and CD8-positive T cells, dendritic cells, monocytes, 
and macrophages.

The HPA axis also directly affects peripheral immune func-
tions via receptors for CRH, ACTH and cortisol.

34.3.4. Impact of HPA Axis on Psychiatric 
Disorders

It is well known that acute and chronic stress can impact certain 
psychiatric disorders; here we focus on two disorders where 
the evidence for a role of stress and the activation of the HPA 
axis is particularly strong. Many lines of evidence suggest 
that chronic stress is a major risk factor for major depression 
(MD), and the onset of schizophrenia is often associated with 
stressful life events.

34.3.4.1. Major Depression

The hyper-reactivity of the HPA axis that occurs with chronic 
stress is also often observed in depressed patients. (Owens and 
Nemeroff, 1991)

In animal models, intracerebroventricular injection of CRH 
induces anxiety and a depression-like phenotype (Heinrichs and 
Koob, 2004), and CRHR1 antagonists decrease the signs and 
symptoms of depression. In contrast, the urocortins, thought 
to act via the CRHR2 system and potentially involved in the 
adaptive phase of the stress response, seem to have anxiolytic 
properties (Heinrichs and Koob, 2004). The hypercortisolaemia 
resulting from chronic stress perturbs monoaminergic systems 
as observed in depression, and causes dysregulation of anxiety 
and aggressive behavior. Using neurendocrine tests in longitu-
dinal studies, it has been shown that depressed patients do not 
respond well to anti-depressant treatment if HPA axis distur-
bances persist; further, patients showed higher rates of relapse 
when HPA axis disturbances returned (Zobel et al., 2001). In 
line with these clinical studies, it is interesting to note that 
chronic treatment of rats with the anti-depressant amitriptyline 
resulted in changes in limbic MR and GR that occurred in 
parallel with HPA axis normalization (Reul et al., 1993). In 
sum, these observations make a strong case for a major role 
for the HPA axis in the etiology of depression.

An important aspect of research in depression addresses the 
role of genetic predispositions and developmental events as 
causative factors. Based on studies of twins, it is estimated that 
depression has a heritability of 40% (Sullivan et al., 2000).

34.3.4.2. Schizophrenia

While the etiology of schizophrenia is essentially unknown, 
it is generally accepted that the disease complex is caused by 
the abnormal development of limbic system structures that 
are assembled mainly in the third trimester of human gesta-
tion (Weinberger, 1987; Waddington, 1993). Additionally, the 
hypothesis is gaining support that the disease is precipitated by 
environmental stressors that occur during the period of final 
maturation of these limbic structures during adolescence. Given 
the role of the HPA axis in the stress response, it is thus rea-
sonable to hypothesize that alterations in the HPA axis some-
how contribute to the etiology of schizophrenia (reviewed in 
Corcoran et al., 2003). Several versions of a “two hit” model 
of schizophrenia hypothesize that the disease is produced in 
individuals who suffer both developmental insults during in 
utero or perinatal brain development and abnormal responses 
to environmental stressors during adolescent maturation (see 
for example Lieberman et al., 1997; Walker and Diforio, 1997; 
Waddington et al., 1998).

In fact, differences in HPA axis function have been reported 
in schizophrenic patients. Diurnal measurements of plasma 
ACTH revealed elevated levels in drug-naïve schizophrenic 
patients compared to age and sex matched controls, suggesting 
basal overactivity of the HPA axis (Ryan et al., 2004). It has 
been proposed that the loss in hippocampal volume (and the 
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concomitant loss of functional glucocorticoid receptors) dem-
onstrated in schizophrenic patients may contribute to unre-
strained and excessive HPA function by decreasing the normal 
negative feedback control exerted by this structure (Corcoran 
et al., 2003). In this model, early developmental deficits 
in hippocampal function would participate in precipitation of 
schizophrenic symptoms in part by promoting excessive HPA 
axis responsiveness to stressors. A lack of dexamethasone sup-
pression of cortisol secretion in schizophrenic patients (Sharma 
et al., 1988; Yeragani, 1990) is consistent with the idea that nega-
tive feedback control of the HPA axis is compromised in the 
disease. However, cause and effect have yet to be determined 
with confidence. Thus it remains to be determined whether 
changes in limbic regions that regulate the HPA axis are altered 
due to chronic stress concomitant with disease onset or whether 
developmental changes in these structures lead to disregulation 
of the HPA axis. Abnormal dendritic structure consistent with 
glucocorticoid-mediated chronic stress has been reported in 
schizophrenics in the hippocampus (Rosoklija et al., 2000) and 
prefrontal cortex (Glantz and Lewis, 2001). It is of course 
possible that early developmental defects in these structures 
lead to a positive feedback cycle of dendritic remodeling subse-
quent to HPA axis dysregulation.

The concept of “stress sensitization”, whereby early life 
stressors can induce an enhanced reactivity to later environ-
mental adversities (reviewed in Read et al., 2005), may also 
be relevant to the etiology of schizophrenia. This phenomenon, 
which results in abnormal activation of the HPA axis, is thought 
to involve alterations in the mesolimbic dopamine system 
(reviewed in Laruelle, 2000) resulting in excessive release of 
dopamine, a hallmark of psychotic episodes (Laruelle et al., 
1996). Taken together, it appears likely that prenatal develop-
mental abnormalities in limbic structures that regulate the HPA 
axis predispose this system to sensitivity to stressors in early 
childhood and adolescent maturation. This predisposition may 
then play a key role in the precipitation of psychotic episodes, 
as well as the deterioration of brain function that accompanies 
the progression of the disease.

34.4. Neuropeptides as Modulators 
of the CNS and Immune Function

There is differential expression of neurotransmitter and neuro-
hormonal receptors among the various cell types of the immune 
system. This suggests that particular neurohormones produce 
specific and differential effects on immune cells, and hence on 
immune function. It also suggests that the pharmacology of 
immune cells will vary from cell type to cell type and that these 
pharmacological differences represent potential drug treatment 
strategies in coping with various pathological states. There is still 
a great deal of work to be done in this field since there is debate 
in the literature on receptor expression; that is, which cells con-
sistently express which subset of receptors, and whether and how 
receptor expression is regulated by the changing milieu.

For example, functional activities of β2-adrenergic, prosta-
glandin and histamine receptors are increased in T lymphocytes 
activated by IL-2 (Dailey et al., 1988). This takes place in an 
apparently coordinated manner even though the prostaglandin 
receptors are clearly dominant in regulation of signal transduction 
in resting cells. The change in functional activity is presumably 
due to up-regulation of receptor expression. These and other 
studies indicate that receptor expression is a dynamic aspect of 
immune system function and it that implies alterations in recep-
tor function are important for immune system activities, in this 
particular case cellular proliferation.

34.4.1. Peptides Derived from Proenkephalin

Two of the most abundant endogenous opioid peptides, 
methionine-enkephalin (Met-enk; Tyr-Gly-Gly-Phe-Met) and 
leucine-enkephalin (Leu-enk; Tyr-Gly-Gly-Phe-Leu) are derived 
from the precursor protein, proenkephalin (PENK). PENK is 
a 267 amino acid precursor that contains 6 copies of Met-enk, 
two of which are extended forms (Tyr-Gly-Gly-Phe-Met-Arg-
Phe and Tyr-Gly-Gly-Phe-Met-Arg-Gly-Leu) and one copy of 
Leu-enk. This ratio is essentially the same as the ratio of these 
peptides found in brain and adrenal chromaffin cells. The fact 
that there are two distinct peptides closely related in structure 
and function proved to be a major obstacle that slowed their 
discovery (Kosterlitz and Hughes, 1977).

The first two opioid peptides were isolated from pig brain 
and shown to be active in bioassay systems by Hughes and 
Kosterlitz in 1975 (Hughes et al., 1975). It was some time later, 
though, that the precursor proteins for these small peptides 
were discovered. The first of these to be identified was proo-
piomelanocortin (POMC). It was not until 1982 that PENK 
was identified and sequenced in multiple species (Udenfriend 
and Kilpatrick, 1983).

As mentioned above, PENK contains not only both pentapep-
tide enkephalins, but also a hepta- and octapeptide enkephalin. 
This structure is maintained across species (Noda et al., 1982; 
Comb et al., 1982; Gubler et al., 1982). The processing of PENK 
into smaller peptides, even for an extended period of time, 
maintains this assortment of four distinct peptides (Fleminger 
et al., 1983), indicating that all are active products of PENK and 
that the longer peptides are not simply alternate precursors for 
Met-enk. Interestingly, while a great deal of attention has been 
paid to the role of the pentapeptides, Met-enk and Leu-enk, 
knowledge of the physiological role of the hepta- and octapep-
tides is still very limited.

There is evidence PENK is not processed in the same way in 
all tissues and the suggestion has been made that alternative 
processing may occur in immune system cells containing PENK, 
compared to processing in neurons (Eriksson et al., 2001). This 
would open the possibility that differential processing may lead 
to release of enkephalin-like peptides from the immune system 
that would have a different spectrum of activities, at least to 
some extent, than those derived from neural tissues. This, in 
turn, would provide the opportunity for differential regulation 
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of components of the immune system, depending on the source 
of the enkephalin-like peptide release.

34.4.1.1. Expression of Enkephalins 
in the Immune System

PENK is distributed widely throughout the brain (Wamsley 
et al., 1980; Finley et al., 1981; Harlan et al., 1987), indicating 
involvement of the enkephalins in a variety of physiological 
functions. The first suggestion that peptides derived from PENK 
were involved in immune system function came from the work 
of Wybran (Wybran et al., 1979), which demonstrated specific 
binding of both Met-enk and morphine to lymphocytes. Early 
studies also demonstrated that the enkephalins are concentrated 
in leukocytes compared to other blood components, supporting 
the idea that immune cells can synthesize the opioid peptides. 
Since these initial observations, a large body of evidence has 
provided more detail supporting the idea that the enkephalin 
peptides are produced by and have important actions in cells of 
the immune system.

Determination of which PENK products are formed by dif-
ferent immune cells has been difficult because of the lack of 
antibodies specific to the various peptides. For instance, many 
studies use readily available antibodies to Met-enk, but the pos-
sibility is strong that these antibodies can also react with larger 
peptides containing Met-enk. In addition, the variations in 
results reported in the literature are probably due to differences 
in cell types as well as the inducing signal. For instance, Th2 
cytokines, such as IL-4, IL-6 and TGF-β, produce many-fold 
increases in PENK mRNA in human thymocytes. On the other 
hand, Th1 cytokines have variable (IL-1β) or no (IFN-γ) effect 
(Kavelaars and Heijnen, 2000). Further, Th2 cytokines lead to 
a 4- to 5-fold increase in Met-enk-like protein in thymocytes, 
whereas Th1 cytokines produce no such effect. It appears, more-
over, that the induced Met-enk itself is not released by thymo-
cytes; rather, larger peptides containing Met-enk are released.

Similar results have been found in T cells. PENK is synthe-
sized in T cells and both synthesized and processed into smaller 
peptides in macrophages and activated monocytes, but not in 
unactivated monocytes. Paradoxically, in many cases it has 
been very difficult to demonstrate release of PENK products. 
For example, T cells do not appear to secrete detectable levels 
of PENK-derived peptides whereas monocytes do. On the other 
hand, under some conditions T cells have been shown to secrete 
intermediate products of preproenkephalin, the precursor to 
PENK. These intermediate products appear to inhibit prolifera-
tive capacity via unidentified, that is, non-opioid, binding sites. 
The larger peptides eventually are processed into Met-enk (and 
Leu-enk) in some cases, whereas in others the larger peptides 
are probably the active products themselves (Dillen et al., 1993; 
Hiddinga et al., 1994b).

There are many questions yet to be answered in this area. 
To compound the problems of determining if the products of 
PENK are released and are active, the quantity of material 
provided by the tissues is sometimes small enough to make 

consistent quantitative data difficult to obtain. This leads to 
further confusion and contradictions in the literature.

34.4.1.2. Function of the Enkephalins 
in the Immune System

Met-enk, the most abundant of the enkephalin peptides, produces 
effects on its target cells that are both concentration-dependent 
and modified by the presence of other stimuli. The concentration-
dependent effects can be bimodal, with low concentrations 
producing effects opposite those of high concentrations (Oleson 
and Johnson, 1988). An example is the differing effects of 
varying concentrations of enkephalins on the production of 
reactive oxygen species (ROS) by polymorphonuclear leuko-
cytes. ROS production is enhanced by low enkephalin con-
centrations and suppressed by high concentrations (Roscetti 
et al., 1988; Marotti et al., 1992). In a similar manner, Met-enk 
inhibits antibody production by B cells whereas slightly larger 
peptides also derived from PENK stimulate B cell antibody 
production (Hiddinga et al., 1994a; Das et al., 1997). One 
possible explanation of these paradoxical data is that opioid 
peptides may play a role as modulators of immune system 
function, fine tuning the current state of activity, rather than 
being the primary drivers or determinants of function (Eriksson 
et al., 2001). As such, the effects of these peptides would be 
highly dependent on the current status of the immune system, 
whether activated or inactive, and on which other regulatory 
factors were present and what their overall effects are. In this 
sense, the endogenous opioids would act more to maintain 
homeostasis rather than to specifically activate or inhibit the 
immune system.

The exact role of Met-enk and related peptides derived from 
PENK remains controversial since there are many studies with 
seemingly contradictory results (see Eriksson et al., 2001 for 
review). Many of these studies were carried out in vitro and 
how well the results translate to in vivo conditions is not clear at 
present. In addition, relatively few of these studies used experi-
mental conditions that were the same or even similar to those 
used in other studies, making comparison and resolution of 
differences difficult.

34.4.2. Peptides Derived from Proopiomelanocortin 
(POMC)

Another major source of endogenous opioid peptides as well 
as non-opioid peptides is proopiomelanocortin (POMC). This 
large peptide contains the sequences of, and is processed into, 
a number of smaller peptides, including ACTH, β-endorphin, 
β-lipotropin, α-MSH, β-MSH and γ-MSH. Which products 
are derived from POMC depends upon the cell in which the 
processing takes place. In the anterior lobe of the pituitary 
POMC is processed into ACTH and β-lipotropin. In the neuro-
intermediate lobe the major products are β-endorphin, α-MSH 
and γ-MSH. POMC was the first of the peptide precursors for 
which such cell-dependent processing was demonstrated.
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34.4.2.1. Expression of POMC in the Immune System

The discovery by Blalock and colleagues that POMC was also 
produced by immune cells was a major event in the developing 
recognition of interactions between the immune and nervous 
systems (reviewed in Blalock, 1999). These studies indicated 
that not only do neurohormones derived from the nervous system 
alter immune system activity, but also similar or identical 
hormones can be released from immune cells to regulate the 
nervous system as well as the immune system itself.

Similar to what was found with the PENK-derived enkephalins, 
peptides derived from POMC frequently have biphasic dose-
response curves; that is, low doses stimulate immune system 
function whereas high doses usually suppress function. Again, 
it appears the system is designed to maintain homeostasis in 
response to a wide range of conditions.

The finding that the immune and neuroendocrine systems 
both express receptors for opioids and for ACTH and that both 
systems can synthesize and release peptides active at these 
receptors, led to the suggestion that the immune system func-
tions as a sensory organ (Blalock, 1984, 1999) and that this 
forms the basis for the interaction between the two systems. It 
is well known that the nervous system responds to a variety of 
stimuli and, when appropriate, releases neurotransmitters and 
hormones that enable an appropriate reaction to these stimuli 
or stresses. This can include changes in immune system func-
tion. Blalock proposed that the immune system also responds 
to particular stimuli, in this case environmental changes that 
would not be readily detected by the nervous system, such as the 
presence of bacteria or viruses. In response, the immune system 
releases a variety of compounds, including peptide hormones 
that will alter both immune and nervous system function.

34.4.2.2. Beta-Endorphin

A locally induced inflammation followed by cold-water 
swimming, a stress that is known to activate intrinsic opioid 
systems, produces an antinociceptive effect localized to the 
area of inflammation (Stein et al., 1990a). Through a series of 
experiments it became apparent that the agent producing this 
effect was β-endorphin and that it was localized to the area 
of inflammation; that is, it was not a systemic effect of the 
peptide. This provided strong evidence that localized release 
of endogenous opioid peptides in areas of inflammation could 
play an important role in regulating inflammation and nocicep-
tion. Subsequent experiments using this same model dem-
onstrated significantly increased levels of both β-endorphin 
and Met-enk localized to the area of inflammation, although it 
appeared that β-endorphin was responsible for the antinociceptive 
effect (Stein et al., 1990b). These studies indicated that localized 
release of these opioid peptides from immune cells were 
responsible for the reduction in pain. Further support for the 
involvement of immune cells in this antinociceptive action 
came from suppression of the immune system with cyclosporin 
A, which resulted in the loss of the nociceptive effects of the 
endogenous opioids. Interestingly, Met-enk did not play an 

important role under this experimental paradigm and it was not 
clear whether Met-enk was released from immune cells, even 
though it was definitely present in the cells. The paradoxical 
synthesis of two opioid peptides and the release of only one to 
produce nociception leaves many unanswered questions, such 
as why is Met-enk synthesized in the first place? This and 
many other questions remain.

34.4.2.3. a-MSH

The tridecapeptide, α-MSH, is also derived from POMC. While 
originally discovered through its effects on the skin, α-MSH 
can alter immune system function. Understanding the role of 
α-MSH in neuroimmune modulation is still in the early stages 
(Luger et al., 2003). α-MSH acts through melanocortin-1 receptors 
(MC-1R), which are expressed by immune cells, including 
macrophages and monocytes. Both β-MSH and γ-MSH, also 
products of POMC, act through other melanocortin receptors 
and these receptors have not been found on immune cells to 
date. This indicates that α-MSH may be the only of these three 
to be involved in regulating immune function.

Most studies to date suggest that α-MSH modulates or reduces 
inflammation, down-regulating proinflammatory cytokines and 
other proinflammatory molecules (Luger et al., 2003). These 
effects are produced, at least in part, by inhibition of NFκB 
activity. There is some evidence α-MSH may have biphasic 
effects in this regard since low concentrations increase antibody 
production by B cells whereas higher concentrations reduce 
production. Nevertheless, most studies, including recent studies 
pointing to regulation of IL-8 (Manna et al., 2006), indicate an 
antiinflammatory role for α-MSH.

As discussed above, several other peptides may be derived 
from POMC in a cell-specific manner, dependent upon pro-
cessing within each cell type. The role of ACTH in nervous 
system-immune system interactions is discussed elsewhere in 
this chapter. At present a neuroimmune function for the other 
POMC peptides has not been demonstrated.

34.4.3. Corticotropin Releasing Hormone

Corticotropin Releasing Hormone (CRH; corticotropin releas-
ing factor; CRF) plays a major role in CNS regulation of the 
immune system. In particular, CRH released from the hypothal-
amus is the first point in HPA axis regulation of immune func-
tion. As a critical player in the response to stress, the HPA axis 
is a primary point of coordination in the neural-immune inter-
action. This is discussed in Section 34.3 of this chapter. CRH 
also plays an important role in many CNS functions, including 
regulation of the autonomic nervous system and endocrine 
function. CRH is involved in the central response to anxiety 
and stress, and hence affects immune system function via that 
route. There is also convincing evidence that CRH can play a 
role in depression. The central role of CRH has been reviewed 
(Dunn and Berridge, 1990; Heim and Nemeroff, 1999). Beyond 
these well-known roles for CRH, this neuropeptide hormone is 
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also synthesized in immune cells and so appears to play an even 
more widespread role than originally thought.

Early studies demonstrated a role for CRH in augmenting 
function of immune cells, such as natural killer cells (Carr 
et al., 1990). The localization and the synthesis of CRH in the 
immune system and in immune cells were initially suggested by 
finding mRNA for CRH in leukocytes (Stephanou et al., 1990) 
and significant concentrations of CRH in areas of inflamma-
tion (Karalis et al., 1991). This suggested CRH was produced 
locally; that is, in the periphery in areas of inflammation, prob-
ably in part by immune cells. Further studies supported these 
ideas. In Lew/N rats, which are deficient in hypothalamic 
CRH responses to inflammatory stimuli, there are high levels 
of CRH in inflamed joints (Crofford et al., 1992). These data 
suggested that CRH plays the role of an autocrine or paracrine 
inflammatory factor. The obvious paradox is that CRH plays a 
powerful antiinflammatory role as the primary CNS activator of 
the HPA axis, yet in local peripheral sites it has just the oppo-
site effect. Thus, CRH expression and function with respect to 
inflammation is site specific.

CRH had been shown to have important effects in areas of 
inflammation, such as augmentation of analgesia by endoge-
nous opioid peptides. It has been further demonstrated that the 
effects were blocked by local administration of a CRH antago-
nist, a CRH antibody or by antisense oligonucleotides directed 
against CRH. This implies that local production and release of 
this hormone by immune cells do, in fact, occur and are physi-
ologically important (Schafer et al., 1996). It was found that sys-
temic administration of these same various antagonists of CRH 
action, an approach directed against CRH released from a dis-
tant site, was either ineffective or several orders of magnitude 
less potent than local administration, bolstering this argument.

It proved difficult to definitively demonstrate CRH synthesis 
from immune cells, although numerous studies provided evi-
dence this does happen (Aird et al., 1993; Ekman et al., 1993). 
Eventually it became clear that regulation of CRH synthesis 
and release in immune cells differs from that in hypothalamic 
neurons. While immune cells may synthesize and release much 
smaller concentrations of CRH and other neuroimmune peptides, 
and although their release may require de novo synthesis, an 
inherently slow process, the fact that immune cells release 
these hormones locally in the target area compensates for both 
of these factors to some extent. These data indicating site and 
tissue specific effects of CRH, sometimes even contradictory 
effects, point to the complex interrelationship between the nervous, 
endocrine and immune systems, an interaction that has yet to be 
deciphered completely.

34.4.4. Nociceptin, Endomorphins, 
and Urocortins

There are several newly discovered peptides that are related to 
those already discussed above and that appear to have, in vary-
ing degrees, a role in neuroimmune function. Nociceptin, or 
Orphanin FQ, is a 17 amino acid peptide that plays a role in 
pain sensation as well as other complex CNS functions. The 

receptor for this peptide, ORL-1, has striking homology with 
the three classical opioid peptide receptors and so is considered 
a member of the opioid receptor family, although agonists at 
ORL-1 are orders of magnitude less potent at the other opioid 
receptors. The converse is also generally true.

Several studies have shown that ORL-1 are expressed in 
immune cells, including peripheral blood lymphocytes, T and B 
cells and polymorphonuclear leukocytes (Halford et al., 1995; 
Peluso et al., 1998; Hom et al., 1999; Serhan et al., 2001), and 
these receptors are functionally active (Waits et al., 2004; 
Halford et al., 1995; Hom et al., 1999; Serhan et al., 2001). 
Following these findings, nociceptin transcripts were found to 
be present in peripheral blood lymphocytes (Arjomand et al., 
2002). It has been suggested, based on differences in transcripts 
between immune cells and neurons, that processing of the mes-
sage and the final form of nociceptin may be cell type specific, 
similar to other peptides.

The function of nociceptin in the immune system and/or 
in the interaction between the nervous and immune systems 
is not clear at present. Studies suggest that it increases T cell 
activation, suppresses antibody production and is a potent 
chemoattractant. However, given the presence of both the neu-
ropeptide and its receptor in immune cells, analogous to beta-
endorphin and the enkephalins, nociceptin is well positioned 
to play a role similar to that of the better-known and studied 
opioid-like peptides.

The endomorphins are similar to nociceptin, being endog-
enous opioid peptides that may play a role in both neural and 
immune function. Endomorphin-1 and endormorphin-2 are 
endogenous tetrapeptides that have a very high affinity for 
mu opioid receptors and are the most selective mu peptide 
agonists known (Zadina et al., 1997). Originally isolated 
from brain, the endomorphins have been found in mam-
malian immune tissues as well. They were first detected in 
spleen and thymus (Jessop et al., 2000) and subsequently 
demonstrated in macrophages and lymphocytes (Jessop et al., 
2002; Mousa et al., 2002). Expression of both endomorphins 
is increased in lymph nodes and in areas of inflammation in 
models of inflammation, but is unchanged in nerve fibers in 
these models. This, along with a concomitant increase in mu 
opioid receptor expression and the accumulation of opioid 
peptide-containing leukocytes in areas of inflammation, sug-
gests the endomorphins play a role in inflammation (Jessop 
et al., 2002), probably in peripheral control of inflammatory 
pain (Mousa et al., 2002; Labuz et al., 2006).

The urocortins are more recently discovered members of 
the CRH family (see Reul and Holsboer, 2002; Gysling et al., 
2004 for reviews). These three peptides (urocortin, urocortin II, 
urocortin III) were first isolated from brain. While most of the 
research involving them has focused on the CNS, it has been 
shown that the urocortins can alter immune function (Bamberger 
and Bamberger, 2000; Baigent, 2001; Theoharides et al., 2004). 
There also have been demonstrations of urocortin expression 
in immune cells (Bamberger et al., 1998; Bamberger and Bam-
berger, 2000; Baker et al., 2003), providing a parallel with other 
neuropeptides discussed above. While the physiological and 
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pathological functions of the urocortins is largely unknown 
at present, the similarity between the structure, receptors and 
localization within the immune system for CRH and the urocor-
tins strongly suggests a coordinating or balancing role for this 
family of peptides in regulation of the immune system.

34.5. Cytokines as Regulators of the CNS 
and Immune Function

34.5.1. Cytokine Actions in the CNS

Cytokines are peptide factors that are classically associated with 
humoral communication between immune system elements. 
However, it has become clear that many members of this large 
family of molecules also play diverse roles within the nervous 
system. Cytokine-mediated communication between neural 
elements has been implicated in all aspects of nervous system 
development, including cell proliferation, migration, differen-
tiation, and programmed cell death. Further, in the adult brain 
cytokines play vital roles in the cellular and synaptic plasticity 
that is requisite for learning and memory processes. During 
brain injury, cytokines coordinate the response of neuroimmune 
elements including astrocytes and microglial cells, the brain-
resident monocyte-derived phagocytes.

In addition to their role in coordinating immune system func-
tions, cytokines mediate communication between the peripheral 
immune system and the central and peripheral nervous system 
(Plata-Salaman, 1991). During an innate immune response, 
cytokines released by macrophages, vascular endothelial cells, 
and other cells activate the HPA axis, resulting in the release of 
adrenal glucocorticoids (Silverman et al., 2005).

In addition to activation of the HPA axis, the pro-inflammatory 
cytokines also influence behavior; the outcome of this influence 
is manifested as a syndrome known as “sickness” behavior. This 
syndrome is characterized by a number of behavioral responses 
including anhedonia (inability to experience pleasure), decreased 
general activity and exploratory behavior, decreased feeding and 
sexual activity, and increased sleep (Dantzer, 2001, 2004; Larson 
and Dunn, 2001).

34.5.2. Cytokines and the HPA Axis

It has become clear that cytokines are potent activators of the 
central stress response, serving as the afferent limb of the response 
system during acute or chronic inflammatory stress. Several 
pro-inflammatory cytokines, including tumor necrosis factor-α 
(TNF-α), interleukin-1β (IL-1β), and interleukin-6 (IL-6), can 
activate the HPA axis (Chrousos, 1995; Tsigos et al., 1997).

34.5.2.1. Interleukin-1b

The cytokine IL-1β serves a central role in the initiation and 
coordination of inflammatory responses, both in the periphery 
and in the CNS. Neurons, astrocytes, microglia, and epithelial 
cells in the brain constitutively express this cytokine, and its 
central effects in regulating central inflammatory responses 

are well-documented (Basu et al., 2004). However, IL-1β 
released by peripheral immune cells can also affect the CNS; 
in fact this cytokine is believed to play a major part in elicit-
ing the sickness behavioral syndrome mentioned above. Thus, 
in animal models, peripheral administration of IL-1β causes 
such diverse responses as decreased exploratory behavior and 
locomotor activity, decreased operant responding to rewards, 
anorexia, inhibition of sexual behavior, promotion of sleep, and 
anxiety reactions. IL-1β also increases fever through actions 
on the hypothalamus. Thus, human and animal data support 
the idea that IL-1β is a key regulator of behavioral responses to 
peripheral immune system activation (Basu et al., 2004).

34.5.3. Impact of Immune System Cytokines 
in Psychiatric Disorders

The growing awareness of the role of cytokines in regulating 
CNS function has resulted in a great deal of research in the last 
decade on their potential role in psychiatric disorders. Initially 
driven by studies of “sickness” behavior, evidence has accumu-
lated suggesting that levels of pro-inflammatory cytokines are 
altered during the course of several psychiatric disorders.

34.5.3.1. Role in Major Depression

A large number of studies have demonstrated increases in sev-
eral pro-inflammatory cytokines in patients diagnosed with MD. 
It is interesting to note that all of these cytokines are associated 
with activation of the HPA axis. Thus, elevations in Il-6 have 
been consistently associated with clinically diagnosed depres-
sion (Sluzewska et al., 1995; Maes et al., 1997; Lanquillon et al., 
2000; Musselman et al., 2001; Alesci et al., 2005). The circadian 
pattern of IL-6 secretion is shifted 180 degrees out of phase in 
depressed patients (Alesci et al., 2005), and IL-6 levels are sig-
nificantly correlated with severity of depression (Musselman et 
al., 2001). Prior to administration of antidepressant medication, 
levels of Il-6 were elevated in patients who did not respond to 
the treatment, whereas responders showed normal levels before 
treatment, suggesting that Il-6 levels could be used to predict 
treatment outcome (Lanquillon et al., 2000). Depression has 
also been associated with increases in IL-1β (Owen et al., 2001; 
Thomas et al., 2005) and TNF-α (Hestad et al., 2003; Tuglu et 
al., 2003). These studies support a role for pro-inflammatory 
cytokines in MD, and suggest that targeting pro-inflammatory 
cytokines and their signaling pathways may represent a novel 
strategy for treatment of the disease (Raison et al., 2006).

34.5.3.2. Role in Schizophrenia

As mentioned above (Section 34.3.4.2) there is growing evi-
dence supporting the hypothesis that schizophrenia is caused 
by a combination of genetic or epigenetic factors that affect 
limbic brain structures in the last trimester of development 
and stress-induced environmental influences during the final 
maturation of these structures late in human adolescence. This 
“two hit” idea has led to research directed at two potential 
targets for cytokine action: the effects of cytokines on the 
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development of the nervous system, and the acute effects of 
cytokine administration in generating psychotic symptoms.

While the etiology of schizophrenia is essentially unknown, 
it is generally accepted that the disease complex is caused by 
the abnormal development of limbic system structures that 
are assembled mainly in the third trimester of human gesta-
tion (Weinberger, 1987; Waddington, 1993). Additionally, the 
hypothesis is gaining support that the disease is precipitated 
by environmental stressors around the period of final matura-
tion of these limbic structures. This “two hit” idea has led to 
research directed at two potential targets for cytokine action: 
the effects of cytokines on the development of the nervous 
system, and the acute effects of cytokine administration in 
generating psychotic symptoms.

A number of environmental factors have been correlated 
with the development of schizophrenia including birth trauma, 
maternal viral infection, and season of birth (reviewed in Nawa 
et al., 2000). Prolonged labor results in abnormally elevated 
serum Il-6 levels (De Jongh et al., 1997), suggesting a possible 
link between immune system activation and the perinatal com-
plications associated with the development of schizophrenia. 
Given the role of proinflammatory cytokines in repair of tissue 
damage and infection, it is interesting that TGF-alpha and IL1-beta 
can suppress the normal expression of brain-derived neuro-
trophic factor (BDNF), a neurotrophin that is a key regulator 
of neuronal and synaptic development, in the hippocampus 
(Lapchak et al., 1993). Conversely, IL1-beta causes up-regulation 
of nerve growth factor (NGF), another factor that regulates 
growth and development of central neurons, in microglial cells 
(Heese et al., 1998). These findings compel further research 
into the interactions between cytokines and the brain-derived 
trophic factors that may lead to abnormal development of brain 
regions that ultimately result in the manifestation of schizo-
phrenia in the mature brain.

Several reports of persistent psychosis following the admin-
istration of interferon-alpha (Tamam et al., 2003; Thome and 
Knopf, 2003; Telio et al., 2006) or high doses of IL-2 (Denicoff 
et al., 1987) demonstrate that cytokines could conceivably 
mediate some aspects of cognitive impairment observed in 
schizophrenic patients. These studies are interesting in light 
of the fact that evidence for abnormal levels of cytokines in 
schizophrenic patients is accumulating (Malek-Ahmadi, 1996; 
Prolo and Licinio, 1999). However, further studies are needed 
to show a causative relationship between cytokine levels in 
patients and the precipitation of psychotic episodes.

34.6. Overview of the Role 
of the Neuroimmune System in Depression 
and Schizophrenia

There has been a long-standing interest in the relationship 
between psychological disorders and the status of the immune 
system, based upon the everyday observation that people with 

significant psychiatric problems also appear to have a high 
incidence of other physical ailments. Conversely, people suf-
fering from infectious or inflammatory disease appear to have 
a greater incidence of CNS problems. Two chapters in this 
book cover this topic extensively. Therefore, only a brief over-
view is provided here.

34.6.1. Depression and the Immune System

In recent years there has been increased investigation of potential 
links between immune function and depression. Two large 
meta-analyses of multiple studies found that patients with major 
depression show reliable changes in immune function (Herbert 
and Cohen, 1993; Irwin, 1999), including lowered proliferative 
response of lymphocytes to mitogens, lower NK cell activity 
and changes in white blood cell populations. Data suggest that 
major depressive disorder (MDD) can alter immune function 
and this is most likely to occur in patients with severe depres-
sion (Herbert and Cohen, 1993; Irwin, 1999; Maes, 1999; 
Frank et al., 2002). While the initial thought was that immune 
function was depressed in MDD, more recent evidence has sug-
gested that many aspects of the immune system are likely to 
be activated. Both stress and major depression, two disorders 
that share many features, can be characterized by activation of 
some immune capacities and suppression of others (Raison and 
Miller, 2001).

The mechanisms for these interactions are not well defined, 
although numerous hypotheses have been advanced. It should 
be noted at the outset that attempts to determine the relation-
ship between depression and altered immune function are con-
founded by the multiplicity of factors known to be associated 
with both and that may alter the interrelationship. Examples 
include age, gender, sleep status, the likelihood that depression 
represents a complex of disease states with varying involvement 
of the immune system, and the frequent presence of other psy-
chiatric or physical disorders which can affect both psychologi-
cal status and immune function. A detailed review of this topic 
has been published (Irwin, 2001). Indeed, it has been pointed 
out by Irwin that current data suggest immune changes in MDD 
specifically correlated with the disorder are also seen with 
stress and other psychiatric disorders, suggesting some common 
characteristic(s) shared by these problems (Irwin, 2001).

In addition, the likelihood that depression represents a 
complex of disease states with varying involvement of the 
immune system supports the idea that there is a subgroup of 
depressed patients who have associated alterations in immune 
function. Indeed, data suggest that different types of depression 
display distinct, and even opposite, changes in neuroimmune 
functions (Antonijevic, 2006). As a result of multiple issues, 
there are contradictory, or at least inconsistent, findings in 
the literature. This is characteristic of most types of studies 
of depression, again probably because depression represents 
multiple disease states.

There is increasing evidence that aberrations in immune 
system function induce or at least support the development of 
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MDD. Activation of some aspects of the immune system is 
generally associated with MDD, even in patients who are other-
wise quite healthy. Many studies support this idea (Raison et al., 
2006). Proinflammatory cytokines, such as IL-6 and TNF-α, are 
increased in plasma and in the CNS. There also are increases in 
the level of chemokines and adhesion molecules.

Several studies have shown increased plasma levels of IL-6 in 
patients with MDD. In a more extensive study, Alesci and col-
leagues found that IL-6 levels were increased in MDD patients 
throughout the circadian cycle (Alesci et al., 2005). There was 
a 12-hour shift in the circadian rhythm of IL-6 plasma levels 
and its complexity was reduced. Even though IL-6 is a known 
activator of the HPA axis, cortisol levels were not consistently 
changed in MDD patients compared to controls. Additionally, it 
was found that IL-6 levels, with their altered rhythm, correlated 
significantly with mood ratings. IL-6 also induces a “sickness” 
behavior very similar to depression. These data suggest a direct 
relationship between IL-6 and depression.

A related example is the effects of interferon-α (IFN-α) on 
mood and, specifically, its ability to produce significant depression 
(Trask et al., 2000; Raison et al., 2006). IFN-α is used to treat 
several serious disorders, including malignant melanoma and 
hepatitis C. A major side effect of prolonged or high dose therapy 
with this agent is major depression, even to the point, though 
rare, of suicidality. Estimates are that this occurs in as many as 
30–50% of patients undergoing IFN-α treatment. A history of 
psychiatric symptoms is considered a relative contraindication 
to the use of IFN-α, and a psychiatrist should closely monitor 
treatment of such patients using this drug. Further indications 
that the syndrome produced by IFN-α is depression are that it is 
responsive to treatment with antidepressants and that there are 
indications of changes in serotonin and possibly norepinephrine 
metabolism centrally. Alterations in both of these neurotransmitters 
are associated with depression. It is also interesting that IFN-α 
is a potent inducer of IL-6, which may be associated with the 
induction of depression.

As indicated by this brief overview there is considerable 
evidence for a close relationship between changes in the 
immune system and depression, particularly MDD. Whether 
there is a clear cause and effect relationship between these 
is not known in most cases, although there are strong data in 
the case of IL-6 and IFN-α, as noted. It will be important to 
determine more clearly the exact relationship between depres-
sion and immune system alterations. There is also a need to 
determine which of the immune alterations that are found are 
clinically important (Irwin, 2001).

34.6.2. Schizophrenia and the Immune System

The involvement of the immune system in schizophrenia is an 
even more complicated issue compared to involvement with 
depression. There have been suggestions for many decades that 
schizophrenia is associated with immune dysfunction (Vaughan 
et al., 1949). However, it is only recently that substantial evidence 
relating to this idea has begun to appear and this is even less 

definitive than data supporting a link between the immune system 
and depression. Analogous to depression, there are multiple 
problems with dissecting a role for the immune system in 
schizophrenia, including the multiplicity of the disease etiology 
and the difficulty in controlling for the many factors that are 
frequently associated with schizophrenia and that also alter 
immune function themselves. These include age, gender, sleep 
status, the likelihood that schizophrenia represents a complex 
of disease states, and the frequent presence of other psychiatric 
or physical disorders which can affect both psychological status 
and immune function. The difficulties with such studies have 
been set forth by Rapaport and Muller (2001).

Nevertheless, despite the difficulties, there are intriguing 
findings that have strengthened the hypothesis that neuro-immune 
interactions are altered in schizophrenia patients. One argument 
for an association between immune function and schizophrenia 
is that epidemiological data show a linkage between prenatal 
viral infections and subsequent appearance of schizophrenia. 
There have also been studies that show an acute exacerbation of 
schizophrenia can occur in response to immune system dysfunc-
tion. These have been reviewed (Rapaport and Muller, 2001). 
The most extensively examined idea is that schizophrenia is 
associated with autoimmune diseases or that schizophrenia 
may, in certain instances, be associated with a lack of normal 
autoimmune function (Gaughran, 2002; Jones et al., 2005; 
Kipnis et al., 2006).

Autoimmune diseases are associated with some schizophre-
nia-like symptoms. There are also associations between the 
appearance of several autoimmune diseases and schizophrenia, 
although these are both positive and negative correlations. It has 
been proposed that there is a genetic linkage between schizo-
phrenia and autoimmune diseases. Again, there are both positive 
and negative associations. Many of these correlations have 
been refuted by later data. The extensive literature documenting 
multiple changes in immune system markers and function in 
the schizophrenic population has been reviewed extensively 
(Gaughran, 2002).

An interesting hypothesis advanced recently is that schizo-
phrenia is, at least in some cases, due to loss of a specific aspect 
of autoimmunity due to prenatal loss of a specific subset of T 
cells (Kipnis et al., 2006). This idea is based on a series of studies 
from the Schwartz lab that indicate autoimmune T cells in the 
CNS play a fundamental physiological role, exerting a protec-
tive effect on neurons when they are subjected to stress. The 
hypothesis is that there is a prenatal loss of the relevant autoim-
mune clones so that when stress appears later in life, the neuro-
protective effects are lost or at least diminished, and ultimately 
neurodegeneration occurs, leading to schizophrenia. This idea 
is consistent with a number of characteristics of schizophrenia. 
The dopamine hypothesis posits abnormally high levels of 
dopamine in schizophrenia. Dopamine release is increased 
centrally in response to stress and this normally suppresses 
regulatory T cells, leading to increased activity in protective 
autoimmune T cells. In schizophrenia, however, there is a losts 
of autoimmune protection, consistent with a lack of protective 
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autoimmune T cells. This would result in lack of neuroprotection 
and greater neurodegeneration. It is generally accepted that 
schizophrenia is a developmental disorder. There are also con-
siderable data indicating schizophrenia is often associated with 
maternal inflammation or viral infection. Both of these could 
lead to loss of immune cells prenatally, perhaps to a specific 
loss of protective autoimmune clones. There is a great deal of 
work to be done to prove or disprove this hypothesis, but it does 
bring together several aspects of schizophrenia and it provides 
a framework for investigating a potential role of autoimmunity 
in schizophrenia.

Summary

The studies reviewed in this chapter demonstrate that a strong 
and reciprocal relationship exists between the central nervous 
system and the immune system. Indeed, the term “neuroim-
mune system” is clearly justified and appropriate to emphasize 
the fact that nervous and lymphoid tissues constitute a unified 
system that functions in the maintenance of homeostasis. The 
conventional division between the two systems has blurred, as 
well as the distinction between neuropeptides on the one hand, 
and immune cytokines on the other. Two lines of research 
have altered our perspective on neuroimmune interactions: 
(a) the identification of conventional neuropeptides and their 
receptors, especially those related to the HPA axis, in most 
lymphoid tissues, and (b) the large body of evidence that cyto-
kines, historically associated with immune system communi-
cation, play vital roles in nervous function.

The role of the HPA axis in coordinating responses to 
stressors, and the role of the immune system in mediating 
the “sickness” response, underscore this reciprocal relationship 
between the CNS and the immune system. However, the rela-
tionship is complex, and it should be clear that we are in the 
early stages of understanding how immune tissue can contribute 
to psychiatric disorders. In spite of this nascent state of knowl-
edge, the evidence for hyper-reactivity of the HPA axis and 
the alterations in cytokine levels observed in both MDD and 
schizophrenia serve as a foundation for further research estab-
lishing a causative relationship between alterations in immune 
system function and these debilitating CNS disorders.

Review Questions/Problems

1. Name three of the four peptides for which proenkephalin 
is the precursor.

2. The major physiological role of the enkephalins in reg-
ulating immune function appears to be

a. stimulation of all immune cells
b. inhibition of all immune cells
c. maintenance of homeostasis
d. increased expression of regulatory T cells
e. decreasing reactive oxygen species production

3. Name the three products derived from proopiomela-
nocortin (POMC) for which evidence is the strongest 
supporting involvement in regulating immune system 
function.

4. The site of action for a-MSH is

a. muopioid receptors
b. melanocortin-1 receptors
c. glucocorticoid receptors
d. melatonin receptors
e. ACTH receptors

5. Local release by immune cells of which neuropeptide 
plays the most important role in nociception produced 
in areas of inflammation by the immune system?

a. methionine-enkephalin.
b. α-MSH
c. ACTH
d. β-endorphin
e. urocortin-1

6. Which neuropeptide is antiinflammatory when activat-
ing the HPA axis but is proinflammatory when released 
locally by immune cells?

a. ACTH
b. CRH
c. β-endorphin
d. nociceptin
e. γ-MSH

7. Endomorphins are endogenous neuropeptides with a 
very high affinity and selectivity for

a. mu opioid receptors
b. glucocorticoid receptors
c. melanocortin-1 receptors
d. ORL-1 receptors
e. beta adrenergic receptors

8. Which cytokine has been found to induce major depres-
sive disorder in a high percentage of patients when used 
to treat malignant melanoma or hepatitis C?

a. IL-6
b. TNF-α
c. IL-4
d. interferon-α
e. IL-10

9. The neuropeptide synthesized and released from the 
CNS, particularly the hypothalamus, as well as from 
immune cells is

a. ACTH
b. urocortin-1
c. CRH
d. TNF-α
e. insulin
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10. The proinflammatory cytokine found to have increased 
levels in plasma and CNS in major depressive illness 
and whose levels correlate significantly with mood 
rating is

a. IL-6
b. TNF-α
c. CRH
d. IL-2
e. β-endorphin
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35.1. Introduction

Psychiatry is a medical subspecialty dealing with mental and 
behavioral disorders. Mental illness refers to diseases of the 
brain, because the mind is a function of the brain, and illness 
is a synonym for disease. Psychiatric illnesses are generally 
differentiated from neurological illnesses in that neurological 
disorders tend to have demonstrable anatomical or physi-
ological abnormalities associated with them. Although the 
biological basis of psychiatric disorders is well established, 
the neurochemical and neuroanatomical abnormalities asso-
ciated with these disorders tend to be subtle. Recent advances 
in brain imaging and molecular genetics provide optimism 
regarding our ability to understand psychiatric illnesses on a 
more biological and molecular basis. However, at this time, 
psychiatric diagnoses remain clinical and descriptive. That 
is to say, they are based on observation regarding symptoms, 
complications, and outcome. The basis of psychiatric diag-
nosis continues to be the psychiatric interview and mental 
status examination. At this time, there are no laboratory or 
imaging tests to diagnose mental illnesses, though laboratory 
tests may be helpful in diagnosing medical conditions with 
psychiatric symptoms, such as thyroid disease.

The major or most severe psychiatric disorders include 
depressive disorders, bipolar disorder (manic-depressive 
 illness), and schizophrenia. Depression and bipolar disorder 
are classified as mood disorders, because the predominant 
feature of these conditions is an inappropriate or abnormal 
emotional state. Schizophrenia, on the other hand, is classi-
fied as a thought disorder, because the predominant symptoms 
involve disturbances in perception and thinking.

Mood disorders and schizophrenia are different from other 
psychiatric disorders in that they may be associated with 

psychotic features, including hallucinations and delusions. 
Also, mood disorders and schizophrenia tend to be more dis-
abling and associated with greater degrees of personal and 
social impairment.

Other psychiatric disorders, which are not discussed in 
detail in this review, include anxiety disorders, personality dis-
orders, somatoform disorders, eating disorders, and substance 
use  disorders.

35.2. Major Depressive Disorder

35.2.1. Clinical Diagnosis and Description

Major Depressive Disorder is characterized by a persistent 
low mood and decreased interest and pleasure. Although 
feeling depressed as a reaction to unfortunate life events, 
such as the death of a loved one, is normal, persons with 
major depressive disorder have a low mood and decreased 
interest and pleasure which are out of proportion to the 
environmental stress. Further major depressive disorder 
persists for a prolonged period of time, long after a “nor-
mal” depressive reaction, such as bereavement would have 
resolved. Additionally, persons suffering depression have a 
cluster of physical and psychological symptoms, including 
sleep and appetite disturbance, low energy, and psychomo-
tor retardation (i.e., observably slowed mental and physical 
processes). Psychological  symptoms of depression include 
feeling worthless, helpless, hopeless and guilty, and dif-
ficulty thinking and concentrating. In severe cases, persons 
with depression may feel that life is not worth living, and 
develop suicidal thoughts upon which they may act. Further, 
for a diagnosis of major depressive disorder, these symptoms 
need to persist for at least two weeks, though usually they are 
present for much longer before coming to medical attention.

Although, technically, the pathognomonic symptoms 
of major depressive disorder are low mood and decreased 
interest or pleasure (anhedonia), from a clinical perspective, 
the associated symptoms are often those that cause a person 
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to request medical examination. Typically, someone with 
depression requests help from a primary care provider for 
complaints of insomnia, fatigue, memory problems, vague 
aches and pains, and weight loss (Alarcon et al., 1998). The 
physical and laboratory examination is usually negative, and 
the patient may resist a psychiatric explanation for these 
symptoms. Fortunately, there is increased awareness, both in 
the general public, and in the medical profession, of depres-
sive disorders as treatablemedical illnesses. Nevertheless, 
epidemiological studies suggest most patients with major 
depressive disorder do not receive any treatment, let alone 
adequate treatment (Shapiro et al., 1984).

35.2.2. Diagnostic Criteria

The diagnostic criteria for Major Depressive Disorder (Amer-
ican Psychiatric Association, 2000) are:

1. Sustained low or depressed mood
2. Decreased interest or pleasure
3. Sleep disturbance, decreased or increased
4. Appetite disturbance, weight loss or gain
5. Problems with memory and concentration
6. Feeling worthless or guilty
7. Psychomotor agitation or retardation
8. Fatigue or loss of energy
9. Thoughts of death, suicidal ideation

For the diagnosis of major depressive disorder, a person must 
have either symptom 1 or 2, plus five out of nine symptoms, 
and these symptoms must occur most of the day, nearly every 
day, for at least two weeks. Major depressive disorder is dif-
ferentiated from other depressive disorders, including minor 
depression (dysthymia), recurrent brief depression, and 
adjustment disorder with depressed mood.

Most authorities who have studied major depressive disor-
der over the last century have concluded that major depressive 
disorder may be subdivided into two types. These two types 
have been referred to by variable nomenclature:  “psychotic” 
vs. “neurotic”; “endogenous” vs.  “reactive”; “with  melancholic 
features” vs. “without melancholic  features”; or “primary” 
vs. “secondary” (Robins and Guze, 1972). This classifica-
tion refers in part to severity, and in part to distinct symptoms. 
There continues to be debate regarding the utility of this 
classification, though some data suggest that the more severe 
depressions should receive first line treatment with pharmaco-
logical interventions or electroconvulsive shock therapy. The 
less severe cases may respond as well to psychological treat-
ments, such as  cognitive- behavioral psychotherapy.

35.2.3. Epidemiology

The lifetime population prevalence for major depressive  disorder 
in the United States is 5–12% for men, and 10–25% for women 
(Eaton et al., 1989; Blazer et al., 1998). Part of this discrepancy 
may result from the methods used in the  surveys. Large-scale 

population surveys using highly  structured  interviews  performed 
by lay interviewers tend to result in higher prevalence, whereas 
more focused studies using trained mental health professionals 
tend to result in lower estimates. Nevertheless, major depressive 
disorder is one of the most common medical conditions, with a 
prevalence comparable to diabetes and cardiovascular disease. 
The health care burden of major depressive disorder is compa-
rable to that of cardiovascular  diseases, and is estimated, on a 
worldwide basis to be among the top three in total expense.

Major depressive disorder has similar prevalence rates in 
various ethnic, racial, and cultural groups. Some studies have 
suggested variability of prevalence in some countries, but 
more transnational and transcultural research is needed.

Epidemiological studies are consistent in finding higher 
rates of major depression in women than in men, with the 
usual ratio about 2:1 (Kessler et al., 1993). Also, higher rates 
of major depressive disorder are found in single or divorced 
persons, compared to married persons; in urban settings, 
compared to rural settings, and in young rather than middle 
aged or elderly persons. The female gender prevalence in 
major depressive disorder is only found during the years of 
reproductive potential (Kessler et al., 1993). Prior to men-
arche, boys have higher rates of depression than girls, and 
after menopause, men have comparable rates to women. This 
suggests that hormonal or physiological factors associated 
with the female menstrual cycle may contribute susceptibility 
to developing major depressive disorder, though psychosocial 
factors cannot be altogether excluded.

The age at risk for major depressive disorder is virtually life 
long. The highest incidence (new cases) is during a person’s 
twenties and thirties. However, the first episode of depression 
may occur in childhood or adolescence, and in old age. Inter-
estingly, during the last 50–100 years, the age of onset has 
decreased, with higher rates of major depression seen in young 
persons, and an increase in childhood and adolescent depres-
sion (Klerman and Weissman, 1989). Several factors have 
been considered in attempting to interpret this historical trend. 
One factor might be increased sophistication in ascertainment 
of cases. Another factor is the “period effect” where psychoso-
cial stressors during a particular period might place individuals 
at greater risk. Also considered is the “cohort effect” in which 
risk of illness varies between different generations. This effect 
may be sensitive to genetic influences. Finally, “age effects” 
are considered, in which risk of illness varies during specific 
times of the life cycle. Needless to say, these effects probably 
interact. Nevertheless, it is notable and remarkable that the 
age of onset of first episode of major depressive disorder was 
around 40–50 three generations ago, and is now 20–30.

35.2.4. Course of Illness

Major depressive disorder is a recurrent, episodic illness. 
Untreated episodes of major depressive disorder last, on the 
average for 6 to 18 months. In 10–20% of cases, however, 
the major depressive disorder becomes a chronic condition, 
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which may persist for years. About 70% or more of persons 
who have one episode go on to develop another, and a pat-
tern of recurrent illness, with numerous episodes, is seen 
in perhaps half of cases (Keller et al., 1992).

Complications of major depression are significant. Persons 
with major depressive disorder have higher rates of physical 
illness (Katon and Sullivan, 1990). They are also more likely 
to develop substance use disorders, particularly alcohol 
abuse and dependence (Sullivan et al., 2005). Persons with 
major depressive disorder experience considerable social, 
vocational, and family impairment, due, in part, to problems 
with memory, concentration, and poor judgment.

The worst complication of major depressive disorder, of 
course, is suicide. Persons with major depressive disorder 
have a lifetime risk of suicide of about 15% (Guze and Rob-
ins, 1970). This highlights the fact that major depressive 
disorder is a potentially lethal illness. Also, this represents 
one of the major sources of preventable death.

35.2.5. Etiology

Major depressive disorder is familial, with higher prevalence 
seen in first-degree family members of affected individuals 
than in the general population (Winokur and Pitts, 1965). This 
suggests that major depressive disorder may be genetic, and 
the most compelling evidence that it comes from studies of 
twins. In these studies, one twin has major depressive disorder, 
and rates of concordance for the illness are compared between 
monozygotic twins and dizygotic twins. Monozygotic twins 
share identical genes, while dizygotic twins are like siblings, 
sharing half of their genes. Both monozygotic and dizygotic 
twins are assumed to share similar environmental and familial 
influences. In major depressive disorder, monozygotic twins 
are about 40% concordant for the illness, while dizygotic twins 
are about 10% concordant. For dizygotic twins, the prevalence 
is comparable to that found in siblings (McGuffin et al., 1991). 
To date, the precise genetic cause of major depressive disorder 
remains elusive. It is, like diabetes, a complex genetic disor-
der, likely involving several genes, and does not follow simple 
Mendelian genetics.

In addition to genetics, other factors play a role in the etiol-
ogy of major depressive disorder, or monozygotic twins would 
be 100% concordant for the illness. Identifying these factors 
presents a challenge, particularly because many are difficult to 
measure in a quantitative manner. Childhood abuse and neglect 
are considered risk factors, as is early parental death or separa-
tion (Pine and Cohen, 2002). Stressful life events are also con-
sidered to be risk factors (Paykel, 2003). The contribution of 
life stress to the development of depression is minor, however, 
because most people who experience even severe stressful 
life events do not develop major depression. Among the most 
stressful life events are the death of a spouse or child. Persons 
who suffer this experience develop a full-blown major depres-
sive disorder (as opposed to grief reaction or bereavement) only 
about 10–30% of the time. Other stressful life events include 

catastrophic major medical conditions, such as a myocardial 
infarction or cancer. Again, a major depression in response to 
these events is seen in only about 25% of cases. Further, many 
people develop severe, disabling depressive  disorders in the 
absence of any perceptible life stress.

Of stressful life events, those which are unpleasant or 
 represent loss, and over which the person has no control, 
are more likely to lead to major depression, according to the 
learned helplessness model. In this model, inescapable and 
unpleasant stress leads to the belief that one’s response cannot 
influence outcomes, hence “learned helplessness” (Seligman 
1972). This is considered a depressive cognitive attribution, 
and changing these negative thought patterns is the basis for 
cognitive psychotherapy.

An interaction between genetic and environmental causes is 
considered most likely to be causal in many cases. Evidence 
for this is provided by the recent report that persons who 
inherit the short allele of the serotonin reuptake site are more 
likely to develop major depression after several severe stress-
ful life events (Caspi et al., 2003), though this finding has not 
been widely replicated.

Other psychiatric illnesses, particularly the anxiety dis-
order, are also risk factors for development of major depres-
sive disorder. Persons with anxiety disorders (panic disorder, 
obsessive compulsive disorder, social phobia, generalized 
anxiety disorder, and posttraumatic stress disorder) go on to 
develop major depressive disorder over the course of 5–20 
years in over 50% of cases.

In summary, the etiology of major depressive disorder 
suggests a genetic component, environmental influences, and 
other, as yet undetermined factors.

35.2.6. Neurobiology
35.2.6.1. Biogenic Amine Hypothesis

This hypothesis was first formulate around 1965, and encom-
passes both a catecholamine hypothesis and a serotonin 
hypothesis. The essential features of the hypothesis involve 
the idea that decreased levels or activity of norepinephrine 
and/or serotonin is responsible for the development of the 
symptoms of depression, and that pharmacological treatments 
exert their therapeutic effects by restoring biogenic amine 
function (Schildkraut, 1967). This hypothesis originated from 
a clinical observation that patients treated with reserpine 
(the first effective specific antihypertensive agent) often-
 developed symptoms of major depressive disorder. Reserpine 
was found to deplete biogenic amines. Subsequently, the first 
pharmacological treatments for depressive disorders, namely 
monoamine oxidase inhibitors and tricyclic antidepressants, 
were found to increase biogenic amine levels in brain.

Most of the evidence supporting the biogenic amine hypothe-
sis is indirect. Specifically, deficits of norepinephrine and/or sero-
tonin have been difficult to demonstrate. Considerable research 
into urinary levels of methoxy-hydroxy-phenylethanolamine 
glycol (MHPG), a norepinephrine metabolite, in depressed 
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patients yielded inconsistent results, probably because this 
metabolite is not a reflection of central noradrenergic activity as 
once thought (Eisenhofer et al., 2004). Levels of the serotonin 
metabolite, 5-hydroxyindole acetic acid (5-HIAA) were reported 
to be low in cerebrospinal fluid of patients with depression 
(Asberg et al., 1984). However, subsequent research suggests 
that this reflected impulsive aggressive behavior and suicidality 
more than the depressive syndrome.

Another test for the biogenic amine hypothesis would 
involve precursor loading strategies. In other words, com-
pounds which could increase brain levels of norepinephrine 
and/or serotonin should demonstrate antidepressant efficacy. 
Results of these studies have been mixed. Several positive 
findings were reported with treating depression with the sero-
tonin precursors tryptophan and 5-hydroxy tryptophan (5-HT) 
(Shaw et al., 2001), but these were not consistently replicated. 
Less positive results were reported with attempts to increase 
brain norepinephrine levels with precursors.

Possibly the best evidence suggesting involvement of 
norepinephrine and serotonin in major depressive disorder 
devolved from depletion studies (Delgado et al., 1990). In 
these studies, patients who have responded to treatment for 
depression are given procedures, which deplete brain levels 
of serotonin or norepinephrine. Serotonin levels are decreased 
by use of a low monoamine diet, followed by a drink which 
includes all the amino acids except the serotonin precursor 
tryptophan. Norepinephrine levels are depleted by admin-
istration of alpha-methylparatyrosine. In patients who had 
responded to treatment with a serotonergic antidepressant, 
depletion of serotonin caused a prompt and dramatic, but 
brief reoccurrence of the symptoms of major depression. In 
patients who had responded to treatment with a noradrenergic 
antidepressant, depletion of norepinephrine caused a relapse 
into depression. The converse was not true; in other words, 
serotonin depletion did not cause relapse in patients who 
responded to noradrenergic antidepressants, and vice versa.

In addition to the biogenic amines, the amino acid neu-
rotransmitters are also implicated in the neurochemistry of 
major depressive disorder. Neurotransmitter γ-aminobutyric 
acid (GABA) levels are low in brain, cerebrospinal fluid, and 
blood of patients with major depressive disorder (Petty, 1995; 
Brambilla et al., 2003).

35.2.6.2. Neurotransmitter Receptor Alterations

Changes in adrenergic receptors in the brains of patients 
diagnosed with major depression have been documented 
and used to support the biogenic amine hypothesis, although 
the studies have not been entirely consistent The density 
of the alpha-2 adrenergic receptor is generally found to be 
increased, at least when an agonist radioligand is used in 
the binding assay (Ordway et al., 2003). Alpha-2 adrenergic 
receptors are also up-regulated in animal models of depres-
sion (Flügge et al., 2003).

One of the most consistent findings in preclinical studies of 
antidepressant treatments (including electroconvulsive shock) 

is the downregulation (as measured by radioligand binding) 
of beta-adrenergic receptors. This decrease in receptor den-
sity is likely secondary to the increased concentration of 
norepinephrine in the synaptic cleft. Other alterations in the 
G protein signaling cascade have been documented, includ-
ing alterations in G protein and adenylyl cyclase (Donati 
and Rasenick, 2003; Millan, 2004). Another hypothesis, that 
decreased neurogenesis might be the cause of depression, is 
supported by the effects of stress on neurogenesis and the 
demonstration that neurogenesis seems to be necessary for 
antidepressant action (Thomas and Peterson, 2003; Henn and 
Vollmayr, 2004). However, no inclusive hypothesis concern-
ing a mechanism of action of antidepressant therapies has 
been forth coming.

35.2.6.3. Neuroendocrine Findings

Perhaps the best established and most widely replicated 
finding in biological psychiatry is that patients with major 
depressive disorder have elevated levels of the stress hor-
mone cortisol (Carroll et al., 1976). The original finding 
involved measuring blood levels of cortisol in depressed 
patients, and these were consistently higher than control 
over a 24 h day, even allowing for the circadian variation in 
cortisol levels. Subsequently, the dexamethasone suppres-
sion test was used to further test endocrinological abnor-
malities in patients with major depressive disorder (Carroll, 
1985). In this test, the high potency synthetic steroid hor-
mone dexamethasone is administered at 11 pm. In normal 
controls, levels of cortisol at 8 am are significantly reduced. 
In about half of patients with major depressive disorder, 
cortisol levels are not suppressed by dexamethasone. Non-
suppression in the dexamethasone suppression test was not 
found to be specific for depressive disorders, with signifi-
cant degrees of non-suppression found in other psychiatric 
syndromes. Further evidence for dysregulation of the hypo-
thalamic-pituitary-adrenal axis in major depressive disorder 
was provided by studies of corticotrophic releasing hor-
mone. Levels of this hormone, which regulates peripheral 
cortisol, were elevated in cerebrospinal fluid of patients with 
major depressive disorder. Whether the hypercortisolemia 
associated with major depression represents a risk factor or 
a consequence of illness remains unclear. Certainly, having 
major depressive disorder, with its attendant physical, psy-
chological, and social stressors, is in and of itself a highly 
stressful experience. Abnormalities in cortisol function may 
be a consequence of the illness, rather than a risk factor, 
because dexamethasone suppression reverts to normal upon 
recovery from illness. Nevertheless, this line of research has 
resulted in attempts to study cortisol antagonists as anti-
depressant agents.

In addition to abnormalities in the cortisol system, 
abnormal function of growth hormone and of thyroid hor-
mone and of their regulatory mechanisms has been reported. 
Again, these findings are not specific to depression (Schatzberg 
et al., 2002).
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35.2.6.4. Neurophysiological Correlates

Patients with major depressive disorder are reported to have 
decreased latency to first episode of rapid eye movement 
(REM) sleep (Kupfer and Foster, 1972). This finding may 
relate to the hypothesized dysregulation in circadian rhythms 
found in mood disorders. This interest in circadian rhythms has 
lead to development of some specific treatments for depres-
sion, including sleep deprivation and light therapy.

35.2.6.5. Brain Imaging

Numerous studies of brain function in major depression have 
been undertaken. Studies using positron emission tomography 
generally show decreased metabolism in the frontal lobes of 
depressed individuals, more so on the left (Bench et al., 1992). 
This abnormality is not specific to depression, being observed 
in other psychiatric conditions such as bipolar disorder and 
obsessive compulsive disorder. The abnormalities reverse 
with successful treatment.

35.2.7. Animal Models

Several animal models of depressive disorders have been 
studied, and space does not permit detailed review of these 
findings. Animal models of depression have fallen into three 
general categories: Stress induced, “ethologically relevant,” 
and genetic (Machado-Vieira et al., 2004). Of the stress-induced 
models, learned helplessness, chronic mild stress, and forced 
swim (behavioral despair) are best characterized (Willner 
and Mitchell, 2002).

In the learned helpless model, animals (usually rats) are 
subjected to a brief (1–2 h) inescapable shock. Subsequently, 
they are tested in a task in which they can terminate the shock 
by an operant response. Animals with prior inescapable shock 
exposure do not perform as well in the test (Maier and Watkins, 
2005). Advantages of the learned helplessness model include its 
use in studies of neurochemical changes, and that it responds to 
repeated, rather than acute, antidepressant drug administration. 
Disadvantages of the model include its dependence on acute 
stress administration, suggesting it may better model posttrau-
matic stress disorder than major depressive disorder.

The chronic mild stress model involves subjecting rats 
or mice to unpredictable“mild” stressors over the course of 
2–4 weeks. These stressors include soiled bedding, changing 
light-dark cycle, food deprivation, noise, strange cage mates, 
and tilted cages. Consumption of a sweet solution is generally 
decreased in these stressed animals, and this is returned to 
normal consumption by chronic administration of antidepres-
sant drugs. This decreased response to rewards is thought to 
model anhedonia or loss of pleasure in depressive disorders. 
Advantages of the model include its relationship to chronic 
stress, which may be more relevant to major depressive disor-
der than acute stress. Disadvantages of the model include its 
being very labor and time intensive, in addition to difficulties 
in replication (Willner, 2005).

The forced swim test involves subjecting animals (rats or 
mice) to a brief (15 min) swim in a restricted space, followed 
by a test the next day in a similar water tank. Animals will 
characteristically assume a passive, immobile posture on the 
second day of the procedure. This is interpreted as repre-
senting “behavioral despair,” thought to be an analogue of 
depressive behavior. Administration of antidepressant drugs 
between the first and second swim leads to decreased immo-
bility in the test (Cryan et al., 2005a). A variant of this model 
is the tail suspension test in mice (Cryan et al., 2005b). 
Advantages of the model include its wide spread replicabil-
ity, ease of use, and ability to predict antidepressant drug effi-
cacy. Disadvantages include the fact that the model responds 
to acute antidepressant drug treatment, unlike human depres-
sion.

The ethologically relevant models include the resident 
intruder and social hierarchy paradigms (Mitchell and Red-
fern, 2005). These models are relatively recent, and have the 
relative advantage of relying on more naturalistic stressor, 
compared to shock or swim. Also, they respond to chronic, 
but not acute antidepressant drug administration.

Genetic models hold great promise, particularly in light 
of the evidence that major depressive disorder has a promi-
nent genetic component. The best studied genetic model is 
the Flinders Sensitive Line, which was originally bred for 
increased responsiveness to cholinergic agonists (Overstreet 
et al., 2005). Several lines of neurochemical and pharmaco-
logical evidence support the validity of this model. Another 
genetic model is congenital learned helplessness, in which 
rats are bred for susceptibility to shock induced helplessness 
(King et al., 1993; Henn and Vollmayr, 2005). Interestingly, 
after several generations, rats no longer require inescapable 
shock stress to exhibit helpless behavior. More research is 
needed on the pharmacology of this model.

Other models include the olfactory bulbectomy model 
(Song and Leonard, 2005). Lesions of the olfactory bulb 
cause behavioral changes, interpreted to result from disturbed 
function of the limbic system. These behaviors are reversed 
by chronic antidepressant administration.

In summary, many animal of models depressive disor-
ders have been developed, each with relative advantages and 
 disadvantages (Nestler et al., 2002). The validity of these mod-
els for human depressive disorders continues to be the subject 
of debate. Probably, this reflects the lack of comprehensive 
data on the molecular pathophysiology, genetic etiology, and 
relation to stress in human major depressive disorder.

35.2.8. Treatment

The treatment of major depressive disorder includes both 
pharmacological and psychological interventions. As to psy-
chological treatments, cognitive and behavioral techniques 
have demonstrated positive results. Patients who respond to 
psychological intervention are usually in the range of mild 
to moderate symptom severity.
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Pharmacological treatment for depression involves use of 
antidepressant drugs. Drugs are available that act by a var-
ity of mechanisms to increase biogenic amines in the nerve 
endings including: inhibiting monoamine oxidase, an enzyme 
involved in the metabolism of biogenic amines; and inhibiting 
the norepinephrine transporter (NET) and/or serotonin trans-
porter (SERT) responsible for the reuptake of biogenic amines 
into the synapse (Table 35.1). The net effect is to increase lev-
els of the biogenic amines in the synaptic cleft (Table 35.1). 
In addition to blocking the transporters the action of some 
drugs is thought to be due to a direct action on biogenic amine 
receptors. Most of these agents are selective for either the 
norepinephrine or the serotonin transporters thus resulting in 
the buildup of norepinephrine and/or serotonin in the synaptic 
cleft. Some have activity at the dopamine transporter (DAT) 
(Tables 35.1 and 35.2).

However, these neurochemical effects are acute. That is to 
say, biogenic amine reuptake is blocked within minutes of drug 
administration. The therapeutic effects, on the other hand, in 
ameliorating or reversing the symptoms of major depression, 
require repeated antidepressant drug administration. Though 
some improvement in symptoms is often noted during the 

first week or two of treatment, the full effects of the medica-
tion require 4–8 weeks to become manifested. This delayed 
onset of therapeutic drug action is generally thought to reflect 
a change in biogenic amine receptor density or  sensitivity 
which requires time to develop, such as down regulation of 
the beta-adrenergic receptor. However, it remains a clinical 
challenge and experimental puzzle.

Interestingly, in the learned helplessness animal model of 
depression, reversal of helpless behavior may be obtained 
acutely by direct intracerebral drug administration into fron-
tal cortex, though reversal of helpless behavior by systemic 
drug administration requires several days (Sherman and Petty, 
1980). This suggests that the reversal of depressive symptoms 
by antidepressant drugs may involve pharmacokinetic as well 
as pharmacodynamic effects (Petty et al., 1982).

The antidepressant drugs are hardly panaceas. Only about 
50–60% of patients experience a response to the medications, 
where “response” is arbitrarily defined as 50% or greater 
reduction in symptoms (Hirschfeld, 1999). This compares 
with a 30–40% response to placebo. Rates for remission, 
with complete recovery and absence of symptoms, are even 
lower, in the 20–30% range. No one antidepressant is more 

Table 35.1. Selective antidepressants classified according to their drug class.

Drug class Drugs Amine effects

Norepinephrine/Serotonin reuptake inhibitors
Tertiary amine tricyclics Amitriptyline NE, 5-HT
 Clomipramine NE, 5-HT
 Doxepin NE, 5-HT
 Imipramine NE, 5-HT
 Trimipramine NE, 5-HT
Secondary amine tricyclics Amoxapine NE, DA
 Desipramine NE
 Maprotiline NE
 Nortriptyline NE
 Protriptyline NE
Selective norepinephrine Reboxetine NE
 reuptake inhibitor (SNRI) 
Selective serotonin reuptake  Citalopram 5-HT
 inhibitors (SSRI) Fluoxetine 5-HT
 Fluvoxamine 5-HT
 Paroxetine 5-HT
 Sertraline 5-HT
 Venlafaxine 5-HT, NE
Atypical antidepressants Atomoxetine NE
 Bupropion DA, NE?
 Duloxetine NE, 5-HT
 Mirtazapine 5-HT, NE
 Nefazodone 5-HT
 Trazodone 5-HT
Monamine oxidase (MAO) inhibitors Phenelzine NE, 5-HT, DA
 Tranylcypromine NE, 5-HT, DA
 Selegiline NE, 5-HT?, DA?
 Moclobemide NE, 5-HT, DA

Source: Adapted from Table17-1, Baldessarini (2006).
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effective than another, and it is not unusual for patients to 
receive a sequence of several medications, or combinations 
of medications, before they recover.

In addition to antidepressant drugs, some forms of  psy-
chological treatments have been shown effective for  treatment 
of major depressive disorder. These include cognitive 
behavioral psychotherapy and interpersonal  psychotherapy 
(Weissman, 1979). These therapies differ from traditional 
psychoanalytically oriented methods in that the therapist 
takes an active role, the patient is expected to do “home-
work,” and the treatment is time limited, usually for about 
six months. Little data are available regarding whether the 
combination of medications and psychotherapy is more 
effective than either treatment alone, but data are suggestive 
of an additive effect.

Electroconvulsive therapy is usually reserved for severe or 
treatment resistant cases of depression, though the response 
rates to this treatment are higher than for drugs.

35.2.9. Immunological Correlates

This topic is covered in depth in another chapter. However, 
briefly, therapy with interferon has been shown to induce many 
symptoms of depression, including fatigue, depressed mood, 
psychomotor retardation, social withdrawal, and impaired 

memory and concentration. This may be due to dysregulation 
of the hypothalamic-pituitary-adrenal axis and stress response 
systems, and disturbance of serotonin function. Administra-
tion of proinflammatory compounds in  animal models leads 
to “sickness” behavior, with correlates to depressive  behavior. 
Long term administration of antidepressant drugs may 
 attenuate this behavior, and inhibit the production of proin-
flammatory cytokines. The depressive syndrome associated 
with interferon therapy is responsive to serotonergic antide-
pressants (Schiepers et al., 2005).

35.3. Bipolar Disorder

35.3.1. Clinical Diagnosis and Description

Persons with bipolar disorder experience episodes of mania 
or hypomania. These episodes are characterized by hyperac-
tivity, decreased need for sleep, increase in goal directed 
activity, excessive and rapid speech, starting many new 
projects, increased engagement in high-risk behavior, and 
a euphoric or irritablemood. Lack of insight is a hallmark 
of mania. A person in the manic phase of the illness may 
impulsively go on spending sprees, gamble, engage in pro-
miscuous high-risk sexual behavior, become violent, and 
develop bizarre behavior. Although family and friends will 
recognize these behaviors as maladaptive, if not dangerous, 
the manic person will be oblivious to the consequences of 
his or her actions, and often justify them with rationales that 
may seem plausible. Persons who are experiencing episodes 
of mania often demonstrate psychotic thoughts; such as feel-
ing they have supernatural powers, or feeling paranoia.

Additionally, persons with bipolar disorder may experi-
ence episodes of depression similar to major depressive 
disorders. Bipolar disorder was previously referred to as 
“manic- depressive” illness, reflecting the existence of both 
manic and depressive episodes. Also, some patients with 
bipolar disorder have mixed episodes, with both manic and 
depressive symptoms concurrent.

Though most persons who do not have bipolar disorder may 
consider the manic episodes to be beneficial and a positive 
experience, given the increased energy and euphoric mood, 
many patients with bipolar disorder find manic episodes to be 
very unpleasant, characterized by high levels of irritability and 
anxiety. Bipolar disorder, like major depressive disorder, is an 
episodic, recurrent convvdition, and in between episodes, the 
bipolar person may have function and behavior that appear 
completely normal.

35.3.2. Diagnostic Criteria

The diagnostic criteria for the depressive episodes in bipolar 
disorder are similar to those for major depressive disorder. 
The diagnostic criteria for a manic episode (American 
Psychiatric Association, 2000) are:

Table 35.2. Selectivity of selective antidepressants for NET. The 
antidepressants are listed according to the selectivity for the NET 
over SERT or DAT.

Drug NETa SERTa DATa

NET-selective drugs   
Oxaprotiline +++ − −
Maprotiline ++ − −
Mianserin ++ − −
Desipramine +++ + −
Atomoxetine +++ ++ −
Reboxetine +++ ++ −
Nortriptyline +++ ++ −
Amoxapine ++ ++ −
Doxepin ++ ++ −
SERT-selective drugs   
Bupropion − − +
Amitriptyline ++ +++ −
Milnacipran ++ +++ −
Imipramine ++ +++ −
Trazodone − + −
Venlafaxine + +++ −
Clomipramine ++ ++++ −
Fluoxetine + ++++ −
Paroxetine ++ ++++ +
Fluvoxamine − +++ −
Sertraline + ++++ ++
S-Citalopram − ++++ −

aThe symbols represent the relative affinities (Frazer 1997; Owens et al., 
1997; Tatsumi et al., 1997; and Leonard and Richelson, 2000) of the drugs 
for the NET, SERT, and DAT with (++++) representing drugs with Ki values 
<1 nM, (+++) Ki from 1 to 10 nM, (++) Ki from 10 to 100 nM, (+) for Ki from 
100 to 1000 nM, and (−) for drugs with affinities >1000 nM.
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1. A distinct period of elevated, expansive, or irritablemood
2. Grandiosity or increased self-esteem
3. Decreased need for sleep
4. Pressured speech, more talkative than usual
5. Racing thoughts, or flight of ideas (jumping from one 

thought to another)
6. Distractibility, attention easily drawn to irrelevant stimuli
7. Increased goal directed activity, psychomotor agitation
8. Excessive involvement in pleasurable activities that have 

high potential for unpleasant consequences (spending 
sprees, sexual indiscretion)

For a diagnosis of mania, a person must have symptom 1, 
as well as three or more of symptoms 2–8. If the mood in 
symptom 1 is only irritable, then four or more of the other 
symptoms are required. Further, the symptoms must persist 
for at least a week or lead to hospitalization for the diagnosis 
of mania to be made. Additionally, the symptoms must cause 
marked impairment in occupational or social function. Also, 
the symptoms cannot be due to a medical condition or to a 
substance use disorder. Manic episodes share many features 
with amphetamine use disorder.

About half of patients with bipolar disorder experience what 
are referred to as hypomanic, rather than manic, episodes. 
Hypomanic episodes are differentiated from manic episodes by 
being briefer, in that only four days of symptoms are required, 
and by not having psychotic symptoms, nor marked impair-
ment in functioning, nor requiring hospitalization.

Persons who experience manic episodes are classified 
as having Bipolar I Disorder, while those who experience 
only hypomanic episodes are classified as having Bipolar 
II Disorder.

Technically, having one or more depressive episodes is not 
required for a diagnosis of bipolar disorder. In other words, a 
person with bipolar disorder may only experience manic or 
hypomanic episodes and be classified as bipolar. Practically 
speaking, virtually all bipolar patients experience depressive 
episodes at some point during the course of illness.

35.3.3. Epidemiology

The lifetime population prevalence of Bipolar I disorder in the 
United States is about 1% (Kessler et al., 1994). There is no 
gender prevalence, with women as likely as men to develop the 
illness. The prevalence of bipolar I disorder does not appear 
to be influenced by race, ethnicity, or geography. Similar 
prevalence rates are reported in most countries, although large 
scale cross national and cross-cultural  studies are needed. The 
prevalence of bipolar II disorder is less well understood, but is 
estimated to be about 3–5% (Berk and Dodd, 2005). Needless 
to say, patients with bipolar II disorder may be less likely to 
come to medical attention.

The usual age at onset of bipolar disorder is from the late 
teens into the twenties. The first onset of a manic episode 
rarely occurs after age 40. In fact, if a person experiences what 
appears to be the first manic episode after age 50, a medical or 
substance induced cause is likely (Burke and Wengel, 2003).

35.3.4. Course of Illness

Bipolar disorder is an episodic illness, with an individually 
variable course. There is no characteristic course that defines 
most patients. Some individuals may experience few manic 
episodes, but suffer recurrent depression. Others may have 
frequent, severe manic episodes, with brief and infrequent 
depressive episodes. Not infrequently, recurrent depression 
precedes the development of mania or hypomania. The aver-
age length of a manic episode, untreated, is about 3 months. 
Depressive episodes in bipolar disorder are usually of 3–6 
month duration.

Between 10% and 15% of persons with bipolar disorder 
develop rapid cycling, defined as having four or more episodes 
per year (Akiskal, 2000). Often patients with rapid cycling 
will demonstrate marked seasonality with their episodes, such 
as developing mania in the Spring and Fall, and depression in 
the Summer and Winter.

There has been some speculation that bipolar disorder 
worsens with age, with episodes becoming more frequent and 
severe in middle age. However, there are very few data that 
support this theory.

Some evidence supports the idea that a manic or hypo-
manic episode may be induced in vulnerable patients by anti-
depressant medications (Goldberg and Truman, 2003). This 
 phenomenon, known as the “switch” effect, has been clini-
cally observed in many cases. Some data suggest that treat-
ment with antidepressants, particularly those with dual action 
at both norepinephrine and serotonin, may precipitate a manic 
episode in bipolar patients (Stoner et al., 1999; Shulman et 
al., 2001; Yuksel et al., 2004). Though widely accepted from 
a clinical perspective, this phenomenon is still somewhat con-
troversial from a research perspective.

35.3.5. Etiology

Bipolar disorder is largely genetic in etiology. Concordance 
in monozygotic twins is about 70%, which is probably the 
 highest of all psychiatric disorders. Interestingly, the most 
prevalent psychiatric disorder in first-degree relatives of 
persons with bipolar disorder is major depressive disorder, 
 suggesting a possible overlapping genetic vulnerability for 
both mood disorders (Kelsoe, 2000).

The precise mechanism for mode of transmission of bipolar 
disorder has been the focus of extensive research. To date, the 
results are not conclusive. Some reports of linkage to chromo-
some 11 were initially promising, but not replicated. Other 
reports of linkage to the X chromosome had initial positive 
findings but difficulty in replication. The strongest data are 
for linkage to chromosome 18, with several replications of the 
initial finding (Kelsoe, 2000). A major challenge in genetic 
studies in bipolar disorder in particular, and of psychiatric 
 illnesses in general, revolves around the heterogeneity of the 
clinical conditions. These disorders are clinically described, 
and the diagnosis often involves subjective symptoms and 
interpretation of behavior. At this time, there are no objective 
laboratory findings for linkage to genetic studies. “Bipolar 
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disorder” may well include a number of different and distinct 
biological subtypes. For example, persons who have recurrent 
brief depression, with occasional mania or hypomania, and a 
strong family history of major depressive disorder, probably 
have a different illness than those with recurrent, severe mania 
and a strong family history of bipolar disorder, and infrequent 
depression.

Nevertheless, this is an area of intensive research, with the 
potential for improved diagnosis and treatment. The best esti-
mates are that several genes are involved (5–15). The envi-
ronmental influence in bipolar disorder is less than that for 
major depressive disorder. Some risk factors have been iden-
tified, including negative stressful life events.

35.3.6. Neurobiology

The neurobiology of bipolar disorder is less well studied than 
that of major depressive disorder. Early studies of monoamine 
metabolites found that they were increased in patients with 
bipolar disorder, but these were subsequently interpreted as 
due to the increased motor activity seen in these patients.

The “kindling” model of bipolar disorder has attracted 
considerable interest. This model originally developed after 
the clinical observation that anticonvulsant drugs were effec-
tive for the treatment of bipolar disorder, particularly in 
the manic phase of the illness. Rodent research on epilep-
tic seizures demonstrated that decreasing electrical stimuli 
were needed over time to generate seizures, hence the term 
“kindling.” Some clinical evidence suggests, that in some 
patients with bipolar disorder, the illness progresses, such 
that in the earlier phases it is more likely to occur in response 
to stress, while in the later stages, episodes are autonomous 
and independent of stress. Hence the hypothesis was devel-
oped that the reoccurrence of episodes in bipolar disorder 
might represent a “kindling” phenomenon (Post et al., 1992). 
The kindling hypothesis has stimulated interest (Ghaemi 
et al., 1999) but has yet to lead to breakthroughs in under-
standing the neurobiology of bipolar disorder.

More recent research has focused on examining underly-
ing commonalities in the biochemical actions of the mood 
stabilizers used to treat bipolar disorder (Zhou et al., 2005), 
in studies of postmortem brain tissue (Post et al., 2003), and 
in signal transduction pathways and regulation of gene 
expression (Bezchlibnyk and Young, 2002). For example, 
altered levels or function of G-protein alpha subunits and pro-
tein kinase A and C have been found in bipolar patients, as 
well as disruption in second messenger cascades such as the 
ERK/MAPK pathways.

35.3.7. Animal Models

Developing an animal model of bipolar disorder is challeng-
ing, due to the dramatically different clinical presentations 
of mania and depression. Animal models of depression are 
described above, and can be considered to model the depres-

sive phase of bipolar disorder. Animal models of mania 
have included techniques to increase motor activity, such as 
administration of stimulants, increasing dopamine activity, 
sleep deprivation, and brain lesions (Machado-Vieira et al., 
2004). These models are responsive to medications used to 
treat bipolar disorder to varying extents.

Recently a hyperactivity model induced by a combination of 
D-amphetamine and chlordiazepoxide was studied. Lamotrig-
ine, valproate, and carbamazepine, all used to treat bipolar dis-
order, were all found to decrease this hyperactivity (Arban 
et al., 2005). Interestingly, while most mania models assume 
an increase in dopamine, an early model used dopamine deple-
tion with intracerebroventricular injection of 6-hydroxydopa-
mine, which induces hyper-reactivity to environmental stimuli, 
but not hyperactivity per se (Petty and Sherman, 1981). This 
model was responsive to chronic  lithium and to chronic elec-
troconvulsive shock, and also to acute chlorpromazine, while 
imipramine worsened the behavior.

Development of an animal model for bipolar disorder 
 probably awaits a better understanding of the genetics of this 
illness. Development of such a model is further complicated 
by the fact that clinically some patients respond to lithium, but 
not valproate, and vice versa.

35.3.8. Treatment

The treatment of bipolar disorder is complex, and depends 
on the particular phase of illness. The “mood stabilizers” 
form the foundation of treatment. These include lithium 
and the anticonvulsant drugs, valproate, and carbamaze-
pine (Bowden, 1998; McElroy and Keck, 2000; Post, 2000). 
Recently, lamotrigine has been found effective in some 
patients (Post, 2000). The goal of treatment with mood sta-
bilizers is reduction of frequency and severity of episodes of 
depression and mania.

When patients present in a manic episode, rapid remission of 
symptoms is required, particularly if the person is psychotic or 
experiencing severely disruptive behavior. In these cases, use of 
an antipsychotic medication is usual. These medications may 
include use of conventional or “first  generation” antipsychotic 
medications, such as chlorpromazine or  haloperidol (Table 
35.3). Recently, the “second  generation” or “atypical” antipsy-
chotics have also shown efficacy in treatment of acute mania 
(American Psychiatric Association, 2000). The latter agents 
are preferred due to their lower likelihood of  inducing neuro-

Table 35.3. Antipsychotic med-
ications (examples).

Typical Atypical

Chlorpromazine Aripiprazole
Haloperidol Clozapine
Perphenazine Olanzapine
Thiothixene Quetiapine
Trifluoperazine Risperidone
 Ziprasidone
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logical side effects. Atypical antipsychotics include clozapine, 
risperidone, olanzapine, ziprasidone, quetiapine, and aripipra-
zole, all of which have demonstrated antimanic efficacy.

When bipolar patients present in a depressive episode,  initial 
treatment with a mood stabilizer is recommended (Post, 2000). 
If a depressed bipolar does not respond to  treatment with a 
mood stabilizer, an antidepressant is  prescribed. Most patients 
with bipolar disorder end up on multiple medications. Electro-
convulsive therapy is an effective treatment for bipolar disorder 
in both the manic and depressed phases of the illness.

35.3.9. Immunological Correlates

Relatively little research has examined the immunological 
 factors in bipolar disorder. Plasma levels of IFN-gamma/TGF-
beta 1 and IL-4/TGF-beta 1 were reported to be higher in symp-
tomatic manic patients than controls in one study (Kim et al., 
2004). More research is needed to elucidate this relationship.

35.4. Schizophrenia

35.4.1. Clinical Diagnosis and Description

Schizophrenia is a chronic and disabling mental illness, char-
acterized by the presence of psychotic symptoms, includ-
ing hallucinations and delusions. Hallucinations are sensory 
misperceptions, in which a person will experience an auditory, 
visual, or other sensory experience in the absence of an observ-
able stimulus. Thus, persons experiencing a hallucination will, 
for example, hear voices speaking when there are no persons 
near by, or see things that other persons do not see. Persons 
with schizophrenia usually have auditory hallucinations, but 
may also have hallucinations in other sensory modalities.

Delusions are defined as fixed false beliefs. For example, 
persons who experience paranoid delusions may believe 
that they are under surveillance. In some cases this may 
assume bizarre proportions, such as the belief that aliens 
from outer space are not only observing, but also control-
ling the person’s actions. Delusions are impervious to a 
rational explanation. Persons who have delusions will con-
tinue in their belief regardless of plausible evidence that 
their beliefs are wrong.

Persons with schizophrenia also frequently display 
 disorders in the form of their thinking. This may be manifest 
by  difficulty maintaining a systematic train of thought in con-
versation, and is referred to as “loose associations.” Persons 
with schizophrenia may respond to a question with an answer 
that is not logical, or change subjects during a conversation in 
manners that are difficult to follow.

In addition to having hallucinations and/or delusions 
(“positive symptoms”) persons with schizophrenia also have 
prominent “negative symptoms.” These include amotivation, 
alogia (less speech), and affective flattening (poor emotional 
response to stimuli).

Generally, schizophrenia leads to severe occupational and 
social maladjustment. Persons with schizophrenia exhibit 

“downward drift” in that they have difficulty establishing and 
maintaining normal social, educational, and occupational activ-
ities, considering their background and expectations. Many, if 
not most, persons suffering from schizophrenia are unable to 
maintain gainful employment and social interactions.

35.4.2. Diagnostic Criteria

For a diagnosis of schizophrenia (American Psychiatric 
Association, 2000), a person must have at least two of the 
following:

1. Delusions
2. Hallucinations
3. Disorganized speech
4. Disorganized behavior
5. Negative symptoms

If the delusions are bizarre, or the hallucinations consist 
of voices keeping a running commentary on the person’s 
behavior or thought, only one symptom is required. Further, 
the symptoms have to persist for at least six months, and be 
accompanied by significant impairment in social or vocational 
impairment, or impairment in self care. Also, the symptoms 
must not be due to drug abuse.

Traditionally, schizophrenia has been subclassified into sev-
eral categories, including paranoid, catatonic,  hebephrenic, 
and undifferentiated. Paranoid schizophrenia is  characterized 
by predominately delusions and hallucinations, with  relatively 
 preserved interpersonal abilities. Catatonic schizophrenia is 
characterized by predominant motor features, while  hebephrenic 
schizophrenia is characterized by a shallow and silly display of 
emotions. Undifferentiated schizophrenia has  predominately 
negative symptoms. For reasons that are not clear, the preva-
lence of catatonic and hebephrenic schizophrenia has decreased 
in the last few decades.

35.4.3. Epidemiology

The lifetime population prevalence of schizophrenia is about 
1% (Gottesman, 1989). In a landmark transnational study, 
similar prevalence was found for schizophrenia in Africa, 
Asia, Europe, and the Americas (Jablensky and Sartorius, 
1988). There is no influence of gender in schizophrenia, with 
women as likely to develop this condition as men. Males may 
have an earlier onset of illness, and a more severe course of 
illness. Some evidence suggests that the prevalence of schizo-
phrenia may be decreasing over time, with fewer new cases of 
the illness reported. The age at onset of schizophrenia is late 
teens to early twenties. As in bipolar disorder, the onset of first 
symptoms after age 40 is rare.

35.4.4. Course of Illness

Schizophrenia is a chronic illness. Though clinical improve-
ment in symptoms may occur, particularly with treatment, 



35. Major Depression, Bipolar Syndromes, and Schizophrenia 505

remission of the illness is rare. Prior to developing overt 
 symptoms of the illness, such as hallucinations and delu-
sions, many persons with schizophrenia have prodromal 
symptoms. These include social isolation, idiosyncratic 
thinking, and feeling suspicious. Once established, schizo-
phrenia is characterized by marked incapacity. Many per-
sons with this condition are unemployable, homeless, and 
otherwise live on the fringes of society. Not uncommonly, 
the positive symptoms may ameliorate over the course of 
time, leaving negative residual  symptoms, such as amotiva-
tion, to predominate.

Persons who suffer schizophrenia have intellectual impair-
ment, having, on the average, an IQ that is one standard devi-
ation below normal. Complications of schizophrenia include 
drug and alcohol abuse, depression, and suicide.

35.4.5. Etiology

Schizophrenia is in part a genetic illness. Several studies have 
consistently shown that monozygotic twins are three to six 
times more likely to be concordant for the illness than dizygotic 
twins. Further, there is a 5–10% prevalence of schizophrenia 
in first degree relatives of schizophrenics. Genetic studies have 
suggested linkage to chromosomes 22, 6, and 8 (McGuffin 
et al., 1995; Kendler and Diehl, 1993).

Other causes have also been suggested. There is an increase 
of schizophrenia in persons born during the winter months 
(Norquist and Narrow, 2000). Also, increased incidence of 
schizophrenia is noted in offspring of mothers who suffered 
influenza during the second trimester of pregnancy (Mednick 
et al., 1988). A viral hypothesis has been proposed, with some 
indirect evidence (Torrey and Peterson, 1976; Crow, 1984). 
Finally, schizophrenia is associated with birth complications, 
such as transient perinatal hypoxia (Davies et al., 1998).

35.4.6. Neurobiology

The most widely replicated finding in schizophrenia is enlarged 
ventricles, and reduced brain volume (Weinberger et al., 1979; 
Pakkenberg, 1987). Functional neuroimaging  studies have 
reported reduced blood perfusion of the  frontal lobes during 
activation with tasks that involve  executive  function. Some 
postmortem studies report histological abnormalities, such as 
disorientation of pyramidal cells in the  hippocampus (Falkai 
and Bogerts, 1986), though these  findings have been difficult 
to replicate.

The predominant neurochemical hypothesis involves the 
neurotransmitter dopamine. This hypothesis was based on 
the observation that all drugs that are effective in amelio-
rating psychotic symptoms have a common mechanism 
of action in blocking the dopamine D2 receptor. Further-
more, the clinical antipsychotic potencies of these drugs 
are directly related to their affinities for the dopamine 
D2 receptor. Thus, a relative excess in dopamine is pos-
tulated to account for psychotic symptoms in schizophre-
nia. Demonstrating excess dopamine in schizophrenia has 

proved difficult (Owen et al., 1984; Cookson et al., 1989). 
It is uncertain whether the total  density of D2 receptors in 
schizophrenia is increased. However, recent evidence sug-
gests that the functional state of D2 receptor (i.e., the state 
of the receptor having high-affinity for dopamine) may be 
elevated and this could help explain why many (if not most) 
individuals with schizophrenia are supersensitive to dopa-
mine (Seeman et al., 2005).

A more recent neurochemical hypothesis involves glu-
tamate. This was based on the finding that drugs which 
block the NMDA glutamate receptor, such as PCP, produce 
 hallucinations, thought disorder, and cognitive deficits, as 
well as negative symptoms with great similarity to symp-
toms of schizophrenia (Wilkins, 1989; Meltzer, 1991). 
Again, demonstrating abnormal glutamate functioning in 
patients with schizophrenia has proved challenging. Sero-
tonin (5-HT) is also implicated in schizophrenia, due to the 
mediation of the hallucinogenic effects of drugs such as LSD 
via 5-HT

2A
 receptors.

As well as hallucinations and delusions, schizophrenia 
is characterized by deficits in information processing. 
Schizophrenics have difficulty suppressing irrelevant envi-
ronmental stimuli. This is referred to as sensory gating or 
prepulse inhibition, and commonly measured with audi-
tory evoked potentials. When two stimuli, such as sounds, 
are presented within 30–500 msec, the response to the sec-
ond stimulus rapidly decreases upon repeated presentations 
in healthy people, but not in persons with schizophrenia 
(Braff et al., 2001). This deficit is found in family members 
of patients with schizophrenia, and has been linked to the 
alpha-7 nicotinic receptor gene. The deficit is reversed by 
nicotine on an acute basis, and by some antipsychotic drugs. 
Alpha-7 nicotinic agonists are under development as treat-
ment for schizophrenia (Martin et al., 2004).

35.4.7. Animal Models

Animal models of schizophrenia are intended to examine 
specific neurochemical or anatomical theories of the illness, 
and not to model the cluster of symptoms that characterizes 
the illness, since these are largely subjective. Models are 
divided into two types, pharmacological models and lesions 
models (Marcotte et al., 2001).

The pharmacological models are based on increasing 
activity of neurotransmitters considered to be involved in 
schizophrenia, such as dopamine, glutamate, and serotonin. 
Administration of dopamine agonists, 5-HT

2A
 agonists, and 

NMDA antagonists disrupts prepulse inhibition in a manner 
similar to that seen in schizophrenics. This effect is sensitive 
to some antipsychotic drugs (Geyer et al., 2001).

Lesion models are based on the idea that schizophrenia is, 
in part, a neurodegenerative or neurodevelopmental  disorder. 
These lesions are generally neurotoxic, and have variable 
response to antipsychotic drugs (Marcotte et al., 2001). 
Recently, a novel model was studied in which pregnant mouse 
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dams received a single exposure to a cytokine releasing agent. 
The offspring demonstrated schizophrenic like behaviors, as 
well as deficits in prepulse inhibition and enhanced sensitivity 
to amphetamine (Meyer et al., 2005).

Improved animal models are needed, particularly for the 
“negative symptoms” of schizophrenia, such as amotivation, 
and the cognitive symptoms (Geyer and Ellenbroek, 2003).

35.4.8. Treatment

The primary treatment for schizophrenia involves use of 
 antipsychotic medications. These are classified as “typical” 
or first generation, and “atypical.” The atypical  antipsychotics 
differ from the typical in having relatively less extrapyramidal 
side effects, such as rigidity, dystonia (muscle spasm), akathi-
sia (motor restlessness), and pseudo-Parkinsonian symptoms.

As discussed earlier, these agents are thought to  produce 
their antipsychotic effect by blocking the dopamine D2 
receptor in the CNS. These agents are not specific for the 
dopamine receptors and have various affinities, for  example, 
for the muscarinic acetylcholine receptor, the alpha-1 adren-
ergic receptor and the H

1
 histamine receptor. As a conse-

quence they produce anticholinergic side effects of drug 
mouth, constipation and cycloplegia, and the adrenergic side 
effects of postural hypotension, and sedation; and the hista-
minergic effects of weight gain. The atypical antipsychotics 
have relatively greater affinity for serotonin receptors, and 
have demonstrated  antidepressant effects in some cases.

These medications can exert a calming and tranquilizing 
effect with acute administration, and are used for these pur-
poses in treating severely agitated patients. Their antipsychotic 
effects usually require treatment over the course of a few days 
or weeks. An exciting aspect of the atypical antipsychotics is 
their potential therapeutic efficacy for improving negative and 
cognitive symptoms of schizophrenia.

35.4.9. Immunological Correlates

Phospholipid abnormalities have been reported in schizophre-
nia, which may be due to altered immune function (du Bois 
et al., 2005). An intriguing concept is that in some cases 
schizophrenia my represent an autoimmune illness (Jones et al., 
2005). Though the findings are not always consistent, dysreg-
ulation of immune system activity is noted in many studies in 
schizophrenia (Muller et al., 2000; Gaughran, 2002; Leweke 
et al., 2004).

Summary

Major depression, bipolar syndromes and schizophrenia are 
common and often severe mental illnesses. All three of these 
tend to have an onset in late adolescence or young adult-
hood. Major depression is characterized by persistent low 
mood and decreased interest and pleasure, as well as physi-
cal and psychological symptoms, including sleep disturbance, 

low energy, and memory problems. Lifetime prevalence for 
major depressive disorder is about 8% for men and 16% for 
women. The etiology of major depressive disorder is in part 
genetic, and in part related to adverse stressful life events. The 
neurobiology of depressive disorders is linked to alterations 
in biogenic amine in brain, particularly norepinephrine and 
serotonin. Additionally, neuroendocrine abnormalities, par-
ticularly elevated cortisol, are well documented. Several ani-
mal models are well described for depressive disorders, most 
involving stress. Treatment of major depression can involve 
psychological intervention, particularly cognitive behavioral 
therapy, as well as use of antidepressant drugs. Most antide-
pressant drugs have effects to increase the levels of biogenic 
amines, but need to be administered on a repeated basis for 
several weeks for full therapeutic benefit.

Bipolar disorder is characterized by episodes of mania or 
hypomania, which include hyperactivity, decreased need for 
sleep, and a euphoric or irritable mood. Additionally, persons 
with bipolar disorder may have episodes of depression simi-
lar to those seen in major depressive disorder. The lifetime 
prevalence of severe bipolar disorder is about 1% and 3–5% if 
milder cases are included, afflicting men and women equally. 
Both bipolar disorder and major depressive disorder tend to be 
episodic, and in the periods of time between episodes, persons 
may experience few or no symptoms. The etiology of bipolar 
disorder is predominately genetic, with a 70% concordance in 
monozygotic twins. The neurobiology of bipolar disorder is 
less well understood, and few animal models have been devel-
oped. Treatment of bipolar disorder usually involves “mood 
stabilizer” medications, including lithium, and the anticonvul-
sants valproate and carbamazepine. At times, antidepressant 
and antipsychotic medications are also used.

Schizophrenia is a chronic and disabling illness, charac-
terized by psychotic or “positive” symptoms, including hal-
lucinations and delusions. Also, persons with schizophrenia 
usually have “negative” symptoms, including amotivation, 
less speech, and poor emotional response to stimuli. Schizo-
phrenia affects about 1% of the population, with an etiology 
that is, in part, genetic, and possibly related to intrauterine 
problems. Neurobiological correlates of schizophrenia include 
enlarged ventricles, and the predominant neurochemical theo-
ries involve dopamine and glutamate. As in bipolar disorder, 
animal models are not well developed. The primary treatment 
of schizophrenia is with antipsychotic medications, usually 
the “atypical agents,” including clozapine, risperidone, and 
olanzapine.

Review Questions/Problems

1. The predominate feature of mood disorders is

a. inappropriate or abnormal emotional state
b. disturbance in thinking
c. disturbances in perception
d. hallucinations
e. delusions
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2. For a diagnosis of a major depressive disorder the 
patient must have experienced for at least two weeks of 
either a sustained low or depressed mood and/or

a. sleep disturbance
b. an appetite disturbance
c. a feeling of worthlessness or guilt
d. loss of energy, fatigue
e. suicidal ideation
f. decreased interest or pleasure

3. The prevalence for major depressive disorder is

a. greater for women than men
b. similar for women and men
c. is greater for Hispanics than Caucasians
d. is higher for Europeans than Asians
e. higher in married than divorced persons

4. Neurobiological studies suggest that primary neurotrans-
mitter(s) involved in major depressive disorders is (are)

a. dopamine
b. serotonin
c. glutamate
d. norepinephrine
e. dopamine and serotonin
f. serotonin and norepinephrine

5. For a diagnosis of mania a person must demonstrate

a. decreased need for sleep
b. racing thoughts
c. hallucinations
d. increased goal directed activity
e.  a distinct period of elevated, expansive, or irritablemood, 

as well as other symptoms
f. grandiosity or increased self-esteem

6. Which one of the following classes of drugs is first line 
of treatment for bipolar disorders?

a. monoamine oxidase inhibitors
b. selective serotonin reuptake inhibitors
c. cortisol
d. mood stabilizers
e. antibiotics

7.  Drugs or drugs of abuse that can produce a manic 
like state include

a. antiepileptic drugs
b. lithium
c. amphetamine
d. antipsychotics
e. anticholinergic drugs
f. antibiotics

8. Common side-effects of the typical antipsychotics are

a. antidepressant effects
b. insomnia
c. spasticity

d. muscle weakness
e. parkinsonian-like symptoms

 9.  The lifetime population prevalence for major depres-
sive disorder is

a. 50%
b. 5–25%
c. 2–3%
d. 3–4%
e. unable to determine due to complexity 
of symptoms

10.  The etiology of mood disorders is best conceptualized 
as involving

a. poor parenting
b. excessive life stress
c. genetic predisposition plus environmental factors
d. maladaptive stress response
e. excessive norepinephrine

11.  A commonly replicated finding in major depressive 
disorder is

a. high cortisol
b. high norepinephrine
c. high dopamine
d. low sodium
e. low cortisol

12. Major depressive disorder is

a. familial and probably genetic
b. due entirely to stress
c. not responsive to treatment
d. related to low cortisol levels
e. shown to be due to excessive biogenic amines

13.  A well-established biological correlate for major 
depressive disorder involves

a. decreased testosterone
b. decreased protein kinase
c. increased testosterone
d. increased sodium
e. none of the above

14. Animal models of depressive disorders include

a. learned helplessness
b. forced swim test
c. chronic mild stress
d. tail suspension test
e. all of the above

15.  Drugs used as first line treatment for major depressive 
disorder include

a. lithium
b. neosporin
c. olanzapine
d. fluoxetine
e. chlordiazepoxide
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16. Drugs used to treat bipolar disorder include

a. lithium
b. valproate
c. carbamazepine
d. antidepressants
e. all of the above

17. Persons with bipolar disorder frequently experience

a. decreased need for sleep
b. pressured speech
c. elevated, expansive, or irritable mood
d. increased goal directed activity
e. all of the above

18. The prevalence of bipolar disorder is

a. greater among ethnic minorities
b. greater in european countries
c. less in african-american communities
d. greater in women
e. about 1% in all cultures studied

19. The etiology of bipolar disorder is

a. dependent upon race and social status
b. clearly genetic
c. dependent upon time of birth
d. dependent upon country of origin
e. not due to any genetic factors

20. The diagnosis of schizophrenia requires

a. hallucinations
b. delusions
c. disturbed thought
d. decrease social and vocational abilities
e. all of the above
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36.1. Introduction

In schizophrenia, dopaminergic hyperfunction in the limbic 
system and dopaminergic hypofunction in the frontal cortex are 
discussed to be the main neurotransmitter disturbances. Recent 
research provides further insight that  glutamatergic  hypofunction 
might be the cause for this dopaminergic  dysfunction. In major 
depression, in contrast, glutamatergic hyperfunction seems to 
be closely related to the lack of  serotonergic and noradren-
ergic neurotransmission and to the core symptoms of major 
depression. Therefore,  glutamatergic dysfunction seems to 
be a common pathway in the  neurobiology of schizophrenia 
and depression. The function of the  glutamatergic system is 
closely related to the immune system and to the tryptophan-
kynurenine metabolism, which both seem to play a key role 
in the pathophysiology of schizophrenia and major depression 
(Müller and Schwarz, 2006, 2007).

36.2. Glutamatergic Neurotransmission 
and NMDA-Receptor Function 
in Schizophrenia and Major Depression

36.2.1. Schizophrenia

A disturbance in the dopaminergic neurotransmission plays a 
key-role in the pathogenesis of schizophrenia (Carlsson, 1988). 
Most drugs ameliorating psychotic symptoms act as dopamine 
receptor blockers, in particular D2 receptor blockers. In light 

of only a portion of patients responding to antipsychotic drugs 
and unsatisfactory long term outcomes, attempts to explain 
the disease solely in terms of dopaminergic dysfunction leave 
many aspects of schizophrenia unsolved.

The glutamate hypothesis of schizophrenia postulates an 
equilibrium between inhibiting dopaminergic and inhibiting 
glutamatergic neurons; the model of a cortico-striato- thalamo-
cortical control loop integrates the glutamate hypothesis 
with neuroanatomical aspects on the pathophysiology of 
 schizophrenia (Carlsson et al., 2001). Hypofunction of the glu-
tamatergic cortico-striatal pathway is associated with opening 
of the thalamic filter, which leads to an uncontrolled flow of 
sensory information to the cortex and to psychotic symptoms. 
Hypofunction of the glutamatergic neurotransmitter system as 
a causal mechanism in schizophrenia was first proposed due 
to the observation of low concentrations of glutamate in the 
CSF of schizophrenic patients (Kim et al., 1980).

Treatment with NMDA receptor antagonists leads to a marked, 
dose-dependent increase of amphetamine-induced dopamine 
release (Miller and Abercrombie, 1996). In schizophrenics, this 
amphetamine-induced dopamine release is much higher com-
pared to healthy controls (Laruelle et al., 1996). This obser-
vation is in accordance with the view that activation of the 
nigrostriatal dopamine system can take place by opposing 
activation of inhibitory striatonigral GABAergic projection 
neurons (Carlsson et al., 2001).

Phencyclidine (PCP), Ketamin, and MK-801 all block the 
N-methyl-D-aspartate (NMDA) receptor complex and are 
associated with schizophrenia-like symptoms through hypo-
function of the glutamatergic neurotransmission (Krystal 
et al., 1994; Olney and Farber, 1995). Other NMDA antago-
nists have psychotogenic properties, too (CPP, CPP-ene, 
CGS 19755). NMDA receptor hypofunction can explain 
schizophrenic positive and negative symptoms, cognitive 
deterioration and structural brain changes (Olney and 
Farber, 1995).
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Findings of decreased plasma levels of the NMDA co-
agonist glycine in schizophrenics and a correlation of glycine 
levels with schizophrenic negative symptoms are in line with 
decreased NMDA-receptor function (Sumiyoshi et al., 2004). 
Baseline glycine levels predicted the treatment outcome of 
clozapine on negative symptoms (Sumiyoshi et al., 2005). 
Clinical investigations targeted the glycine co-agonistic site 
of the NMDA receptor by administering the amino acids 
 glycine or D-serine, or a glycine pro-drug such as milacemide 
(Tamminga et al., 1992). Some of these studies have yielded 
positive results, particularly against the schizophrenic deficit 
syndrome (Heresco-Levy et al., 1999).

36.2.2. Major Depression

Overwhelming evidence collected over the last 40 years 
 suggests that disturbances in the serotonergic and noradrener-
gic neurotransmission are the crucial factor in the pathogene-
sis of major depression (Matussek, 1966; Coppen and Swade, 
1988). The common therapeutic mechanism of  antidepressant 
drugs is the increase of serotonergic and/or noradrenergic neu-
rotransmission. Intense research, however, has not yet been 
able to discover the mechanisms leading to disturbances of the 
serotonergic/noradrenergic neurotransmission.

Although the glutamatergic system may influence directly 
or indirectly the serotonergic and noradrenergic neurotrans-
mission, only few data have been published with regard to this 
interaction. NMDA receptor antagonists increase the serotonin 
levels in the brain (Yan et al., 1997; Martin et al., 1998).  Several 
studies showed an increased activity of the glutamatergic system 
in the peripheral blood of depressive patients (Kim et al., 1982; 
Altamura et al., 1993; Mauri et al., 1998). This result could not 
be replicated by all authors (Maes et al., 1998). The inconsis-
tency of the findings, however, might be due to  methodological 
problems (Kugaya and Sanacora, 2005).

Support for increased glutamatergic activity in  depression 
comes from magnetic resonance spectroscopy: Elevated 
 glutamate levels were found in the occipital cortex of unmedi-
cated subjects with major depression (Sanacora et al., 2004a). 
An increased level of a certain neurotransmitter is often 
associated with a down-regulation of the respective receptor. 
Accordingly, a reduced glycine binding site of the NMDA 
receptor was found in the brains of suicide victims and patients 
with depression (Nowak et al., 1995; Nudmamud-Thanoi 
and Reynolds, 2004). Moreover, a decrease in the NMDA 
 agonistic MK-801 binding in bipolar patients was observed 
(Scarr et al., 2003).

Consistent with the view that an increased activity of the glu-
tamatergic system and NMDA receptor agonism is  associated 
with depressed mood, a reduction of the  glutamatergic  activity 
through NMDA receptor antagonism might exert antide-
pressant effects. NMDA antagonists such as MK-801 (Maj 
et al., 1992; Trullas and Skolnick, 1990), ketamine (Yilmaz 
et al., 2002), memantine (Ossowska et al., 1997), and others 
(Kugaya and Sanacora, 2005) exhibited antidepressant effects 

in different animal models. In humans, D-cycloserine, a par-
tial NMDA receptor agonist, which acts as a NMDA receptor 
antagonist in high doses, demonstrated antidepressant effects 
in high doses (Crane, 1959). Slight antidepressive effects 
have also been observed with amantadine (Huber et al., 1999; 
Stryjer et al., 2003). Moreover, preliminary data show antide-
pressant effects of the NMDA receptor antagonist ketamine 
(Kudoh et al., 2002; Ostroff et al., 2005) and riluzole, an 
 antiglutamatergic agent believed to increase the glutamatergic 
uptake into the astrocytes, is under intensive investigation for 
its antidepressant efficacy (Frizzo et al., 2004). A recent series 
of open-labelled studies and case reports demonstrated the 
efficacy of riluzole (Coric et al., 2003; Sanacora et al., 2004b; 
Zarate et al., 2004, 2005).

36.3. Inflammation in Schizophrenia 
and Depression

36.3.1. Schizophrenia

Infection during pregnancy, in particular in the second 
 trimester, in mothers of off-springs later developing schizo-
phrenia has been repeatedly described (Brown et al., 2004; 
Buka et al., 2001; Westergaard et al., 1999). As opposed 
to any single pathogen, the immune response, itself, of the 
mother may be related to the increased risk for schizophre-
nia in the offspring (Zuckerman and Weiner, 2005). Indeed, 
increased IL-8 levels of mothers during the second  trimenon 
were associated with an increased risk for schizophrenia 
in the offspring (Brown et al., 2004). A fivefold increased 
risk for developing psychoses later on, however, was also 
observed after infection of the CNS in early childhood 
(Gattaz et al., 2004; Koponen et al., 2004).

Signs of inflammation were found in schizophrenic 
brains (Körschenhausen et al., 1996), and the term ‘mild 
 localized chronic encephalitis’ to describe a slight but chronic 
 inflammatory process in schizophrenia was proposed (Bechter 
et al., 2003).

36.3.2. Major Depression

An inflammatory model of major depression (MD) is ‘sick-
ness behaviour’, the reaction of the organism to infection and 
inflammation. Sickness behaviour is characterised by weakness, 
 malaise, listlessness, inability to concentrate, lethargy, decreased 
interest in the surroundings, and reduced food intake—all of 
which are depression-like symptoms. The  sickness-related 
 psychopathological symptomatology during infection and 
inflammation is mediated by proinflammatory cytokines such 
as IL-1, IL-6, tumor-necrosis-factor-α (TNF-α), and IFN-γ. The 
active pathway of these cytokines from the peripheral immune 
system to the brain is via afferent neurons and through direct tar-
geting of the amygdala and other brain regions after diffusion at 
the circumventricular organs and  choroid plexus (Dantzer, 2001). 
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Undoubtedly, there is a strong relationship between the cytokine 
system and the neurotransmitter system, but a more differenti-
ated analysis may be required to understand the specific mecha-
nisms underlying the heterogeneous disease entity of MD.

In humans, the involvement of cytokines in the regulation of 
the behavioural symptoms of sickness behaviour has been studied 
by application of the bacterial endotoxin LPS to human volun-
teers (Reichenberg et al., 2001). LPS, a potent activator of proin-
flammatory cytokines, was found to induce mild fever, anorexia, 
anxiety, depressed mood, and cognitive impairment. The levels 
of anxiety, depression and cognitive impairment were found to be 
related to the levels of circulating cytokines (Reichenberg et al., 
2001; Reichenberg et al., 2002).

Mechanisms that contribute to inflammation and can cause 
depressive states are:

A direct influence of proinflammatory cytokines on the 
serotonin and noradrenalin metabolism

1. An imbalance of the type-1 – type-2 immune response 
leading to an increased tryptophan and serotonin metabo-
lism by activation of IDO in the CNS, which is associated 
with

2. A decreased availability of tryptophan and serotonin,
3. A disturbance of the kynurenine metabolism with an imbal-

ance in favour of the production of the NMDA-receptor 
agonist quinolinic acid, and

4. An imbalance in astrocyte- and microglial activation asso-
ciated with increased production of quinolinic acid.

Effects of antidepressants on the immune function support 
this view. The mechanisms and the therapeutic implications 
will be discussed in the following paragraphs.

36.4. Polarized Type-1 and Type-2
Immune Responses

36.4.1. Reduced Type-1 Immune Response 
in Schizophrenia

A well established finding in schizophrenia is the decreased 
in vitro production of IL-2 and IFN-γ (Wilke et al., 1996; 
Müller et al., 2000), reflecting a blunted production of type-1 
cytokines. Decreased levels of neopterin, a product of acti-
vated monocytes/macrophages, also point to a blunted activa-
tion of the type-1 response (Sperner-Unterweger et al., 1999). 
The decreased response of lymphocytes after stimulation 
with specific antigens reflects a reduced capacity for a type-
1 immune response in schizophrenia, as well (Müller et al., 
1991). Decreased levels of soluble (s)ICAM-1, as found in 
schizophrenia, also represent an under-activation of the type-
1 immune system (Schwarz et al., 2000). Decreased levels of 
the soluble TNF-receptor p55—mostly decreased when TNF-α 
is decreased—were observed, too (Haack et al., 1999).

A blunted response of the skin to different antigens in 
schizophrenia was observed before the era of antipsychotics 

(Molholm, 1942). This finding could be replicated in unmedi-
cated schizophrenic patients using a skin test of the cellular 
immune response (Riedel et al., 2007).

36.4.2. Increased Type-2 Immune Response 
in Schizophrenia

Several reports described increased serum IL-6 levels in 
schizophrenia. IL-6 serum levels might be especially high in 
patients with an unfavourable course of the disease (Müller 
et al., 2000). IL-6 is a product of activated monocytes and of 
the activation of the type-2 immune response. Moreover, sev-
eral other signs of activation of the type-2 immune response 
are described in schizophrenia, including the increased pro-
duction of IgE and an increase of IL-10 serum levels (Cazzullo 
et al., 1998; Schwarz et al., 2001). In the cerebrospinal fluid 
(CSF), IL-10 levels were found to be related to the severity of 
the psychosis (van Kammen et al., 1997).

The key cytokine of the type-2 immune response is IL-4. 
Increased levels of IL-4 in the CSF of juvenile schizophrenic 
patients have been reported (Mittleman et al., 1997), which 
supports that the increased type-2 response in schizophrenia is 
not only a phenomenon of the peripheral immune response.

36.4.3. Increased Proinflammatory Type-1 
Cytokines in Major Depression

Characteristics of the immune activation in MD include 
increased numbers of circulating lymphocytes and phago-
cytic cells, upregulated serum levels of indicators of acti-
vated immune cells (neopterin, soluble IL-2 receptors), 
higher serum concentrations of positive acute phase proteins 
(APP’s), coupled with reduced levels of negative APP’s, as 
well as increased release of proinflammatory cytokines, such as 
IL-1, IL-2, TNF-α, and IL-6 through activated macrophages 
and IFN-γ through activated T-cells (Müller et al., 1993; Maes 
et al., 1995a, b; Irwin 1999; Nunes et al., 2002; Müller and 
Schwarz, 2002; Mikova et al., 2001). Increased numbers of 
peripheral mononuclear cells in MD have been described by 
different groups of researchers (Herbert and Cohen, 1993; 
Seidel et al., 1996b; Rothermundt et al., 2001).

Neopterin is a sensitive marker of the cell-mediated type-1 
immunity. The main source of neopterin is monocytes/macro-
phages. In accordance with the findings of increased mono-
cytes/macrophages, an increased secretion of neopterin has 
been described by several groups of researchers (Duch et al., 
1984; Dunbar et al., 1992; Maes et al., 1994; Bonaccorso 
et al., 1998).

The increased plasma concentrations of the proinflamma-
tory cytokines IL-1 and IL-6 observed in depressed patients 
was found to correlate with the severity of depression and 
with measures of HPA axis hyperactivity (Maes et al., 1993; 
Schiepers et al., 2005). As genetics plays a role in MD, the 
genetics of the immune system in relation to MD has also 
been investigated. Certain cytokine gene polymorphisms, e.g. 
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in genes coding for IL-1 and TNF-α may confer a greater sus-
ceptibility to develop MD (Jun et al., 2003; Fertuzinhos et al., 
2004; Rosa et al., 2004).

The production of IL-2 and IFN-γ is the typical marker of 
a type-1 immune response. In contrary to schizophrenia, IFN-
γ is produced in greater amounts by lymphocytes of patients 
with MD than of healthy controls (Seidel et al., 1996a). Higher 
plasma levels of IFN-γ in depressed patients, accompanied by 
lower plasma tryptophan availability were described (Maes 
et al., 1994). Data on IL-2 in major depression are mainly 
restricted to the estimation of its soluble receptor sIL-2R 
in the peripheral blood. Increased sIL-2R levels reflect an 
increased production of IL-2. The blood levels of sIL-2R were 
 repeatedly found to be increased in MD patients (Sluzewska 
et al., 1996; Maes et al., 1995a, b).

Since different pathologies may underlie the syndrome of 
depression, different immunological states might be involved. 
Indeed, different types of MD were observed to exhibit  different 
immune profiles: The subgroup of melancholic depressed patients 
showed a decreased type-1 activation—as it was observed in 
schizophrenic patients (Müller and Schwarz, 2007)—while the 
non-melancholic depressed patients showed signs of inflamma-
tion such as increased monocyte count and increased levels of 
α

2
-macroglobulin (Rothermundt et al., 2001).
Suicidality, observed in a very high amount of depressed 

patients, seems to be associated with an ‘idealtypic’ immune 
activation pattern for depression, since clinical studies have 
observed higher levels of type-1 cytokines in suicidal patients. 
In a small study, distinct associations between suicidality and 
type-1 immune response and a predominance of type-2 immune 
parameters in non-suicidal patients were observed (Mendlovic 
et al., 1999). An epidemiological study  hypothesized that high 
IL-2 levels are associated with suicidality (Penttinen, 1995). 
There have been descriptions of increased levels of serum 
sIL-2R in medication-free suicide attempters irrespective of 
the psychiatric diagnosis (Nassberger and Traskman-Bendz, 
1993), and treatment with high-dose interleukin-2 has been 
associated with suicide in a case report (Baron et al., 1993).

These data show that possible different immune states within 
the ‘syndrome’ MD have to be more differentiated. The predomi-
nant pro-inflammatory, type-1 dominated immune state described 
in MD maybe an ‘idealtypic’ state restricted to a majority of 
patients suffering from MD. Therefore, those and other method-
ological concerns have to be regarded  carefully in future studies.

36.5. Somatic States Associated with 
Depression and a Proinflammatory Immune 
Response as Psychoneuroimmunological 
Model Diseases

36.5.1. Medical Illness Condition

Illness-associated depressive symptoms may not merely be 
a psychological reaction to the pain, distress and incapaci-
tation that are associated with the physical disease, but may 

be directly caused by immune activation and the secretion of 
cytokines. These include acute and chronic infectious condi-
tions (Meijer et al., 1988; Müller et al., 1992; Hall and Smith, 
1996) as well as non-infectious conditions associated with 
chronic inflammation, such as rheumatoid arthritis, cancer and 
MS (Yirmiya et al., 1999; Pollak et al., 2000). Indeed, several 
studies have shown that immune dysregulation preceeds the 
development of depression (Sakic et al., 1996; Yirmiya et al., 
1999; Yirmiya, 2000; Pollak et al., 2000).

36.5.2. Therapies Using Type-1 Cytokines

The same mechanism seems to be responsible for  depressive 
states associated with cytokine therapy. Depression is a 
 common side-effect of therapy with IFN-α and IL-2 (Bonaccorso 
et al., 2002; Schäfer et al., 2004). During these therapies, the 
enzyme indoleamine 2,3-dioxygenase (IDO) is activated and 
the tryptophan degradation increases. The psychopathological 
changes are related to the enhanced  tryptophan metabolism 
and IDO activity: patients developing more severe depressive 
symptoms during INF-α showed a more pronounced increase 
in tryptophan metabolism (Bonaccorso et al., 2002; Capuron 
et al., 2002, 2003). Depression, also a common side-effect 
during therapy with IFN-ß, often limits the use of IFN-ß in the 
therapy of multiple sclerosis (Patten et al., 2005); although not 
a classical type-1 cytokine, IFN-ß, too, leads to an activation 
of IDO, thereby provoking depressive symptoms (Amirkhani 
et al., 2005).

36.5.3. Pregnancy and Delivery

Pregnancy is immunologically characterized by a  dominance 
of the type-2 immune response of the mother. In order to 
 protect the fetus from abortion, the maternal organism 
 develops immune tolerance against the non-self organism 
of the baby (Marzi et al., 1996; Saito et al., 1999). After 
delivery an activation of the type-1 response of the maternal 
immune system occurs (Maes et al., 2002; Ostensen et al., 
2005). This type-1 dominated maternal immune rebalancing 
is associated with the postpartum blues (Maes et al., 2002), a 
state found in 20–75% of mothers (Stein, 1980; Josefsson et 
al., 2001), or the postpartum depression, a state found in 10–
15% of mothers (O’Hara and Swain, 1996). After delivery, 
an increase of the proinflammatory immune response was 
described (Maes et al., 2002; Ostensen et al., 2005). Accord-
ingly, postpartum blues is associated with increased activa-
tion of the proinflammatory immune response, increased 
activity of the IDO and a delay in the increase of postpartum 
tryptophan-levels compared to mothers without ‘the blues’ 
(Maes et al., 2002; Kohl et al., 2005). Symptoms of depres-
sion and anxiety in the early puerperum are significantly 
related to the increase of the  proinflammatory cytokine IL-
8 (Maes et al., 2002).  Postpartum depression is associated 
with the activation of the proinflammatory type-1 immune 
response and a lack of tryptophan (Gard et al., 1986; Abou-
Saleh et al., 1999).
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36.6. Therapeutic Mechanisms 
and the Type-1/Type-2 Imbalance 
in Schizophrenia and Depression

36.6.1. Schizophrenia: Anti-Psychotic Drugs 
Rebalance the Type-1/Type-2 Imbalance

In-vitro studies show that the blunted IFN-γ production becomes 
normalized after therapy with neuroleptics (Wilke et al., 1996). 
An increase of ‘memory cells’ (CD4 + CD45RO + cells)—one 
of the main sources of IFN-γ production—during anti-psychotic 
therapy with neuroleptics was observed by different groups 
(Müller et al., 1997b). Additionally, an increase of soluble 
IL-2 receptors (sIL-2R)—the increase reflects an increase of 
 activated, IL-2 bearing T-cells—during anti-psychotic treatment 
was described (Müller et al., 1997a). The reduced sICAM-1 
 levels show a significant increase during short term anti- psychotic 
therapy (Schwarz et al., 2000) and the ICAM-1 ligand  leucocyte 
function antigen-1 (LFA-1) shows a significantly increased 
expression during anti-psychotic therapy (Müller et al., 1999). 
The increase of TNF-α and TNF-α receptors during therapy 
with clozapin was observed repeatedly (Pollmächer et al., 
2001). Moreover, the blunted reaction to vaccination with sal-
monella typhii was not observed in patients medicated with 
anti- psychotics (Ozek et al., 1971). Recently, an elevation of 
IL-18 serum levels was described in medicated schizophrenics 
(Tanaka et al., 2000). Since IL-18 plays a pivotal role in the  type-
1 immune response, this finding is consistent with other descrip-
tions of type-1 activation during antipsychotic treatment.

Regarding the type-2 response, several studies point out that 
anti-psychotic therapy is accompanied by a functional decrease 
of the IL-6 system (Maes et al., 1997; Müller et al., 2000).

36.6.2. Therapeutic Techniques in Depression 
are associated with Downregulation 
of the Proinflammatory Immune Response

36.6.2.1. Antidepressant Pharmacotherapy

A modulatory, predominantly inhibitory effect of serotonin 
 reuptake inhibiting drugs on activation of proinflammatory 
immune parameters was demonstrated in animal experiments 
(Bengtsson et al., 1992; Song and Leonard, 1994; Zhu et al., 
1994).

Several antidepressants seem to be able to induce a shift 
from a type-1 to a type-2, from a proinflammatory to an anti-
inflammatory immune response, since the ability of differ-
ent antidepressants (sertraline, clomipramine, trazodone) to 
reduce the IFN-γ/IL-10 ratio significantly was shown in vitro. 
These drugs reduced the IFN-γ production significantly, while 
sertraline and clomipramine additionally raised the IL-10 pro-
duction (Maes et al., 1999). Regarding other in-vitro studies, 
a significantly reduced production of IFN-γ, IL-2, and sIL-2R 
was found after antidepressant treatment compared to  pre-
treatment values (Seidel et al., 1995, b). A down- regulation 

of the IL-6 production was observed during amitriptyline 
treatment; in treatment-responders, the TNF-α production 
decreased to normal (Lanquillon et al., 2000). There are also 
studies, however, showing no effect of antidepressants to 
the in-vitro stimulation of cytokines (overview: (Kenis and 
Maes, 2002), but methodological issues have to be taken into 
account. There is significant evidence suggesting that antide-
pressants of different classes show a down-regulation of the 
type-1 cytokine production in-vitro (Kenis and Maes, 2002).

Regarding serum levels, several researchers observed a 
reduction of IL-6 during treatment with the serotonin  reuptake 
inhibitor fluoxetine (Sluzewska et al., 1995). A decrease of 
IL-6 serum levels during therapy with different antidepres-
sants has been observed by other researchers (Frommberger 
et al., 1997). On the other hand, other groups did not find any 
effect of certain antidepressants on serum levels of different 
cytokines (Maes et al., 1995a, 1997).

Since IL-6 stimulates Prostaglandin E
2
 (PGE

2
) and antide-

pressants inhibit the IL-6 production, an inhibiting action of 
antidepressants on PGE

2
 would be expected, too (Pollak and 

Yirmiya, 2002). Over twenty years ago it was suggested that 
antidepressants inhibit PGE

2
 (Mtabaji et al., 1977). A recent 

in-vitro study showed that both tricyclic antidepressants and 
selective serotonin inhibitors attenuated cytokine-induced 
PGE

2
 and nitric oxide production by inflammatory cells 

(Yaron et al., 1999).

36.6.2.2. Non-Pharmacological Therapies: 
Electro-Convulsive Therapy and Sleep Deprivation

Electroconvulsive therapy (ECT) was found to downregulate 
increased levels of the proinflammatory cytokine TNF-α in 
patients with MD (Hestad et al., 2003).

An immune analysis during sleep showed an increase of 
the type-1 monocyte derived cytokines TNF-α and IL-12 and 
a decrease of the type-2 IL-10 producing monocytes (Dimi-
trov et al., 2004). In contrary, continuous wakefulness blocked 
the increase of type-1 and decrease of type-2 cytokines 
(T. Lange and S. Dimitrov, personal communication). Thus, 
sleep  deprivation may exert therapeutic effects through a low 
 suppression of type-1 cytokines.

36.7. Divergent Effects of the Role 
of Type-1/Type-2 Immune Activation 
are associated with Different Effects 
to the Kynurenine Metabolism 
in Schizophrenia and Depression

36.7.1. Schizophrenia

The only known naturally occurring NMDA receptor antag-
onist in the human CNS is kynurenic acid (KYNA; Stone, 
1993). KYNA is one of the three neuroactive intermediate 
products of the kynurenine pathway. Kynurenine (KYN) is 
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the primary major degradation product of tryptophan (TRP). 
While the excitatory KYN metabolites 3-hydroxykynuren-
ine (3HK) and quinolinic acid are synthesized from KYN en 
route to NAD, KYNA is formed in a dead end side arm of the 
 pathway (Schwarcz and Pellicciari, 2002).

KYNA acts both, as a blocker of the glycine coagonistic 
site of the NMDA receptor (Kessler et al., 1989) and as a 
non-competitive inhibitor of the α7 nicotinic acetylcholine 
 receptor (Hilmas et al., 2001).

The production of KYNA is regulated by IDO and trypto-
phan 2,3-dioxygenase (TDO). Both enzymes catalyze the first 
step in the pathway, the degradation from tryptophan to kyn-
urenine. Type-1 cytokines, such as IFN-γ and IL-2  stimulate 
the activity of IDO (Grohmann et al., 2003). Figure 36.1 shows 
the relationship between cytokines, enzymes of the tryptophan 
metabolism, and formation of neuroactive intermediates.

There is a mutual inhibitory effect of TDO and IDO: a decrease 
in TDO activity occurs concomitantly with IDO induction, result-
ing in a coordinate shift in the site (and cell types) of tryptophan 
degradation (Takikawa et al., 1986). While it has been known for 
a long time that IDO is expressed in different types of CNS cells, 
TDO was thought for many years to be restricted to liver tissue. 
It is known today, however, that TDO is also expressed in CNS 
cells, probably restricted to astrocytes (Miller et al., 2004).

The type-2 or Th-2 shift in schizophrenia may result in two 
functional consequences: The expression of IDO, normally 
increased by type-2 cytokines, in particular INF-γ, is down-
regulated, while TDO is up-regulated. The type-1/type-2 
imbalance is associated with the IDO/TDO imbalance.

Aditionally, the type-1/type-2 imbalance is associated with 
the activation of astrocytes and an imbalance in the activation 
of astrocytes/microglial cells (Aloisi et al., 2000). The func-
tional overweight of astrocytes may lead to a further accumu-
lation of KYNA.

Indeed, a study referring to the expression of IDO and TDO 
in schizophrenia showed exactly the expected results. An 
increased expression of TDO compared to IDO was observed 
in schizophrenic patients and the increased TDO expression 
was found, as expected, in astrocytes, not in microglial cells 
(Miller et al., 2004).

36.7.2. Major Depression

The enzyme indoleamine 2,3-dioxygenase (IDO)  metabolizes 
tryptophan to kynurenine, kynurenine is then converted to 
quinolinic acid via the intermediate 3-HK by the enzyme 
 kynurenine hydroxylase. Both IDO and kynurenine hydroxy-
lase are induced by the type-1 cytokine IFN-γ. The activity of 
IDO is an important regulatory component in the control of 
lymphocyte proliferation, the activation of the type-1 immune 
response and the regulation of the tryptophan metabolism 
( Mellor and Munn, 1999). It induces a halt in the lymphocyte 
cell cycle due to the catabolism of tryptophan (Munn et al., 
1999). In contrast to the type-1 cytokines, the type-2 cytokines 
IL-4 and IL-10 inhibit the IFN-γ-induced IDO-mediated trypto-
phan catabolism (Weiss et al., 1999). IDO is located in several 
cell types including monocytes and microglial cells (Alberati et 
al., 1996). An IFN-γ-induced, IDO-mediated decrease of CNS 

Figure 36.1. Neuroimmune interactions of Kynurenine intermediates. Metabolism of tryptophan via the kynurenine pathway leads to sev-
eral neuroactive intermediates: Kynurenic acid (synthesised by kynurenine aminotransferase, KAT) has neuroprotective properties through 
antagonism at the NMDA receptor. Quinolinic acid, in contrast, is a NMDA receptor agonist. Both, 3-hydroxykynurenine (3-OH-kynurenine) 
and quinolinic acid can induce neurodegeneration and apoptosis through induction of excitotoxicity and generation of neurotoxic radicals, 
respectively. Activity of the key enzyme of the kynurenine pathway, indoleamine 2,3-dioxygenase (IDO), and of the 3-OH-kynurenine 
forming enzyme kynurenine monoxygenase (KMO) is induced by proinflammatory cytokines like interferon-γ (IFN-γ) and inhibited by anti-
inflammatory cytokines like interleukin-4 (IL-4). Serotonin is normally degraded to 5-hydroxyindoleacetic acid (5-HIAA), but the indole ring 
of serotonin can also be cleaved by IDO. (green arrows = activation; red arrows = inhibition.)
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tryptophan availability may lead to a serotonergic deficiency 
in the CNS, since tryptophan availability is the limiting step in 
the serotonin synthesis. Other proinflammatory molecules such 
as PGE

2
 or TNF-α, however, induce synergistically with IFN-γ 

the increase of IDO activity (Braun et al., 2005; Kwidzinski 
et al., 2005; Robinson et al., 2005). Therefore, not only IFN-γ 
and type-1 cytokines, but also other proinflammatory molecules 
induce IDO activity. Since increased levels of PGE

2
 and 

TNF-α were described in MD, other proinflammatory mole-
cules  contribute to IDO activation and tryptophan consumption, 
too (e.g. Linnoila et al., 1983; Mikova et al., 2001).

One of the most consistent findings in biochemical research 
dealing with mental disorders is that some patients with low 
5-hydroxyindoleacetic acid (5-HIAA)—the metabolite of 
serotonin—in CSF are prone to commit suicide (Lidberg et 
al., 2000; Mann and Malone, 1997; Nordstrom et al., 1994). 
This gives additional evidence for a possible link between 
the type-1 cytokine IFN-γ and the IDO-related reduction of 
 serotonin availability in the CNS of suicidal patients.

A recent study showed that immunotherapy with IFN-α was 
followed by an increase of depressive symptoms and serum 
kynurenine concentrations on the one hand, and reduced con-
centrations of tryptophan and serotonin on the other hand 
(Bonaccorso et al., 2002). The kynurenine/tryptophan ratio, 
which reflects the activity of IDO, increased significantly. 
Changes in depressive symptoms were significantly positively 
correlated with kynurenine and negatively correlated with 
serotonin concentrations (Bonaccorso et al., 2002). This study 
and others (Capuron et al., 2003) clearly show that the IDO 
activity is increased by IFN, leading to an increased kynuren-
ine production and a depletion of tryptophan and serotonin. 
The further metabolism of kynurenine, however, seems to play 
an additional crucial role for the psychopathological states.

In addition to the effects of the proinflammatory immune 
response on serotonin metabolism, other  neurotransmitter 
 systems, in particular the catecholaminergic system, are 
involved in depression, too. Although the relationship of 
immune activation and the lack of catecholaminergic neuro-
transmission has not been well studied, the increase of the 
monoamino-oxidase (MAO) activity, which leads to decreased 
noradrenergic neurotransmission, might be an indirect effect 
of the increased production of kynurenine and quinolinic acid 
(Schiepers et al., 2005).

36.8. Astrocytes, Microglia, 
and Type-1/Type-2 Response

The cellular sources for the polarized immune response in 
the CNS are astrocytes and microglia cells. Microglial cells, 
 deriving from peripheral macrophages, secrete preferably type-
1 cytokines such as IL-12, while astrocytes inhibit the pro-
duction of IL-12 and ICAM-1 and secrete the  type-2  cytokine 
IL-10 (Xiao and Link, 1999; Aloisi et al., 1997). Therefore, the 
type-1/type-2 imbalance in the CNS seems to be  represented 

by the imbalance in the activation of microglial cells and 
astrocytes. The view of an over-activation of  astrocytes in 
schizophrenia is supported by the finding of increased  levels 
of S100B—a marker of astrocyte activation—independent 
of the medication state of the schizophrenic patients (Lara 
et al., 2001; Schroeter et al., 2003; Schmitt et al., 2005; 
Rothermundt et al., 2004a, b). Microglia activation, however, 
was only found in a small percentage of schizophrenics and 
is speculated to be a medication effect (Bayer et al., 1999). 
A type-1 immune activation as an effect of neuroleptic treat-
ment has repeatedly been observed.

Since the type-1 activation predominates the response of 
the peripheral immune system in depression, a dominance of 
microglial activation compared to astrocyte activation should 
be observed in depression. Glial reductions were consistently 
found in brain circuits known to be involved in mood disorders, 
such as in the limbic and prefrontal cortex (Cotter et al., 2002; 
Ongur et al., 1998; Rajkowska et al., 1999, 2001; Rajkowska, 
2003). Although several authors did not differentiate between 
microglial and astrocytic loss, this difference is crucial due 
to the different effects of the type-1/type-2 immune response. 
Recent studies, however, show that astrocytes are diminished 
in patients suffering from depression (Johnston-Wilson et al., 
2000; Miguel-Hidalgo et al., 2000; Si et al., 2004), although 
the data are not fully consistent (Davis et al., 2002). A loss 
of astrocytes was in particular observed in younger depressed 
patients: the lack of GFAP-immunoreactive astrocytes reflects 
a lowered activity of responsiveness in those cells (Miguel-
Hidalgo et al., 2000). A loss of astrocytes was found in many 
cortical layers and in different sections of the dorsolateral 
 prefrontal cortex in depression (Rajkowska, 2005).

Moreover, a loss of astrocytes is associated with an impaired 
reuptake of glutamate from the extracellular space into 
 astrocytes by high affinity glutamate transporters, (Choudary 
et al., 2005; Gegelashvili et al., 2001). Impaired glutamate 
reuptake from the synaptic cleft by astroglia prolongs  synaptic 
activation by glutamate (Auger and Attwell, 2000; Danbolt, 
2001). Accordingly, increased glutamatergic activity was 
repeatedly observed in patients with depression (Sanacora 
et al., 2004a).

36.9. The Glutamate System 
in Schizophrenia and Depression

36.9.1. The Glutamate System in Schizophrenia: 
Kynurenic Acid as a Schizophrenogenic Substance

In contrast to microglial cells, which produce quinolinic acid, 
astrocytes play a key role in the production of kynurenic acid 
(KYNA) in the CNS. Astrocytes are the main source of KYNA 
(Heyes et al., 1997). The cellular localization of the kynuren-
ine metabolism is primarily in macrophages and microglial 
cells, but also in astrocytes (Speciale and Schwarcz, 1993; Kiss 
et al., 2003). KYN-OHse, however, a critical enzyme in the 
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 kynurenine metabolism, is absent in human astrocytes (Guil-
lemin et al., 2001). Accordingly, it has been described that astro-
cytes  cannot produce the product 3HK but they are able to produce 
large amounts of early kynurenine  metabolites, such as KYN and 
KYNA (Guillemin et al., 2001). This  supports the observation 
that inhibition of KYN-OHse leads to an increase of the KYNA 
production in the CNS (Chiarugi et al., 1996). The complete 
metabolism of kynurenine to quinolinic acid is observed only in 
microglial cells, not in astrocytes. Therefore, due to the lack of 
KYN-OHse, KYNA accumulates in astrocytes.

A second key-player in the metabolizing of 3-HK are 
 monocytic cells infiltrating the CNS. They help astrocytes in 
the further metabolism to quinolinic acid (Guillemin et al., 
2001). However, the low levels of sICAM-1 (ICAM-1 is the 
molecule that mainly mediates the penetration of monocytes 
and  lymphocytes into the CNS) in the serum and in the CSF 
of non-medicated schizophrenic patients (Schwarz et al., 
2000) and the increase of adhesion molecules during antipsy-
chotic therapy indicate that the penetration of monocytes may 
be reduced in non-medicated schizophrenic patients (Müller 
et al., 1999).

36.9.2. The Glutamate System in Depression: 
Quinolinic Acid as a Depressiogenic Substance

Apart from certain liver cells, only macrophage derived cells 
are able to convert tryptophan into quinolonic acid (Saito et 
al., 1993). Interestingly, in a model of infection, the highest 
concentrations of quinolinic acid are found in the gray and 
white matter of the cortex, not in subcortical areas. High  levels 
of quinolinic acid therefore may lead to cortical dysfunction 
(Heyes et al., 1998).

The strong association between cortical quinolinic acid 
concentrations and local IDO activity supports the view that 
the induction of IDO is an important event in initiating the 
increase of quinolinic acid production (Heyes et al., 1992). 
In the CNS, invaded macrophages and microglial cells are 
able to produce quinolinic acid (Saito et al., 1993). Periph-
eral immune stimulation, however, under certain conditions 
also leads to increased CNS concentration of quinolinic 
acid (Saito et al., 1993). During a local inflammatory CNS 
 process, the quinolinic acid production in the CNS increases 
without changes of the blood-levels of quinolinic acid, While 
the local quinolinic acid production correlates with the level 
of ß2 microglobulin, an inflammatory marker. Local CNS 
concentrations of quinolinic acid are able to far exceed the 
blood levels (Heyes et al., 1998).

A recent study showed that depressive symptoms are related 
to an increased ratio of KYN/KYNA in depression (Wichers et 
al., 2005). The increase of this ratio reflects that in depressed 
states KYN is preferentially metabolized to quinolinic 
acid—while the KYNA pathway is neglected. Therefore the 
preferred metabolism to quinolinic acid—but not the KYNA 
metabolism—is associated with more pronounced depressive 
symptoms.

An increase of quinolinic acid is strongly associated with 
several prominent features of depression: decrease in reac-
tion time (Martin et al., 1992, 1993; Heyes et al., 1991) and 
cognitive deficits, in particular difficulties in learning (Heyes 
et al., 1998). In an animal model, an increase of quinolinic 
acid and 3-hydroxykynurenine was associated with anxiety 
(Lapin, 2003).

Accordingly, since the activity of the enzyme 3-OHase—
directing to the production of quinolinic acid—is inhibited 
by type-2 cytokines but activated by proinflammatory type-1 
cytokines (Alberati et al., 1996; Alberati and Cesura, 1998; 
Chiarugi et al., 2001), an increased production of quinolinic 
acid in depressive states would be expected.

The increased levels of quinolinic acid—as NMDA  receptor 
agonist—lead to increased levels of glutamate. Quinolinic acid 
was shown to cause an overrelease of glutamate in the stria-
tum and in the cortex, presumably by presynaptic  mechanisms 
(Fedele and Foster 1993; Chen et al., 1999). The quinolinic 
pathway might be the mechanism involved in the increased 
glutamatergic neurotransmission in MD (Sanacora et al., 
2004a).

Moreover, the plasma levels and expression in the brain of 
ICAM-1 seem to be related to depression: in patients treated with 
IFN-α, increased sICAM-1 levels were observed to be associ-
ated with increased depressive symptoms (Schäfer et al., 2004) 
and increased expression of ICAM-1 was found in the prefrontal 
 cortex of elder depressive patients (Thomas et al., 2000). ICAM-1 
is a type-1 related protein and a cell-adhesion molecule expressed 
on macrophages and lymphocytes. Increased expression of 
ICAM-1 is observed in inflammatory processes and promotes the 
influx of peripheral immune cells through the blood-brain bar-
rier (Rieckmann et al., 1993). By this mechanism, macrophages 
and co-stimulatory lymphocytes can invade the CNS, further 
increasing the proinflammatory immune response. Moreover, 
inflammation is also associated with increased invasion of mac-
rophages/microglia in the CNS (Lane et al., 1996) possibly fur-
ther switching the balance of type-1/type-2 immune response in 
favour of type-1 including microglial activation. The alterations 
of the kynurenine pathway are summarized in Figure 36.2.

36.10. Prostaglandins in Schizophrenia 
and Depression

The role of PGE
2
 in schizophrenia is not well studied; increased 

levels of PGE
2
, however, have been described (Kaiya et al., 

1989). PGE
2
 induces the production of IL-6, which is consis-

tently described to be increased in schizophrenia. Moreover, 
an increased COX-2 expression—which is stimulated by 
PGE

2
—was found in schizophrenia (Das and Khan, 1998).

PGE
2
 is a molecule of the proinflammatory cascade and 

stimulates the production of proinflammatory cytokines, 
e.g. IL-6, the expression of cyclooxygenase-2, and—as a 
cofactor—the expression of IDO. Therefore an increased 
 secretion of PGE

2
 would be expected in depressive disorders, 
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too. Accordingly, in-vitro studies show an increased PGE
2
 

 secretion from lymphocytes of depressed patients compared 
to healthy controls (Song et al., 1998). Increased concentra-
tions of PGE

2
 in saliva of depressed patients have been repeat-

edly described (Ohishi et al., 1988). Moreover, increased 
levels of PGE

2
 have been observed, both in the cerebrospinal 

fluid and in the serum of depressed patients (Linnoila et al., 
1983; Calabrese et al., 1986). As mentioned above, several 
antidepressants inhibit cytokine-induced PGE

2
 production by 

inflammatory cells (Yaron et al., 1999).

36.11. The Role of the Hormones of the 
Hypothalamus-Hypophysis-Adrenal-Axis

As a product of activated monocytes and macrophages, IL-6 
is one of the most frequently investigated immune param-
eters in patients suffering from major depression (MD). 
Most of the publications report a marked increase of in-vitro 
IL-6  production (Maes et al., 1993) or serum IL-6 levels in 
depressed patients (Maes et al., 1995a, 1997; Sluzewska 
et al., 1996; Berk et al., 1997; Frommberger et al., 1997; Song 
et al., 1998). Contradictory results are very few, indicating 
reduced (Katila et al., 1994), or not altered serum IL-6 levels 
(Brambilla and Maggioni, 1998). An age-related increase of 
IL-6 serum values was reported in patients with major depres-
sion (Ershler et al., 1993). The potential influence of  possibly 
interfering variables, however, such as smoking, gender, recent 
infections and prior medication to IL-6 release and concentra-
tion must be considered (Haack et al., 1999).

Although IL-6 is not a type-1 cytokine, it may contribute to 
IDO activation by the stimulatory effect on PGE

2
, which acts 

as cofactor in the activation of IDO. This fits with a report 
on the correlation of increased IL-6 production in vitro with 
decreased tryptophan levels in depressed patients that empha-
sizes the influence of IL-6 on the serotonin metabolism in 
depressed patients (Maes et al., 1993).

There is no doubt that IL-6 is involved in the modulation of 
the HPA axis and increased availability of IL-6 in the hypothal-
amus is associated with increased HPA activity (Plata-Salaman, 
1991). Activation of the HPA axis is one of the best- documented 
changes in major depression (Roy et al., 1987). Stress acts as 
a predisposing factor for MD, an increased susceptibility to 
stress has repeatedly been described in patients with MD, even 
prior to their first exacerbation of the disorder and psychosocial 
stressors frequently precede the onset of MD. Additionally, an 
altered HPA axis physiology and dysfunctions of the extrahypo-
thalamic CRH system have been consistently found in subjects 
with MD (Hasler et al., 2004). Several studies demonstrate that 
MD patients exhibit higher baseline cortisol levels or at least 
much higher cortisol levels during the recovery period after 
psychological stress (Burke et al., 2005).

The effect of chronic stress on the peripheral immune  system 
and its relevance for major depression has extensively been 
discussed (O’Brien et al., 2004). Recent in vivo evidence now 
suggests that stress-induced elevation of glucocorticoids also 
enhances immune function within the CNS through microglia 
activation and proliferation. Animal studies show that stress 
induces an enhanced expression of proinflammatory factors 
like IL-1β (Pugh et al., 1999; Nguyen et al., 1998), macro-

Figure 36.2. Alterations of the Kynurenine Metabolism in Schizophrenia and Major Depression Proinflammatory (Th1) cytokines are related 
to microglia activation, while antiinflammatory (Th2) cytokines are related to activation of astrocytes. Since astrocytes exhibit the kynurenic 
acid synthesising enzyme kynurenine aminotransferase (KAT), the production of this NMDA receptor antagonist may be induced during Th2 
dominated immune response in schizophrenia. Microglia cells, on the other hand, exhibit indoleamine 2,3-dioxygenase (IDO) and kynurenine 
monoxygenase (KMO), the two key enzymes in the production of the NMDA receptor agonist quinolinic acid. Overproduction of quinolinic 
acid together with an increased cleavage of the indole ring of serotonin may be involved in the pathophysiology of major depression. (red 
arrows: mechanisms in schizophrenia; green arrows: mechanisms in depression; ↓ = activation; ⊥ = inhibition.)
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phage migration inhibitory factor (MIF) (Bacher et al., 1998; 
Niino et al., 2000; Suzuki et al., 2000) and cyclooxygenase-2 
(COX-2) (Madrigal et al., 2003) in the brain.

On the other hand, pro-inflammatory cytokines such as IL-1 
and IL-6 are known to stimulate the HPA-axis via hypotha-
lamic neurons. For example, the release of the CRH and GHRH 
is stimulated by IL-1 (Besedovsky et al., 1986; Berkenbosch 
et al., 1987), the central IL-1 upregulation leads to stimulation 
of CRH, the HPA-axis, and the sympathetic nervous system 
(Sundar et al., 1990; Weiss et al., 1994). Therefore, a vicious 
circle may be induced, if the stress response is not limited, as it 
is discussed in MD (see Figure 36.2).

Elevation of these proinflammatory factors is accompanied 
with dendritic atrophy and neuronal death within the hippo-
campus (Sapolsky, 1985; Woolley et al., 1990), which are also 
found in brains of subjects with MD (Campbell and  Macqueen, 
2004). These detrimental effects of glucocorticoids in the CNS 
are mediated by a rise in extracellular glutamate (Moghaddam 
et al., 1994; Stein-Behrens et al., 1994) and subsequent over-
stimulation of the NMDA receptor. Such an over-stimulation 
of the NMDA receptor results in excitotoxic neuronal  damage 
(Takahashi et al., 2002). Nair and Bonneau could demonstrate 
that restraint-induced psychological stress stimulates prolif-
eration of microglia, which was prevented by blockade of 
corticosterone synthesis, the glucocorticoid receptor, or the 
NMDA receptor (Nair and Bonneau, 2006). These data show 
that stress-induced microglia proliferation is mediated by 
corticosterone-induced, NMDA receptor- mediated  activation 
within the CNS. Moreover, NMDA receptor activation  during 
stress leads again to increased expression of COX-2 and PGE

2
. 

Both, COX-2 and PGE
2
 per se are able to stimulate microglia 

activation. On the other hand, the functional effects of IL-1 
in the CNS—sickness behaviour being one of these effects—
were also shown to be antagonized by treatment with a selec-
tive COX-2 inhibitor (Cao et al., 1999).

36.12. COX-2 Inhibitors in Schizophrenia 
and Depression

36.12.1. Cyclooxygenase-2 (COX-2) 
Inhibitors Inhibit the Production of Kynurenic 
Acid, Balance the Type-1/Type-2 Immune 
Response, and Have Therapeutic Effects 
in Early Stages of Schizophrenia

One class of modern drugs is well known to induce a shift 
from the type-1 to a type-2 dominated immune response: 
the selective cyclooxygenase-2 (COX-2) inhibitors. Several 
studies demonstrated the type-2 inducing effect of PGE

2
—

the major product of COX-2—while inhibition of COX-2 is 
accompanied by inhibition of type-2 cytokines and induction 
of type-1 cytokines (Pyeon et al., 2000; Stolina et al., 2000). 
Recently, PGE

2
 has been shown to enhance the production of 

type-2 cytokines such as IL-4, IL-5, IL-6, and IL-10; PGE
2
 

also drastically inhibits the production of the type-1 cyto-
kines IFN-γ, IL-2, and IL-12 (Stolina et al., 2000). Therefore, 
inhibition of PGE

2
 synthesis is hypothesized to be beneficial 

in the treatment of disorders with dysregulated T-helper cell 
responses (Harris et al., 2002). COX-2 inhibition seems to 
rebalance the type-1/type-2 immune response by inhibition of 
IL-6, PGE

2
, and by stimulating the type-1 immune response 

(Litherland et al., 1999). Therefore COX-2 inhibition seems 
to be a promising approach in the therapy of schizophrenia, 
in particular since increased COX-2 expression was found in 
schizophrenia (Das and Khan, 1998).

COX-inhibition provokes differential effects on the kyn-
urenine metabolism: while COX-1 inhibition increases the 
levels of KYNA, COX-2 inhibition decreases them (Schwieler 
et al., 2005). Therefore, psychotic symptoms and cognitive 
dysfunctions, observed during therapy with COX-1 inhibitors, 
were assigned to the COX-1 mediated increase of KYNA. 
The reduction of KYNA levels—by a prostaglandin-mediated 
mechanism—might be an additional mechanism to the above 
described immunological mechanism for therapeutic effects 
of selective COX-2 inhibitors in schizophrenia (Schwieler 
et al., 2005).

Indeed, in a prospective, randomized, double-blind study of 
therapy with the COX-2 inhibitor celecoxib add-on to risperidone 
in acute exacerbation of schizophrenia, a therapeutic effect of 
celecoxib was observed (Müller and Schwarz, 2002). Immuno-
logically, an increase of the type-1 immune response was found in 
the celecoxib treatment group (Müller et al., 2004a). The clinical 
effect of COX-2 inhibition was especially pronounced regarding 
cognition in schizophrenia (Müller et al., 2005). The finding of 
a clinical advantage of COX-2  inhibition, however, could not be 
replicated in a second study. Further analysis of the data revealed 
that the outcome depends on the duration of the disease (Müller 
et al., 2004b). The efficacy of therapy with a COX-2 inhibitor 
seems most  pronounced in the first years of the schizophrenic 
disease process. This observation is in accordance with results 
from animal studies showing that the effects of COX-2 inhibition 
on cytokines, hormones, and particularly on behavioural symp-
toms are dependent on the duration of the preceding changes and 
the time-point of application of the COX-2 inhibitor (Casolini 
et al., 2002). A point of no return for therapeutic effects regard-
ing the pathological changes during an inflammatory process 
has to be postulated.

36.12.2. COX-2 Inhibition as a Possible 
Antiinflammatory Therapeutic Approach 
in Depression

Due to the increase of proinflammatory cytokines and PGE2 
in depressed patients, antiinflammatory treatment would be 
expected to show antidepressant effects also in depressed 
patients. In particular, COX-2 inhibitors seems to show advan-
tageous results: animal studies show that COX-2 inhibition can 
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lower the increase of the pro-inflammatory cytokines IL-1β, 
TNF-α, and of PGE2, but it can also prevent clinical symptoms 
such as anxiety and cognitive decline, which are associated 
with this increase of pro-inflammatory cytokines (Casolini 
et al., 2002). Moreover, treatment with the COX-2 inhibitor 
celecoxib—but not with a COX-1  inhibitor—prevented the 
dysregulation of the HPA-axis, in particular the increase of 
cortisol, one of the biological key features  associated with 
depression (Casolini et al., 2002; Hu et al., 2005). This effect 
can be expected because PGE2 stimulates the HPA-axis in 
the CNS (Song and Leonard, 2000) and PGE2 is inhibited by 
COX-2 inhibition. Moreover, the functional effects of IL-1 in 
the CNS—sickness behaviour being one of these effects—
were also shown to be antagonized by  treatment with a selec-
tive COX-2 inhibitor (Cao et al., 1999).

Additionally, COX-2 inhibitors influence—either directly or 
via CNS-immune mechanisms—the CNS serotonergic  system. 
In a rat model, treatment with rofecoxib was  followed by an 
increase of serotonin in the frontal and the temporo- parietal 
cortex (Sandrini et al., 2002). Since the lack of serotonin is 
one of the pinpoints in the pathophysiology of depression, 
a clinical antidepressant effect of COX-2  inhibitors would 
be expected due to this effect. A possible mechanism of the 
 antidepressant action of COX-2 inhibitors is the inhibition of 
the release of IL-1 and IL-6. Moreover, COX-2 inhibitors also 
protect the CNS from effects of quinolinic acid (Salzberg-
Brenhouse et al., 2003).

Accordingly, a clinical antidepressant effect of rofecoxib 
was found in 2,228 patients with osteoarthritis, 15% of 
them  showing a co-morbid depressive syndrome, which was 
 evaluated by a specific depression self-report. Co- morbid 
depression was a significant predictor for worse outcome 
regarding the ostheoarthritis-related pain to rofecoxib therapy. 
Surprisingly, there was a significant decrease in the rate of 
 substantive depression during therapy with 25 mg rofecoxib 
from 15% to 3% of the patients (Collantes-Esteves and 
 Fernandez-Perrez, 2003).

Moreover, we were able to demonstrate a significant thera-
peutic effect of the COX-2 inhibitor on depressive symptoms 
in a randomized double blind pilot add-on study using the 
selective COX-2 inhibitor celecoxib in MD (Müller et al., 
2006). Although those preliminary data have to be interpreted 
cautiously and intense research has to be provided in order to 
evaluate further the therapeutic effects of COX-2 inhibitors in 
MD, those results are encouraging for further studies dealing 
with the inflammatory hypothesis of depression with regard to 
pathogenesis, course and therapy.

Summary

In schizophrenia and depression, opposite patterns of type-1 
– type-2 immune activation seem to be associated with differ-
ences in the IDO activation and in the tryptophan—kynurenine 
metabolism resulting in increased production of kynurenic acid 

in schizophrenia and of increased quinolinic acid in depres-
sion. These differences are associated with an imbalance in the 
glutamatergic neurotransmission, which may contribute to an 
overweight of NMDA agonism in depression and of NMDA 
antagonism in schizophrenia. The differential activation of 
microglia cells and astrocytes may be an additional mechanism 
contributing to this imbalance. The immunological imbalance 
results both in schizophrenia and in depression in an increased 
PGE

2
 production and  probably also in an increased COX-2 

expression. Although there is strong evidence for the view, 
that the interactions of the immune system, IDO and the sero-
tonergic system, and glutamatergic neurotransmission play a 
key role in schizophrenia and in depression, several gaps, e.g. 
the roles of genetics, disease course, sex, different psycho-
pathological states, etc. have to be bridged by intense further 
research. Moreover, COX-2 inhibition is only one example for 
possible therapeutic mechanisms acting on these mechanisms. 
Also the effects of COX-2 inhibition in the CNS as well as 
the different components of the inflammatory  system, the kyn-
urenine-metabolism and the glutamatergic neurotransmission 
need careful further  scientific evaluation.
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Review Questions/Problems

1. The NMDA hypothesis of schizophrenia refers to the 
following neurotransmitter disturbance:

a. mesolimbic hyperactivity of dopamine
b. tuberoinfundibular inhibition of prolactin release by 

dopamine
c. hypofunction of the glutamatergic cortico-striatal pathway
d. mesolimbic hyperactivity of glutamate
e. all of the above

2. The so far only known endogenous NMDA  receptor 
antagonist is:

a. glutamate
b. glycine
c. ketamine
d. kynurenic acid
e. quinolinic acid

3. The proposed neurotransmitter imbalance in major 
depression is best characterized by:

a. increased serotonin, increased glutamate, reduced nor-
epinephrine

b. increased serotonin, increased norepinephrine, reduced 
glutamate

c. increased glutamate, decreased serotonin, decreased nor-
epinephrine

d. none of the above
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4. The best replicated immune findings in schizophrenia 
are:

a. increased in vitro production of IL-2 and decreased 
serum levels of IL-6

b. decreased in vitro production of IL-2 and IFN-γ and 
decreased serum levels of IL-6

c. decreased in vitro production of IL-2 and IFN-γ and 
increased serum levels of IL-6

d. increased serum levels of IL-2 and IFN-γ and decreased 
in vitro production of IL-6

e. none of the above

5. The following immune response can be frequently 
detected in depressed patients:

a. an allergy-like Th2 predominance with increased levels 
of IgE in nearly all depressed patients

b. a decreased Th1 activation in melancholic patients and an 
increased Th1 activation in non-melancholic depressed 
patients

c. an increased activation of the adaptive immune system in 
melancholic patients and an increased activation of the 
specific immune system in non-melancholic patients

d. an increased Th1 activation in melancholic patients and a 
decreased Th1 activation in non-melancholic depressed 
patients

6. The most common psychiatric side effect of IFN-a 
administration is:

a. paranoid ideation
b. optical and—less frequent—acoustic hallucinations
c. manic episodes
d. depression
e. tics

7. IFN-α administration induces the degradation of the 
amino acid:

a. choline
b. cysteine
c. serine
d. tryptophan
e. tyrosine

8. The typical immunological effect of antidepressant 
drugs is:

a. induction of a more specific immune response
b. inhibition of B cell proliferation and antibody production
c. downregulation of Th1 cytokine production
d. downregulation of Th2 cytokine production
e. upregulation of Th1 cytokine production

9. The following enzymes of the kynurenine pathway are 
induced by pro-inflammatory cytokines such as IFN-g 
and TNF-a:

a. tryptophan 2,3 dioxygenase, indoleamine 2,3-dioxygen-
ase, kynurenine monoxygenase

b. indoleamine 2,3-dioxygenase, kynurenine hydroxylase 
(monoxygenase), kynurenine aminotransferase

c. indoleamine 2,3-dioxygenase, kynurenine hydroxylase 
(monoxygenase)

d. tryptophan 2,3 dioxygenase, kynurenine hydroxylase 
(monoxygenase)

e. only indoleamine 2,3-dioxygenase

10. The limiting step in serotonin synthesis is in all prob-
ability:

a. tryptophan availability
b. serotonin availability in a negative feed back
c. tryptophan hydroxylase activity
d. a and c
e. b and c

11. Glucocorticoids:

a. induce central nervous production of pro-inflamma-
tory mediators

b. inhibit central nervous production of pro-inflamma-
tory mediators

c. induce glutamate signal at the NMDA receptor
d. inhibit glutamate signal at the NMDA receptor
e. a and c
f. b and d
g. b and c

12. Astrocytes are:

a. immunologically ‘silent’ glial cells
b. responsible for a Th1-like immune response within the 

CNS
c. part of the nerve sheath within the brain
d. responsible for a Th2-like immune response within the 

CNS
e. not involved in neurotransmitter reuptake and metabo-

lism

13. Proinflammatory cytokines:

a. stimulate the HPA axis
b. have no effect on the HPA axis
c. induce dendritic atrophy
d. none of the above
e. a and c
f. b and c

14. Inhibition of cyclooxygenase isoforms has the follow-
ing effects:

a. COX-1 inhibition increases the levels of kynurenic 
acid

b. COX-2 inhibition decreases the levels of kynurenic 
acid

c. COX-2 inhibition induces a Th1 shift under non-
inflammatory conditions

d. all of the above
e. b and c
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15. Administration of the COX-2 inhibitor celecoxib was 
shown to:

a. induce exacerbation of psychotic symptoms in schizo-
phrenia

b. improve psychotic and especially cognitive in schizo-
phrenia

c. be more efficient in chronic schizophrenia than in the 
early stages

d. enhance antidepressant therapy when added to a con-
ventional antidepressant drug

e. a and c
f. b and d
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37.1. Introduction

It has been clearly demonstrated that opioids, cannabinoids, 
and cocaine alter a variety of assays of immune function 
when added to cells of the immune system in vitro. Recep-
tors and/or mRNA for the receptors for opioids and canna-
binoids have been demonstrated in a variety of cells of the 
immune system. In many cases, especially for the opioids, 
pharmacological specificity of the action of the drugs has 
been verified using appropriate antagonists. These observa-
tions provide a biological basis for concluding that drugs of 
abuse have direct affects on immune cells. In addition, all 
three drugs alter immune responses of rodents, and in some 
cases, humans, when treated in vivo. In vivo mechanisms of 
action may be harder to determine as the drugs may activate 
other physiologic systems in the body that may also impinge 
on immune responsiveness, such as the HPA and the SNS. 
Nonetheless, drug abusers suffer the cumulative effects of 
direct and indirect effects of the drugs on the immune sys-
tem. Assays of immune function that have been measured 
include effects on the innate immune system, which encom-
pass effects on macrophages and NK cells, and effects on 
adaptive immunity, which include the humoral and cellular 
arms of the immune system. Considerable attention has been 
focused on cytokine and chemokine mediators of immune 
function that are modulated by the drugs and on their capac-
ity to modulate activation of the various arms of the immune 
system by polarization of the cytokine profile. Other com-
monly used and abused drugs include nicotine and alcohol, 
both of which have marked effects on the immune system, 
and are frequently part of the panoply of artificial substances 
used by addicts. In addition, methamphetamines can alter 
immune status. Due to space limitations the reader is referred 

to key papers on these subjects (Sopori, 2002; Gamble et al., 
2006; Pacifici et al., 2002)

37.2. Fundamental Concepts

37.2.1. Opioid and Cannabinoid Receptors 
are on Cells of the Immune System

37.2.1.1. Opioid Receptors

There is now indisputable evidence of natural physiological 
connections between the neural and immune systems. Much 
of the evidence supporting this link has come from studies 
of opioids and cannabinoids and their effects on immune 
responses. Opioid receptors were first demonstrated bio-
chemically in brain in the early 1970s. Three distinct recep-
tors were discovered in neural tissue and were designated 
mu, kappa, and delta (Simon, 1991). Their respective natu-
ral ligands were found to be the neuropeptides, β-endorphin 
(predominantly mu), dynorphin (kappa) and methionine-
enkephalin (delta) (Akil et al., 1984), although there is 
considerable cross-reactivity. Alkaloid opioids, including 
morphine and heroin, bind primarily, but not exclusively, to 
the mu receptor. Morphine is extracted from opium produced 
by the poppy plant, and heroin is synthetically diacetylated 
morphine. In vivo, the major metabolite of heroin is mor-
phine. Most laboratory studies employ morphine because it 
is less lipophilic than heroin, is used therapeutically, and is 
easier to dissolve. Since the mu receptor is the major tar-
get of both compounds, results obtained with morphine are 
believed to be directly translatable to heroin abuse, although 
there is some evidence for unique biologically active heroin 
metabolites (Rossi et al., 1996).

Credit for recognition of the potential existence of recep-
tors for opioids on cells of the immune system is given 
to Joseph Wybran in the laboratory of Govaerts. In 1979 
he reported modulation of the function of human T cells, 
 purified from normal peripheral blood, by exogenous and 
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endogenous opioids (Wybran et al., 1979). He observed that 
if morphine was added to human T cells in culture, they lost 
the ability to rosette with sheep red blood cells (SRBCs), 
a fortuitous property that was used before flow cytometry 
to enumerate T cells. In contrast, when the opioid neuro-
peptide, met-enkephalin, was added to the T cells, roset-
ting increased. The actions of both opioids were blocked 
by naloxone, an antagonist for all types of opioid receptors, 
showing pharmacological specificity of the effects. Wybran 
proposed that, “normal human blood T lymphocytes bear 
surface receptor-like structures for morphine and methio-
nine-enkephalin.” He concluded that, “Such findings may 
provide a link between the central nervous system and the 
immune system.” This paper was seminal because it pre-
sented strong pharmacologic data to support the existence 
of opioid receptors on cells of the immune system. How-
ever, it has been very difficult to demonstrate opioid recep-
tors routinely by binding studies using cells of the immune 
system, although scattered reports of positive results are 
published (Sibinga and Goldstein, 1988; Sharp et al., 1998). 
The difficulties may be due to low receptor numbers on 
cells of the immune system, to inability to obtain enough 
purified subsets of immune cells to do adequate binding 
studies, or to a need to activate immune cells before the 
receptors are expressed. With the advent of cloning of the 
opioid receptors from brain tissue, mRNA transcripts have 
been detected in primary cells of the immune system or 
lymphoid or monocytic cell lines for all three classes of 
opioid receptors (Loh and Smith, 1990; McCarthy et al., 
2001; Sharp et al., 1998).

37.2.1.2. Cannabinoid Receptors

Cannabinoid receptors were identified and cloned several 
years after the opioid receptors. Cannabinoids, like the 
psychotropic active ingredient extracted from marijuana, 
∆9-tetrahydrocannabinol (∆9-THC), were initially believed 
by some to simply interdigitate into cell membranes. Sub-
sequently, a cannabinoid receptor was cloned from neural 
tissue (Zhu et al., 1993). When lymphoid tissue was probed 
for cannabinoid receptor transcripts, a second receptor (des-
ignated CB2) was discovered that is primarily expressed 
in the immune system and has 44% homology to the first 
receptor (designated CB1) (Munro et al., 1993). mRNA for 
CB2 is expressed by Natural Killer (NK) cells, B cells, T 
cells and macrophages (Lee et al., 2001), and radiolabeled 
cannabinoids have been shown to bind to mouse spleen 
cells and human T cell lines (Kaminski et al., 1992; Schatz 
et al., 1997). Endogenous cannabinoid ligands have also 
been discovered, but they are not peptides like the opioids. 
Anandamide, or arachidonoylethanolamide, is a polyun-
saturated N-acylethanolamine (Devane et al., 1992), as is 
2-arachidonoyl-glycerol (Mechoulam et al., 1995; Di Marzo 
and Deutsch, 1998). It should be appreciated that the canna-
binoids may exert their effects by both receptor-dependent 
and -independent mechanisms.

37.2.2. Mechanisms by Which Drugs 
of Abuse Can Affect Cells of the Immune System

Testing of whether drugs of abuse can alter immune function 
has been carried out by in vivo administration of the drug, 
with assessment of in vivo or ex vivo immune function, or 
alternatively, by harvesting immune cells from a drug naïve 
(normal) host and exposing them to the drug in vitro. If a 
drug is given in vivo, there is the possibility that effects on the 
immune system are not due to a direct interaction of the drug 
with cells of the immune system, but that immunomodulatory 
effects are instead mediated by additional systems in the body. 
For example, opioids, cannabinoids, and other drugs of abuse, 
can modulate the Hypothalamic-Pituitary-Adrenal (HPA) 
axis, which can lead to release of immunosuppressive corti-
costeroids or to activation of the sympathetic nervous (SNS) 
system, resulting in downstream alterations in immune func-
tion. Effects on immune function could thus be a combination 
of indirect and direct effects if the drug is given in vivo.

An additional and important consideration is that both the 
neural system and cells of the immune system produce opioid 
peptides, which could lead to complicated interacting path-
ways, especially in vivo (Carr, 1991). In evaluating the studies 
discussed in this Chapter, it should be recognized that most 
immune responses were assessed two to three hours after a 
single injection of a drug. For studies testing longer exposure 
to morphine, the drug is frequently delivered by subcutaneous 
implantation of a pellet that slowly releases the drug over a 
period of a week. Alternatively, mini-pumps dispensing drugs 
can be implanted. In the case of morphine or other addictive 
opioids, these methods are used to avoid episodes of with-
drawal, which has its own immunomodulatory effects on 
immune function. In fact, a complication of studies with opi-
oids is that repeated administration can result in tolerance to 
their analgesic effects, and in many, but not all, cases tolerance 
to the effects of the drugs on the immune system ( Eisenstein 
et al., 2006). There are a limited number of studies that have 
addressed the effects of tolerance and of withdrawal from 
morphine on immune responses (Eisenstein et al., 2006).

37.3. Functional Consequences 
of Drugs of Abuse on the Immune System

37.3.1. Effects on Innate Immunity 
and the Inflammatory Response

37.3.1.1. Cells and Molecules of the Innate 
Immune Response

It is well established that drugs of abuse are involved in a wide 
range of immunomodulatory activities. Among the areas in 
immune system function in which these alterations have been 
observed is innate immunity. This arm of the immune system 
does not exhibit specificity in recognizing foreign pathogens. 
It encompasses NK cells and the “professional” phagocytic 
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cells that are the first responders to inflammation or infection. 
Natural Killer cells are lymphocytes that are involved in rec-
ognition and killing of mammalian cells that express foreign 
antigens, such as tumor antigens or viral antigens. They also 
produce cytokines (small proteins produced by immune cells 
that act in an autocrine, paracrine, or endocrine fashion) that 
can activate the mononuclear phagocytic cells. The phago-
cytic cells engulf microbes invading the host and include poly-
morphonuclear (PMN) leukocytes (also called neutrophils), 
monocytes, and macrophages. Monocytes are formed in the 
bone marrow and released into the peripheral blood. They 
are mature, but unactivated cells. When they are stimulated 
in various ways they can develop into macrophages in vivo 
or in vitro. Macrophages have several states of activation that 
are characterized by their production of cytokines and by their 
levels of microbicidal compounds, including reactive oxygen 
intermediates (ROIs) and reactive nitrogen intermediates. 
Macrophages also play an important role in the acquisition 
and presentation of foreign antigens to lymphocytes, which 
triggers the adaptive immune response.

37.3.1.2. Effects of Opioids, Cannabinoids, and 
Cocaine on NK Cells

In the cellular repertoire of the innate immune system, NK 
cells have the unique ability to kill infected target cells in a 
manner independent of antigen recognition. Alteration in 
NK cell function was among the earliest, and has been one 
of the most consistently observed, effects of drugs on the 
immune system. Many studies have shown that administra-
tion of opioids to rodents results in the suppression of NK 
cell activity. Leibeskind’s laboratory (Shavit et al., 1986b) 
was the first to show that morphine given to rats subcutane-
ously for 4 days suppressed NK cell activity. They later con-
cluded that this effect was not directly on the NK cells in the 
periphery, because N-methylmorphine, which does not pass 
the blood-brain barrier, did not depress NK function (Shavit 
et al., 1986a). Subsequently, Weber and Pert (1989) reported 
that injection of morphine into the periaqueductal gray (PAG) 
region of the brains of rats resulted in suppression of NK cell 
activity in the spleens of these animals 3 hr later. Morphine 
administered into 5 other brain sites was without effect. More-
over, the opioid specific antagonist, naltrexone, blocked the 
effects in the studies by both groups, implicating the involve-
ment of classic opioid receptors in modulating NK cell activity. 
Studies have also been carried out in which morphine has 
been given to normal human subjects under controlled condi-
tions. The results show that peripheral blood NK cell activ-
ity is depressed 24 hr after morphine administration (Yeager 
et al., 1995). The exact mechanism by which engagement of 
opioid receptors in certain regions of the brain alters periph-
eral functional capacity of NK cells is not known. However, 
more recent work implicates a neural pathway involving dopa-
mine in modulating NK activity (Saurer et al., 2006). None-
theless, the mu opioid receptor (MOR) is certainly involved in 
the effects on NK cell activity, as mice with a genetic deletion 

of MOR do not respond to morphine with depressed NK cell 
activity (Gavériaux-Ruff et al., 1998).

The cannabinoids represent another class of abused drugs 
affecting immune cell function. Although fewer studies have 
explored the effects of cannabinoids on NK cells, the literature 
to date shows that the activity of splenic NK cells is suppressed 
following in vivo injection of ∆9-THC into rats and mice (Patel 
et al., 1985; Klein et al., 1987), and also after in vitro treatment 
of human peripheral blood NK cells (Specter et al., 1986). 
∆9-THC has also been shown to block proliferation of NK cells 
in response to the cytokine, IL-2, by down-regulating the IL-2 
receptor (Zhu et al., 1993).

There are a limited number of reports of immunomodulation 
by cocaine. In vivo administration of cocaine i.v. to humans 
elevated NK cell activity in peripheral blood, but exposure of 
leukocytes to the drug in vitro had no effect (Van Dyke et al., 
1986). It was hypothesized that the in vivo effects occurred 
via release of epinephrine from the SNS (Van Dyke et al., 
1986). Contradictory results have been reported for the effect 
of cocaine on NK activity in rats, with no effect in vivo (Bayer 
et al., 1996) or suppression of activity after acute or chronic in 
vivo administration (Pacifici et al., 2003).

37.3.1.3. Drugs of Abuse Alter Functions of PMN 
Leukocytes and Monocytes/Macrophages

Opioids given in vivo have been demonstrated to inhibit ex vivo 
phagocytic cell activity (Tubaro et al., 1983). Opioids selective 
for all three classes of opioid receptors (mu, kappa, and delta), 
when added to mouse peritoneal macrophages in vitro, inhib-
ited phagocytosis of the yeast Candida albicans, and the effects 
were blocked by the respective receptor selective antagonists 
(Szabo et al., 1993). Morphine given in vivo by slow release 
pellet, or when added to murine bone marrow cells in vitro, 
blocked the maturation of precursor cells into macrophage col-
onies (Roy et al., 1991). Morphine pellets also inhibit adhesion 
of leukocytes to vascular endothelium, thus reducing inflam-
mation (Ni et al., 2000). Studies have also been carried out in 
which morphine has been added to human peripheral blood 
mononuclear cells (PBMCs), a semi-purified cell fraction that 
includes lymphocytes and monocytes. Further work has shown 
the morphine also inhibits the ability of phagocytic cells to pro-
duce superoxide and peroxide (Peterson et al., 1987a). Peterson 
and colleagues (Chao et al., 1992) have shown that the inhibi-
tory effects of this opioid on phagocytic cell activity are due, at 
least in part, to the production of Transforming Growth Factor 
(TGF)-β. Reactive oxygen intermediates, such as superoxide, 
contribute to the microbicidal activity of phagocytes, so impair-
ment of their production would be consonant with reduced 
capacity to kill ingested yeast or other microbes. Macrophages 
taken from mice exposed to morphine can undergo apoptosis 
(Nair et al., 1997), and evidence supports a role of ROI and 
nitric oxide (NO) in this process (Singhal et al., 1998; Bhat et al., 
2004). Usually depression of NO is associated with decreased 
macrophage function, so these findings are dichotomous with 
the other evidence on effects of opioids on these cells.
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∆9-THC is also reported to decrease the phagocytic 
activity of human peripheral blood monocytes and mouse 
peritoneal macrophages (Specter et al., 1991; Lopez-
Cepero et al., 1986). Alveolar macrophages of marijuana 
smokers exhibited decreased microbicidal activity against 
 Staphylococcus aureus, which is associated with decreased 
production of NO (Roth et al., 2004). ∆9-THC also affects 
macrophage processing of exogenous protein antigens 
through the CB2 receptor, as shown pharmacologically and 
using CB2-deficient mice (McCoy et al., 1999;  Buckley 
et al., 2000).

Cocaine, like ∆9-THC and morphine, has been reported to 
decrease the antimicrobial activity of alveolar macrophages 
obtained from chronic crack cocaine smokers (Roth et al., 
2004) and to decrease parameters of mouse macrophage 
activation (Ou et al., 1989; Pacifici et al., 1993). However, 
in contrast to the effects of opioids, cocaine has been shown 
to increase the activation of PMNs in human subjects, as evi-
denced by increased killing of Staphylococcus aureus (Bald-
win et al., 1997).

37.3.1.4. Effects of Drugs of Abuse on the Production 
of Cytokines and Chemokines

One mechanism by which drugs of abuse modulate immune 
function is through effects on expression of cytokines and 
chemokines, or on the functional capacity of their receptors. 
These proteins act as messengers to direct appropriate cellu-
lar activation and differentiation (cytokines) and coordinate 
the migration of cells to particular sites of inflammation or 
infection (chemokines). Cytokines have a number of func-
tions. They may alter the innate immune response, act as a 
bridge to influence the type of adaptive immune response, and 
can also amplify adaptive immune responses. Chemokines can 
participate in innate immunity, and also influence adaptive 
immunity by orchestrating the type of cells that migrate to 
a pathological site. In addition, some of the chemokines can 
act as co-activators of immune cell function. Proinflammatory 
and anti-inflammatory cytokines, and also chemokines, which 
are part of the innate immune response, mediate generalized 
symptoms of inflammation including fever (IL-1), organ dam-
age (tumor necrosis factor (TNF)-α), and migration of phago-
cytic cells (IL-8, CCL2), or dampen these responses (IL-10). 
Cytokines like IL-5 drive B cell maturation and antibody 
 production.

Morphine and other ligands for the mu receptor have been 
shown to modulate production of both cytokines and chemo-
kines, although the results have been complex. For example, 
treatment of stimulated PBMCs with morphine decreased 
IFN-γ production (Peterson et al., 1987b), but increased TGF-β 
expression (Chao et al., 1992). As TGF-β can be immunosup-
pressive, the relationship between the levels of the two cyto-
kines may be causal. A biphasic dose response relationship 
was shown for release of proinflammatory cytokines from 
stimulated mouse peritoneal macrophages treated with mor-
phine in vitro, with low doses increasing release of IL-6 and 

TNF-α, and high doses inhibiting them (Roy et al., 1998a). In 
contrast, when mice were treated with relatively high doses 
of morphine in vivo and their peritoneal macrophages were 
stimulated ex vivo, they showed increased production of 
IL-12 and TNF-α (Peng et al., 2000).

The pattern of proinflammatory cytokines produced has 
implications for the character of the adaptive immune response, 
which will occur if the host is exposed to a foreign antigen. 
A T-helper type 1 (Th1) cytokine profile polarizes the immune 
response towards a cellular immune response, whereas a T-
helper type 2 (Th2) profile favors antibody responses (Mos-
mann and Coffman, 1987). IFN-γ is a marker of a Th1 
response, and IL-4 is indicative of a Th2 response. There 
is evidence that morphine given in vivo biases the immune 
response toward a Th2 response (Roy et al., 2004). The conse-
quences of this apparent shift toward Th2-type immunity are 
not clear, since other studies show that antibody production is 
suppressed in animals treated similarly with morphine (Bus-
siere et al., 1993). These results will be discussed in greater 
detail below.

In regard to chemokines, exposure of PBMCs to DAMGO, a 
synthetic peptide selective for the mu-opioid receptor, has been 
shown to increase the expression of pro-inflammatory chemo-
kines CCL2, CCL5, and CXCL10 (Wetzel et al., 2000), and 
the chemokine receptors CXCR4 and CCR5, the major Human 
Immunodeficiency Virus (HIV)-1 co-receptors (Steele et al., 
2003; Choi et al., 1999), the latter leading to increased replica-
tion of HIV. Another major and important finding concerning 
opioids and chemokines is that there is heterologous desensiti-
zation between selective opioid and chemokine receptors (Adler 
and Rogers, 2005). Both classes of receptors are G protein-cou-
pled. Engagement of one of the receptors leads to failure of the 
other receptor to signal, probably through transphosphorylation 
of the second receptor (Steele et al., 2002; Szabo et al., 2002; 
Szabo et al., 2003; Chen et al., 2004). Prior treatment of rats 
with CCL5 or CXCL12 into the PAG region of the brain, blocks 
the antinociceptive effects of morphine similarly administered 
(Szabo et al., 2002). Heterologous desensitization of chemo-
kine receptors by opioids blocks chemotaxis of human PBMCs 
to CXCL12 (Szabo et al., 2002; Grimm et al., 1998) and also 
blocks HIV infection of primary human monocytes in vitro 
(Szabo et al., 2003). (Figure 37.1)

There are striking parallels between the effects of opioids 
and cannabinoids on cytokine production. ∆9-THC has also 
been shown to suppress proinflammatory cytokines crucial in 
host defense, such as TNF-α (Fischer-Stenger et al., 1993). 
Further studies showed a biphasic dose response to cyto-
kine production by ∆9-THC on human PBMCs, but it was 
the opposite of that observed with morphine, with low doses 
inhibiting TNF-α, IL-6 and IL-8, and high doses increasing 
these cytokines (Berdyshev et al., 1997). In a mouse model 
of Legionnaires’ Disease, ∆9-THC blocked IFN-γ, IL-12, and 
IL-12 receptor expression and increased IL-4 levels, reflecting 
a polarization of the immune response towards a Th2  phenotype 
(Perez-Castrillon et al., 1992; Klein and Cabral, 2006).  Similar 
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results were obtained using ∆9-THC on  activated human 
T cells (Yuan et al., 2002). Like morphine, cannabinoids have 
also been shown to increase the mRNA for the chemokines 
CCL2, and also for IL-8, in a monocytic cell line transfected 
with the CB2 receptor (Jbilo et al., 1999).

Cocaine is also reported to modulate the production of cyto-
kines and chemokines. Analysis of in vitro cocaine treatment 
on cytokine and chemokine expression by mouse and human 
cells has revealed a decreased ability of stimulated immune 
cells to produce INF-γ, TNF-α, IL-1, and IL-8 (Watzl et al., 
1992; Shen et al., 1994). Other studies did not agree, and 
reported an increase in TNF-α, IL-8, IL-2 and other chemo-
kines (Zhang et al., 1998; Wang et al., 1994). Interestingly, 
in vivo infusion of cocaine showed an increase in IFN-γ and a 
decrease in the anti-inflammatory cytokine, IL-10 (Gan et al., 
1998). The lack of concordance between in vitro and in vivo 
studies again suggests that drugs may have complex effects 
in vivo, partly because they can engage mediators from other 
systems that might affect immune function.

37.3.2. Effects on Adaptive Immunity

37.3.2.1. Humoral Immunity (Antibody Responses)

Morphine given by slow-release pellet has been shown 
to block the capacity of mouse spleen cells to mount an 
ex vivo antibody response to the artificial antigen, SRBCs, 
and a naltrexone releasing pellet blocks the effect of the 
opioid (Bussiere et al., 1992). Serum antibody responses to 

tetanus toxoid (Eisenstein et al., 1990) and to trinitrophenyl-
ated bovine serum albumin (Weber et al., 1987) were also 
suppressed in mice by morphine given in vivo. Morphine, 
U50,488H (kappa agonist) and deltorphin II (delta

2
 ago-

nist) have all been shown to be immunosuppressive when 
administered by osmotic mini-pump. All three agonists gave 
inverted U-shaped dose response curves over a dose range 
of 0.1 to 10 mg/kg/day, with maximal immunosuppression 
between 0.5 and 2 mg/kg/day (Rahim et al., 2001). It has 
been suggested that part of the suppressive effect of mor-
phine pellets on humoral immune responses is due to acti-
vation of the HPA-axis (Pruett et al., 1992). However, all 
of the effects of opioids on the capacity to mount an anti-
body response cannot be mediated, since spleen cells taken 
from normal animals that were never exposed to opioids 
in vivo, have depressed capacity to make antibodies to SRBCs 
when treated with various opioid agonists in vitro, (Taub 
et al., 1991; Eisenstein et al., 1995). Also, quaternary nal-
oxone, which does not pass the blood-brain barrier, blocks 
the immunosuppressive effect of a kappa agonist given in 
vivo (Radulovic et al., 1995), suggesting that the drug is act-
ing in the periphery. The suppressive effects of morphine 
and U50,488H in vivo and in vitro appear to result from 
individual effects on T cells and macrophages (Bussiere et 
al., 1993; Guan et al., 1994) which are needed to cooperate 
with B-cells to generate antibody production. Morphine has 
also been shown to have an effect on the mucosal antibody 
response. Cultured ileal segments from mice receiving mor-
phine and given cholera toxin orally were suppressed in their 
ability to produce IgA specific for cholera toxin compared 
with mice receiving placebo (Peng et al., 2001). The effect 
of chronic administration of morphine and withdrawal from 
the drug have been examined for effects on responses to a 
B-cell mitogen (LPS) (Bryant et al., 1987) and on antibody 
responses (Rahim et al., 2002). Exposure to morphine from 
slow-release pellets for 3 to 4 days led to tolerance to the 
immunosuppressive effects in both assays, and withdrawal 
led to renewed immunosuppression. Extensive investigation 
into the mechanisms of withdrawal-induced immunosuppres-
sion showed that there was a deficit of macrophage function 
(Rahim et al., 2003; Rahim et al., 2005). In contrast, other 
data suggest that withdrawal biases the immune response to 
a Th2 cytokine phenotype (Kelschenbach et al., 2005). At 
present it is not known how to reconcile these observations.

∆9-THC, like morphine, has been shown to suppress in vitro 
antibody formation by mouse spleen cells (Kaminski et al., 
1992; Kaminski et al., 1994). Interestingly, ∆9-THC is reported 
to increase IgG1 responses to Legionella  pneumophila in 
drug-treated animals, presumably by polarizing the immune 
response towards a Th2 phenotype (see below under T cell 
responses) (Newton et al., 1994).

Cocaine has been investigated for capacity to alter antibody 
responses and has been found found to be immunosuppressive 
for some antigens, but not others (Ou et al., 1989; Watson 
et al., 1983; Havas et al., 1987).

Figure 37.1. Heterologous desensitization of chemokine receptors 
following activation of the MOR. The activation of MOR by either 
morphine or a MOR-selective agonist such as DAMGO leads to the 
induction of a cross-desensitization pathway which rapidly leads to 
the inactivation of some the chemokine receptors,  including CCR5. At 
this point the cell is unresponsive to CCR5-selective  chemokines such 
as CCL3, 4 or 5. However, the MOR-induced cross- desensitization 
does not effect all chemokine receptors. For example, CXCR4 
remains fully responsive to activation by the CXCR4- specific che-
mokine CXCL12. The cell is also protected from infection with an 
R5 strain, but not an X4 strain, of HIV-1.
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37.3.2.2. T Cell Responses

Morphine given by slow-release pellet also inhibits the abil-
ity of splenic T-cells to respond to mitogens (plant products 
that cause nonspecific proliferation of immune cells). Thus, 
at 72 hr after pellet implantation splenic murine T cells had a 
marked inhibition of replication when exposed to Concana-
valin A (Con A) (Bryant et al., 1987). Reduction in response 
to Con A has also been observed using peripheral blood 
T cells of rats two hours after a single subcutaneous injec-
tion of morphine (Bayer et al., 1990). Morphine has also been 
reported to inhibit thymocyte and lymph node derived T cell 
proliferation when added to the cells in vitro (Roy et al., 1997; 
Wang et al., 2001). Other measures of T cell function relate to 
adaptive immunity in the cellular arm of the immune system. 
Several studies have shown that chronic morphine exposure 
inhibits development of delayed-type hypersensitivity (DTH) 
in rats, mice, and pigs (Pellis et al., 1986; Bryant and Roude-
bush, 1990; Molitor et al., 1992), and cytotoxic T cells in mice 
(Carpenter and Carr, 1995).

∆9-THC has also been shown to inhibit responses to Con 
A in a protocol which exposed mouse spleen cells in vitro to 
the drug (Klein et al., 1985). Cannabinoids have been stud-
ied for their ability to polarize T cells toward Th1 or Th2 
responses. It has been reported that ∆9-THC given to mice that 
are subsequently infected with Legionella pneumophila sup-
pressed IL-12Rβ2 expression by a CB1 mediated mechanism 
and increased GATA3 mRNA via CB2 signaling (Klein et al., 
2004). The IL-12 receptor participates in Th1 responses and 
GATA3 biases towards a Th2 response, leading to the conclu-
sion that cannabinoids can polarize T cell responses towards a 
Th2 phenotype. Evidence from exposure of activated human 
peripheral blood T cells to ∆9-THC also supports a Th2 
polarization (Yuan et al., 2002). ∆9-THC has also been shown 
to suppress cytotoxic T cell activity against both allogeneic 
cells (Klein et al., 1991) and virus-infected cells (Fischer-
Stenger et al., 1992).

An acute i.v. dose of cocaine has been reported to have an 
effect similar to that of morphine in suppressing proliferation 
of T cells in the peripheral blood of rats exposed to Con A two 
hours after injection of the drug (Bayer et al., 1996). Cocaine 
has been shown to inhibit production of Th2 cytokines, which 
would be expected to reduce antibody responses (Wang et al., 
1994). Cocaine given orally also suppressed DTH responses 
in mice (Watson et al., 1983).

37.4. Effects of Drugs of Abuse 
on Infection

37.4.1. Overview

The majority of publications cited above concluded that the 
various drugs of abuse were immunosuppressive. A logical 
conclusion from these observations would be that exposure to 

the drugs would sensitize to infection. Clinical observations 
of intravenous drug using (IVDU) populations have noted 
an increased incidence of bacterial infections (Risdahl et al., 
1996). However, it has not been possible to determine whether 
more infection occurs in this group because of unsanitary use 
of needles or because the drugs render the person more sus-
ceptible. This question has become important in regard to HIV 
infection, since in the United States one third of all cases of 
HIV occur in IVDUs (CDC, 2000). Epidemiologic studies 
have been compromised because drug abusers usually abuse 
more than one drug, and also smoke and abuse alcohol. Stud-
ies have not adequately teased apart these factors, nor con-
trolled for drug dosage or frequency of drug use. Several other 
reviews explore these issues in depth (Kapadia et al., 2005; 
Rogers et al., 2005). Laboratory studies using animal models 
of infections can more definitively clarify whether drugs of 
abuse can be cofactors in susceptibility to infection. Yet, sur-
prisingly there are only a few studies on drugs of abuse and 
experimental infections of any type.

37.4.2. Effects of Drugs of Abuse 
on Infections Other than HIV

Morphine has been shown to sensitize mice to fungal (Candida 
albicans) (Tubaro et al., 1983), parasitic (Toxoplasma gondii) 
(Chao et al., 1990), and bacterial (Salmonella typhimurium, 
Streptococcus pneumoniae) infections (MacFarlane et al., 
2000; Wang et al., 2005). Further, morphine and withdrawal 
from morphine are reported to induce sepsis and enhance sen-
sitivity to bacterial LPS (Hilburger et al., 1997; Roy et al., 
1998b), as well as sensitize to Salmonella infection (Feng 
et al., 2005). ∆9-THC is reported to sensitize to the bacteria, 
Legionella pneumophila and Listeria monocytogenes ( Newton 
et al., 1994; Morahan et al., 1979), and to herpes simplex virus 
(Cabral et al., 1986).

37.4.3. Effects of Drugs of Abuse 
on HIV or Related Infections

There are several papers showing that opioids up-regulate HIV 
replication when added to infected human peripheral blood 
cells or microglia in vitro (Peterson et al., 1990, 1994; Li 
et al., 2002). As mentioned in Section 37.2.1.4 on cytokines 
and chemokines, the effects of opioids on HIV infection may 
be related to drug-induced alterations in cytokine or chemokine 
production or in expression of chemokine receptors (Peterson 
et al., 1994; Li et al., 2002; Steele et al., 2003). Proinflamma-
tory cytokines, particularly TNF-α, can activate T cells and 
lead to increased HIV replication, and chemokine receptors 
are co-receptors for the virus. It is to be expected that modula-
tion of chemokine and/or chemokine receptor levels can alter 
HIV infectivity through increasing the pool of infectable cells 
or by altering availability of the number of co-receptors.

Similar immunodeficiency syndromes may result in mon-
keys and cats infected with simian immunodeficiency virus 
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(SIV) and feline immunodeficiency virus (FIV), respectively, 
but studies with these viruses have not provided a clear indica-
tion of the influence of opioids on the development of these 
immunodeficiency diseases. In one study, monkeys main-
tained on morphine had a slower progression of SIV infec-
tion, although temporary withdrawal augmented viral load 
(Donahoe et al., 1993), but in another, their progression was 
more rapid (Chuang et al., 1997). Neither acute nor chronic 
morphine or withdrawal altered FIV infection in cats, but the 
number of animals was small and the variance in FIV load 
large (Barr et al., 2003).

Cocaine has also been investigated in regard to effects 
on HIV infection and found to potentiate replication in in 
vitro systems (Peterson et al., 1992; Bagasra and Pomer-
antz, 1993). Cocaine has also been shown to up-regulate 
DC-SIGN, a molecule on the surface of human dendritic 
cells that can act as a receptor for HIV (Nair et al., 2005). In 
addition, a provocative paper reported that mice with severe 
combined immunodeficiency, that were reconstituted with 
human leukocytes and infected with HIV, had enhanced 
replication of the virus after cocaine treatment (Roth et al., 
2002). The fact that opioids and cocaine can alter replica-
tion of HIV in cell culture in vitro certainly suggests that 
the drugs should be able to alter HIV progression in vivo. 
Isolation of variables in the laboratory permits elimination 
of confounding factors in epidemiologic studies in humans, 
such as poly-drug abuse, and also standardizes drug dosage. 
Thus, there is considerable evidence from laboratory stud-
ies supporting a role for drugs of abuse in potentiating HIV 
infection.

Summary

In general, opioids and cannabinoids have been found to be 
suppressive in a wide variety of assays of immune responsive-
ness. The literature on cocaine is smaller and less consistent. 
An extension of these observations is the assessment of effects 
of the drugs on resistance to infection, a consequence of alter-
ations in immune function. Both opioids and cannabinoids 
have been shown to sensitize animals to a variety of experi-
ment infections. Interest in the effects of the opioids on HIV 
progression is sparked by the epidemiological intersection of 
intravenous drug abuse and incidence of HIV. In vitro studies 
give robust results showing augmentation of HIV replication 
in the presence of opioids. A single study with cocaine, using 
an immunodeficient mouse repopulated with human lymphoid 
cells, shows enhanced replication of HIV in the presence of 
the drug. Together, the literature suggests substantial effects 
of drugs of abuse on immune competence in general, result-
ing in immunosuppresion. The implications of the research 
are that drug abuse increases vulnerability to infection. These 
studies also reinforce the existence of physiological pathways 
between the neural and immune systems mediated by opioids 
and cannabinoids.
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Review Questions/Problems

1. It is observed that morphine given subcutaneously sup-
presses responses of spleen cells put into tissue culture 
with the T-cell mitogen Concanavalin A (Con A).

a. Mice with a disruption of the gene coding the mu opioid 
receptor (Mu Opioid Receptor knock-out mice), would 
not show suppression to Con A.

b. Morphine acts mainly through the kappa opioid receptor.
c. Morphine is mainly metabolized to heroin when it is 

injected in vivo.
d. Methyl-morphine could not be used to determine if 

peripheral receptors or brain receptors are involved in 
the immunosuppression.

e. None of the above.

2. In regard to cannabinoids:

a. They are proteins.
b. They exert their effects primarily by interdigitating into 

cell membranes.
c. There is evidence that they polarize the immune response 

towards a Th1 type phenotype.
d. There is evidence that they polarize the immune response 

towards a Th2 type phenotype.
e. They have no direct effects on cells of the immune 

system.

3. In regard to the immune system, morphine has been 
shown to:

a. Elevate antibody responses to various antigens.
b. Elevate responses to the B-cell mitogen, lipopolysac-

charide (LPS).
c. Elevate delayed-type hypersensitivity (DTH) responses.
d. Increase phagocytosis by macrophages.
e. Depress natural killer (NK) cell activity.

4. Cocaine:

a. Has no effect on the immune system.
b. Exacerbates HIV replication in a mouse/human model 

of viral replication.
c. Binds to the delta opioid receptor.
d. Depresses IL-2 production.
e. All of the above.

5. In regard to infections and drugs of abuse:

a. Morphine sensitizes mice to infection with Legionella 
pneumophila (Legionnaires’ Disease).

b. ∆9-THC sensitizes mice to Salmonella infection.
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c. Morphine and ∆9-THC have direct effects on the ability 
of bacteria to grow in broth cultures.

d. Morphine can affect resistance to infection by altering 
the activity of phagocytes.

e. Intravenous drug abusers have a rate of infection the 
same as the general population.

 6. Morphine most probably affects the progression of 
HIV infection by all of the following EXCEPT:

a. Changing the level of chemokine receptors.
b. Changing the level of chemokines.
c. Causing T-cells to undergo uncontrolled cell division.
d. Mediating heterologous desensitization of chemokine 

receptors.
e. Altering cytokine levels.

 7. Which of the following statements is true:

a. Opioids, cannabinoids, and cocaine uniformly sup-
press the activity of NK cells.

b. The use of N-methylmorphine substantiated the direct 
effects of opioid-induced NK cell suppression.

c. Mice lacking the µ-opioid receptor do not have sup-
pressed NK cell activity in response to morphine treat-
ment.

d. ∆9-THC prevents NK cell proliferation by inhibiting 
the secretion of TGF-β.

e. Morphine inhibits NK cell activity by inducing endog-
enous cannabinoid levels.

 8. Opioids modulate phagocyte activity by:

a. Increasing phagocytic uptake of bacteria.
b. Decreasing apoptosis of phagocytic cells.
c. Enhancing maturation of bone marrow cells into mac-

rophages.
d. Decreasing their ability to make microbicidal com-

pounds in vitro.
e. Decreasing maturation of lymphocytes in the bone 

marrow.

 9. Immune cells treated with morphine:

a. Uniformly have markers of activation.
b. Display altered levels of pro-inflammatory chemo-

kines, but chemokine receptor numbers remained 
unchanged.

c. Display bi-directional heterologous desensitization between 
opioid receptors and certain chemokine receptors.

d. Clearly have inhibition of Th2 cytokine responses.
e. None of the above

10. Which of the following statements is true:

a. ∆9-THC induces its effects through both CXCR4 and 
CCR5.

b. Both ∆9-THC and morphine have been shown to induce 
the expression of pro-inflammatory chemokines, such 
as MCP-1 and IL-8.

c. Like cannabinoids and morphine, cocaine treatment 
increases TNF-α and IL-1.

d. Cocaine uniformly suppresses cytokine and chemo-
kine production when given in vivo or applied to cells 
of the immune system in vitro.

e. Opioids have no effect on antibody formation.

11. Morphine and/or DAMGO treatment results 
in decreases in which of the following?

a. Apoptosis
b. Pro-inflammatory chemokine production
c. Serum antibody responses
d. TGF-β
e. All of the above

12. Inhibition of T cell responses is observed for which 
of the following drugs of abuse?

a. Morphine
b. ∆9-THC
c. Cocaine
d. All of the above
e. None of the above

13. The initial evidence suggesting that opioid receptors 
are expressed by cells of the immune system was:

a. Results showing impairment of T cells to rosette to 
sheep red blood cells in the presence of morphine.

b. Studies examining functions of the CB1 and CB2 receptors.
c. Primate studies examining disease incidence in self-

administration of heroin
d. Biochemical analyses of lymph nodes in heroin 

addicts.
e. Studies showing increased HIV infection in heroin 

abusers.

14. All of the following statements are true EXCEPT?

a. In vitro studies have shown ∆9-THC biases the immune 
response towards a Th2 cytokine profile.

b. Cocaine administration stimulated production of the 
anti-inflammatory cytokine IL-10, while simultane-
ously suppressing IFNγ.

c. Activated human PMNs show enhanced functional 
activity in response to cocaine.

d. The effects of opioids, cannabinoids, and cocaine 
on immune system function are compounded by the 
involvement of the HPA axis.

e. Chemokine expression is induced by morphine admin-
istration.

15. Evaluation of the effects of drugs of abuse can be com-
plicated by a number of factors, including:

a. The effects of the sympathetic nervous system on 
immune cell function.

b. The effects of the HPA axis on immune cell function.
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c. The capacity of cells of the immune system to produce 
endogenous opioids.

d. The production of endogenous cannabinoids in the 
periphery.

e. All of the above.

16. The function of G protein-coupled receptors, such as 
the opioid and cannabinoid receptors, can be regu-
lated by the process of heterologous desensitization. 
Which of the following statements is true about this 
regulatory mechanism?

a. This process occurs when the activation of one receptor 
leads to an increased expression of a second receptor.

b. This process only occurs between receptors expressed 
on the surfaces of adjacent cells.

c. This process cannot occur between receptors expressed 
on the same cell.

d. This is a process that appears to involve transphophor-
ylation of G protein-coupled receptors.

e. All of the above

17. Both opioids and cannabinoids have been shown to 
sensitize animals to a variety of experimental infec-
tions. The impact of drugs of abuse on resistance to 
infectious agents can be difficult to evaluate because:

a. Drug abuse rarely involves the administration of a sin-
gle drug, and the effects of poly-drug abuse are poorly 
understood.

b. Drug abusers are exposed more frequently to patho-
genic agents than non-abusers.

c. A number of additional factors, which are hard to con-
trol, impact on measurement of the immune compe-
tence of drug abusers, including the dose of the drug 
and the time since it was last taken.

d. The contributions of legal drug use, including nicotine 
and alcohol, can complicate the effects of illegal drug 
abuse.

e. All of the above.

18. All of the following influence the effect of opioids on 
susceptibility to HIV infection EXCEPT:

a. Opioids alter the expression of chemokine receptors 
that are co-receptors for HIV-1.

b. Opioids increase the expression of some chemokines, 
which may promote the attraction of additional sus-
ceptible target cells for HIV infection.

c. Opioids increase the expression of chemokines, which, 
for an individual cell, may block viral replication by 
blockading the chemokine coreceptor.

d. Opioids alter the phagocytic activity of neutrophils, 
and this would be expected to significantly alter the 
kinetics of the infection.

e. Opioids would be expected to alter the expression of 
cytokines that may, in turn, alter the replication rate of 
the virus in monocytes and T cells.
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38.1. Introduction

The immune system is subject to modulation by a  number 
of environmental cues including, but not limited to, 
 microbial infections, toxic agents, stress, drugs and trauma. 
 Endogenous immunoregulatory factors include those pro-
duced by the nervous and endocrine systems. This chapter 
discusses how these factors, as well as drugs targeting the 
immune, autonomic and central nervous systems, affect the 
immune system.

38.2. The Autonomic Nervous System

This section provides a review of the anatomy and physiology 
of the autonomic nervous system (ANS) accompanied by a 
brief description of some of the important drugs which modify 
its actions. A summary of the interaction between the immune 
system and the ANS is also included. An extensive discussion 
of the anatomy and physiology of the ANS can be found in the 
Primer on the Autonomic Nervous System (Robertson, 2004). 
Detailed information on the pharmacology of the ANS can be 
found in Goodman & Gilman’s The Pharmacological Basis of 
Therapeutics (Brunton et al., 2006).

38.2.1. Anatomy and Physiology

The ANS, a major subdivision of the peripheral nervous sys-
tem, functions as a regulator of tissues throughout the body. 
The control of these tissues is the responsibility one or both 
of the two divisions of the ANS, the parasympathetic nervous 
system and the sympathetic nervous system including the 

adrenal medulla, which act either individually or in oppos-
ing or complimentary modes. The ANS regulates a variety 
of activities essential to life including cardiac output, blood 
flow to various organs, digestion, elimination and various 
other functions. The other major subdivision of the peripheral 
nervous system, the somatic nervous system (SNS), controls 
functions such as locomotion, respiration and posture.

The ANS differs from the SNS in that: (a) the CNS is con-
nected with effector cells on autonomic end organs via two 
nerve fibers, (b) the synapses (ganglia) linking the CNS with 
these tissues are located outside the CNS, (c) the ANS uses 
both norepinephrine (NE) and acetylcholine (ACh) as neu-
rotransmitters rather than only ACh, and (d) the ANS is con-
cerned with the homeostasis of the internal environment of 
the body rather than locomotion, respiration and posture. The 
autonomic nerve fibers connecting the CNS to peripheral tis-
sues originate in the spinal and cranial regions (preganglionic) 
and synapse with the cell bodies of the motor neurons in the 
autonomic ganglia (postganglionic). This arrangement serves 
to relay CNS impulses to peripheral effector cells and also to 
serve as a control loop for autonomic reflex actions. Visceral 
afferent fibers also provide input to the autonomic nervous 
system. CNS impulses are influenced by various areas of the 
brain and integrated primarily by the action of the hypothala-
mus and the solitary tract nucleus.

The ANS is organized into two divisions, the parasympa-
thetic or craniosacral portion and the sympathetic or thora-
columbar portion. The ratio of pre- to postganglionic fibers 
is generally 1:1 in the parasympathetic division and not all 
tissues receive innervation (e.g., spleen, axilla sweat glands, 
and most blood vessels). In contrast, the ratio of pre- to post-
ganglionic fibers is 1:20 in the sympathetic division with 
unlimited distribution. This arrangement underscores the 
more discreet action of the parasympathetic division as com-
pared to the initiation of action in several tissues upon activa-
tion of the sympathetic division, the so-called “flight or fight” 
response. Parasympathetic action is conservative relative to 
the well-being of the individual whereas sympathetic action is 
responsive (Table 38.1).
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Neuronal impulses between the CNS and either division of 
the ANS require both axonal conduction and synaptic or junc-
tional transmission. Synaptic transmission (nerve to nerve) 
and junctional (nerve to effector organ) transmission are 
dependent upon the release of neurotransmitter from presyn-
aptic neurons. The majority of clinically significant drugs that 
alter neuronal activity act at the level of synaptic or junctional 
transmission. This process is primarily dependent upon the 
influx of Ca+2 through voltage-gated channels to a threshold 
level that initiates the process of exocytosis. This multi-step 
process releases significant amounts of neurotransmitter into 
the synaptic cleft sufficient to open postsynaptic ion chan-
nels or activate G protein coupled receptors. The result may 
be either stimulation or inhibition of the end organ (cardiac 
muscle, smooth muscle, exocrine glands).

ACh is the transmitter released by: (a) all preganglionic 
fibers including those innervating the adrenal medulla; (b) 
postganglionic parasympathetic fibers to smooth muscle, 
heart and exocrine glands; and (c) postganglionic sympa-
thetic fibers to sweat glands. In contrast, NE is the transmitter 
released by: (a) postganglionic sympathetic fibers to smooth 
muscle, heart and glands; and (b) adrenal medulla. The effects 
of either neurotransmitter are mediated by specific receptors. 

ACh acts on cholinergic receptors (classified muscarinic or 
nicotinic) whereas NE acts on adrenergic receptors (classi-
fied α or β). Subtypes of muscarinic (M

1–3
), nicotinic (N

N or M
), 

(α
1–2

) and (β
1–3

) receptors exist as well.

38.2.2. Neurotransmission

ACh is synthesized from choline and acetylCoA by the action 
of choline acetyltransferase in the cytosol of nerve terminals 
and packaged in synaptic vesicles for release into the synaptic 
cleft in response to neuronal depolarization. Either muscarinic 
or nicotinic receptors are responsible for the effects of ACh (e.g., 
increase in muscle tone or glandular secretion), which are subse-
quently terminated by the action of acetylcholinesterase (AChE). 
Choline, as a product of this reaction, can be actively transported 
into the nerve ending for conversion to ACh once again. ACh 
synthesis is responsive to the prevailing level of intracellular cho-
line. Muscarinic receptor responses include increases in intracel-
lular Ca+ + and activation or inhibition of various protein kinases 
mediated by G protein coupled receptors. Nicotinic receptor 
activation results in the opening of ligand gated ion channels and 
the influx of Na+ and the generation of postsynaptic (ganglia) or 
endplate (skeletal muscle) potentials.

Table 38.1. Simplified table of ANS activity on some organ systems.

Organ/System Sympathetic division  Parasympathetic division

 Action Receptora Action Receptor
BRONCHIOLAR SMOOTH MUSCLE Relaxes β

2
 Contracts M

EYE

Iris Contracts α
1
 Contracts M

Radial muscle   Contracts M
Sphincter muscle    
Ciliary muscle    

GASTROINTESTINAL TRACT
Smooth muscle Relaxes β

2
 Contracts M

Sphincters Contract α
1
 Relaxes M

Secretion   Increases M

GENITOURINARY SMOOTH MUSCLE
Bladder wall (detrusor) Relaxes β

2
 Contracts M

Sphincter & trigone Contract α
1
 Relax M

Uterus, pregnant Relaxes β
2
 Erection M

Penis, seminal vesicles Contracts α
1
  

 Ejaculation α
1
  

HEART
Sinoatrial node Accelerates β

1
 Decelerates M

Contractility Increases β
1
 Decreases (atria) M

METABOLISM
Liver Glycogenolysis α

1
β

2
  

Fat cells Lipolysis β
3
  

SKIN
Sweat glands Increases M  

VASCULAR SMOOTH MUSCLE
Skin, splanchnic vessels Contract α

1
  

Skeletal muscle vessels Relax or β
2
  

 Contract α
1
  

aα—Alpha adrenergic receptor; β—Beta adrenergic receptor; M—Muscarinic receptor.
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NE is synthesized by tyrosine hydroxylation (meta ring 
position) followed by decarboxylation and side chain β car-
bon hydroxylation. The synthesis of this catecholamine is 
regulated by tyrosine hydroxylase. Tyrosine hydroxylation is 
also a key step in the synthesis of two other important cat-
echolamines, dopamine and epinephrine. NE is packaged via 
active transport into synaptic (or chromaffin) vesicles prior 
to release by neuronal depolarization. The effects of NE are 
mediated by adrenergic receptors (α or β) which are G protein 
coupled resulting in either increases or decreases in smooth 
muscle tone as well as increases in cardiac rate and contractil-
ity. These effects arise out of receptor mediated increases in 
intracellular Ca+ + and activation or inhibition of various pro-
tein kinases. The effects of NE are terminated essentially as 
a result of its active transport into the presynaptic nerve end-
ing via an energy and Na+ dependent process which utilizes 
the norepinephrine transporter (NET). Ultimately, NE and 
other catecholamines are metabolized by monoamine oxidase 
(MAO) and catechol-O-methyltransferase (COMT).

The effects of both ACh and NE can be enhanced by the 
co-localization of agents such as the neuropeptides vasoac-
tive intestinal peptide (VIP) and neuropeptide Y (NPY). For 
example, VIP can increase ACh induced salivary secretion 
(Lundberg and Hokfelt, 1983) and NPY can enhance the vaso-
constrictive effects of NE (Wahlestedt et al., 1985). In theory, 
agents mimicking or blocking the effects of these neuropep-
tides should expand the opportunities for control of various 
disease conditions such as Sjögren’s disease and hyperten-
sion. However, significant advances in such therapy are yet 
to be realized.

38.2.3. Pharmacology of Autonomic Agents

Neurotransmission at both cholinergic and adrenergic syn-
apses can be influenced by a variety of naturally occurring and 
synthetic drugs (Table 38.2). For example, ACh secretion is 
drastically reduced in the presence of botulinum toxin which 
contains proteases that cleave proteins vital to the process of 
exocytosis. Nicotine, one of the active ingredients in tobacco 
can mimic the effects of ACh and increase (or decrease at high 
doses) autonomic ganglionic transmission as well as that at the 

skeletal motor endplate. The effects of nicotine on autonomic 
ganglia can be prevented by prior treatment with agents such 
as trimethaphan. The widespread effects of this agent due to 
its effects on all autonomic ganglia have relegated it to use pri-
marily as an experimental agent. Conversely, d-tubocurarine, 
an active ingredient present in South American arrow poison, 
is an effective muscle relaxant due its ability to block nicotinic 
receptors on skeletal muscle and finds use as a preoperative 
medication. Muscarine, a constituent of certain mushroom 
species, can mimic the stimulatory effect of ACh on various 
smooth muscles and exocrine glands. The belladonna alka-
loids, which are found in a variety of plants, can antagonize 
the effects of ACh on muscarinic receptors.

NE secretion can be effectively decreased by administra-
tion of reserpine, an alkaloid isolated from a small woody 
perennial found in India (Rauwolfia), which has a high affin-
ity for the vesicular monoamine transporter-2 (VMAT-2) and 
as such prevents NE storage. Alternatively, NE secretion can 
be increased by administration of tyramine (decarboxylated 
tyrosine), which is a constituent of a variety of foods includ-
ing red wine, pickled herring and cheese. Amphetamine has 
a similar effect, which is most prominently manifested in the 
CNS. The termination of NE effects can be circumvented 
by the administration of cocaine, which blocks NE transport 
into presynaptic nerve endings (NET) an effect, which is also 
shared by some of the first generation antidepressants, such 
as imipramine.

The structures of both ACh and NE or alkaloids possessing 
some of the properties of these agents have been modified to 
produce a variety of agents that mimic or block the effects 
of these neurotransmitters. Bethanechol is an ACh derivative 
with a longer duration of action and selectivity for muscarinic 
receptors. This agent increases smooth muscle tone and is use-
ful in the treatment of urinary retention and gastroesophageal 
reflux disease. The structure of the classic AChE inhibitor, 
physostigmine (eserine, an alkaloid) has been modified (neo-
stigmine) to limit absorption and increase nicotinic receptor 
stimulation resulting in its use in amelioration of the symptoms 
of the autoimmune disease, myasthenia gravis. Further modi-
fication of the basic structure has yielded agents, e.g., rivastig-
mine, of some benefit in improving cognition in Alzheimer’s 
disease. AChE is the target for many of the organophosphorus 
insecticides as well as extremely toxic nerve gases such as 
soman. Prompt and aggressive treatment with cholinesterase 
reactivators such as pralidoxime (pyridine-2-aldoxime methyl 
chloride) reverses the toxic effect of the organophosphorus 
compounds within moments and restores the response to skel-
etal motor nerve stimulation.

Perhaps the most widely known agent to alter cholinergic 
transmission is the belladonna alkaloid, atropine. This agent 
is relatively selective for muscarinic receptors and as such 
decreases exocrine gland secretion, smooth muscle tone and 
the effects of vagal nerve stimulation of the heart. Atropine 
has several clinical applications including use as a preopera-
tive medication, post-myocardial infarction to increase heart 

Table 38.2. ANS drugs and their receptors.

Cholinergic  Adrenergic 

  Alpha (α)  Beta (β) 
Muscarinc Nicotinic adrenergic adrenergic

Acetylcholine Acetylcholine Amphetamine Amphetamine
Atropine Botulinum toxin Cocaine Cocaine
Bethanechol Neostigmine Epinephrine Dobutamine
Botulinum toxin Nicotine Norepinephrine Epinephrine
Ipratropium Physostigmine Phenylephrine Isoproterenol
Muscarine Rivastigmine Prazosin Metoprolol
Physostigmine Soman Reserpine Norepinephrine
Rivastigmine Trimethaphan Tyramine Propranolol
Soman D-Tubocurarine  Terbutaline
Tropicamide   Tyramine
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rate and in the treatment of organophosphorus toxicity. Struc-
tural modification of this compound has produced shorter act-
ing agents, e.g., tropicamide in eye examinations and agents 
with limited ability to cross cell membranes, e.g., ipratropium 
as an airway smooth muscle relaxant. The wide availability of 
belladonna alkaloid containing plants such as jimson weed in 
the U.S. has resulted in the misuse of these agents for recre-
ational purposes due to their ability to produce CNS stimula-
tion. As mentioned above, nicotinic receptor antagonists have 
limited clinical applications.

The naturally occurring catecholamine, epinephrine, has 
a variety of effects at adrenergic receptors including both 
smooth muscle stimulation and relaxation, increased cardiac 
activity and catabolic effects on triglycerides and glycogen. 
Epinephrine finds use in cardiac stimulation after cardiac 
arrest, relief of bronchoconstriction, lowering of intraocular 
pressure in open angle glaucoma and elevation of blood pres-
sure. Modification of the ethylamine side chain of the cate-
cholamine structure results in agents with selective actions on 
β adrenergic receptors, e.g., isoproterenol, as a smooth muscle 
relaxant and cardiac stimulant and dobutamine, as a cardiac 
stimulant. Elimination of one or both of the catechol hydroxyl 
groups produces compounds with a longer duration of action 
including additional receptor selectivity dictated by modifica-
tions to the ethylamine side chain. For example, phenyleph-
rine is a non-catechol compound containing a hydroxyl group 
on the side chain β carbon with preference for α receptors. 
This agent is an effective blood pressure elevating agent that 
is also used to dilate the pupil prior to an eye examination. 
Terbutaline is also a non-catechol compound that contains a 
bulky substituent on the side chain amine resulting in selective 
action on the β

2
 receptor subtype. This agent is similar to iso-

proterenol and is therefore an effective airway relaxing agent 
but with reduced cardiac stimulant properties.

Antagonists for α adrenergic receptors are directed pri-
marily toward the α

1
 subtype and are therefore useful blood 

pressure lowering agents, e.g., prazosin. In contrast, agents 
that block β adrenergic receptor mediated responses are best 
represented by propranolol, which can block both the β

1
 and 

β
2
 adrenergic receptor subtypes. Propranolol is widely used 

as a cardiac depressant and blood pressure lowering agent. 
Structural modifications of propranolol produce agents with 
a longer duration of action and selectivity for β

1
 adrenergic 

receptors. Agents such as metoprolol have a reduced ability 
to increase airway resistance while still being able to lower 
blood pressure and depress cardiac activity.

38.2.4. Autonomic Regulation of Immunity

Infection, injury and trauma initiate a series of immune reac-
tions to overcome the effects of various pro-inflammatory 
mediators resulting in repair of injured tissues and wound 
healing. The arbiter of this response is the brain, which 
communicates with the immune system via neurotransmit-
ters, cytokines and hormones (Figure 38.1). Activation of 

the immune system by the brain occurs through two major 
pathways: (a) the hormonal response pathway which results 
in the activation of the hypothalamic-pituitary-adrenal axis 
releasing glucocorticoids; and (b) the ANS which releases 
ACh and NE from the parasympathetic and sympathetic divi-
sions, respectively, to modulate the activity of lymphoid tis-
sues. In addition these tissues contain receptors for a variety 
of neuropeptides (Steinman, 2004) which are co-released with 
either ACh or NE and are likely to exert prominent effects 
on the immune system. Classically the sympathetic portion 
has been viewed as the primary division of the ANS, which 
influences the immune system arising from the seminal work 
of Hans Selye (Selye, 1936). However, recent data also dem-
onstrates interplay between the parasympathetic division and 
the immune system (Czura and Tracey, 2005).

The sympathetic nervous system innervates the major lym-
phoid organs such as the spleen with nerve fibers reaching both 
the vasculature and the parenchyma where lymphocytes, pri-
marily T cells (T helper type 1–2, T

H
1, T

H
2), reside ( Friedman 

and Irwin, 1997). T cells possess receptors for both norepi-
nephrine and neuropeptide Y that are released in response to 
sympathetic nerve stimulation. The adrenergic receptors are 
primarily the β

2
 subtype, which is consistent with data dem-

onstrating that β
2
 agonists can markedly influence the immune 

system (Kohm and Sanders, 2001). For example, stimulation 
of T cell receptors results in increased cyclic AMP forma-
tion, which can modulate cytokine expression, i.e.,  decreasing 

Figure 38.1. Interaction between the CNS and the immune system 
via the ANS. Signals from the CNS influence the immune system 
through activation of either the parasympathetic (vagus) or sympa-
thetic portions of the ANS. (HPA - hypothalamic-pituitary-adrenal; 

 - cytokine)
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TNF-α and increasing IL-8 (Webster et al., 2002). Consistent 
with this, selective β

2
 receptor antagonists such as butox-

amine can antagonize the corticotrophin-releasing factor-
induced reduction in natural killer (NK) cell activity (Irwin 
et al., 1990). Sympathetic nerve stimulation also enhances T

H
2 

cytokine production while inhibiting T
H
1 cytokine production. 

Thus, β
2
 receptor agonists can suppress interferon-γ (IFN-γ) 

production by T
H
1 cells, an effect, which can be blocked by 

propranolol. Interestingly, prion presence in the brain has been 
linked to an interaction between splenic monocytic cells and 
the sympathetic nervous system (Steinman, 2004).

In addition to the effects mediated by the sympathetic 
nervous system, afferent activation of the vagus nerve (para-
sympathetic nervous system) through the detection of inflam-
matory stimuli, transmits signals to the brain activating a reflex 
response (Czura and Tracey, 2005). The vagus nerve is also 
the efferent arm of this reflex, which results in the release of 
ACh and binding with macrophage nicotinic receptors. Acti-
vation of the α7 nicotinic receptor on macrophages leads to 
cellular deactivation and inhibition of cytokine release. This 
effect can be blocked by the prior administration of meca-
mylamine, a nicotinic receptor antagonist with selectivity for 
neuronal receptors (Saeed et al., 2005). Thus development of 
agents selective for either adrenergic β

2
 receptors or α7 nico-

tinic receptors provides a promising avenue for the treatment 
of inflammatory diseases.

38.3. CNS Pharmacology

It is well established that the immune system is regulated by 
the CNS via the HPA axis and the sympathetic nervous system. 
Regulation of the hypothalamus by other CNS regions is com-
plex but the end result is that stimulation leads to increased 
release of CRF from the hypothalamus. CRF, in turn, acts 
on the anterior pituitary to cause release of ACTH into the 
circulation. ACTH produces release of glucocorticoids from 
the adrenal medulla. The glucocorticoids, such as cortisol, 
have powerful regulatory effects on immune system function, 
suppressing the production and release of pro-inflammatory 
cytokines and inhibiting other inflammatory processes. This 
is covered in greater detail in Chapter 34.

More recently it has become apparent that this relationship 
is reciprocal in nature, i.e., the immune system also can regu-
late the HPA axis and have significant effects on the CNS (see 
Carlson, 2003; Eskandari et al., 2003, for reviews). Chemo-
kines, cytokines and other mediators released by the immune 
system can alter CNS function and abnormally high levels of 
some cytokines, such as IL-6, are associated with mental dis-
orders, such as depression (see Chapter 34). In addition 
it is now clear that some neurohormones once thought to be 
exclusively neuronal are also produced by immune cells and 
that some immune system mediators are expressed by cells 
within the CNS. A consequence of this is that drugs whose 
primary site of action has classically been defined as the cen-

tral nervous system may play important roles in modulating 
immune system function as well. This section provides a dis-
cussion of the pharmacology of three such classes of drugs. 
These are the opioid drugs, sedative-hypnotic agents and gen-
eral anesthetics. The mechanism of action of these drugs will 
be described insofar as it is known, the traditional clinical uses 
of these drugs described briefly, and their potential involve-
ment with the immune system will be reviewed.

38.3.1. Central Nervous System

The CNS is one of the most complex organ systems in the body. 
There are multiple ways in which the CNS can be organized: 
by anatomic regions based on groupings of cell bodies and 
neuronal pathways, by neurotransmitter and neurohormonal 
systems, by cell types (neurons, astrocytes, microglia, blood 
vessels, etc.), by physiological function and by areas involved 
in particular disease states. While these organizational systems 
parallel one another to some extent, there is also considerable 
intermingling and overlap of one system with another when 
considering a specific issue. This is made even more complex 
by the ability of the CNS to compensate for and to use alter-
nate systems in the face of brain areas injured by disease or 
physical damage. A detailed understanding of these various 
organizational systems is beyond the scope of this book and 
can best be obtained from texts dedicated to each.

38.3.2. Opioid Drugs and Opioid Receptors

The opioid drugs are the most commonly used drugs to treat 
moderate to severe pain throughout the world. Opium, the 
original substance derived from the opium poppy, Papaver 
somniferum, has been used for millennia as an analgesic 
agent. The prototype opioid drug, morphine, which is derived 
from opium, has been used for almost two hundred years and 
is still the most effective opioid analgesic available. The opi-
oid drugs and their endogenous counterparts, the endorphins, 
dynorphins and enkephalins, are agonists at opioid receptors. 
The opioid receptors play a role in numerous physiological 
and pathological functions. These receptors are important for 
nociception, emotional behavior (as part of the limbic system) 
and the reinforcement of behavior (reward system). They are 
important in regulation of respiration, GI function and immune 
function. These receptors also play an integral role in depen-
dence upon opioid drugs and appear to play a significant role 
in dependence produced by other chemically unrelated drugs.

38.3.2.1. Opioid Receptors

There are four major classes of opioid receptors: mu, kappa, 
delta, and NOP receptors (see http://www.iuphar-db.org/
GPCR/ChapterMenuForward?chapterID = 1295). Pharmaco-
logical studies in many species and knockout studies in mice 
indicate that the mu opioid receptors (MOP receptors; MOR; 
OP

3
 receptors) are involved in most of the clinically impor-

tant effects associated with opioid drugs (Matthes et al., 1996; 
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Sora et al., 1997). Mu opioid agonists, such as morphine and 
codeine, are used clinically to treat moderate to severe pain, to 
control cough and diarrhea, and in the treatment of drug depen-
dence (Gutstein and Akil, 2006). Kappa opioid receptors (KOP 
receptors; KOR; OP

2
 receptors) are also involved in regulation 

of nociception. Agonists at KOP receptors, such as pentazo-
cine and butorphanol, are used as analgesic agents. High levels 
of kappa agonists are frequently associated with dysphoria, in 
contrast to the euphoria that can be produced by agonists act-
ing primarily on MOP receptors. Delta opioid receptors (DOP 
receptors; DOR; OP

1
 receptors) appear to be involved in pain 

perception, based on their anatomic localization, and may also 
be involved in drug dependence. There are currently no drugs 
specifically targeted to DOP receptors in clinical use. While 
early delta specific agonists were frequently associated with 
the production of seizures, there is an emerging set of data that 
suggests seizure liability is not a fundamental characteristic of 
delta agonists and that agonists at DOP receptors may be use-
ful in treating pain while avoiding the degree of dependence 
associated with MOP receptor agonists.

The last currently recognized member of the opioid receptor 
family is the NOP receptor (nociceptin/orphanin FQ receptor; 
N/OFQ receptor; ORL1 receptor; OP

4
 receptor). Most opioid 

agonists have a much lower affinity for NOP receptors com-
pared to the other opioid receptors. Conversely, the endog-
enous ligand for the NOP receptors, nociceptin or orphanin 
FQ (OFQ/N), is structurally similar to dynorphin but has a 
high affinity only for the NOP receptor (Mogil and Pasternak, 
2001). Our understanding of the function of the NOP receptor 
and its pharmacology is limited and the therapeutic involve-
ment of these receptors, including their relationship with the 
immune system, is not known.

Within the CNS, opioid receptors are widely distributed 
and are co-expressed in many of the same regions (Mansour 
and Watson, 1993; Neal et al., 1999). MOP receptors are 
found throughout the CNS with dense receptor expression 
in the basal ganglia, limbic structures, some thalamic nuclei 
and in the dorsal horn of the spinal cord. They are also found 
in regions involved in nociception and sensorimotor regula-
tion, including the periaqueductal grey and several thalamic 
nuclei. KOP receptors have a similar widespread distribution 
with dense receptor expression in the basal ganglia and lim-
bic structures, some thalamic nuclei and the dorsal horn of 
the spinal cord. Kappa receptors display striking differences 
between species, playing a much more prominent role in pri-
mates, including humans, than in rodents. Delta receptors 
are more restricted in distribution but are also found densely 
expressed in basal ganglia and limbic structures. Finally, NOP 
receptors are found throughout the CNS, with highest levels 
in the cortex, hypothalamus, hippocampus, some amygdaloid 
nuclei, as well as spinal cord (Neal et al., 1999; Florin et al., 
2000; Bridge et al., 2003). NOP localization suggests a role 
in multiple functions, including nociception, the reward sys-
tem, and stress response. The similar distribution of opioid 
receptors in many brain regions offers the possibility that they 

may function as both homomeric and heteromeric receptors 
(Gomes et al., 2000). A number of studies have shown that 
heterodimerization of opioid receptors leads to distinct phar-
macological characteristics (Gomes et al., 2004; Devi, 2001). 
It should be noted that there are considerable species differ-
ences in the distribution of some opioid receptors (Mansour 
et al., 1988; Bridge et al., 2003).

38.3.2.2. Endogenous Opioid Neuropeptides

The endogenous ligands for the opioid receptors are peptides 
known as the endorphins (endogenous morphine) or opio-
peptins. These include the pentapeptides methionine-enkepha-
lin and leucine-enkephalin and a heptapeptide and octapeptide 
version of methionine-enkephalin, all derived from preproen-
kephalin; β-endorphin derived from proopiomelanocortin; α- 
and β-dynorphin derived from prodynorphin; endomorphin-1 
and -2, whose precursor has not been definitively identified; 
and orphanin FQ or nociceptin, derived from OFQ/N precur-
sor protein. These peptides are discussed in more detail in 
Chapter 34.

38.3.2.3. Opioid Drug Effects on the Immune System

The first data indicating that opioid drugs affect immune func-
tion came from the work of Wybran, who demonstrated that 
morphine could modify T cell function (Wybran et al., 1979). 
Binding of opioid ligands to immune cells has been demon-
strated by many laboratories, as described in detail below. The 
binding sites for opioid drugs include both classical opioid 
sites, for which binding is blocked by naloxone or another 
opioid antagonist, and “non-classical” opioid receptors, which 
are not inhibited by classical antagonists and usually have a 
low affinity for standard opioid agonists. While the “non-clas-
sical” binding sites share many of the properties of G protein 
coupled receptors (GPCR), such as saturability and sensitiv-
ity to cations and GTPγS, their anomalous pharmacology 
leaves the picture clouded. If these are indeed opioid recep-
tors at which either endogenous or exogenous opioids could 
be expected to exert an effect, this has yet to be established. 
Given that the NOP receptor has a distinct pharmacology and 
low affinity for morphine, and that the NOP receptor appears 
to be a physiologically important receptor, it is possible that 
these “non-classical” opioid receptors will prove important in 
immune function. Similarly, the discovery of splice variants 
for the MOP receptor that have differing pharmacologies but 
whose function is currently unknown (Pasternak, 2001; Cadet, 
2004) indicates how much is yet to be learned about opioid 
receptors.

38.3.2.3.1. Opioids and the Immune System 
(In Vitro Studies)

Studies of opioid effects on immune cell function have relied 
heavily on the use of specific cell lines in culture. This is due to 
the expression of opioid receptors on subpopulations of cells, 
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making it difficult to detect receptors or receptor function in a 
mixed cell population. There have been extensive reviews of 
the many features of opioid effects on immune cells (Bidlack 
et al., 2006; McCarthy et al., 2001).

Delta and kappa opioid receptors have been demonstrated 
on several immune cells including lymphocytes, periph-
eral blood polymorphonuclear leukocytes and macrophages 
(Sharp, 2006). Parallel to this, mRNA for MOP, DOP and 
KOP receptors also have been found in many immune cell 
types, including T and B cells, lymphocytes, macrophages 
and peripheral blood mononuclear cells. Both morphine and 
kappa-selective agonists increase KOP receptor expression in 
a human lymphocytic cell line (Suzuki et al., 2001). Activa-
tion of T cells by anti-CD3-ε leads to increased expression 
of DOP receptors, priming these cells for greater response 
to opioids, either endogenous or exogenous (Shahabi et al., 
2006; Sharp et al., 2005). Treatment of peripheral blood 
mononuclear cells with morphine dose-dependently pro-
motes T

H
2 cell differentiation, apparently by increasing IL-4 

production. This response was lost in cells from MOP recep-
tor knockout mice. These studies point to a suppression of 
the immune system by morphine. The resulting failure of 
cell-mediated immunity plays a significant role, in turn, in 
increased morbidity and mortality following trauma or major 
surgery (Roy et al., 2001, 2006).

Opioids can regulate intracellular signaling in immune cells. 
As would be expected, regulation of intracellular signaling 
depends on the receptor subtype and the cell line being stud-
ied. DOP receptors inhibit adenylyl cyclase in human T cells 
in a pertussis toxin-sensitive manner, indicative of a GPCR 
linked to Gi/o (Sharp et al., 1996). KOP receptors act in a 
similar manner in the R1.1 thymoma cell line (Lawrence and 
Bidlack, 1993). Many other studies have been carried out in 
the same vein but the results are not always consistent, similar 
to other studies trying to decipher regulation of immune sys-
tem function (Sharp, 2006). This supports the idea that regula-
tion of the immune system by opioids, both endogenous and 
exogenous, is complex and the direction of this regulation is 
dependent upon many variables. It also suggests that many of 
the findings reported to date will prove to be highly specific 
to the experimental paradigm and may not translate well into 
the in vivo situation.

Given the expression of opioid receptors and endogenous 
opioid peptides by cells in the immune system, the ques-
tion naturally arises as to whether the opioid drugs have an 
impact on immune system function. While many studies 
have addressed this question, there is much to be learned 
(Bidlack et al., 2006; McCarthy et al., 2001). It appears that 
KOP receptors play a role in T-cell development since they 
are highly expressed on immature thymocytes and diminish 
in expression as these cells mature. KOP receptor-selective 
agonists inhibit synthesis of IL-1 and TNF-α but not IL-6 in a 
macrophage cell line (Belkowski et al., 1995). DOP receptors 
can stimulate T-cell chemotaxis based on the use of highly 
specific DOP receptor agonists (Heagy et al., 1990).

It has also been shown that morphine, primarily through 
MOP receptors, can alter viral replication in immune cells. 
Morphine inhibits the anti-HIV activity of CD8+ T cells in vitro, 
possibly through inhibition of IFN-γ production and activity. 
This leads to increased HIV production (Wang et al., 2005b). 
In a similar manner, morphine and, even more so, morphine 
withdrawal increase Hepatitis C virus replication in human 
hepatoma cell lines by suppressing interferon-α expression 
(Wang et al., 2005a). These studies suggest that opioid abuse 
by people with these and other viral infections can contribute 
to maintaining and promoting the viral infection. This points 
to the importance of gaining a thorough understanding of the 
effects of opioids on the immune system, especially in cases 
of chronic infection.

38.3.2.3.2. Opioids and the Immune System 
(in vivo studies)

Are the multiple effects of opioids and opioid receptor stimu-
lation on the cell biology of immune cells reflected clinically? 
The answer is not clear at present. It is well known that intra-
venous drug abusers suffer from greater rates of infection than 
non-abusers. This suggests that chronic drug use reduces func-
tion of the immune system. However, it is difficult to make 
this association clearly since drug abusers typically have many 
risk factors for developing infections. In addition, attempts to 
implicate any single drug in potential effects are confounded 
by the multi-drug use prevalent in this population.

Some animal studies have provided data suggesting opi-
oids do reduce immune function in a clinically relevant man-
ner (see McCarthy et al., 2001, for review). A single dose of 
morphine in mice or rabbits drastically reduced reticuloen-
dothelial system activity, phagocyte count, phagocytic index, 
killing properties, and superoxide anion production in poly-
morphonuclear leukocytes and macrophages (Tubaro et al., 
1983). Morphine also increased the susceptibility of animals 
to fungal infection. The results suggest that there is a rela-
tionship between morphine’s depression of phagocytic func-
tions and morphine’s exacerbation of infections. In a similar 
study morphine increased the sensitivity of mice to a strain of 
Toxoplasma gondii (Chao et al., 1990). Interestingly in this 
study, if the mice were made tolerant to morphine, the sensiti-
zation effect was lost. A similar protective effect of tolerance 
was found in pigs infected with swine herpes virus-1 (Risdahl 
et al., 1993).

In studies examining the human population, results vary. 
While one study found that survival in HIV-infected intrave-
nous drug abusers was significantly shorter compared to those 
not using intravenous drugs (Rothenberg et al., 1987), more 
recent studies have found no difference in disease progression 
between the two groups (Margolick et al., 1992; Lyles et al., 
1997). Based on animal studies it seems that opioid drugs, 
such as morphine, can reduce immune function in the whole 
animal, as indicated by both in vitro and in vivo studies. It 
is not presently clear how directly these results will trans-
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late into the clinical setting or whether they will be relevant 
to treatment of normal individuals or of those with on-going 
infections and/or undergoing treatment for drug abuse, such as 
with methadone or naltrexone.

38.3.3. Sedative-Hypnotic Agents 
and Drug Abuse

Sedative-hypnotic agents are some of the most widely pre-
scribed and used drugs in the developed world. They are also 
frequently drugs of abuse. Sedative-hypnotics are used to pro-
mote sleep, as their name implies, and to reduce anxiety. Their 
overall effect is to act as CNS depressants. We will consider 
the two major classes of drugs in this category, the benzodi-
azepines and the barbiturates. For a detailed discussion of the 
pharmacology of these agents, see Charney et al. (2006).

38.3.3.1. Benzodiazepines

The benzodiazepines are a group of chemically related drugs, 
the best-known members of which are chlordiazepoxide (Lib-
rium®) and diazepam (Valium®). There are many others with 
variations in properties, particularly onset of effects and dura-
tion of action. The most recognized effects of the benzodiaz-
epines are centrally mediated and include sedation, hypnosis, 
decrease in anxiety, muscle relaxation and anticonvulsant 
effects.

38.3.3.1.1. Benzodiazepine Receptors

The best-characterized molecular target of the benzodiaz-
epines is the GABA-A receptor (Charney et al., 2006; Burt, 
2003). Each receptor, which acts as a chloride channel, is 
composed of five subunits. There are at least seven subunit 
families composed of at least 19 individual subunits. Some 
of the subunits undergo alternative splicing, adding to the 
complexity. Because of the multitude of subunits, there are 
many thousands of potential subunit combinations. In real-
ity, far fewer are expressed. The most common composi-
tion of GABA-A receptors is two alpha, two beta, and one 
gamma subunit. Which particular subunits compose the 
GABA-A receptor in different regions of the brain is not 
well understood. Since the subunit composition determines 
receptor pharmacology, channel properties and intracellular 
localization, understanding the composition of the receptors 
expressed in a particular tissue or cell type is very important. 
Because of the multitude of possible subunit compositions 
and the fact that a single cell may express more than one type 
of GABA-A receptor, understanding the function of GABA-
A receptors is a daunting task.

As mentioned above, the GABA-A receptor is a chloride 
channel. Binding of GABA to the receptor opens the chan-
nel to allow an inward flux of chloride ions. Benzodiazepines 
are modulators of this action. Benzodiazepines are thought to 
bind at the interface of the alpha and gamma subunits and they 

do not affect receptor function unless GABA also binds to the 
receptor. In this case, the benzodiazepines increase the effect 
of GABA, leading to a greater chloride flux and a greater 
hyperpolarization of the cell, producing an inhibition of syn-
aptic transmission.

A second receptor for the benzodiazepines is the  peripheral 
benzodiazepine receptor (PBR) which is an enigmatic recep-
tor (Gavish et al., 1999). While there has been a significant 
amount of work published about it, the PBR remains some-
what obscure and its physiological role is still not clear. 
The PBR are found primarily on mitochondrial membranes 
( Zavala, 1997), but are also present on cell surface mem-
branes. In mitochondria the PBR complex has been suggested 
to make up the mitochondrial permeability transition pore, 
which plays an important role in regulation of cell survival 
or death (Casellas et al., 2002). The PBR has been character-
ized primarily by radioligand binding studies. As the name 
implies, the PBR was originally discovered as a binding site 
for benzodiazepines that was pharmacologically distinct from 
the central binding site and was found outside the CNS. The 
highest concentration of PBR is found in the adrenal gland 
but it has also been identified in many other peripheral organs. 
The pharmacology of the PBR is distinct from that of the 
central benzodiazepine (GABA-A) receptor in that some 
of the classical benzodiazepines bind to the PBR with high 
affinity, while others have only low affinity for the receptor. 
Some benzodiazepines have a high affinity for both the PBR 
and GABA-A receptors, while others have high affinity for 
only one. The clinically useful drugs all have a relatively high 
affinity for the central receptor.

38.3.3.1.2. Benzodiazepines and the Immune System

Knowledge of the interaction of benzodiazepines and the 
immune system is much less advanced compared to our 
understanding of interactions between opioid systems and 
the immune system. It is clear that the benzodiazepines have 
strong anti-anxiety effects and that through these actions they 
reduce the response to stressful situations (Zavala, 1997). 
This, in turn, will reduce stress-induced activation of the HPA 
axis and so reduce its regulatory effects on the immune sys-
tem. These effects are centrally mediated, however, and can be 
considered indirect effects.

A direct effect of benzodiazepines on immune cells is 
implied by the presence of GABA-A receptors on some 
immune cells. Central benzodiazepine receptors form part 
of and regulate the activity of the GABA-A receptor. Mouse 
T lymphocytes and human peripheral blood mononuclear 
cells have been shown to express functional GABA-A 
receptors (Bergeret et al., 1998; Alam et al., 2006). Treat-
ment of T cells with GABA inhibited proliferation and the 
effect was identified as being due to GABA-A receptors 
using pharmacological criteria (Tian et al., 1999). A similar 
study demonstrated inhibition of several proinflammatory 
T cell functions by GABA (Tian et al., 2004). More directly, 
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diazepam has been shown to alter neutrophil activity in 
vivo, supporting an effect of benzodiazepines on immune 
function in the whole animal (da Silva et al., 2003). In this 
study acute treatment with diazepam increased several 
measures of activity while chronic treatment increased the 
PMA-induced neutrophil oxidative burst but decreased neu-
trophil phagocytosis. There is much more to be learned in 
this relatively young field.

Numerous studies point to a role for peripheral benzodi-
azepine receptors (PBR) in regulation of immune function as 
well (see Covelli et al., 1998; Zavala, 1997). PBR are reported 
to be expressed on many cells within the immune system, with 
a rank order of monocytes = polymorphonuclear neutrophils > 
B cells, NK cells and T cells. It has been shown that benzodi-
azepines acting on PBR produce a stimulation of chemotaxis, 
the production of reactive oxygen species and cytokine pro-
duction. For example, stimulation of PBR induces chemotaxis 
in human monocytes, an effect not produced by stimulating 
central benzodiazepine receptors (Ruff et al., 1985). PBR ago-
nists reduce the ability of splenocytes and macrophages to pro-
duce an oxidative burst. Conversely, blocking PBR in human 
neutrophils with antibodies enhances the oxidative burst pro-
duced by stimulation with fMLP (Zavala et al., 1990, 1991). In 
an in vivo study, diazepam administration blocked an increase 
in superoxide anion production in response to a stressful 
situation, and phagocytosis by peritoneal macrophages was 
reduced (Salman et al., 2000). Stimulation of mouse spleen 
macrophages by LPS leads to the production of TNF and this 
effect can be inhibited by PBR agonists (Zavala et al., 1990). 
However, studies with human immune cells are not as clear 
cut and PBR agonists can exhibit bell-shaped dose-response 
curves, producing just the opposite effects at some concentra-
tions (Taupin et al., 1991). In his review, Zavala concludes that 
stimulation of peripheral PBR has important consequences on 
immune cell function, but the data are not always consistent in 
terms of effects produced (Zavala, 1997).

Unfortunately, for reasons that are not clear, interest in stud-
ies of PBR in general, including PBR regulation of immune 
function has waned in recent years and the lack of progress 
leaves the entire issue of PBR function in the immune system 
cloudy. Part of the reason for decreased interest may be the 
finding that in many cases the benzodiazepines used clinically 
have been found to have weak or no activity at PBR in some 
systems, so the relevance to drugs currently used in the clinics 
is not apparent.

38.3.3.2. Barbiturates

The barbiturates are the other major group of sedative- hypnotic 
agents. Similar to the benzodiazepines, they are a group of 
chemically related drugs and there are many variations in 
properties, particularly onset of effects and duration of action. 
The most recognized effects of the barbiturates are centrally 
mediated and include sedation, hypnosis, decreased anxiety, 
and, at high doses, anesthetic properties. The mechanism of 

action of the barbiturates is similar to that of the benzodi-
azepines in that barbiturates increase chloride conductance 
through the GABA-A receptor. However, there are significant 
mechanistic differences as well. The exact site of barbiturate 
action is not certain, although there is some evidence barbitu-
rates act at the interface between the alpha and beta subunits. 
Gamma subunits do not have to be present in GABA-A recep-
tors for barbiturates to produce their effects, in contrast to the 
benzodiazepines. In addition, barbiturates potentiate GABA 
actions by prolonging the periods during which channel open-
ings occur in response to GABA, whereas benzodiazepines 
increase the frequency of opening bursts.

The impact of barbiturates on immune system function is 
even more poorly defined than the impact of benzodiazepines. 
The presence of GABA-A receptors on immune cells offers 
the possibility that barbiturates can affect immune function. 
However there has been little examination of this area. Early 
studies indicated that select barbiturates, such as thiopental, 
may impair oxygen radical production during phagocytosis of 
neutrophils (Weiss et al., 1994a; Weiss et al., 1994b), whereas 
most other barbiturates do not. There appear to be no other 
detailed studies examining barbiturate impact on immune 
cells, particularly on specific immune cell types. Based on 
the little information in the literature, the current conclusion 
is that most barbiturates, when used at clinically relevant 
doses, probably do not have a significant impact on immune 
 function.

38.3.4. General Anesthetics

The general anesthetics are a chemically diverse group of 
drugs used primarily during major surgical procedures. They 
produce several important effects, including loss of pain 
perception, loss of consciousness, reduction of autonomic 
responses, amnesia and respiratory depression. They depress 
many, if not most, CNS modalities. A detailed account of their 
pharmacology is presented by Evers and colleagues (Evers 
et al., 2006).

The mechanism of action for the general anesthetics has 
been the subject of debate for decades. The unitary theory of 
anesthetic action held sway for many years and posited that 
all general anesthetics act by perturbing the physical proper-
ties of cell membranes. This all-encompassing and relatively 
vague explanation has been discarded in recent years. Cur-
rent understanding is that general anesthetics depress synaptic 
transmission and some data indicate this is region-specific in 
the CNS, depending on the agent in use.

In general, there are two broad mechanisms by which the 
decrease in synaptic transmission is achieved by general 
anesthetics, either increased inhibitory neurotransmission or 
decreased excitatory neurotransmission. Many general anes-
thetics, particularly inhalation anesthetics, appear to act at 
GABA-A receptors, increasing the sensitivity of the recep-
tors to GABA. This is similar to the effects of the sedative-
 hypnotic agents, at least at a superficial level, and it results 
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in increased inhibitory neurotransmission. There is evidence 
that general anesthetics acting through GABA-A receptors 
bind to a specific site or sites on the receptor, although these 
have not been defined in most cases. There is limited evidence 
that other general anesthetics may act by increasing the activa-
tion of inhibitory glycine receptors or by reducing the activity 
of excitatory neuronal nicotinic receptors, both actions that 
would produce the same end result, decreased activation of 
postsynaptic neurons. Several other mechanisms of general 
anesthetic actions are known or have been proposed, includ-
ing inhibition of excitatory NMDA receptors, and activation 
of potassium channels leading to a greater cellular hyperpolar-
ization (Evers et al., 2006). While much remains to be learned, 
the common factor in all of these mechanisms is reduction in 
postsynaptic neuronal excitability.

38.3.4.1. General Anesthetics and the Immune System

The impact of general anesthetics on immune system function 
is even less characterized than that of the opioids or the seda-
tive-hypnotic agents. Based on the expression of GABA-A 
receptors by immune cells, as mentioned above, the molecular 
target for some of the general anesthetics is in place. The dem-
onstration of NMDA receptors on T cells (Miglio et al., 2005) 
and of glycine receptors on macrophages and leukocytes (Froh 
et al., 2002) offers the possibility that other general anesthet-
ics may also affect immune function. Overall, however, the 
information available is limited. While it is clear that anesthe-
sia and surgery depress immune function, deciphering the role 
of general anesthetics in this complex situation is difficult. 
A number of in vitro studies have shown that anesthetic agents 
suppress a number of immune functions, including recruit-
ment and activation of neutrophils, lymphocyte activity and 
NK cell activity. However, even though there are many in 
vitro studies demonstrating changes in immune cell function, 
there have been no studies that have shown their importance 
clinically and it has been suggested that in healthy people 
these effects are probably negligible (Levy, 2006; Galley and 
 Webster, 2006). On the other hand, it is possible effects of 
general anesthetics on the immune system may be relevant 
in patient populations whose overall health is compromised. 
This question remains to be resolved.

38.4. Immunopharmacologics

This section provides a discussion of the pharmacology of 
the various agents that directly affect the immune system. It 
emphasizes their mechanism of action with a brief description 
of their therapeutic uses. More detailed information on their 
pharmacology can be found in Goodman and Gilman’s The 
Pharmacological Basis of Therapeutics (Brunton et al, 2006). 
Immunopharmacologics can be divided into two major areas, 
the immunostimulants and the immunosuppressives.

38.4.1. Immunostimulating Agents

Since many diseases are associated with cellular immunodefi-
ciency there is an important need for immunostimulants. They 
have potential use as vaccine adjuvants and for the treatment 
of cancer, human immunodeficiency viral infections and in 
certain other infections. The immunostimulating agents are 
probably best known at this time for their use in the treatment 
of cancer. When used for this purpose these drugs often act 
through more than one mechanism. For example, in addition 
to their ability to augment the immune system, they may have 
direct cytotoxic effects as well as being able to induce differ-
entiation of the cancer cells.

38.4.1.1. Interferons

Interferons were first characterized as antiviral proteins pro-
duced by host cells. Later it was found that interferons had 
antiproliferative activity and also served as modulating agents 
for macrophages and natural killer cells.

Interferons consist of three families of protein molecules (α, 
β and γ) whose production can be induced in most cells by sev-
eral different stimuli. Interferon-α is induced in several types 
of leukocytes by foreign cells, virus-infected cells, tumor cells, 
bacterial cells and products and virus envelopes. Interferon-β 
is produced in fibroblasts, epithelial cells and macrophages by 
viral and other foreign nucleic acids. Interferon-γ is induced 
in T lymphocytes by foreign antigens to which the T cells 
are sensitized (Ballow, 2005; Samuel, 2001). Natural killer 
cells also produce this interferon under certain conditions. 
More recent technology allows interferons to be produced by 
recombinant DNA techniques usually by using a genetically 
engineered Escherichia coli bacterium containing DNA cod-
ing for human interferon. Interferons first bind to specific cel-
lular receptors and then initiate a series of intracellular events 
including induction of certain enzymes, inhibition of cellu-
lar proliferation and enhancement of immune activities. The 
effects of interferon on the immune system include increased 
phagocytosis by macrophages and augmentation of specific 
cytotoxicity by T lymphocytes. Interferon may also modulate 
major histocompatibility molecules, tumor-associated anti-
gens, dendritic cells, Fcγ receptors, and intercellular adhesion 
molecules (ICAM-1) on tumor cells potentially making them 
better targets for immune recognition (Wiesemann et al., 2002; 
Tomkins, 1999; Krensky et al., 2005; Goldstein et al., 2003).

Interferon alpha induces remissions in 90 percent of cases 
of hairy cell leukemia. It is also effective against Kaposi’s 
sarcoma and certain cases of chronic myelogenous leuke-
mia seem to respond well. A few cases of multiple myeloma, 
malignant lymphoma and breast cancer have shown complete 
or partial responses to interferons (Goldstein et al., 2003). 
Interferons are seldom used as the sole agent, so it is difficult 
to assign exact values to effectiveness. Indeed, their effective-
ness seems to be enhanced when they are used in conjunction 
with other cancer chemotherapeutic agents, with other cyto-
kines or with surgery or radiation.
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38.4.1.2. Interleukin-2 (IL-2)

IL-2 is a lymphokine produced by activated helper T-lympho-
cytes. It induces the proliferation of T cells and promotes the 
differentiation of lymphocytes into cytotoxic cells. IL-2 also 
induces interferon gamma production (Lewko and  Oldham, 
2003). Activation of peripheral leukocytes with the drug 
 produces lymphokine-activated killer cells (LAK) that lyse a 
variety of tumor cells in vitro. IL-2 has been cloned in bacteria 
through recombinant DNA technology, thus allowing the pro-
duction of large amounts. IL-2 alone or with LAK cells can 
cause regression of several established metastatic tumors in 
animals (Lewko and Oldham, 2003; Dorr, 1993).

IL-2 has been approved for the treatment of renal cell car-
cinoma and also has shown good activity in malignant mela-
noma. Both of these tumors are refractory to chemotherapy. 
IL-2 has also been used investigationally, both alone and in 
combination with LAK cells, with chemotherapy and with 
other biological response modifier’s (BRM’s) to treat a variety 
of different cancers (e.g., head and neck carcinoma, colorectal 
cancer, central nervous system cancer etc). In addition to can-
cer therapy, IL-2 has been used to treat patients infected with 
human immunodeficiency virus and it has been used ex vivo 
to generate antiviral T cells which were reinfused into patients 
(Lewko and Oldham, 2003; Dorr, 1993).

38.4.1.3. Immunoglobulin Intravenous Therapy 
(IGIV Therapy)

Immune globulin (IG) is a purified preparation of gamma 
globulin. It is derived from large pools of human plasma and 
is comprised of four subclasses of antibodies, approximating 
the distribution of human serum (Ballow, 2005).

IG is not absorbed to a significant extent following oral 
administration. Peak levels following IM administration 
occur in approximately 2 days. When given IV, peak levels are 
attained immediately but the serum IgG level drops to about 
40–50% during the first week after infusion. The half-life of 
IgG is about 24 days in healthy adults.

Despite its widespread and long history of use its specific 
mechanism of action is not established. It elicits several bio-
logical and immunological responses including anti-infective, 
anti-inflammatory and immunomodulatory activities. The 
present evidence seems to be that the multiple effects work in 
concert with each other. Each mechanism contributes differ-
ently depending on the disease (Ballow, 2005; Shah, 2005).

IGIV is used either for antibody replacement or immuno-
modulation. Some of the indications as replacement therapy 
include general or specific immunodeficiency states e.g., 
hepatitis A prophylaxis, chronic lymphocytic leukemia 
with hypogammaglobulinemia, multiple myeloma with spe-
cific antibody deficiency, low birth weight babies at risk for 
infection and infants/children with HIV. It is also used as an 
immune modulator in conditions such as idiopathic thrombo-
cytopenic purpura and acquired hemophilia (Krensky et al., 
2005; Shah, 2005).

38.4.2. Immunosuppressive Agents

Agents that suppress the immune response have assumed 
an increasing importance in medicine in recent years. These 
agents have two important uses. One is for inhibiting organ 
transplant rejection. The second use of these drugs is in the 
treatment of autoimmune and inflammatory diseases. Major 
drugs used as immunosuppressives can be subdivided into 
several categories.

38.4.2.1. Corticosteroids

The adrenal corticosteroids have been extensively used to sup-
press many different aspects of the immune response. All of 
the corticosteroids have similar mechanisms of action. They 
bind to specific corticosteroid binding proteins in the cyto-
plasm. These complexes are then transported into the nucleus 
where they bind to discrete portions of the cell’s DNA. This 
binding results in derepression of regulatory genes and the 
subsequent transcription of new mRNA (Rhen and Cidlowski, 
2005). Steroids inhibit the consequences of the immune 
response. They have several different actions in this regard. 
One of their most important effects is to transiently alter the 
number of circulating leukocytes. There is a rapid increase 
in the number of neutrophils and a concomitant decrease in 
the number of lymphocytes, monocytes, eosinophils and baso-
phils (Krensky et al, 2005).

Steroids also alter important functional activities of lym-
phocytes and monocytes. This effect is mainly on T lympho-
cytes and is at least partly due to a decrease in IL-2 production. 
Other proinflammatory cytokines such as IL-1 and IL-6 are 
also down regulated (Barnes, 2001; Krensky et al., 2005). The 
effect on B lymphocytes is less prominent. Steroids also pro-
foundly impair the function of monocytes/macrophages by sig-
nificantly decreasing their phagocytic ability. Glucocorticoids 
also increase I| B expression, thereby curtailing activation of 
NF-κB, which increases apoptosis of activated cells (Auphan 
et al., 1995).

Prednisone, prednisolone and other glucocorticoids are 
used both alone and in combination with other immunosup-
pressives for treatment of transplant rejection and autoim-
mune disorders (Barry, 1992; Krensky et al., 2005).

38.4.2.2. Calcineurin Inhibitors

38.4.2.2.1. Cyclosporine

With the discovery and development of cyclosporine, a new 
era in immunopharmacology was born. Cyclosporine was the 
first agent to affect a specific cell line of the body’s immune 
defenses. It is suppressive mainly to T cells, in contrast to the 
cytotoxic agents, which affect all cell lines at the same time. 
Cyclosporine is the forerunner of a group of immunosup-
pressants that are active against specific components of the 
immune response.

Cyclosporine predominantly suppresses T-cell dependent 
immune mechanism such as those underlying transplant rejec-
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tion and some types of autoimmunity. It has much less effect 
on humoral immunity (Krensky et al., 2005). It preferentially 
inhibits antigen-triggered signal transduction in T lymphocytes, 
inhibiting expression of many lymphokines including IL-2 and 
the expression of antiapoptotic proteins.

Cyclosporine binds to an intracellular protein, cyclophilin. 
Cyclophilins and similar binding proteins are now referred 
to collectively as immunophilins and their enzymatic activi-
ties are relevant to the actions of immunosuppressants such 
as cyclosporine and tacrolimus. This complex inhibits the 
phosphatase activity of calcineurin, which in turn prevents 
dephosphorylation and translocation of NFAT. NFAT is 
required to induce a number of cytokine genes, including 
that for interleukin-2, which serves as a T-cell growth and 
differentiation factor (Krensky et al., 2005; Matsuda and 
Koyasu, 2000). Cyclosporine also increases expression of 
TGF-β, which is a potent inhibitor of IL-2 stimulated cell 
proliferation and generation of cytotoxic T lymphocytes 
(Khanna et al., 1994).

It is important to point out that cyclosporine is not cyto-
toxic in the ordinary sense and hence does not depress bone 
marrow. Because it does not encourage (in fact, it suppresses) 
graft-versus-host immune reactions, it is especially useful in 
bone marrow transplants.

Cyclosporine is an important drug in preventing rejec-
tion after kidney, liver, heart and other organ transplantation 
(Haberal et al., 2004). Cyclosporine usually is combined with 
other immunosuppressives especially glucocorticoids and 
either azathioprine or mycophenolate mofetil and sirolimus 
(Krensky et al., 2005). In renal allotransplants it has improved 
graft acceptance in most clinics to 95 percent. In addition to its 
use in transplantation cyclosporine is used for the treatment of 
a number of autoimmune diseases. In autoimmune diseases, as 
might be anticipated, cyclosporine is most effective in those 
which are T cell mediated. These include several forms of pso-
riasis, rheumatoid arthritis refractive to all other therapy, uve-
itis, nephrotic syndrome and type I diabetes mellitus.

38.4.2.2.2. Tacrolimus

Tacrolimus is a macrolide antibiotic produced by the soil 
fungus Streptomyces tsukubaensis. It is one hundred times 
more potent than cyclosporine in vitro, but is equally as toxic 
if not more so. It suppresses both humoral and cell-mediated 
immune responses. Although chemically distinct from cyclo-
sporine it elicits similar immunosuppressant effects.

The mechanism of action of tacrolimus is similar to that 
of cyclosporine at the molecular level (Krensky et al., 2005; 
Spencer et al., 1997). Tacrolimus exerts potent inhibitory 
effects on T lymphocyte activation. It binds to an intracel-
lular protein, FKBP-12. A complex is formed which inhibits 
the phosphatase activity of calcineurin. This in turn prevents 
dephosphorylation and translocation of nuclear factor of acti-
vated T lymphocytes (NFAT) which results in inhibition of 
T-lymphocyte activation.

Tacrolimus is indicated for prophylaxis of organ rejection in 
adult patients undergoing transplantation and to treat a variety 
of autoimmune diseases (Fung, 2004; Krensky et al., 2005; 
Spencer et al., 1997).

38.4.2.3. Cytotoxic/Antiproliferative Agents

Most anti-proliferative or cytotoxic agents were originally 
introduced into medicine as anticancer agents. They are able 
to kill cells that are capable of self-replication, including both 
normal and neoplastic cells. In the process of responding to 
an antigen, immunologically competent lymphocytes are 
transformed from resting cells to actively proliferating cells. 
Thus they are susceptible to the action of the cytotoxic agents. 
Several different antiproliferative agents have proved highly 
active as immunosuppressive agents.

38.4.2.3.1. Cyclophosphamide

The alkylating agent cyclophosphamide is used in cancer 
chemotherapy. It was one of the first antiproliferative/cyto-
toxic agents used as an immunosuppressant and is a highly 
potent agent. It destroys proliferating cells and also appears 
to alkylate a portion of the DNA in resting cells. Compara-
tively, cyclophosphamide has a greater effect on humoral 
antibody responses than on cellular reactions. Its effect on 
cell mediated immunity is variable with some reactions are 
inhibited while others are augmented. The inhibition is due 
to its effects on T suppressor lymphocytes (Tew et al., 2001). 
Cyclophosphamide has been used to prevent transplant 
rejection especially in developing countries as a result of 
its low cost and ready availability. In relatively small doses, 
cyclophosphamide is also effective in the treatment of some 
autoimmune disorders such as the childhood nephrotic syn-
drome, severe systemic lupus erythematosus and Wegener’s 
granulomatosis (Neuhaus et al., 1994; Valeri et al., 1994).

38.4.2.3.2. Azathioprine

Azathioprine is a prodrug in that it is slowly converted in the 
body to mercaptopurine. This reaction can occur in a nonen-
zymatic fashion with the aid of glutathione or other sulfhydryl 
compounds. Perhaps it is this attribute that makes azathioprine 
superior to mercaptopurine as an immunosuppressant. After 
conversion to 6-mercaptopurine, its mechanism of action 
is similar to other purine antimetabolites. It interferes with 
nucleic acid synthesis through enzyme inhibition and it may 
be incorporated into DNA after conversion to the nucleotide 
form (Hande, 2001). Therefore, its action in suppression of 
the growth of lymphoid cells is not selective. Although both 
cell-mediated and humoral responses are suppressed it does 
appear to have a preferential affect to inhibit T cell responses. 
Azathioprine has been a mainstay drug in all types of trans-
plantation but especially in renal allografts (Hande, 2001). In 
recent years its use has declined as it is being replaced by 
mycophenolate mofetil which seems to be safer and more 
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effective. It is indicated as an adjunct for prevention or organ 
transplant rejection and in severe rheumatoid arthritis (Hong 
and Kahan, 2000; Krensky et al., 2005).

38.4.2.3.3. Methotrexate

Methotrexate is a folic acid analog. It inhibits folic acid syn-
thetic pathways and DNA synthesis (Bannwarth et al., 1994). 
Methotrexate is widely used in the treatment of breast and other 
cancers. Methotrexate has recently gained favor for, and is 
approved for, the treatment of rheumatoid arthritis in adults who 
have severe active classical rheumatoid arthritis (O’Dell, 2004). 
It is also used to treat psoriasis and graft vs host disease.

38.4.2.3.4. Mycophenolate Mofetil

Mycophenolate mofetil is the 2-morpholinoethyl ester of 
mycophenolic acid (MPA). It is a prodrug that is rapidly 
hydrolyzed to the active form, mycophenolic acid. Mycophe-
nolic acid is a selective, uncompetitive and reversible inhibitor 
of inosine monophosphate dehydrogenase (IMPDH). IMPDH 
is an important enzyme in the de novo pathway of purine 
nucleotide synthesis. This pathway is very important in B and 
T lymphocytes for proliferation. Other cells can use salvage 
pathways. Therefore MPA inhibits lymphocyte proliferation 
and functions. The mofetil ester is first converted to MPA 
which then is metabolized to an inactive glucuronide (Allison 
and Eugui, 2000). MPA has a half-life of about 16 hours (Ful-
ton and Markham, 1996).

Mycophenolate mofetil has replaced azathioprine as the 
major antiproliferative agent used to prevent transplant rejec-
tion. It is usually used in combination with glucocorticoids 
and a calcineurin inhibitor (Mele and Halloran, 2000).

38.4.2.3.5. Sirolimus

Sirolimus is a macrocyclic lactone produced by the bacteria 
Streptomyces hygroscopicus. Like the calcineurin inhibitors 
cyclosporine and tacrolimus its mechanism of action involves 
formation of a complex with an immunophilin, in this case, 
FKBP-12. Unlike cyclosporine and tacrolimus, sirolimus 
does not affect calcineurin activity but binds to and inhibits 
the mammalian kinase, target of rapamycin (mTOR.). mTOR 
is a key enzyme in cell-cycle progression. When inhibited this 
kinase blocks cell cycle progression at the G1 to S phase tran-
sition (Dumont and Su, 1996; Sehgal, 2003).

Sirolimus is used for the prophylaxis of organ transplant 
rejection in combination with a calcineurin inhibitor and glu-
cocorticoid. In patients at high risk for nephrotoxicity it has 
been combined with glucocorticoids and mycophenolate to 
avoid permanent renal damage (Kahan and Camardo, 2001).

38.4.2.3.6. Minocycline

Minocycline is a tetracycline antibiotic. It is also an emerg-
ing anti-inflammatory agent. It has been used experimentally 
and in clinical trials for the treatment of Huntington’s dis-

ease, Parkinson’s disease, multiple sclerosis, AIDS, ALS, and 
Alzheimer’s disease. Minocycline has antiapoptotic effects 
and is a metalloproteinase inhibitor (Traynor et al., 2006; 
Yong, 2004; Zink et al., 2005).

38.4.2.4. Antibodies

38.4.2.4.1. Antilymphocyte Antibodies

The production of antisera against a cell type is one of the old-
est effective methods of achieving a specific immune action. 
These antibodies can be divided into two groups: polyclonal 
antisera that react with multiple antigenic determinants or epi-
topes and monoclonal antibodies that are directed at only a 
single epitope.

38.4.2.4.2. Antithymocyte Globulin

Antilymphocyte globulin is a polyclonal antibody that is pre-
pared by immunizing rabbits with human thymocytes (Regan 
et al., 1999). It contains cytotoxic antibodies that bind to sev-
eral antigens on the surface of human T lymphocytes. The 
antibodies deplete circulating lymphocytes by direct cytotox-
icity and block lymphocyte function by binding to cell surface 
molecules involved in the regulation of cell function (Krensky 
et al., 2005). Clinically this antisera is used primarily to treat 
acute renal transplant rejections in combination with other 
immunosuppressants. It is also used for acute rejection of 
other types of organ transplants and for prophylaxis of rejec-
tion (Wall, 1999). This reagent is not specific for T cells and 
will cross react with other cell types.

38.4.2.4.3. Muromonab-CD3 (Murine Monoclonal 
Antibody, Anti-CD3)

Anti-CD3 is a monoclonal antibody directed against the 
ε chain of CD3, a trimeric molecule adjacent to the T-cell 
receptor on human T lymphocytes (Krensky et al., 2005). It 
functions as an immunosuppressant, blocking graft rejection 
during organ transplantation. T cell function is blocked by 
interfering with CD3, a molecule in the membrane of these 
cells. CD3 is associated with antigen recognition, prolifera-
tion and signal transduction. The number of circulating CD3 
positive, CD4 positive and CD8 positive T cells is decreased 
within minutes of administration of muromonab-CD3. Com-
plement apparently is not involved in this reaction and T cell 
removal probably results from phagocytic activity of the retic-
uloendothelial system that follows opsonization by the mono-
clonal antibody. This is believed to play a major role in the 
clinical efficacy of this antibody. Recent evidence indicates 
that other mechanisms also play a role. There is evidence that 
this antibody induces apoptosis or programmed cell death in 
certain T cells. A third mechanism is that this antibody may 
mediate T cell cytolysis by inter-T cell bridging (Hooks et 
al., 1991; Roitt, 1993; Wilde and Goa, 1996). Monoclonal 
antibodies like Anti-CD3 have the advantage over polyclonal 
antibodies of being more selective in their action and of being 
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able to be more precisely administered. In addition they can 
be more accurately quantitated.

Anti-CD3 is mainly indicated in the treatment of acute 
allograft rejection in renal transplant patients (Wilde and Goa, 
1996; Woodle et al., 1999). Repeated use of muromonab-
CD3 can result in the immunization of the patient against the 
mouse determinants of the antibody rendering it ineffective. 
Anti-CD3 also produces significant toxicity.

38.4.2.4.4. Daclizumab and Bacluzimab

Daclizumab and bacluzimab are monoclonal antibodies 
humanized to minimize the occurrence of anti-antibody 
responses and are mutated to prevent binding to FcRs 
(Friend et al., 1999). They were developed with the ratio-
nale that they could induce selective immunomodulation in 
the absence of toxicity associated with conventional anti-
CD3 monoclonal antibody therapy. Daclizumab and basilix-
imab are produced by recombinant DNA technology. These 
antibodies bind with high affinity to the alpha subunit of 
IL-2 receptor present on the surface of activated, but not 
resting T lymphocytes and block IL-2 mediated T-cell acti-
vation events (Chapman and Keating, 2003; Krensky et al., 
2005). Daclizumab has a somewhat lower affinity then does 
basiliximab (Krensky et al., 2005). These drugs are recom-
mended for prophylaxis of acute organ rejection in adult 
patients usually as part of combination therapy with gluco-
corticoids, a calcineurin inhibitor and azathioprine and/or 
mycophenolate.

38.4.2.4.5. Infliximab

Infliximab is a chimeric anti TNF-α monoclonal antibody 
containing a human constant region and a murine variable 
region. It binds with high affinity to TNF-α and prevents 
the cytokine from binding to its receptors. It is used to treat 
rheumatoid arthritis and inflammatory bowel disease (Louie 
et al., 2003).

Summary

Immune system function is regulated or altered by a diverse 
array of factors. In this chapter we have summarized three 
seemingly disparate aspects of this array to demonstrate how 
widespread and varied this regulation may be. The immune 
system can be affected by the autonomic nervous system, vari-
ous agents acting on the CNS, including opioid drugs, the seda-
tive-hypnotic agents (the benzodiazepines and barbiturates) and 
the general anesthetics, and various immunosuppressive and 
immunostimulating agents. This emphasizes both the complex-
ity of immune system regulation and the sometimes unexpected 
nature of drug interactions with the immune system. Some of 
these drugs, which have not been considered as immunothera-
peutic agents, offer the possibility of being exploited for their 
ameliorative effects on diseases affecting the immune system.

Review Questions/Problems

 1.  Muscarinic receptor activation can be blocked by the 
 presence of

a. neostigmine
b. nicotine
c. trimethaphan
d. botulinum toxin
e. atropine

 2. Botulinum toxin acts by

a. blocking Ca+ + influx into cholinergic nerve endings
b. hydrolyzing the proteins required for docking of the 

synaptic vesicle with the presynaptic membrane
c. inhibiting choline uptake
d. inhibiting choline acetyltransferase
e. blocking nicotinic receptors

 3.  The initial action by which cocaine increases heart 
rate is by

a. blocking the degradation of norepinephrine
b. increasing the release of norepinephrine
c. stimulating autonomic ganglia
d. stimulating α

1
 adrenergic receptors

e. preventing the reuptake of norepinephrine

 4. Dopamine synthesis is increased by activation of

a. dopamine β-hydroxylase
b. L-aromatic amino acid decarboxylase
c. tyrosine hydroxylase
d. monoamine oxidase
e. choline acetyltransferase

 5.  The effect of amphetamine on blood pressure will be 
blunted if an animal has first been treated with

a. reserpine
b. terbutaline
c. trimethaphan
d. physostigmine
e. botulinum toxin

 6.  The ability of phenylephrine to increase vagal tone 
would be blunted in the presence of

a. propranolol
b. terbutaline
c. physostigmine
d. cocaine
e. prazosin

 7.  The vasoconstrictive effect of norepinephrine on the 
movement of blood through a capillary bed will be 
enhanced by the concurrent presence of

a. prazosin
b. metoprolol
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c. isoproterenol
d. reserpine
e. cocaine

 8. Expression of mu and kappa opioid receptors has 
been found on

a. T cells
b. B cells
c. lymphocytes
d. peripheral blood mononuclear cells
e. all of the above

 9. The end result on immune system function of treat-
ment with opioid drugs, such as morphine, is

a. depression of immune function
b. stimulation of immune function
c. increased phagocytic activity
d. decreased viral replication
e. decreased expression of MOP and KOP receptors

10. A binding site (receptor) for both benzodiazepines and 
barbiturates can be found on the

a. mu opioid receptor
b. NMDA receptor
c. GABA-A receptor
d. peripheral benzodiazepine receptor
e. GABA-B receptor

11. Peripheral benzodiazepine receptors are found 
 primarily

a. at synapses with GABA-A receptors
b. as heterodimers with opioid receptors
c. in the CNS, a paradox
d. on mitochondrial membranes
e. on macrophages

12. A common factor in the proposed mechanisms of 
action for general anesthetics is

a. a reduction in postsynaptic excitability
b. increased activity at excitatory neurotransmitter 

 synapses
c. perturbation of the physical properties of cellular 

membranes
d. increased sympathetic nervous system activity
e. blockade of chloride channel function

13. Current research makes it clear that the opioids, 
 sedative-hypnotic agents, and general anesthetics, 
as used clinically, have a major impact on immune 
 system function

True/False

14. Which of the following statements best describes the 
mechanism of action of the interferons?

a. selectively stimulate T lymphocytes

b. bind to specific cellular receptors resulting in inhibi-
tion of proliferation

c. bind to cyclophilin with resulting inhibition of NFAT 
translocation to the nucleus

d. inhibit T cell DNA polymerase
e. are antimetabolites and are incorporated into DNA

15. A rapid decrease in the number of lymphocytes, mono-
cytes and eosinophils best describes the mechanism of 
action of

a. basiliximab
b. mycophenolate mofetil
c. tacrolimus
d. corticosteroids
e. immunoglobulin

16. Which of the following statements best describes the 
mechanism of action of cyclosporine? It

a. binds to and inhibits m-TOR
b. increases apoptosis of T lymphocytes
c. binds to cyclophilin and inhibits calcineurin
d. binds to steroid nuclear receptors
e. inhibits tyrosine kinase phosphorylation of certain G 

protein coupled receptors

17. The major clinical use for muromonab-CD3 is

a. acute leukemia
b. rheumatoid arthritis
c. renal cancer
d. HIV infections
e. to prevent transplant rejection

18. Sirolimus, in contrast to tacrolimus

a. is used in cancer chemotherapy
b. is a purine antimetabolite
c. binds to steroid nuclear receptors
d. does not inhibit calcineurin
e. inhibits reverse transcriptase

19. Infliximab is

a. an antibody against the CD3 receptor
b. a humanized anti-TNFα monoclonal antibody
c. a polyclonal antibody
d. a monoclonal antibody to the HER2 oncogene
e. an inhibitor of calcineurin

20. Name three clinical uses for IGIV.
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39.1. Introduction

The neurodegenerative disorders, which include Amyotrophic 
Lateral Sclerosis (ALS), Alzheimer Disease (AD), Parkinson 
Disease (PD), and Huntington Disease (HD), are clinically 
heterogeneous. Medications can ameliorate some symptoms, 
but none reverse the relentless progression of the illnesses. 
The past several decades have seen a dramatic increase in 
the understanding of the complex pathophysiology under-
lying the diseases. Overlapping features at the cellular level 
provide clues for targets of therapeutic interventions. While 
the disorders can now be studied using in vitro and animal 
models, they have posed a particular challenge because of 
their complex biochemistry, pathology and lack of mecha-
nism based treatments. There are still few unequivocal neu-
roprotective agents, and we await the major breakthrough 
that will provide truly meaningful clinical improvement. 
Until then, numerous symptomatic therapies can improve 
the quality of life of those suffering from neurodegenera-
tive diseases. This chapter outlines the current strategies 
for the use of symptomatic therapies and the develop-
ment of neuroprotective treatment for neurodegenerative 
disorders.

39.1.1. Overview of Mechanism

Progressive and premature neuronal cell death is the common 
feature among the neurodegenerative disorders. ALS 
involves progressive degeneration of the motor neurons in 
the brain and spinal cord, AD shows selective neuron degen-
eration in the hippocampus and cerebral cortex, PD is caused 
by degeneration of pigmented dopaminergic neurons in the 
substantia nigra, and HD has selective neuron loss in the striatum 

and cortex. It is increasingly recognized that the clinical 
syndromes may overlap, with features of two or more 
disorders co-existing. For instance, ALS and dementia, or 
ALS, parkinsonism and dementia may occur together in the 
same family or in an individual. Similarly, the disorders have 
common pathological findings at the cellular level. While 
the mechanisms that lead to neuronal degeneration are still 
being sought, in general, it is thought that neurodegenerative 
diseases are caused by a combination of events including 
age-associated, genetic and environmental factors in varying 
proportions (Rowland and Shneider, 2001; Koo and Kopan, 
2004). All cases of HD, but only rare cases of ALS and AD 
are due to single genetic mutations. In the sporadic forms, 
complex genetic interactions may render an individual sus-
ceptible to some, as yet unknown, environmental exposure, 
with the combination necessary to initiate the disease. Whatever 
the cause, be it genetic, environmental or some combination 
of the two, there is set in motion a cascade of events at the 
cellular level that ultimately results in cell death. Animal 
models of the genetic forms of the disorders have helped 
elucidate some of the underlying molecular mechanisms that 
contribute to neuronal demise. Common processes among 
the neurodegenerative diseases include oxidative stress, exci-
totoxic injury, altered metal homeostasis, aberrant protein 
aggregation, mitochondrial injury, apoptosis, and inflamma-
tion (Bossey-Wetzel et al., 2004; Andersen, 2004; Ross and 
Poirier, 2004). Once the etiologies of individual disorders 
are identified, more effective treatments will surely follow. 
Until then, a major goal is to identify therapies that slow 
the course of the illnesses by targeting cellular changes that 
occur after the inciting event.

39.1.2. Overview of Animal Models

The inherited forms of neurodegenerative diseases have been 
utilized in the development of animal models. Rodent mod-
els created using transgenic and gene targeting technologies 
(Deng and Siddique, 2000) now provide the opportunity to 
better study disease pathology and screen potential therapeutic 
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agents. The advent of the ALS mouse model is one example 
of the progress that has resulted from this technology. A muta-
tion in the gene encoding the enzyme copper–zinc superox-
ide dismutase (SOD1) on chromosome 21 was identified as a 
causative mutation in one form of familial ALS (Rosen et al., 
1993). The first mutant transgenic mouse line was created by 
over expressing high levels of mutant SOD 1 (G93A). This 
mouse developed a phenotypic and pathologic condition simi-
lar to human familial and sporadic ALS (Gurney et al., 1994). 
The murine model of ALS has since been used to screen a 
variety of therapeutic agents. Riluzole, the only approved 
agent for ALS, yielded positive results in the model that cor-
respond very closely to the modest benefit in human clinical 
trials (Gurney et al., 1996, 1998).

Similarly, mouse models have been created for other neuro-
degenerative diseases. Transgenic mouse models of AD express 
mutations in the amyloid precursor protein (APP), presenilin 
genes, or a combination of the two (German and Eisch, 2004). 
Insight into the molecular mechanisms of dopaminergic cell 
death in PD have come from the study of 6-hydroxydopamine 
(6-OHDA) and 1-methyl 1–4-phenyl-1,2,3,6-tetrahydropyri-
dine (MPTP) animal models (Dawson, 2000). Discovery of 
genes linked to familial PD have also provided the oppor-
tunity to generate animal models that better recapitulate the 
phenotypic and pathologic features of PD. Similarly, animal 
models have been created for HD through utilization of the 
CAG triplet expansion in the HD gene. Homozygous and het-
erozygous knockout mice did not produce the phenotypic or 
pathologic features of HD, but transgenic mice models of HD 
did produce a progressive neurological phenotype that resem-
bles features of HD and has improved the understanding the 
disease process (Deng and Siddique, 2000).

Many of the past and current therapeutic trials have been 
aimed at slowing neurodegenerative processes detected in 
animal models. While it is evident that the models of human 
diseases have played an essential role in understanding the 
mechanisms involved in neurodegeneration and in develop-
ing therapeutic strategies, the translation of findings in ani-
mal models to human therapeutics has been fraught with 
difficulty. Ten years after the approval of riluzole and follow-
ing numerous clinical trials based on findings in the model, 
we still await the second unequivocally positive trial in ALS. 
Humans are more complex than rodents; the murine models 
may best be used for establishing the scientific justification 
for testing a potential agent, with the knowledge that findings 
in the laboratory, as yet, cannot provide certain hope of suc-
cess in human trials.

39.2. Disease-Specific Therapy

In certain disorders, such as AD and PD, neurodegeneration 
leads to deficiencies in specific neurotransmitters. Therapy has 
been targeted at replacing or increasing levels of the deficient 
neurotransmitter in patients. Disease specific therapy of this 

his type does not alter the underlying progression of neurode-
generation, but may improve symptoms, at least temporarily.

39.2.1. Alzheimer’s Disease

Changes in the cholinergic system in AD were first studied 
by Whitehouse et al. (1981), who found atrophy of cholin-
ergic nerve cells in the substantia innominata. It was thought 
that replacing or increasing acetylcholine in patients with 
AD could stabilize cholinergic transmission. The choliner-
gic hypothesis of AD has been the basis of many research 
efforts and the accumulated evidence has launched the devel-
opment of a variety of compounds that improve cholinergic 
neurotransmission (Lanctot et al., 2003; Scarpini et al., 2003). 
Currently, the cholinergic deficiency is considered to be a 
secondary event resulting from nerve cell death due to other 
causes (Albers and Beal, 2000).

39.2.1.1. Cholinesterase Inhibitors

Cholinesterase inhibitors, developed with the goal of stabiliz-
ing cholinergic transmission, block the enzyme that degrades 
acetylcholine in the synaptic cleft and lead to increased levels 
of acetylcholine in the brain. There are four types of cholin-
esterase inhibitors currently available in the United States: 
tacrine, donepezil, rivastigmine and galantamine (Table 39.1). 
Tacrine, donepezil and galantamine are selective inhibitors of 
acetylcholinesterase. Galantamine is an allosteric ligand of the 
nicotinic acetylcholine receptor and is believed to increase the 
presynaptic release of acetylcholine and prolong postsynap-
tic neurotransmission (Greenblatt et al., 1999; Scott and Goa, 
2000). Donepezil is a piperidine derivative that noncompeti-
tively and reversibly blocks acetylcholinesterase. Rivastig-
mine is a slow reversible inhibitor of acetylcholinesterase.

Individually, the cholinesterase inhibitors improve memory 
in patients with AD. There have been no head-to-head com-
parisons made of the drugs to determine whether one is more 
effective than the others and no trials of agents in combina-
tion. The main known differences are the side effect profiles, 
titration schedules and the dosing regimens (Table 39.1). The 
most common side effects of treatment with cholinesterase 
inhibitors are gastrointestinal and include nausea, vomiting 
and diarrhea. A meta-analysis of the efficacy and safety of 
these agents revealed that despite many clinical studies showing 

Table 39.1. Disease specific and neuroprotective therapy in 
Alzheimer disease.

Medication Dosage

Cholinesterase inhibitor 
Tacrine (Cognex) 20–40 mg QID
Donepezil (Aricept) 5–10 mg QD
Rivastigmine (Exelon) 3–6 mg BID
Galantamine (Razadyne) 8–12 mg BID

NMDA antagonist 
Memantine (Namenda) 10 mg BID
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short-term benefit, there is insufficient evidence to conclude 
long term efficacy (Lanctot et al., 2003).

39.2.2. Parkinson’s Disease

As in AD, knowledge of the neurotransmitter deficiency under-
lying PD, in this case dopamine, has been the basis for the 
development of therapy. Early studies showed that cerebral 
dopamine was concentrated in the striatum and that levodopa, 
the precursor to dopamine, could reverse the akinetic effects 
of the dopamine-depleting agent reserpine in experimental 
animals (Carlsson et al., 1957, 1958). Eventually, the identifica-
tion of striatal dopamine depletion as a key neurochemical find-
ing in parkinsonian brains lead to treatment with levodopa in 
humans and to the subsequent advent of compounds that mimic 
the effects of dopamine or prolong its action (Table 39.2).

39.2.2.1. Levodopa

Levodopa is the most effective drug for the symptomatic 
management of PD. Levodopa, which usually produces an 
excellent initial response in alleviating the motor symptoms 
of PD, is particularly effective for bradykinesia and tremor 
(Fahn, 2000). However, side effects such as motor fluctuations 
and dyskinesias may limit its long-term usefulness for indi-
vidual patients (Fahn, 2000; Jankovic, 2000). Up to 50% of 
all patients treated for 5 years or more develop instability in 
their motor response (Koller et al., 1999; Schrag and Quinn, 
2000). As a consequence, levodopa is usually given later in 
PD, particularly in younger patients who may require many 
years of anti-Parkinson therapy. In this group, dopa-sparing 
agents (see below) are usually prescribed until symptoms 
begin to interfere with independence. Levodopa is often used 

as the first drug of choice in the elderly, in whom low dose 
 monotherapy is preferable to avoid side effects, and who may 
not be expected to develop motor fluctuations after years of 
therapy due to their already advanced age. Immediate and 
controlled release preparations of levodopa are available.

Carbidopa, a peripheral dopa decarboxylase inhibitor, 
enhances the therapeutic benefits of levodopa (Opacka-Juffrey 
and Brooks, 1995). Levodopa is converted to dopamine by 
dopa decarboxylase, an enzyme that functions both inside and 
outside the brain. Peripherally produced dopamine directly 
stimulates the medullary vomiting center, which is not pro-
tected by a blood brain barrier, producing anorexia, nausea and 
vomiting. Carbidopa in doses less than 150 mg per day does 
not enter the brain and so blocks only the peripheral metabo-
lism of levodopa (Cedarbaum et al., 1986). Co-administration 
of carbidopa and levodopa therefore has two main effects: 
It reduces levodopa-related gastrointestinal side effects, and 
insures that the majority of levodopa is converted to dopa-
mine in the brain where it is needed. Seventy-five mg of carbi-
dopa per day is necessary to completely block peripheral dopa 
decarboxylase activity. Additional doses can be given to those 
who are particularly sensitive to levodopa-induced nausea. 
Other major side effects of levodopa therapy include ortho-
static hypotension, chorea, dystonia, myoclonus, akathisia 
and hallucinations. Studies have not yet shown conclusively 
whether levodopa alters the underlying rate of neurodegenera-
tion (Fahn and The Parkinson Study Group, 2005).

39.2.2.2. Catechol-O-methyltransferase Inhibitors

Another strategy to enhance dopamine response utilizes the 
inhibition of catechol-O-methyltransferase (COMT), which 
metabolizes dopamine once it has been converted from 
levodopa either in or outside the brain. Agents that block the 
degradation of dopamine by inhibition of COMT effectively 
prolong the half-life of dopamine and may increase its peak 
concentration. The two currently available COMT inhibitors, 
entacapone (Rinne et al., 1998; Holm and Spencer, 1999) and 
tolcapone (Kurth and Adler, 1998; Tolcapone Study Group, 
1999), reduce motor off time when given with levodopa, but 
the efficacy of the two drugs has not been directly compared. 
Tolcapone has a theoretical advantage over entacapone in 
that it inhibits both peripheral and central COMT, and it has 
a longer duration of action necessitating administration only 
three times per day. However, tolcapone can cause explosive 
diarrhea and abnormal liver function. Fulminant liver failure 
has occurred, albeit rarely, and therefore frequent monitoring 
of liver function is necessary in those prescribed tolcapone 
(Assal et al., 1998). Entacapone usually does not cause diar-
rhea or abnormal liver function and can be administered with 
levodopa up to eight times a day.

39.2.2.3. Dopamine Agonists

Dopamine agonists exert their effect by activating dopa-
mine receptors and bypassing the presynaptic synthesis of 

Table 39.2. Disease specific therapy in Parkinson disease.

Medication Dosage

Dopamine precursor 
Levodopa 300–3,000 mg per day

Dopa decarboxylase inhibitor/dopamine precursor 
Carbidopa/levodopa 25 mg/300 mg – 200 mg/2,000 mg per day

Dopamine agonist 
Bromocriptine 10–30 mg TID
Pergolide 1 mg TID
Ropinirole 3–8 mg TID
Pramipexole 0.5–1.5 mg TID
Cabergoline 2–10 mg per day

COMT inhibitor 
Entacapone 200–400 TID—6×/day
Tolcapone 100–200 TID

NMDA antagonist/anticholinergic 
Amantadine 100–300 per day

Anticholinergic 
Trihexyphenidyl 2 mg TID
Benztropine 1–4 mg QD

MAO inhibitor 
Selegiline 5 mg BID
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 dopamine. They are often used as part of a dopa-sparing strat-
egy, in which agonists are prescribed early in PD, postponing 
the need for levodopa and the motor complications associ-
ated with exogenous dopamine administration. Activation of 
the dopamine-2 (D2) receptors is important in mediating the 
motor effects of dopamine agonists, but to achieve optimal 
physiologic and behavioral responses, both D1 and D2 recep-
tors must be stimulated (Jenner, 1997; Brooks, 2000).

Bromocriptine was the first dopamine agonist developed 
followed by pergolide. Pergolide does not require endogenous 
dopamine for its pharmacological effect, possibly because it 
activates both D1 and D2 receptors whereas bromocriptine 
stimulates D2 and inhibits D1 receptors (Perachon et al., 
1999). Pergolide is a more potent inhibitor of prolactin secre-
tion and it has a half-life three times longer than bromocrip-
tine. An early study showed that these two medications have 
similar efficacy in PD (LeWitt et al., 1983), but more recent 
data suggests that pergolide may be more effective (Pezzoli 
et al., 1994). Both agents should be increased slowly to pre-
vent orthostatic hypotension and gastrointestinal side effects. 
Because the compounds are ergot derivatives, they may rarely 
be associated with retroperitoneal or pericardial fibrosis, 
including cardiac valvular disease (Van Camp et al., 2004).

In 1997, two additional dopamine agonists, ropinirole and 
pramipexole, were approved. These agents are nonergolines 
and therefore may carry a lower risk of ulcerative, vasocon-
strictive and fibrotic complications (Shaunak et al., 1999). 
Pramipexole has been promoted as a D3 agonist (Bennett and 
Piercey, 1999), but a study that measured the affinities of bro-
mocriptine, pramipexole, pergolide, and ropinirole for human 
recombinant dopamine D1, D2, and D3 receptors found that 
all four compounds had high affinity for the D3 receptor 
(Perachon et al., 1999). The observation that D3 receptors are 
located primarily in the mesolimbic system may explain the 
possible antidepressant effect of pramipexole and ropinirole 
(Corrigan et al., 2000), but may also explain the occurrence of 
hallucinations noted particularly with higher doses of dopa-
mine agonists.

Pramipexole has been shown to be safe and effective when 
used as monotherapy early in PD (Parkinson Study Group, 
1997, 2000) and in mild to moderate PD (Shannon et al., 
1997). Ropinirole has also been shown to be effective in early 
PD (Rascol et al., 1998; Korczyn et al., 1999). In later stages of 
PD, dopamine agonists are usually prescribed with levodopa 
to achieve optimal therapeutic effects and to help moderate 
the motor fluctuations associated with levodopa (Pinter et al., 
1999). Possible side effects of all dopamine agonists include 
nausea, peripheral edema, somnolence and hallucinations. 
Pramipexole has also been associated with compulsive behav-
ior (Driver-Dunckley et al., 2003).

39.2.2.4. Anticholinergic Agents

The manipulation of nondopaminergic neurotransmitters can 
also be used as disease specific therapy in PD. Anticholiner-
gic agents, the first effective therapy for PD, having been pre-

scribed by Charcot in the nineteenth century, are  particularly 
helpful in tremor reduction. The exact mechanism of anti-
cholinergic medications in PD remains unclear. They likely 
counteract an imbalance between striatal dopamine and ace-
tylcholine that results from degeneration of dopaminergic 
neurons (Katzenschlager et al., 2003). Medications with anti-
cholinergic properties include amantadine, benztropine and 
trihexyphenidyl, among others. Amantadine may be the most 
commonly used anticholinergic medication in PD. In addi-
tion to its anti-cholinergic properties, amantadine promotes 
the release of dopamine and blocks the N-methyl-D-aspartate 
(NMDA) receptor, which may relieve levodopa-induced dys-
kinesias. Benztropine has anticholinergic properties and also 
blocks the reuptake of dopamine.

A meta-analysis of nine double-blind cross-over trials 
found that anticholinergic therapy is effective as monotherapy 
or as an adjunct to other anti-Parkinson drugs (Katzenschlager 
et al., 2003). There have been no studies comparing differ-
ences in efficacy and tolerability among anticholinergic medi-
cations. The most common side effects include dry mouth, 
constipation, and urinary hesitancy. These agents may occa-
sionally exacerbate narrow angle glaucoma. Neuropsychiatric 
and cognitive adverse effects limit their use in the elderly.

39.3. Neuroprotective Therapy

A neuroprotective agent alters the underlying pathophysiology 
of a disease and therefore delays the onset or slows the pro-
gression of neurodegeneration. Much of the current research 
into the treatment of neurodegenerative diseases focuses on 
neuroprotective therapy; agents are being tested that impact 
processes identified at the cellular level.

Glutamate is a major excitatory neurotransmitter in the 
central nervous system. Theoretically, increased glutamater-
gic neurotransmission may lead to excitatory neurotoxicity or 
excitotoxicity. The only two currently approved neuroprotec-
tive agents in the United States, riluzole for ALS and meman-
tine for AD, may act to prevent glutamatergic excitotoxicity.

39.3.1. Riluzole

Riluzole, which may block the presynaptic release of gluta-
mate, was initially developed as an anti-epileptic medication. 
However, after evidence of potential excitotixicty in ALS 
began to accumulate, riluzole was tested as a neuroprotective 
agent. It was approved for use in ALS after two double-blind 
placebo controlled trials showed modest improvement in sur-
vival from 3 to 3.25 years (Bensimon et al., 1994; Lacomblez 
et al., 1996). Post hoc analyses revealed that patients who took 
riluzole had a slight prolongation in the time to progress from 
mild to severe disability; however, this effect was not appar-
ent to patients, family or physicians. A meta-analysis of four 
randomized controlled trials indicated that Riluzole 100 mg 
per day prolongs survival by approximately 2 months (Miller 
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et al., 2002). Nausea, fatigue, vertigo, and somnolence are the 
most common side effects of riluzole. Serum transaminase 
elevations may also occur but rarely to levels that are clini-
cally meaningful.

In a survey of 559 ALS patients from ten centers that was 
conducted following the approval of riluzole in the U.S., only 
49% of patients had taken riluzole even though 90% knew 
about it (Bryan et al., 1997). The reasons for not taking riluzole 
included perceived lack of benefit (45%), expense (31%), opin-
ion of the ALS physician (23%), risk of side effects (14%) and 
the opinion of family and friends (10%). Thirty-four percent of 
patients discontinued riluzole due to lack of benefit, expense or 
adverse effects. Among the centers surveyed, the probability 
of a patient taking riluzole varied from 18–75%. Independent 
risk factors that significantly influenced the probability of tak-
ing riluzole included encouragement or discouragement by the 
ALS physician and Medicare coverage (no pharmaceutical cov-
erage). This study points out that the personal cost to the patient 
and the encouragement from the physician are major factors 
determining who takes riluzole; the decision is influenced by 
whether or not riluzole is included on drug formularies (Gordon 
and Mitsumoto, 2006; Ringel and Woolley, 1999). In Europe, 
riluzole is approved for use in ALS and the health systems 
cover the cost. Consequently, almost all Europeans with ALS 
take riluzole (Bradley et al., 2004; Walley, 2004). Riluzole use 
may increase in the U.S. after institution of the new Medicare 
medication coverage plan in early 2006.

Once riluzole was shown to be effective for ALS and 
excitotoxicity was thought to be a component of neurode-
generation in general, studies of riluzole began in PD, HD 
and AD. The neuroprotective effects of riluzole have been 
shown in the 6-OHDA and MPTP models of PD (Barne-
oud et al., 1996; Benazzouz et al., 1995). In a small human 
trial, riluzole reduced levodopa-induced dyskinesias (Mer-
ims et al., 1999). In a separate pilot trial, riluzole extended 
the “on” state compared to placebo, but the difference was 
not statistically significant. A placebo-controlled trial in 
patients with HD showed that riluzole ameliorated chorea 
intensity (Huntington Study Group, 2003). Riluzole is now 
being evaluated in phase II clinical trials in AD (Hurko 
and Walsh, 2000) and in phase III trials in PD (Braz et al., 
2004). Large trials with adequate power are still needed to 
determine whether riluzole is neuroprotective in disorders 
other than ALS.

39.3.2. Memantine

Memantine, a non-competitive NMDA antagonist, has medium 
affinity for the phencyclidine binding site of the NMDA 
receptor. Memantine may block glutamate mediated excito-
toxicity, but it leaves the activation of the NMDA receptor 
during physiological neurotransmission unchanged (Molin-
uevo et al., 2004). Two randomized placebo controlled 
clinical trials showed positive effects in later stages of AD 
(Reisberg et al., 2003; Tariot et al., 2004). These studies led to 

the approval of memantine for the treatment of moderate and 
severe AD. Additional clinical data are needed to determine 
whether memantine can be used as monotherapy or combina-
tion therapy in early AD. Common side effects include head-
ache, dizziness, and confusion. Initial pilot trials have already 
been conducted in HD and PD (Beister et al., 2004; Merello 
et al., 1999) and are planned in ALS.

39.3.3. Selegiline

Selegiline (Deprenyl) is a monamine oxidase (MAO)  inhibitor 
used in PD. In doses under 10 mg per day, selegiline irrevers-
ibly binds MAO-B, preventing the enzyme from degrading 
dopamine, but does not inhibit MAO-A, thereby avoid-
ing the potential hypertensive crisis, or the “cheese effect,” 
seen with inhibitors of both MAO-A and MAO-B (Yamada 
and  Yasuhara, 2004). The DATATOP Study (Deprenyl and 
Tocopherol Antioxidative Therapy of Parkinsonism) con-
ducted in 800 patients with early untreated PD, aimed to 
assess the neuroprotective effects of selegeline 10 mg/day, 
alpha tocopherol (vitamine E) 2,000 IU/day or a combina-
tion of the two (Parkinson Study Group, 1989, 1993, 1998). 
After a mean follow up of 14 ± 6 months, 154 of 399 selegi-
line-treated subjects reached the end point, or the time to dis-
ability requiring levodopa therapy, compared to 222 of 401 
subjects who did not receive selegiline. The projected median 
length of time to reach the end point was 9 months longer in 
the selegiline-treated group than in the groups treated with 
placebo or tocopherol. However, waning effects of selegi-
line after the first year coupled with slight but significant 
improvement in motor performance after initiation of sele-
giline have been used as an argument in favor of a predomi-
nantly symptomatic rather than neuroprotective effect. Data 
from other reports are also conflicting. Several studies sug-
gest that it may exert some sort of protective effect, possibly 
by a mechanism other than MAO inhibition (Mytilineou et 
al., 1997, 1998; Maruyama et al., 1997). One study detected 
no deterioration after washout in de novo patients initially 
treated with selegiline (Palhagen et al., 1998), but most stud-
ies have concluded that while selegiline can delay the need 
for levodopa therapy, this does not translate into meaning-
ful long term therapeutic benefits (Brannan and Yahr, 1995). 
Furthermore, selegiline does not appear to prevent the devel-
opment of levodopa-induced motor fluctuations and dyski-
nesias (Parkinson Study Group, 1996). Further research is 
needed to fully define the mechanism of action of selegiline 
in PD, and to clarify its role as a neuroprotective agent.

39.4. Symptomatic Therapy

Even though neurodegenerative diseases still have no cure, spe-
cific symptoms may be amenable to medical treatment (Table 
39.3). While few randomized clinical trials of symptomatic 
therapy have been performed in individual neurodegenerative 
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(continued)

Table 39.3. Symptomatic therapy in neurodegenerative diseases.

Symptom Management Dosage

Psychiatric symptoms
Depression Tricyclic antidepressants 20–100 mg QD

Mirtazapine 15–30 mg QHS
Selective serotonin uptake inhibitors (SSRI) 20–100 mg QHS
Venlafaxine 37.5–75 mg BID–TID
Bupropion 100 mg TID

Anxiety SSRI antidepressants 20–100 mg QHS
Buspirone 10 mg TID
Mirtazapine 15–30 mg QHS
Benzodiazepines 0.5–5 mg BID–TID
Trazadone 50–100 mg BID–TID

Psychosis/agitation Neuroleptics (Haloperidol) 0.5–3 mg QD
Atypical neuroleptics (Risperidone, Olanzepine,
  Quetiapine, Clozaril)

0.25–200 mg per day

Benzodiazepines 0.5–30 mg per day
Irritability/aggression SSRI medications 20–100 mg QD

Divalproexsodium 250–2,000 mg per day
Carbamazepine 100–2,600 mg per day

Pseudobulbar affect SSRI antidepressants 20–100 mg QD
Tricyclic antidepressants 20–100 mg QHS
Mirtazapine 15–30 mg QHS
Venlafaxine 37.5–75 mg BID-TID
Dextromethorphan/quinidine 30 mg/30 mg BID
Lithium carbonate 300 mg QD-TID

Sialorrhea Tricyclic antidepressants 20–100 mg QHS
Atropine sulfate 0.4 mg Q 4–6 h
Glycopyrrolate 1–2 mg TID
Hycosamine sulfate 0.125–0.25 mg Q 4 h
Diphenhydramine 25–50 mg TID
Scopolamine transdermal patch 1.5 mg applied behind ear Q 72 h

Motor symptoms
Spasticity Baclofen 10–60 mg TID

Tizanidine 2–8 mg QID
Dantrolene 25–100 mg TID
Benzodiazepines 2–10 mg TID

Cramps Quinine sulfate 260–325 mg QD
Vitamin E 400 IU TID
Phenytoin 300 mg QHS
Diazepam 2–10 mg TID

Tremor Dopaminergic medication 300–3,000 mg per day
Amantadine 100–300 mg per day
Beta blocker 10–30 mg BID-TID
Primidone 50–250 mg QHS
Clonazepam 0.5–2 mg QHS

Chorea Neuroleptics 0.5–100 mg per day
Atypical neuroleptics 0.5–160 mg per day
Benzodiazepines 0.5–20 mg per day
Amantadine 100–300 mg QD

Autonomic symptoms
Orthostatic Fludrocorisone 0.1–1 mg QD
hypotension Midodrine 10 mg TID

Gastrointestinal symptoms
Thick phlegm Guaifenesin 200–400 Q 4 h

Nebulized acetylcysteine 1 NEB Q 6–8 h
Nebulized saline 1 NEB Q 4–6 h
Beta blocker 10–30 mg TID

Constipation Increase fluid intake N/A
Increase fiber intake N/A
Docusate sodium 100 mg QD-BID
Milk of magnesia N/A
Dulcolax 5–15 mg QD
Lactulose 15–30 mL QD-BID
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diseases, off label use, the prescription of an agent for a symptom 
or disease other than the one for which it is approved, is often 
helpful in improving quality of life for patients.

39.4.1. Psychiatric Symptoms

Many patients with neurodegenerative diseases exhibit psy-
chiatric symptoms, including depression and anxiety. Tricy-
clic antidepressants, such as amitriptyline and nortriptyline, 
may relieve depression. However, the anticholinergic effects 
of these medications can lead to confusion and they must be 
used with caution in patients with cognitive compromise and 
in the elderly. Tricyclic antidepressants with low anticholin-
ergic properties, such as desipramine or nortriptyline, can also 
be used. In PD, mirtazapine, which has noradrenergic and 
serotonergic effects, may relieve tremor in addition to reduc-
ing depression (Pact and Giduz, 1999; Gordon et al., 2002). 
While the selective serotonin reuptake inhibitor (SSRI) medi-
cations are helpful in the management of depression in all the 
disorders, they can exacerbate tremor, and sexual dysfunction 
is a common side effect.

Agitation, which may occur in patients with dementia, can 
be treated with anti-psychotics agents, mood stabilizing anti-
convulsants, trazadone and anxiolytics (Doody et al., 2001). 
The atypical anti-psychotic medications are the treatment of 
choice for psychotic symptoms, such as hallucinations or delu-
sions, particularly in those with Parkinsonism in whom dopa-
mine receptor blockage is contraindicated due to the potential 
to worsen motor symptoms. In these patients, clozapine, which 
may reduce tremor in addition to its anti-psychotic effects, is 
particularly effective. However, rare cases of agranulocystosis 
necessitate weekly blood counts, and so limit its utility. Que-
tiapine may be the next agent of choice because it appears to 
have fewer adverse motor effects than the other medications 

in the class (Ondo et al., 2005). Irritability and aggression 
can be seen in HD, and less commonly in PD with dementia, 
AD and ALS. SSRI medications and anticonvulsants such as 
valproic acid and carbamazepine can be effective in treating 
these symptoms.

In ALS, emotional lability or pseudobulbar affect can limit 
social interactions and quality of life. While there are no cur-
rently FDA approved therapies for pseudobulbar affect in 
ALS, SSRIs, tricylic antidepressants and dopaminergic ther-
apy can be beneficial (Gordon and Mitsumoto, 2006). One 
randomized controlled trial showed that a combination of dex-
tromethorphan and quinidine reduced emotional lability and 
improved quality of life in ALS (Brooks et al., 2004).

39.4.2. Sialorrhea

Drooling is an embarrassing symptom that is common in both 
ALS and PD. Anticholinergic medications are often helpful, 
but the benefits can be self limited and may require higher 
doses after initial improvement. Side effects include constipa-
tion, fatigue, and impotence. Urinary retention, blurred vision, 
tachycardia, orthostatic hypotension, dizziness and confusion 
may also occur. Drug selection depends on the severity and 
frequency of drooling. Hycosamine, which has a short half-
life, is useful for sialorrhea that is associated with mealtimes or 
a particular time of the day. Transdermal scopolamine and oral 
glycopyrrolate provide a more continuous effect (Gordon and 
Mitsumoto, 2006). Botulinum toxin injections have reduced 
sialorrhea in several small reports of both ALS and PD (Bush-
ara, 1997; Pal et al., 1999; Bhatia et al., 1999), but need to be 
used with caution in those with dysphagia. Controlled trials are 
underway to determine the true benefit to risk ratio.

Thick phlegm can also be problematic in ALS. It is exac-
erbated by inadequate water intake, especially in patients 

Table 39.3 (continued)

Symptom Management Dosage

Magnesium citrate 120–240 mL PRN
Polyethylene glycol 3,350 17 g QD

Gentourinary symptoms
Urinary urgency Oxybutynin 2.5–5 mg BID

Tolterodine 1–2 mg BID
Amitriptyline 25–75 mg QHS
Oxytrol patch 3.9 mg QD

Erectile dysfunction Sildenifil citrate 50 mg PRN

Sleep disorders
REM sleep behavior disorder Clonazepam 0.5–2 mg QHS
Insomnia SSRI antidepressants 20–100 mg QD

Tricyclic antidepressants 20–100 mg QHS
Mirtazapine 15–30 mg QHS
Zolpidem 5–10 mg QHS
Eszopiclone 2–3 mg QHS
Zaleplon 5–10 mg QHS
Antihistamines 25–50 mg QHS
Chloral hydrate 500–1,000 mg QHS
Benzodiazepine 2–5 mg QHS
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with bulbar weakness, and by use of anti-cholingergic agents, 
which reduce serous secretions while sparing mucous secre-
tions. Pharmacologic treatments that loosen phlegm include 
guaifenesin, nebulized acetylcysteine, nebulized saline, or 
beta adreergic receptor blockers such as propanolol (Gordon 
and Mitsumoto, 2006). Patients with a weak cough due to 
respiratory muscle involvement can us a cough-assist device 
or in-exsufflator to help clear secretions.

39.4.3. Motor Symptoms

In ALS, spasticity can be disabling. Baclofen, a gamma amino 
butyric acid analog, is the treatment of choice for spasticity, 
although the benefits are often modest. Patients may develop 
a sense of looseness or weakness, which can be minimized by 
slow dose titration. Other side effects include dizziness, fatigue 
and sedation. Intrathecal baclofen can be tried for those with 
severe or painful spasticity and inadequate response to oral 
treatment. Alternative medications to treat spasticity include 
dantrolene, tizanidine, and benzodiazepines. Dantrolene acts 
by blocking calcium release at the level of the sarcoplasmic 
reticulum and has the theoretical benefit of reducing excess 
neural excitation. At higher doses, liver function abnormali-
ties may occur and require periodic monitoring. Tizanidine, an 
alpha 2 agonist that has proven benefit for spasticity in multiple 
sclerosis, has similar side effects to baclofen. Benzodiazepines 
can be effective for spasticity, painful spasm and cramps. How-
ever, these medications can produce sedation and respiratory 
depression in high doses (Gordon and Mitsumoto, 2006).

In PD, the most common motor symptoms are tremor, bra-
dykinesia and rigidity. Beta blockers, primidone and clonaz-
epam can be used to treat postural tremor. Muscle relaxants are 
occasionally used for painful rigidity. Most of the typical motor 
symptoms, including rest tremor, respond to disease-specific 
therapy, at least early in the disease course. Some levodopa-
induced motor complications, including chorea, dystonia, 
myoclonus and akathisia (Fahn, 2000), can be reduced by pre-
scribing lower more frequent doses of levodopa or by adding an 
anti-dyskinetic agent such as amantadine (Luquin et al., 1992).

Huntington disease can cause chorea, bradykinesia, rigidity, 
and postural instability, among other motor symptoms. The 
chorea is often most noticeable and usually responds to treat-
ment with dopamine receptor blocking or dopamine deplet-
ing agents, but only at the expense of worsening bradykinesia. 
Atypical neuroleptics are also used to treat chorea and some 
behavioral symptoms. Other medications that are used to treat 
chorea include benzodiazepines and amantadine. Levodopa is 
not effective for bradykinesia due to HD because of its poten-
tial to worsen chorea and cognitive symptoms.

39.4.4. Autonomic Symptoms

Dysautonomia may produce orthostatic hypotension, sphincter 
abnormalities and sexual dysfunction. Orthostatic hypoten-
sion, particularly problematic in PD and Parkinson-plus syn-

dromes such as multiple system atrophy, can be treated with 
salt, fludrocortisone, and midodrine (Jankovic et al., 1993). 
Fludrocortisone is a corticosteroid, but the exact mechanism 
of its effect on blood pressure is not fully understood. Side 
effects are similar to other glucorticoids and mineralcorticoids. 
Midodrine stimulates alpha-one adrenergic receptors. It can 
cause significant hypertension in the supine position. Other 
common side effects include parasthesias, piloerection, dys-
uria, and pruritis.

39.4.5. Gastrointestinal Symptoms

Constipation is a common symptom in the neurodegenerative 
disorders. Inadequate fluid intake, dysphagia, dysautonomia, 
and immobility all contribute to constipation. Increasing fluid 
and fiber intake, along with increasing physical activity can 
help. Use of docusate sodium, milk of magnesia, dulcolax and 
senna may also improve symptoms. For severe constipation, 
lactulose, magnesium citrate and enemas can provide relief.

39.4.6. Genitourinary Symptoms

In neurodegenerative disorders, patients often experience uri-
nary urgency, which is thought to be caused by spasm of the 
urinary sphincter or detrusor muscle. Oxybutynin (Ditropan) 
and tolterodine (Detrol) are effective for urinary urgency. For 
ALS patients and some PD patients, swallowing tablets may 
be difficult due to dysphagia. Extended release oxybutynin 
allows for infrequent daily dosing and oxytrol patches avoids 
the oral route of administration.

Sildenafil citrate (Viagra) has been found to be safe and 
effective for managing erectile dysfunction in PD, but can 
unmask orthostatic hypotension in patients with multiple 
system atrophy (Zesiewicz et al., 2000; Hussain et al., 2001). 
Sildenafil is also effective for erectile dysfunction in other 
neurodegenerative disorders, but it should be used cautiously 
in those with cardiovascular disease.

39.4.7. Sleep Disorders

Sleeplessness in ALS has numerous causes. Respiratory insuf-
ficiency, difficulty repositioning in bed, anxiety and depres-
sion can all contribute to poor sleep. Treatment of depression 
with sedating antidepressants such as mirtazapine, tricyclic 
antidepressants, or trazadone can help promote sleep. Zolpi-
dem, a non benzodiazepine sleep aid, is effective and carries a 
low risk of respiratory depression. Other medications that can 
be helpful include anithistamines, chloral hydrate and selec-
tive use of benzodiazepines (Gordon and Mitsumoto, 2006). 
Non-invasive positive pressure ventilation can help relieve 
orthopnea in those with respiratory muscle weakness, and 
special equipment, such as a hospital bed, can reduce night-
time discomfort.

The sleep dysfunction in PD may also be multifactorial, 
but can also be due to an underlying sleep disorder. Parkinson 
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disease is commonly associated with rapid eye movement 
(REM) sleep disorder (Comella et al., 1998), which can be an 
initial manifestation of the disease. REM sleep disorder, best 
diagnosed with an overnight sleep study, can be treated with a 
nighttime benzodiazepine such as clonazepam.

In AD, non-pharmacological approaches to treating insom-
nia are undertaken first. Techniques include sleep restriction 
and keeping patients awake during the day as well as provid-
ing a cool comfortable quiet sleep environment at night. If 
pharmacologic management is necessary, sedating antidepres-
sants or zolpidem may be helpful for promoting sleep in AD 
(Corey-Bloom and Galaska, 1995). In those with nighttime 
confusion or sundowning, a low dose of a sedating atypical 
antipsychotic medication such as quetiapine can be helpful. 
Anticholinergic hypnotics should be avoided.

39.5. Current and Future Directions for 
Neuroprotection

39.5.1. Anti-Inflammatory Agents

39.5.1.1. Nonsteroidal Anti-Inflammatory Drugs 
(NSAIDS)

Because inflammatory cells surround dying neurons in all neu-
rodegenerative disorders, a recent approach to neuroprotection 
has been the use of anti-inflammatory agents. Nonsteroidal 
anti-inflammatory drugs (NSAIDs) reduce inflammation in 
part by inhibiting one or both of the cyclooxygenase (COX) 
enzyme isoforms. Inhibition of COX reduces prostaglandin 
synthesis leading to a general decrease in inflammation. While 
NSAIDS have demonstrated an ability to provide neuroprotec-
tion in animal models, human trials have been less rewarding.

Both celecoxib and rofecoxib, selective COX-2 inhibitors, 
had positive effects in the SOD1 mouse model of ALS (Drach-
man et al., 2002; Azari et al., 2005). A subsequent randomized 
controlled trial of celecoxib was negative, however. A state-
ment released by the investigators in 2004 reported that cele-
coxib did not impart a beneficial effect in 300 ALS patients. 
There were no differences in adverse effects between treated 
and control groups and the drug was well tolerated at a dosage 
of 800 mg/day (www.alsa.org). This trial had a high dropout 
rate, which may have impaired the ability of the investigators 
to detect a small impact of the drug if one existed.

Celecoxib and rofecoxib have also been studied in AD. 
Randomized double blind, placebo controlled trials failed 
to demonstrate a therapeutic benefit (Sainetti et al., 2000; 
Aisen et al., 2003). The rofecoxib trial used naproxen as 
a control; the results were consistent with other studies in 
which nonselective NSAIDs such as diclofenac, have been 
ineffective in AD (Scharf et al., 1999). Other NSAIDs 
including ibuprofen, indomethacin and sulindac sulfide 
have demonstrated potential efficacy in AD (Rogers et al., 
1993; t’Veld et al., 2001), but definitive trials have not yet 
been conducted.

39.5.2. Immunomodulation

39.5.2.1. Vaccination in ALS

Another approach is to harness the body’s own immune sys-
tem to regulate inflammation. In models of neurodegeneration 
caused by mechanical or biochemical injury, more neurons 
survive in the presence of a well-regulated evoked anti-self 
T cell mediated response (Moalem et al., 1999). Vaccina-
tion can be used to induce nonpathogenic T-cell responses, 
including the activation of anti-inflammatory Th2 cells, which 
may migrate to lesion sites where they affect innate immune 
responses through the release of anti-inflammatory cytokines 
or by inducing the production of neurotrophic factors. Glat-
iramer acetate (Copaxone, Cop-1), a mix of amino acids in a 
known molar ratio, was originally designed to mimic myelin 
basic protein and is now FDA approved for the treatment of 
multiple sclerosis (MS). Cop-1 can induce a protective T cell 
mediated response without risk of causing an autoimmune 
disease. A study of acute and chronic motor neuron disease in 
animal models demonstrated that twice the number of motor 
neurons survived in Cop-1 vaccinated mice than control mice 
(Angelov et al., 2003). This study also showed that Cop-1 
vaccination prolonged life span in SOD1 transgenic mice, 
although pathological findings were not reported. An initial 
trial in ALS patients revealed the modality to be safe in this 
disease (Gordon et al., 2006). ALS patients tolerated two dif-
ferent dosing frequencies in conjunction with riluzole, and 
patients mounted immune responses similar to those seen in 
MS patients. Larger trials of efficacy are planned.

39.5.2.2. Immunization in AD

In AD, locally generated complement proteins are activated 
by extracellular amyloid deposits. Microglia aggregate at the 
site, attacking and destroying neuronal extensions. Research 
has focused on recruiting the immune system to remove beta 
amyloid protein deposits. Exogenous antibodies to beta amy-
loid protein selectively bind to senile plaques and cerebral 
amyloid in vivo, and the amyloid deposition can be amelio-
rated in beta amyloid precursor protein–transgenic mice by 
active immunization with the beta amyloid peptide (Walker 
et al., 1994). Other studies have confirmed that diverse anti-
beta amyloid immunization schemes reduce cerebral beta 
amyloid burden and behavior deficits in AD transgenic mice 
(Dodel et al., 2003; Lemere et al., 2004).

Beta amyloid immunization was initiated in humans after 
the successful studies in rodents. Phase I studies were com-
pleted without major adverse events and Phase II trials were 
initiated with AN 1792 (active immunization with amyloid 
beta 42 and QS-21 adjuvant). The trials were interrupted in 
2002 because approximately 6% of those vaccinated devel-
oped aseptic meningitis (Orgogozo et al., 2003). Data from 
the incomplete trial suggest that AD patients who mounted 
a significant antibody response also showed signs of clinical 
benefit (Orgogozo et al., 2003; Hock et al., 2003). Autopsy 
findings from three patients who died approximately 1 year 
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after the first immunization showed evidence of beta amyloid 
clearance (Nicoll et al., 2003; Ferrer et al., 2004; Masliah et al., 
2005). However, two of the three brains also showed changes 
of encephalitis with infiltration of T lymphocytes, white matter 
lesions invaded by macrophages, and in one case, severe small 
vessel disease with multiple cortical hemorrhages (Nicoll et 
al., 2003; Ferrer et al., 2004). The potential for beta amyloid 
immunization to be developed further as a disease modifying 
treatment in AD depends on whether the serious side effects 
can be effectively controlled. Further studies are needed, espe-
cially in aged nonhuman primates, to clearly understand the 
adverse effects and how to allow for safe application of this 
therapy to humans (Orgogozo et al., 2003).

39.5.2.3. Immunotherapy in Prion Disease

Antibody based immunotherapy has also been evaluated in 
the animal models of prion disease. In vitro assays have dem-
onstrated that antibodies to the cellular prion protein (PrPc) 
antagonize the deposition of disease associated prion protein 
(PrPsc) (Sigurdsson et al., 2002). However, the induction of 
protective antiprion immune responses has been difficult in 
wild type animals because of tolerance to endogenous PrPc. 
Some studies have shown that it might be possible to overcome 
this tolerance by inducing immune responses to bacterially 
expressed recombinant PrP (Heppner et al., 2001). However, 
developing antibodies that are capable of recognizing native 
cell surface PrPc is more difficult (Heppner and Aguzzi, 2004). 
One study demonstrated that anti-PrP antibodies cross-linked 
with PrPc when directly injected into the brains of laboratory 
animals and subsequently provoked neurotoxicity (Solforosi 
et al., 2004). However, passive immunization and antibody 
transgenesis experiments have been successful in animals 
(White et al., 2003). Further studies are required to determine 
the mechanism of tolerance needed to safely and successfully 
implement vaccination as an antiprion regimen.

39.5.2.4. Immunotherapy in Parkinson’s Disease

In the MPTP animal model of PD, glatiramer acetate(Cop-1) 
has also been investigated. In the MPTP model, Cop-1-immune 
cells provided significantly more neuroprotection than placebo 
(Benner et al., 2004). Mice received adoptive transfers of sple-
nocytes from Cop-1 or ovalbumin immunized mice because 
MPTP-immunotoxicity precluded active immunization due to 
lymphotoxicity (Benner et al., 2004). In animals given spleno-
cytes from Cop-1 immunized mice, T cells entered and accu-
mulated in inflamed areas of the CNS. The T cells secreted 
interleukin-10, an inhibitory Th2 cytokine, which suppressed 
microglial activation, and also stimulated local expression of 
astrocyte-associated glial cell line derived neurotrophic factor. 
This immunization strategy minimized dopamine loss com-
pared to control animals and resulted in significant protection 
of nigrostriatal neurons. Human trials are planned in PD, but 
investigations are needed to define the best routes of adminis-
tration and dosing frequencies.

Immunophilin binding proteins are being developed as a 
potential immune based therapy in PD. Immunophilins, intra-
cellular receptor proteins that bind to the immunosuppressive 
drugs cyclosporine A, FK506, and rapamycin, are 10–50-fold 
more abundant in the brain than in the immune system (Guo 
et al., 2001). The immunophilin ligands combine with immu-
nophilin proteins to suppress the immune system by inhibiting 
the calcium activated phosphate calcineurin, and some pro-
mote nerve growth in vitro and in vivo. GPI 1046 (Guilford 
Pharmaceutical) and AMG-474-00 or NIL-A (Amgen) are 
immunophilin ligands that promote neuronal growth without 
demonstrating immunosuppressive effects (Steiner et al., 1997; 
Gold et al., 1998). These agents stimulate growth of nigrostria-
tal dopaminergic neurons spared after MPTP-induced damage 
to the substantia nigra. Human trials are planned to determine 
whether these or other immunophilin ligands will be useful in 
slowing or reversing PD.

39.5.3. Anti-apoptotic Therapies

Neurodegeneration is likely due in part to caspase enzyme driven 
apoptosis and drugs that inhibit the activation of caspase enzymes 
are being studied as a potential neuroprotective strategy.

39.5.3.1. Minocycline

Minocycline is a tetracycline antibiotic with anti-inflammatory 
and anti-apoptotic properties. It has been shown to delay 
disease onset and prolong survival in transgenic ALS mice 
(Zhu et al., 2002; Kriz et al., 2002). Two early phase random-
ized controlled trials indicated that minocycline could be used 
safely in high doses and in conjunction with riluzole (Gordon 
et al., 2004). but minocycline caused a worsening of function 
in a recent phase III trial (Gordon et al., 2007). A separate effi-
cacy trial is just underway in Europe, so that cumulative data 
may determine the true effect of minocycline in ALS.

Markers of apoptosis are also present in PD (Mogi et al., 
2000; Tatton, 2000). Injection of minocycline into the 6-OHDA 
mouse model of parkinsonism inhibits microglial activation, 
protects dopaminergic neurons, and reduces markers of apop-
tosis (He et al., 2001). Minocycline has also been shown to 
prevent nigrostriatal dopaminergic neurodegeneration in 
MPTP mice models of PD (Du et al., 2001). Similarly, mino-
cycline delays disease progression in animal models of HD, 
presumably by inhibiting caspase-1 and caspase-3 mRNA 
up regulation and decreasing inducible nitric oxide synthase 
(iNOS) activity (Chen et al., 2000; Tikka et al., 2001). Phase 
II NINDS-funded clinical trials testing minocycline in PD 
are underway. The unfortunate untoward effects of a well-
known anti-inflammatory agent minocycline, an antibiotic in 
the tetracycline family, in a randomized phase III clinical 
trial (Gordon et al., 2007) is cause for pause. Minocycline 
treatment of ALS patients not only demonstrated no beneficial 
effect, for some patients it significantly worsened measurable 
neurologic outcomes. Those who were taking the drug to ALS 
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were asked to disontinue its use. Regrettably, the drug did not 
affect survival or quality of life measures for people with 
ALS and raised caution in extrapolating animal model data 
for human use (Lancet Neurol. 2007 Dec;6(12):1045–53).

39.5.3.2. TCH 346 (Omigapil)

TCH 346, which is structurally related to selegiline, binds to 
glyceraldehyde 3 phosphate dehydrogenase (GAPDH) in a 
mechanism that may prevent programmed cell death. It slows 
the degeneration of motor neurons in in vitro models of apop-
tosis (Carlile et al., 2000), but did not have significant effect 
on survival in transgenic mice. Phase IIa and IIb trials in ALS 
showed that the drug did not slow the rate of progression or 
prolong survival at any of the doses tested (www.als.net/treat-
ments/clintrials/clinics_detailed.asp).

In PD, a nuclear translocation of GAPDH in melanized 
nigral neurons has been interpreted as a marker for apoptosis 
(Dastoor and Dreyer, 2001). After MPTP treatment in ani-
mal models, GAPDH is up regulated and undergoes nuclear 
translocation. TCH 346 has been shown to bind to GAPDH 
and rescue neurons from cell death in this model (Andringa 
and Cools, 2000). TCH346 also attenuates MPTP-induced 
toxicity in primates (Andringa et al., 2003). However, fur-
ther studies are needed to determine whether GAPDH upreg-
ulation and nuclear translocation, and whether the effects of 
TCH346 are meaningful changes in PD. Clinical trials have 
been initiated.

39.5.3.3. Mitogen Activated Protein (MAP) Kinase 
Inhibitors

The cascade of apoptosis may be promoted by mitogen acti-
vated protein (MAP) kinase activation. CEP1347, a small 
molecule MAP kinase inhibitor that crosses the blood brain 
barrier is protective in MPTP-treated mice (Saporito et al., 
1999). A clinical trial showed good tolerability, no interfer-
ence with L-dopa pharmacokinetics, and no symptomatic 
effects of treatment over a 4-week period (Parkinson Study 
Group, 2004). A larger phase II trial has commenced.

39.5.4. Antioxidants

Another proposed mechanism of neuronal death is oxidative 
stress due to the accumulation of free radicals. Normal and 
abnormal cellular metabolic processes involving molecular 
oxygen produce free radicals, which can cause oxidative dam-
age to lipids, proteins and nucleic acids (Andersen, 2004).

39.5.4.1. Vitamin E

Alpha tocopherol (vitamin E), a naturally occurring antiox-
idant, delays disease onset in SOD1 transgenic mice (Gur-
ney et al., 1996). One epidemiological study suggested that 
regular intake of vitamin E may reduce the risk of contract-
ing ALS (Ascherio et al., 2005). A randomized, placebo 
controlled trial of vitamin E 500 mg twice daily showed 

no significant difference in 12-month survival in patients 
with ALS (Desnuelle et al., 2001). This trial was prob-
ably underpowered due to insufficient sample size, and 
used an unvalidated outcome measure, the Norris Scale. 
Vitamin E has also been studied in combination with other 
antioxidants. L-methionine, vitamin E, and selenium were 
studied in ALS in a double blind placebo controlled trial 
of the combinations taken three times a day (Stevic et al., 
2001). After 12 months there was 50% survival in the con-
trol group and 81% in the treatment group, findings that 
were not statistically significant (Orrell et al., 2005). Vita-
min E was ineffective in slowing progression of PD in the 
DATATOP trial (Parkinson Study Group, 1989).

39.5.4.2. Selegiline

Selegiline may have anti-oxidant and anti-apoptotic 
properties in addition to inhibiting MAO, and has been 
reported to increase SOD activity in the basal ganglia 
of rats (Knoll, 1989). There have been several trials of 
selegiline 10 mg per day in patients with ALS: a random-
ized, placebo controlled, double blind trial (Lange et al., 
1998), and a placebo-controlled crossover trial (Mitchell 
et al., 1995). Neither showed improvement in functional or 
subjective rating scales, but both trials were underpowered 
due to insufficient sample size and so may be considered 
inconclusive.

39.5.4.3. N-acetylcysteine

N-acetylcysteine, a precursor of glutathione, which is a natu-
ral intracellular antioxidant, has been tested in a randomized, 
placebo controlled trial in patients with ALS. Thirty-five 
patients (65%) given N-acetylcysteine 50 mg/kg subcutane-
ous infusion daily and 30 patients (54%) given placebo were 
still alive at 12 months, a difference that was not statistically 
significant (Louwerse et al., 1995).

39.5.4.4. Coenzyme Q10 (CoQ10)

CoQ10 is an essential cofactor of the mitochondrial electron 
transport chain, and may act as an antioxidant. It has been 
shown to have neuroprotective effects in models of ALS, PD 
and HD (Beal, 2002). An open label escalation trial in ALS 
was completed in 2004; dosages up to 3,000 mg per day were 
well tolerated (Ferrante et al., 2005). An NINDS-funded ran-
domized controlled phase II trial of CoQ10 is currently under-
way in patients with ALS.

A phase II trial has also been completed in PD (Shults et al., 
2002). Over a period of 16 months, CoQ10 was safe and 
well tolerated at doses up to 1,200 mg/day. Trends toward less 
disability occurred in treated patients and the benefits were 
greater in those receiving the highest dosage. However, larger 
studies, including an examination of the potential symptomatic 
effects of CoQ10, over a longer period of time are needed to 
determine the efficacy of CoQ10 as a neuroprotective agent 
in PD.
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39.5.4.5. AEOL 10150

AEOL 10150 (manganese (III) meso-tetrakis (di-N-ethyl-
imidazole) porphyrin) is a compound that can catalytically 
decompose biological oxidants such as perioxynitrite via 
its ability to cycle between MN (III) and MN (IV) states. 
Several investigators have reported the presence of nitroty-
rosine in affected tissue in motor neuron disease; however, 
no cause and effect relation between protein nitration and 
neuronal death has been established (Crow et al., 2005). 
AEOL 10150 prolonged survival in the SOD1 ALS model. 
A phase I dose ranging clinical trial reported a high 
degree of safety in this population. Multi-dose studies 
are underway.

39.5.5. Trophic Factors

39.5.5.1. Insulin-Like Growth Factor

Nerve growth factors promote neuronal sprouting in vitro, 
and reduce nerve cell death in vivo. Viral delivery of insulin 
like growth factor (IGF-1) was shown to prolong survival 
and delay the onset of disease in the ALS mouse model 
(Kaspar et al., 2003). Two randomized controlled trials of 
IGF-1 have been completed in ALS. One showed slowed 
progression of functional impairment using an unvalidated 
outcome measure (Lai et al., 1997). The second trial showed 
no significant change using the same outcome (Borasio et 
al., 1998). A third trial, using strength testing as the pri-
mary outcome, has just completed enrollment. Human tri-
als of viral vector delivery are planned but the safety of the 
modality must be shown before the FDA will allow trials 
to proceed.

In PD, animal studies are underway with IGF-1. N-ter-
minal tripeptide of IGF-1 was peripherally administered to 
6-OHDA mouse models of PD and results indicated that 
administration after the onset of nigrostriatal dopamine 
depletion improved long term parkinsonian motor deficits; 
however IGF-1 administration did not prevent the loss of 
tyrosine hydroxylase in the substantia nigra pars compacta 
or the striatum (Krishnamurthi et al., 2004). Human trials of 
IGF have not yet been conducted in PD.

39.5.5.2. Vascular Endothelial Growth Factor

Vascular endothelial growth factor (VEGF) is needed for 
angiogenesis and has been implicated in neurodegeneration 
(Jin et al., 2000). Researchers have shown that low levels of 
VEGF in transgenic mice can cause an ALS-like syndrome. 
Intramuscular delivery of VEGF delays onset and prolongs 
survival in SOD1 mice (Storkebaum et al., 2005).

VEGF has also been shown to promote neuroprotection in 
the 6-OHDA mouse model of PD by activating the prolifera-
tion of glia and by promoting angiogenesis (Yasuhara et al., 
2004). Human trials will likely be initiated in the future, once 
optimal dosing and route of administration have been estab-
lished.

39.5.5.3. Brain Derived Growth Factor

Brain derived neurotrophic factor (BDNF) has been shown 
to prolong survival, protect against glutamate neurotoxicity, 
and slow disease progression in the wobbler mouse, an early 
model of ALS. Unfortunately, BDNF did not show benefit in 
patients with ALS (Anonymous, 1999).

BDNF was also evaluated in the rat model of PD, and 
was compared to glial cell line derived neurotrophic factor 
(GDNF); results of the study showed that GDNF was more 
effective than BDNF in the model, but that there were no 
significant benefits from either of these neurotrophic factors 
(Sun et al., 2005).

39.5.5.4. Ciliary Neurotrophic Factor

Ciliary neurotrophic factor (CNTF) was also shown to protect 
wobbler mice, to be required for preservation of adult motor neu-
rons in knockout mice, and to reduce immunoreactivity in the 
spinal cord of ALS patients. This drug advanced as far as Phase 
III clinical trials, however, no significant difference in survival 
was observed between CNTF and placebo groups (ALS CNTF 
Treatment Study Group, 1996; Hurko and Walsh, 2000).

CNTF has also been investigated in mouse models of PD. 
Although CNTF had potent neurotrophic effects for injured 
adult rat dopaminergic substantia nigra neurons, it did not pre-
vent the disappearance of the transmitter synthesizing enzyme 
tyrosine hydroxylase (Hagg and Varon, 1993). Human trials 
were not conducted.

39.5.5.5. Glial Derived Neurotrophic Factor

Glial Derived Neurotrophic Factor (GDNF) has been a partic-
ularly promising approach to neuroprotection in ALS and PD 
(Lapchak, 1998; Gash et al., 1998). GDNF enhances survival 
of the midbrain dopaminergic neurons in vitro and rescues 
degenerating neurons in vivo (Tseng et al., 1997). Intraven-
tricular administration of GDNF in monkeys ameliorated par-
kinsonism and produced 20% enlargement of nigral neurons 
accompanied by increased fiber density (Gash et al., 1996). 
A GDNF-levodopa combination reportedly reduced levodopa 
side effects in experimental monkeys (Miyoshi et al., 1997). A 
pilot trial in humans with moderately advanced PD was aban-
doned, however, because of lack of efficacy and the frequent 
occurrence of nausea, anorexia, tingling, hallucinations and 
depression (Nutt et al., 2003). Autopsy of one case showed no 
evidence of significant trophic effects on nigrostriatal neurons 
(Kordower et al., 1999). Trials in ALS were similarly aban-
doned due to high levels of toxicity.

Laboratory studies are now using a lentoviral vector to 
deliver GDNF to the striatum of monkeys with MPTP-induced 
Parkinsonism. One study demonstrated reversal of functional 
deficits, extensive and long term GDNF expression, augmen-
tation of dopaminergic function, and prevention of nigrostriatal 
degeneration (Kordower et al., 2000). This new delivery 
system provides a hopeful therapeutic strategy for PD, and 
has also been beneficial in the SOD1 model of ALS.
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39.5.6. Antiglutamatergic Agents

39.5.6.1. Gabapentin

Gabapentin, an antiepileptic agent, may reduce glutamate 
release and thereby, reduce excitotoxicity. Gabapentin showed 
a small but significant effect on survival in SOD1 transgenic 
mice (Gurney et al., 1996). An early phase clinical trial in 
ALS showed a non-significant slower rate of decline in arm 
strength due to gabapentin (Miller et al., 1996). A phase III 
study using a higher dose revealed no change in strength and 
a more rapid rate of decline of the forced vital capacity (Miller 
et al., 2001), exemplifying the need to better define dose in 
early phase trials before preceding to definitive trials.

39.5.6.2. Topiramate

Topiramate reduces glutamate release from neurons and 
antagonizes activation of the alpha-amino-3-hydroxy-5-
methylisoxazole-4-propionic acid (AMPA) receptor, a glu-
tamatergic excitatory amino acid receptor. A double-blind, 
placebo-controlled trial conducted in 296 ALS patients over 
12 months showed a faster rate of decline in arm strength 
and no effect on survival from topiramate (Cudkowicz et al., 
2003). This trial had a large dropout rate and proceeded to a 
phase III trial without first exploring the effects of topiramate 
in the SOD model.

Topiramate was recently studied in the marmoset model 
of PD (Silverdale et al., 2005). Overactive AMPA receptor-
mediated transmission may be involved in the pathogenesis 
of levodopa-induced dyskinesias. Topiramate significantly 
reduced levodopa-induced dyskinesias without affecting 
the antiparkinsonian action of levodopa. Further studies are 
needed to better elucidate the potential benefits of topira-
mate in PD.

39.5.6.3. Lamotrigine

Lamotrigine is another glutamate release inhibitor that has 
been studied in neurodegenerative diseases. In ALS, 300 mg of 
lamotrigine per day had no effect when compared to placebo in 
a small number of patients (Ryberg et al., 2003). Lamotrigine 
also failed to show symptomatic benefit in patients with PD 
(Shinotoh et al., 1997), but neither study had adequate power 
to truly assess efficacy.

39.5.6.4. Ceftriaxone

Ceftriaxone was selected from the recent NIH-supported high 
throughput screening initiative in ALS. Approximately 1,050 
FDA approved drugs, for which the safety and toxicity are 
already known, were screened using in vitro assay systems 
(cell survival, cytochrome C release, protein aggregates, etc.). 
Positive results or “hits” were then tested in the transgenic 
model. Ceftriaxone was shown to increase glutamate trans-
porter activity and prolong motor neuron survival. Ceftri-
axone is a third generation cephalosporin that also protects 
against SOD toxicity, radiation induced neurodegeneration in 

in vitro models (Tikka et al., 2001), and has the ability to cross 
the blood brain barrier. Clinical trials funded by the NINDS 
are expected to begin in 2006, with the goal of determining 
the pharmacokinetics, safety and efficacy of long-term ceftri-
axone treatment in ALS.

39.5.6.5. Talampanel

Talampanel, an AMPA antagonist with antiglutametergic 
activity, is also being evaluated in neurodegeneration. Talam-
panel has been shown to be neuroprotective after traumatic 
brain injury in rats (Belayev et al., 2001), and AMPA receptor 
antagonists have been shown to prolong survival in the trans-
genic mouse model of ALS (Van Damme et al., 2005). Phase 
II trials of talampanel are underway in both PD and ALS.

39.5.6.6. Remacemide

Remacemide, an anticonvulsant and NMDA antagonist, is 
being studied in PD. It has been shown to enhance the effects 
of levodopa in rats and monkeys (Greenamyre et al., 1994). 
A randomized, controlled trial of remacemide in 279 patients 
with PD and motor fluctuations showed trends towards 
improvement of “on” time, but no evidence of neuroprotection 
(Parkinson Study Group, 2001). In a small HD trial, remace-
mide tended to alleviate chorea but failed to slow functional 
decline (Huntington Study Group, 2001).

39.5.7. Stem Cell Transplant Therapy

Advances in stem cell therapy have received a great deal of 
press in recent years. Unfortunately, when public expectations 
have been raised, patients are likely to search for non-orthodox 
sources of treatment. There are tens of thousands of internet 
pages extolling the promise of stem cells, and various forms of 
stem cell therapy are available on a commercial basis in a num-
ber of countries, including China, South America, and Eastern 
Europe. However, most administer the stem cells in an uncon-
trolled way and do not have long term follow-up so that rational 
scientific conclusions cannot be reached. The science provides 
hope for potential therapeutic interventions in neurodegenera-
tive diseases, but it is in its early stages and much is still needed 
to be learned about how to control stem cell proliferation, dif-
ferentiation into specific cells and optimal functional recovery 
in animal models before human trials. The collection and use of 
human fetal tissue may also raise ethical concerns.

39.5.7.1. Stem Cell Therapy and Parkinson’s Disease

The loss of specific dopaminergic neurons in PD makes the 
prospect of replacing missing or damaged cells a potential 
therapy. Recent double blind placebo controlled trials of pri-
mary human embryonic dopaminergic tissue used functional 
neuroimaging and neuropathological investigations to dem-
onstrate integration of transplanted dopaminergic neurons in 
host striatum (Freed et al., 2001; Olanow et al., 2003). How-
ever, only subpopulations of PD patients displayed significant 
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benefits, and some patients developed uncontrollable side 
effects due to excess dopamine production.

Retinal pigmental epithelia (RPE) are dopaminergic support 
cells in the neural retina. RPE cells on gelatin beads, also called 
Spheramine, produce levodopa (Watts et al., 2003), but there are 
no data yet on the consistency of dopamine production by these 
cells. An open label clinical trial of transplantation of Sphera-
mine was conducted in six patients with PD (Bakay et al., 2004). 
Spheramine was transplanted into the striatum and showed 
clinical effects over 24 months. Spheramine is now undergoing 
double blind placebo controlled trials in advanced PD.

39.5.7.2. Stem Cell Therapy and Huntington’s Disease

In animal models of HD, transplanted striatal cells have sur-
vived, grown and established afferent and efferent connections 
(Freeman et al., 2000). One open label human trial indicated that 
grafts may have restored function (Hauser et al., 2002). Recipi-
ents showed cognitive and motor improvements that were asso-
ciated with reductions in striatal and cortical hypometabolism. 
The success of grafting may be sensitive to the age of the donor 
and to the degree of neuronal loss in the patient. Clinical trials 
are in early phases and there still needs to be resolution of a 
number of technical issues (Gardian and Vecsei, 2004).

39.5.7.3. Stem Cell Therapy and Amyotrophic Lateral 
Sclerosis

Stem cell therapy poses a greater challenge in ALS than in other 
neurodegenerative diseases because of the length of motor axons 
and growing evidence that neurodegeneration in ALS may be 
mediated by neuronal and glial influences. Late stage fetal cor-
tical neurons have been shown to replace apoptotic neurons 
when grafted into adult mouse neocortex, to receive afferents 
from host brain, and to project to the contralateral hemisphere 
(Fricker-Gates et al., 2002). Fetal motor neurons grafted to the 
adult rat spinal cord lacking motor neurons migrate to the ven-
tral horn and make functional connections with skeletal muscle 
(Clowry et al., 1991). Whether these neurons are integrated into 
neuronal circuits is unclear. It is also unknown if similar neu-
ronal replacement could work in the brains of individuals with 
ALS. Clinical trials have shown the general safety of cerebro-
spinal fluid injection in small numbers of patients, but there was 
no means to monitor cell growth, or even to determine if the 
cells survived (Mazzini et al., 2003). There is still a great deal 
of research to be done with stem cell therapy before it can be 
effectively implemented in ALS.

39.5.8. Others

39.5.8.1. Amyotrophic Lateral Sclerosis

39.5.8.1.1. Calcium Channel Blockers

Calcium channel blockers antagonize excitatory amino acid 
receptor activation. A randomized, double blind, placebo 
controlled, crossover study of nimodipine was conducted in 

patients with ALS (Miller et al., 1996b). There was no signifi-
cant difference in the rate of decline of pulmonary function 
or limb strength with treatment compared to placebo and the 
authors concluded that nimodipine was ineffective in slowing 
the progress of ALS.

The efficacy of verapamil, a calcium channel blocker, was 
studied in a clinical trial in which the treatment of phase 
was compared to a natural history phase (Miller et al., 1996c). 
During months 1 to 3, patients were not given drug and the 
natural history of their progression was measured. Following 
the month 3 visit, verapamil was started at 40 mg and titrated 
to a daily dose of 240 mg per day. The decline in forced vital 
capacity and limb strength were not significantly different 
between the treatment phase and natural history phase.

39.5.8.1.2. Creatine

A key pathological feature in the animal model of ALS is 
abnormality of the mitochondria (Wong et al., 1995). Cre-
atine, which acts as a mitochondrial energy buffer and may 
also have anti-oxidant properties, provided a dose depen-
dent improvement in survival in the transgenic SOD1-G93A 
mouse (Klivenyi et al., 1999). A subsequent randomized pla-
cebo-controlled trial using 5 g per day showed no significant 
benefit in survival (Groenveld et al., 2003). This trial broke 
new ground in several ways. First, the investigators used a 
sequential analysis plan, so that the trial was stopped once the 
null hypothesis could no longer be rejected, saving 18 months 
over a fixed duration trial. Second, the dropout rate was nearly 
zero, because the investigators made home visits when neces-
sary to obtain data from patients no longer able to travel to 
the centers. A second double blind placebo controlled trial of 
5 g per days also did not show a benefit (Shefner et al., 2004), 
but this trial likely had inadequate power due to small num-
bers of patients enrolled. Neither trial may have been dosed 
adequately.

39.5.8.1.3. Sodium Phenylbutyrate

Transcriptional dysregulation may contribute to the patho-
genesis of neurodegeneration (Gonzalez de Aguilar et al., 
2000). Sodium phenylbutyrate, a histone deacetylase inhibitor 
(HDAC inhibitor), regulates transcription and has provided 
improvement in survival, body weight and motor performance 
in the SOD mouse model (Ryu et al., 2005). The safety and 
tolerability of sodium phenylbutyrate is currently being evalu-
ated in a trial funded by the Veterans Administration and the 
Muscular Dystrophy Association.

39.5.8.1.4. Arimoclomol

Motor neurons may have a high threshold to activation of the 
heat shock protein pathway, which is involved in protein repair. 
Arimoclomol, an inducer of heat shock proteins, delays dis-
ease progression and improves survival in the murine model 
(Kieran et al., 2004). Early phase trials with arimoclomol in 
patients with ALS are currently underway.
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39.5.8.1.5. Ribonucleic Acid Interference

Mutant gene expression leading to neurodegeneration might 
be reduced by gene silencing techniques. RNA interference 
(RNAi) molecules have been generated that targeted the SOD1 
gene and reduce its expression. RNAi has prolonged survival 
in the SOD1 model (Ralph et al., 2005; Raoul et al., 2005). 
The technology will only apply to the 2–5% of patients whose 
ALS is due to mutations in the gene encoding SOD1, and so 
obtaining adequate numbers of patients to conduct clinical tri-
als may be difficult.

39.5.8.1.6. Combination Therapy

Because of the complexity of the mechanisms underlying neu-
rodegeneration, testing combinations of agents that target dif-
ferent processes could theoretically be more beneficial than 
individual agents alone. The combinations of minocycline and 
creatine, and celecoxib and creatine showed additive effects 
in the SOD1 model (Zhang et al., 2003; Klivenyi et al., 2004). 
Phase II clinical trials using a novel selection trial design 
to identify the better performing combination have begun 
( Gordon et al., 2005).

39.5.8.2. Alzheimer’s Disease

39.5.8.2.1. Statins

Statins, used predominantly in the treatment of hypercho-
lesterolemia, act by inhibiting 3-hydroxy-3-methylglutaryl 
coenzyme A (HMG-CoA) reductase, which regulates the 
synthesis of cholesterol. Statins are also agonists of peroxi-
some proliferator activated receptors (PPARs), which are part 
of the nuclear receptor superfamily and when activated, can 
suppress transcription of pro-inflammatory genes (Chinetti 
et al., 2000). In vitro and in vivo studies have shown that a 
decrease in serum cholesterol inhibits the production of beta 
amyloid and plaque (Simons et al., 1998; Fassbender et al., 
2001). A randomized, controlled trial evaluating the efficacy 
of simvastatin on disease progression in patients with AD 
provided conflicting results. Overall, the plasma levels of 
beta amyloid protein remained relatively unchanged after 6 
months of treatment, but those with better cognitive function 
demonstrated a greater reduction in beta amyloid protein lev-
els than patients with more severe dementia (Simons et al., 
2002). The mechanism of how lowering cholesterol affects 
beta amyloid production is still unclear; studies have dem-
onstrated that statins do not alter beta amyloid morphology 
(Hoglund et al., 2004). It may be that the neuroprotective 
properties of statins are due to antioxidant and anti-inflam-
matory effects.

39.5.8.2.2. Secretase Inhibitors

Beta amyloid peptide is cleaved from the beta amyloid 
precursor protein by the beta secretase (or beta amyloid 
cleaving enzyme, BACE) and gamma secretase enzymes 
(Cummings, 2004). Experimental studies in animal models 

have shown that secretase inhibition lowers the amount of 
beta amyloid protein in the brain and can reduce the for-
mation of beta amyloid protein aggregates (Dewachter and 
Van Leuven, 2002). While BACE and gamma secretase are 
viable therapeutic targets, they have thus far been refractory 
to drug development. Gamma secretase inhibitors diminish 
beta amyloid protein load in the brain, but also cleave other 
proteins essential for signaling in cellular proliferation. 
Gamma secretase is essential for embryogenesis and gamma 
secretase knockout mice are not viable (Dewachter and Van 
Leuven, 2002). Until these limitations can be overcome, the 
potential for gamma secretase inhibitors for AD therapy is 
restricted.

BACE is another therapeutic target. One study showed 
that raising BACE expression increased plaque load in 
beta amyloid precursor protein-transgenic mice (Willem et 
al., 2004). However, the development of pharmacologi-
cal inhibitors of BACE has been challenging due to its 
large catalytic site, which does not bind small molecules 
effectively.

39.5.8.3. Huntington’s Disease

39.5.8.3.1. Sodium Phenylbutyrate

Impaired gene transcription is thought to be a key event in 
the cascade that leads to neurodegeneration in HD. Mutant 
huntingtin can bind to histone acetyltransferase, reducing 
histone acetylation and ultimately suppressing gene tran-
scription. HDAC inhibitors act to relax the DNA conforma-
tion and facilitate transcription by keeping DNA acetylated. 
HDAC inhibitors may also be effective in preventing seques-
tration of certain transcription factors by mutant huntingtin 
during the process of aggregation (Ferrante et al., 2003). 
Sodium phenylbutyrate was tested in the R6/2 mouse model 
of HD and was shown to significantly increase survival, 
improve motor function and minimize brain atrophy (Gard-
ian et al., 2005). Sodium phenylbutyrate is currently being 
tested in human trials.

39.5.8.3.2. Ethyl-EPA

Ethyl-EPA (ethyl-eicopentaenoate) is a semisynthetic, highly 
purified derivative of the n-3-fatty acid EPA. Ethyl-EPA acts 
to preserve mitochondrial function by targeting peroxisome 
proliferator activated receptors. Ethyl-EPA reduces loss of 
neuronal function by inhibiting caspase activation and apop-
tosis, and by reducing mitochondrial damage in models of 
neurodegeneration (Van Raamsdonk et al., 2005). A random-
ized double blind placebo controlled trial of ethyl-EPA was 
conducted in patients with HD. This study showed that there 
was no benefit in the intent to treat cohort of patients with HD. 
However, exploratory analysis revealed that a significantly 
higher number of patients in the cohort treated with ethyl-
EPA showed stable or improved motor function (Puri et al., 
2005). Further studies of ethyl-EPA efficacy are warranted.
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39.5.8.4. Parkinson’s Disease

39.5.8.4.1. Creatine

Administration of MPTP produces parkinsonism in experi-
mental animals by a mechanism involving impaired energy 
production. MPTP is converted to 1-methyl-4-phenylpery-
dinium (MPP+), which blocks complex I of the electron 
transport chain. Supplementation with creatine, a substrate 
for creatine kinase, may increase phosphocreatine and cyclo-
phosphocreatine levels, buffer against ATP depletion and 
exert neuroprotective effects. Oral supplementation of cre-
atine produced significant protection against MPTP-induced 
dopamine depletion in mice (Matthews et al., 1999). Based 
on these results, a randomized, double-blind, futility clini-
cal trial of creatine was recently conducted (NINDS NET-
PD Investigators, 2006). The study found that creatine and 
separately, minocycline, could not be rejected as futile and 
that they should be considered for Phase III clinical trials to 
determine whether they alter the long-term progression of 
Parkinson disease.

Summary

Until the 1990s, progress in developing therapy for neurode-
generative diseases was slow and there were few clinical trials. 
However, with the advent of animal models and the recent 
advances in understanding the basic pathophysiological mech-
anisms underlying the diseases, potential therapies to prevent, 
delay the onset or slow the progression of neurodegenerative 
disease are being identified at an ever increasing rate. High 
throughput technologies are being used to screen large num-
bers of potential therapeutic agents and new developments in 
the realms of immune modulation, RNA interference, viral vec-
tor delivery of gene products and stem cell therapy hold great 
promise for the future. There are still many unanswered ques-
tions regarding the mechanisms of disease and why beneficial 
therapy in animal models has not translated well into human 
clinical trials. Neurodegenerative diseases are rare, and so iden-
tifying enough patients to obtain studies with adequate power 
has been difficult. Novel phase II designs are now being used 
to screen greater numbers of agents and to better define correct 
dosing before proceeding to phase III trials. Multicenter phase 
III trials are being designed with adequate power, and using 
meaningful validated outcome measures that reduce the high 
dropout rates of past trials. Agents are now being tested in com-
bination in order to detect possible additive effects. Focus is 
also being given to the need to better define the best symptom-
atic therapies in randomized controlled trials. Further research 
will prompt more targeted therapies that we hope will soon 
provide truly meaningful breakthroughs for neurodegenerative 
disorders.

Review Questions/Problems

1.  Which one of these medications for Alzheimer’s disease 
is NOT a cholinesterase inhibitor?

a. galantamine
b. rivastigmine
c. tacrine
d. memantine

2.  What are the side effects that limit the prolonged use-
fulness of levodopa therapy in Parkinson disease?

a. muscle fasciculation
b. motor fluctuations and dyskinesias
c. postural instability
d. bradykinesia

3.  Major side effects of levodopa therapy include which of 
the following?

a. nausea, vomiting, anorexia and orthostatic hypotension
b. abnormal liver function tests
c. bradykinesia and tremor
d. dry eyes and dry mouth

4.  Which class of medications is associated with compul-
sive behavior?

a. COMT (catechol-O-methyltransferase) inhibitors
b. memantine
c. dopamine agonists
d. MAO (monoamine oxidase) inhibitor

5.  Amantadine is a useful medication in the treatment of 
dyskinesias in Parkinson Disease. What side effect lim-
its its use in the elderly?

a. diarrhea
b. sialorrhea
c. dyskinesias
d. neuropsychiatric and cognitive effects

6.  Which is the only FDA approved medication for amyo-
trophic lateral sclerosis?

a. memantine
b. lamotrigine
c. riluzole
d. coenzyme Q10

7.  What are the major factors that influence patients in 
their decision to take riluzole in the United States?

a. cost of the medication and opinion of the physician
b. medication interaction and dosing regimen
c. side effects
d. size of the tablet
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 8.  Memantine and riluzole exert their neuroprotective 
effects by what proposed mechanism?

a. inhibiting superoxide dismutase
b. inhibiting glutamatergic excitotoxicity
c. inhibiting caspase activity
d. inhibiting mitochondrial injury

 9. Memantine is approved for use in which disease?

a. moderate to severe Huntington disease
b. early stages of Huntington disease
c. moderate to severe Alzheimer disease
d. early stages of Alzheimer disease

10. In a patient with Alzheimer disease, what is the ideal 
class of medication for the treatment of depression?

a. tricyclics
b. selective serotonin reuptake inhibitors
c. anticholinergics
d. neuroleptics

11. Hallucinations in Parkinson disease would ideally be 
treated with which of the following medications?

a. haloperidol
b. thorazine
c. nortriptyline
d. clozaril

12. Which medication is currently FDA approved for the 
treatment of pseudobulbar affect in ALS?

a. dextromethorphan/quinidine
b. SSRI antidepressants
c. tricyclic antidepressants
d. none of the above

13. In ALS patients, sialorrhea can be a major symptom 
as bulbar weakness worsens. Which of these medica-
tions is ideal for a patient with swallowing difficulty?

a. amitriptyline
b. scopolamine
c. diphenyhydramine
d. glycopyrrolate

14. Which one of these medications are used to treat cho-
rea in Huntington disease?

a. risperidone
b. levodopa
c. fluoxetine
d. bupropion

15. Sildenafil citrate is effective in treating erectile dysfunc-
tion in several neurodegenerative diseases. What side 
effect can this medication cause in Parkinson disease?

a. bradykinesia
b. tremor

c. orthostatic hypotension
d. chorea

16. Proposed mechanisms in neurodegenerative diseases 
include all of the following EXCEPT:

a. oxidative stress
b. apoptosis
c. inflammation
d. excess GABA

17. Which of the FDA approved therapy for Multiple 
Sclerosis is currently being studied in ALS?

a. alpha-interferon
b. beta-interferon
c. glatiramer acetate
d. corticosteroids

18. Phase II clinical trials of beta amyloid immunization 
in Alzheimer disease were interrupted because:

a. patients vaccinated with the immunization developed 
aseptic meningitis

b. immunization supplies were not sufficient
c. the trial was not randomized and blinded
d. patients developed reaction at the site they received the 

immunization

19.  Which of these medications investigated in neurode-
generative diseases is/are no longer recommended for 
treatment?

a. remacemide
b. minocycline
c. insulin growth factor
d. ceftriaxone

20. Which of the following antioxidants have been shown 
in randomized, placebo controlled trials to be benefi-
cial in any of the neurodegenerative diseases is no lon-
ger recommended for treatment?

a. vitamin E
b. n-acetylcycteine
c. selegeline
d. none of the above
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40.1. Introduction

New therapies challenge the very definition of multiple sclero-
sis (MS). By classic definitions, MS is a chronic neurological 
disease characterized by plaques or scars in the central ner-
vous system (CNS) as a result of demyelization and atrophy of 
neuronal axons. However, for most diagnosed with MS, symp-
toms and progression are much more heterogeneous than that 
definition would imply. For most with MS, the initial symp-
toms include a relapsing and remitting inflammatory phase 
(RR-MS), which responds to immunotherapy. Natural history 
studies of clinical relapse rates, a primary endpoint used in 
most phase III treatment trials, report incidence of relapses 
from 0.5 to 2 per year (Weinshenker and Ebers, 1987). With 
time, most RR-MS patients transition to what has been charac-
terized as a non-inflammatory secondary progressive form of 
the disease (SP-MS). Immunotherapies that target the inflam-
matory phase of MS may not be effective once the transition 
occurs. In addition, a proportion of those diagnosed with MS 
exhibit a more aggressive form of MS that does not show sig-
nificant remission cycles nor respond to the same therapies. 
This aggressive form of the disease was termed primary pro-
gressive (PP-MS) using consensus data from an international 
survey of clinicians for standard definitions of these common 
clinical MS courses (Lublin and Reingold, 1996).

40.1.1. Therapuetic Options and Disease 
Definitions

Luccinetti’s group (Lucchinetti et al., 1996; Lucchinetti 
et al. 2000) changed the way MS disease classifications were 
viewed when their pathologic studies confirmed that MS 
plaques differ. Neuroimmunologic evidence now suggests 

that axonal transaction can precede demyelination rather 
than occur as a result of it (Trapp et al., 1998; Bitsch et al., 
2000; De Stefano et al., 2001; Tsunoda and Fujinami, 2002). 
Changes in the CNS are associated and most likely precede 
measured disability by years and possibly decades. Central 
to these theories about MS is the disconnected temporal rela-
tionship between pathological changes in the CNS and dis-
ability (Bjartmar and Trapp, 2001). As therapeutic options for 
MS are reviewed, recent progress in standardizing outcome 
measures for both evaluating acute inflammatory relapses and 
long term progression will be discussed. There is no disagree-
ment that the ultimate goal is to develop therapies that prevent 
disability associated with MS. As the heterogeneity of the dis-
ease is better understood, the ability to tailor therapy should 
also improve.

A definitive diagnosis of MS historically centers on clinical 
verification of two or more episodes (relapses or exacerbations) 
separated by time and space and involving separate systems 
such as optic neuritis and motor involvement of lower limbs 
(Poser et al., 1983). New guidelines were developed in 2001 
by an International Panel on the Diagnosis of Multiple Scle-
rosis and are known as the “McDonald criteria” (Mc Donald 
et al., 2001). For a definitive diagnosis of MS, the McDonald 
criteria focus on demonstration of lesions in time and space but 
integrate MRI findings with clinical and diagnostic  methods. 
Worldwide debate over the use of the McDonald criteria led 
to the convening of a second panel in Amsterdam in 2005 and 
revisions to the criteria now termed the 2005 Revisions to the 
McDonald Diagnostic Criteria for MS (Polman et al., 2005). 
The core of the MS diagnosis remains the clinically objective 
demonstration of typical disease signs and symptoms in time 
and space supported by laboratory evidence including MRI. 
Debate over definitions is important to the development of MS 
therapies since FDA guidelines insist on clinical outcome mea-
sures such as a change in the number of relapses and the time 
between relapses. Validated qualitative or quantitative outcome 
measures that specifically define a relapse do not exist.

Initial diagnosis is not the only moving target in defining 
MS. Debate also continues on when diagnostic criteria support 
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a diagnosis of PP-MS (Thompson et al., 2000) and when or if 
clinically isolated syndromes such as monosymptomatic optic 
neuritis convert to MS (Barkhof et al., 1997; Filippi et al., 
1994; Jacobs et al., 2001).

40.1.2. Diagnosis and Disease Activity Measures

The level of disability in MS is usually scored using the 
Kurtzke expanded disability status scale (EDSS), a 10 point 
scale biased toward motor function (Kurtzke, 1983, 1991). 
With the addition of 0.5 point steps, the Kurtzke EDSS is 
often applied with 19 intermediate steps where 0 represents 
no disability. The lower ratings in the scale are based upon 
the neurological exam; mid and higher rating scores are based 
on ambulatory ability and performance of activities of daily 
living. Data on the average time MS patients remain at a spe-
cific EDSS level were published prior to FDA approval of the 
current therapies (Weinshenker et al., 1991) and illustrate that 
time at any specific point on the scale is highly variable. Even 
so, the EDSS is a primary outcome measure in all phase III 
trials of MS immunotherapies.

The Multiple Sclerosis Functional Composite (MSFC) was 
developed by the MS Consortium (Whitaker et al., 1995) for 
evaluating disabilities ranging from motor function to cogni-
tive changes and to replace the EDSS. The three tools included 
in the MSFC are a timed 25 foot walk, the 9-hole peg test for 
hand dexterity and the Paced Auditory Serial Addition Test 
(PASAT). The MSFC is a quantifiable measure of disability 
but ten years later, it is still infrequently incorporated as a pri-
mary outcome measure because of the increased time element 
necessary to validate the individual tests and the time neces-
sary for their administration.

As a technology, MRI is invaluable in providing infor-
mation that has greatly advanced knowledge of the disease 
process of MS. Ian Young is credited with the first image of 
an MS lesion using MRI and fortuitously predicted that this 
technique could also measure disease severity and serve as a 
monitor for effectiveness of treatments (Young et al., 1981). 
Approximately five years later the contrast medium, gadolin-
ium (Gd) was introduced. This method of injecting a contrast 
material intravenously is able to demonstrate breech of the 
blood–brain barrier (BBB) indicating newly acquired active 
inflammatory lesions of MS (Grossman et al., 1988). It was 
later verified that extensive sub-clinical activity evidenced by 
Gd enhancing lesions occurs in the absence of clear relapses 
or disease worsening at a ratio of 10–15:1 (Isaac et al., 1988; 
Willoughby et al., 1989; Khoury et al., 1994; Thompson et al., 
1992). MRI is now a primary endpoint in phase I and II treat-
ment trials and as a secondary endpoint in phase III trials.

Serial MRI documents that clinical MS exacerbations are 
associated with focal BBB damage. As early as 1965, experi-
mental allergic/autoimmune encephomyelitis (EAE) animal 
models revealed lymphocyte adherence to post capillary 
venules and subsequent migration into CNS parenchyma pre-
ceding demyelination (Lampert and Carpenter, 1965). Both 

serial MRI in MS patients and EAE animal studies support 
the role of an inflammatory, neuroimmunologic response 
in the disease. MRI findings during the early stages of MS 
demonstrate the presence of active inflammatory lesions in 
the brain or spinal cord (Bjartmar and Trapp, 2003). Axonal 
injury begins at disease onset and correlates with the degree of 
inflammation within lesions. This axonal loss remains clini-
cally silent for many years and irreversible neurological dis-
ability develops when a threshold of axonal loss is reached 
and compensatory CNS resources are exhausted. The ratio of 
silent inflammatory sub-clinical lesions to clinical relapses is 
reportedly 5–10:1 (Bjartmar et al., 2003; Miller, 2004). This 
discovery of silent lesion accumulation was instrumental in 
pushing research for the treatment of MS to the forefront in 
an attempt to decrease lesion accumulation and subsequent 
disability progression (Bjartmar and Trapp, 2003). However, 
the monitoring of disease progression by MRI or quantify-
ing clinical symptoms is not adequate. The presence of MRI 
lesions correlates poorly with clinical symptoms and does not 
fully predict or define the level of disability or disease activ-
ity. Molecular evidence indicates a continuum of dysfunc-
tional homeostasis and inflammatory changes between areas 
of lesions and normal appearing white matter. This continuum 
supports the hypothesis that MS is a generalized process that 
involves the entire CNS (Lindberg et al., 2004). MS may be 
active in normal appearing white matter but may not be detect-
able by current levels of testing.

40.1.3. Emerging Immune Modulators

Prior to the early 1990s, there was no Food and Drug Adminis-
tration (FDA) approved disease-modifying agents for treatment 
of any form of MS. In the past ten years, five agents received 
FDA approval; four are immunomodulators for treatment of 
RR-MS and one, mitoxantrone, is an immunosuppressant. 
MS is now a treatable disease. In their Disease Management 
Consensus Statement (NMMS, 2005), the National Multiple 
Sclerosis Society (NMMS) recommends that initiation of an 
immunomodulator should be considered as soon as possible 
following a definite diagnosis of active MS. The NMMS data 
also indicate that only 38% of patients with RR-MS are cur-
rently on immunomodulatory therapy.

The phase III trials for currently approved MS immunother-
apies followed the use of the therapy for 20 months or less. 
Long term efficacy and compliance can be an important factor 
since historic data show that people with MS lived on aver-
age 35 years following diagnosis even before current therapies 
(Smith and McDonald, 1999). Usually MS only decreases 
life expectancy by 2–3 years. However, prior to the advent of 
current therapies, 50% of those with MS needed assistance 
(a cane to walk over one half block) 15 years after diagnosis 
(Weinshenker et al., 1989).

Four of the five current immunomodulatory therapies are 
only approved for RR-MS and have not shown effectiveness 
in non-inflammatory SP-MS or more aggressive forms of the 
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disease. MS has been regarded as a single disorder with clini-
cal variants, but there is strong evidence that it may comprise 
several related disorders with distinct immunological, patho-
logical and genetic features (Compston, 1997). To support this 
theory, research indicates the demyelination; neuronal atrophy 
and axonal destruction follow different pathogenetic pathways 
in subgroups of MS patients (Lassmann, 2001).

The disease, MS, usually does not affect peripheral myelin. 
There are, however, cases of disease clinically and pathologi-
cally indistinguishable from MS in which there is peripheral 
demyelination in a pattern resembling chronic inflammatory 
demyelinating polyneuropathy. MS has extremely heteroge-
neous patterns, with potentially devastating clinical mani-
festations in some individuals while others have very little 
progression or disability. Early in the disease, the typical 
clinical course of MS consists of variable relapsing- remitting 
symptomatology. While the majority of those with MS at 
this inflammatory stage respond to immunotherapy with 
interferon (IFN) β-1a, IFN β-1b or glatiramer acetate, some 
patients do not.

Natural history studies (Smith and McDonald, 1999), 
prior to the new therapies show that after 10–15 years the 
highly inflammatory RR-MS pattern transitions to a more 
chronic, less inflammatory progressive phase. This chronic 
phase is characterized by increasing disability with less dis-
creet relapse episodes and a more constant downhill disabil-
ity course. MS itself has the propensity to dissipate or slow 
after 20–25 years duration but disability will continue to 
progress (Paty et al., 1997). Therapies aimed at the inflam-
matory phase of RR-MS do not halt the less inflammatory 
progressive phase. This is hypothesized to be due to pre-
viously accumulated lesion load within the CNS and the 
circuitous nature of disability building on disability. With 
the degree of heterogeneity, a frequent recurrent problem 
is how to fit the MS treatment to the individual patient’s 
symptoms and progression. The success and approval of 
immunosuppressant therapy with mitoxantrone for that sub 
group of MS patients with aggressive inflammatory disease 
supports the concept that the immune aspects of MS are het-
erogeneous and that treatment must be tailored to specific 
disease course.

A similar approach meeting with success is with neuromy-
elitis optica or Devic’s syndrome. While uncommon, neuro-
myelitis optica preferentially affects the optic nerve and spinal 
cord. While resembling MS, diagnosis is confirmed by its 
clinical severity, an MRI pattern with normal brain findings 
but extensive lesions in the spinal cord, and CSF analysis of 
polymorphonuclear pteocytosis and no oligoclonal banding. 
A serum autoantibody marker, NMO-IgG is highly specific 
for the syndrome (Wingerchuk and Weinshenker, 2005) and 
the syndrome appears to have a strong humoral component. 
Open label trials with small numbers of patients indicate that 
therapy with rituximab, a chemotherapic drug that depletes 
the B cell population is effective in slowing the relapse rate 
(Cree et al., 2005).

40.2. Historical Therapies for MS

40.2.1. Hypothetical Benefits Without Improved 
Clinical Outcomes

40.2.1.1. Interferon g (IFNg)

In the 1980s, studies with EAE, an animal model mimicking 
MS, indicated that interferon γ (IFN γ) was effective in treat-
ing that disease and a trial was initiated to evaluate its potential 
benefit in human MS. Rather than showing efficacy, in 1987, 
use of IFNγ as a therapy in MS patients caused an increase in 
clinical exacerbations and forced the clinical trial to termi-
nate early (Panitch et al., 1987). Associated study of IFNγ in 
20 MS patients indicates increased concentrations of IFNγ and 
TNFα precede the observation of clinical defects (Beck et al., 
1988). An evaluation of primary RR-MS patient lymphocytes 
using flow cytometry supports a correlation between EDSS 
scores and IFNγ secretion (Petereit et al., 2000). Intracellular 
cytokine immuno-staining of anti CD8+ T cells reveals a cor-
relation with IFNγ and disease phase but not disease activity 
(Becher et al., 1999). What initially seemed efficacious in the 
EAE animal model, not only did not decrease MS symptoms 
but is now felt to be a marker of active inflammatory disease.

40.2.1.2. Histamine

In the 1950s and 1960s, immune therapies including hista-
mine were evaluated and shown to have no significant benefit 
in decreasing the clinical or laboratory parameters associated 
with active MS. One variation of a therapy including hista-
mine is still available as a trans-dermal gel patch with a pro-
prietary blend of histamine and caffeine now termed Prokarin. 
Prokarin was formerly known as “Procarin.” The revised 
spelling was adopted to avoid potential conflicts with another 
existing trademark. A small double blind pilot study shows 
Prokarin has a modest effect on fatigue associated with MS 
but no change in the Multiple Sclerosis Functional Compos-
ite (MSFC) (Gillson et al., 2002). Since the trial was only 12 
weeks, relapse rate and MRI data were not evaluated. Prokarin 
use for MS has not been evaluated by the FDA.

40.2.1.3. From Placebos to Bee Stings

No review on therapies for MS would be complete without 
some mention of the placebo effect and the vast underly-
ing anecdotal stories of agents and treatment with immune 
effects and hypothetical benefits. Because relapse rates can 
be relatively low, less than one per year and because fatigue 
is the single most commonly reported symptom, the placebo 
effect in many early therapy trials is significant. In addition, 
reports of MS patients using untested therapies such as daily 
or weekly exposure to bee stings or removal of all metal teeth 
fillings continue to appear. Since MS is now treatable with 
FDA approved therapies, the ability to evaluate such evidence 
has become problematic.
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40.2.2. Beneficial Immune Therapies: Use 
of Steroids for Acute Episodes RR-MS

Historically, steroids and ACTH have been used in the treat-
ment of MS relapses. While both suppress cell mediated and 
humoral immune responses, the major effect in MS acute 
relapse is to suppress inflammation. A meta-analysis of ran-
domized controlled clinical trials (Brusaferri and Candelise, 
2000) indicates that any type of steroid or ACTH treatment 
significantly accelerates short-term recovery from an acute 
MS relapse. However, there is no evidence that steroids reduce 
the risk of an MS relapse. A randomized trial of oral versus 
intravenous (IV) methyl prednisolone for treatment of acute 
relapses of MS shows no clear advantage of either treatment 
route (Barnes et al., 1997). Currently methyl prednisolone is 
considered standard of care for acute MS relapses. Methyl 
prednisolone (Solu-Medrol) is used with IV treatment for 3–5 
days at 500–1000 mg/day. Methyl prednisolone IV therapy 
may be followed by a oral prednisone taper. The use of low 
dose oral prednisolone is also effective in conjunction with 
INFβ therapies when flu-like side effects persist.

40.3. Immunotherapies for RR-MS

40.3.1. FDA Approval of IFNβ-1a, IFNβ-1b, and 
Glatiramer Acetate for RR-MS

While no cure for MS is known, the FDA approves four immu-
notherapies for RR-MS. All shorten attacks and lengthen the 
time between attacks by ~30% (Arnason, 1999a, 1999b). The 
therapies include variations of IFN β: IFN β-1a, (Avonex and 
Rebif) and IFN β-1b (Betaseron). The second type of immu-
notherapy, glatiramer acetate is a copolymer of four amino 
acids termed Copaxone. All approved therapies involve self 

injections or injections by a caregiver and are accompanied 
by side effects.

40.3.1.1. FDA Trials and Their Outcome Measures

The FDA phase III trials leading to approval of the two forms 
of IFNβ1a, IFNβ-1b and glatiramer acetate for RR-MS used 
clinical outcome measures such as the number of relapses 
over a 12 month period as the primary outcome measure for 
efficacy of the therapies. Along with decreasing the relapse 
rate, both the IFNβs and glatiramer acetate increase the time 
between relapses and decrease lesion load on MRI. Since all 
comparisons between therapies are post-market, the classifi-
cations developed by Goodlin (Goodlin et al., 2002) will be 
used when making comparisons. The longest Class I pivotal 
trial for an MS drug was up to 36 months (m) for glatiramer 
acetate (Johnson et al., 1995; Johnson et al., 1998) while 
the shortest averaged 20 m for intramuscular (IM) IFN β-1a 
(Avonex) (Jacobs et al., 1996). Formulation, dosing schedules 
and inclusion criteria differed in the pivotal trials and in the 
analytical methods used in the trials but the basic outcomes 
(a decrease in relapses and relapse rate) can be compared 
according to clinical and MRI findings (Johnson, 2005) (Figure 
40.1). All four therapies for RR MS reduce the relapse rate but 
one, IFNβ-1b did not show a significant reduction in disability 
(The IFNβ MS Study Group, 1993). MRI outcomes are also 
positive with a decreased overall burden of disease in three of 
the four therapies for RR MS. However, IFN β-1a (Avonex) 
did not show the MRI effect at 2 years (Jacobs et al., 1996). 
Gd enhancing lesions was not an outcome measure in the ini-
tial clinical trial of IFN β-1b but was significant for the other 
three trials (Johnson et al., 1995; The IFNβ MS Study Group, 
1993; PRISMS-Study Group, 1998).

Mitoxantrone (Novantrone) approved by the FDA in 2000, 
is the only drug approved for treatment of MS once transition 

Figure 40.1. Relapse Rate Reduction, Phase III Studies (Class I). In the pivotal Class I studies of disease-modifying drugs for multiple 
sclerosis, gladramer acetate (GA) and higher-frequency (three times weekly) dosing of interferon beta were clearly superior to once-weekly 
interferon (IM) in reduction of relapse rate. Johnson et al. Neurology, 1995.3 Jacobs et al. Ann Neurol, 1996.5 IFNB Study Group. Neurology, 
1993.6 PRISMS Study Group. Lancet. 1998.7 (Adapted from Johnson, 2005).
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to the progressive form occurs. Use of mitoxantrone and similar 
therapy will be discussed in a subsequent section.

40.3.1.2. Side Effects and Compliance

When IFN β therapies were first approved by the FDA for treat-
ment of RR-MS, flu like symptoms were known side effects 
but consistently described as minimal and transient. However, 
in the early pivotal trials for IFN β-1b, a significant number of 
patients withdrew for drug toxicity issues that were often con-
sistent with flu-like symptoms (The IFNβ MS Study Group 
and The U British Columbia MS/MRI Study Group, 1995). 
Use of IFN β is now a mainstay of successful long term MS 
therapy. “Long term” therapy is the key point because, unlike 
many neurologic diseases, MS is usually diagnosed in young 
adults and does not significantly decrease life span. Adher-
ence and long term compliance are serious issues particularly 
for those patients who continue to experience side effects to 
IFN β injections. It is now known that flu-like side effects are 
common in RR-MS patients injecting IFN β and are as high 
as 90% in patients initiating therapy. Use of step wise gradual 
escalation of dosing when initiating IFN β is standard of care 
in virtually all MS Centers as a means of decreasing this side 
effect. In 1999, Rice’s group evaluated gradually introducing 
use of IFN β with or without ibuprofen and reported that the 
combination did reduce flu-like symptoms (Rice et al., 1999). 
Ibuprofen was also evaluated against paracetamol and found 
to be equally effective in managing the flu-like symptoms of 
IFN β therapy (Reess et al., 2002). In a letter to the editor, Rio 
(Rio, 2000) supports the gradual introduction of IFN β and 
use of ibuprofen but also suggests use of oral low dose ste-
roids to minimize side effects. A randomized open label study 
of naproxen, acetaminophen and ibuprofen for controlling the 
side effects of IFN β-1a, shows naproxen and ibuprofen are 
more effective than acetaminophen in reducing the physical 
side effects. None of the study pain medications were effec-
tive in minimizing fatigue or muscle aches and pain in those 
MS patients on IFN β-1a who had continued to report side 
effects after >6 m of therapy (Leuschen et al., 2004). In a 1997 
study, Munschauer and Kinkel (1997) recommend acetamino-
phen as the first line adjunct therapy for IFN β associated flu 
like symptoms. The package insert for IFN-β-1a suggests use 
of pain medications specifically mentioning acetaminophen 
but with no specific guidelines. Finally, indomethacin was 
shown to reduce the side effects of IFN therapy in a study by 
Mora et al. (1997).

For those RR MS patients whose flu-like symptoms, 
fatigue or significant muscle and joint pain persist while on 
IFNβ therapies, use of low dose oral corticosteroids is another 
option (Rio, 1998; Martinez-Cacenes, 1998).

40.3.1.3. MRI and Bioimaging to Evaluate Clinical 
Efficacy

Brain atrophy is recognized as a reproducible outcome 
measure of destructive change in MS. Significant atrophy 

changes occur within 9–12 months of disease onset in RR-
MS in patients treated with the immunomodulators (Hard-
meier et al., 2003). This atrophy is detectable even earlier in 
untreated patients. A direct short-term relationship between 
inflammation and development of brain atrophy is indistinct, 
possibly due to the time lag while tissue degradation occurs 
and lack of testing available that is sensitive enough to pick 
up minor changes (Hardmeier et al., 2003). It is well docu-
mented by MRI that individuals with MS develop varying 
degrees of brain atrophy, and maintain a 20% greater atro-
phy than the unaffected population. Previously, brain atro-
phy was considered a late occurring disease manifestation of 
MS. Zivadinos and Bakshi (2004) find that brain atrophy can 
be detected within 3 months of diagnosis. Current thinking 
is that brain atrophy occurs with normal changes associated 
with aging, but is considered accelerated if it reaches levels 
>0.5–1% per year.

Brain atrophy, particularly central atrophy, correlates more 
closely to increased cognitive impairment than MRI lesion 
burden. This may be explained in part by atrophy of the thala-
mus, a deep gray matter structure that mediates cognitive 
function via cortical and subcortical pathways (Benedict et al., 
2004) and by cortical atrophy of the frontal cortex. The frontal 
cortex atrophy can predict neuropsychological impairments in 
verbal learning, spatial learning, attention and conceptual rea-
soning. The regions of the cortex most susceptible to atrophic 
and cognitive changes in MS are the right and left superior 
frontal lobes (Benedict et al., 2004). In a related study, MRI 
brain atrophy was evaluated as a secondary outcome measure 
in a small group of patients following stem cell transplant 
for MS (Healey et al., 2004). That study shows ventricular 
atrophy and thickness of the corpus callosum is a mild but 
significant correlation to disability. Simon et al. (1999) con-
firm that substantial neocortical volume loss occurs in MS 
patients and suggests that neocortical gray matter pathology 
may occur early in the course of the disease, contributing sig-
nificantly to neurologic impairment. Although a proportion of 
this pathology may be secondary to white matter inflamma-
tion, the extent of the change suggests that an independent 
neurodegenerative process is also active.

While many MRI parameters do not correlate well to dis-
ability, the presence and degree of atrophy does reflect level 
of disability. MRI reveals that brain and spinal cord atrophy 
occur early in the course of MS, far earlier than originally 
anticipated (Zivadinos and Bakshi, 2004). The degenerative 
nature of the disease shows increased CNS plaquing with sub-
sequent increases in T1 black holes, T2 total lesion load, and 
finally increases in brain atrophy. This has important impli-
cations for early treatment, as atrophy is thought to reflect 
destructive, irreversible pathology and sub clinical impair-
ment if not overt disability (Simon, 2001). The assessment of 
brain volume changes on serial MRI can provide an objective 
measure of progressive atrophy, reflecting the neurodegenera-
tive component of MS pathology and the long-term efficacy 
of MS therapies.



594 M. Patricia Leuschen et al.

40.3.1.4. Clinical Responses for SP-MS and PP-MS

The diagnosis of PP-MS remains particularly challenging and 
its pharmacologic management remains a challenge (Doskoch, 
2005). Several clinical trials have focused on these patients 
and while no treatment efficacy has been demonstrated, infor-
mation is helping to define this sub group of MS patients. The 
largest trial (PROMise) began recruitment in 1999 (Wolinsky 
et al., 2005). Inclusion criteria included progressive neuro-
logic symptoms for at least 6 months with no history of prior 
exacerbations or a RR pattern. EDSS scores ranged from 3.0 
to 6.5 and all patients were screened by MRI for definitive 
MS. Over 60% of the study group met the classification for 
definitive PPMS by McDonald criteria. The treatment pro-
tocol included glatiramer acetate (20 mg/d) or placebo with 
a planned 16 m enrollment. The study was terminated in 
2002 (Wolinsky et al., 2004). At that point, 37 patients had 
41 relapses or 2% per year. Only 14% of the patients with 
Gd enhanced lesions had a twofold increased risk of relapses. 
More significant than the low relapse rate was the low rate of 
progression. With a study prediction rate of 50% among the 
least effected patients (EDSS 3.0–5.0), the progression rate 
was actually 16% at 1 year and 28% at 2 years. The unex-
pectedly slow rate of progression changed the trial’s statistical 
power to detect even a modest therapeutic benefit from use of 
glatiramer acetate. This slower rate than expected of progres-
sion in PP-MS is also reported by E. Waubaunt for a clinical 
trial of mitoxantrone and one for IFN β-1a discussed at the 
19th Annual Meeting of the Consortium of Multiple Sclerosis 
Centers (Doskoch, 2005). These data support redefining the 
diagnosis of PP-MS and include the presence of Gd enhanced 
lesions, positive CSF findings and a high T2 burden of disease 
as predictors of faster progression (Wolinsky et al., 2004).

Current phase I/II trials in PP-MS are underway and include 
evaluation of rituximab, a synthetic antibody that binds to and 
induces lyses of B cells. The trial is scheduled to enroll over 
430 patients for 30 m and will monitor clinical outcomes as 
well as immunologic and MRI measures. Rationale for the 
trial is based on a efficacy in use with worsening Devic’s dis-
ease or neuromyelitis optica (Cree et al., 2005).

40.3.2. EAE Animal Models for MS Therapy 
Development

The animal model for MS, EAE was introduced in 1933 to 
study CNS reactions to vaccines including measles, small pox 
and rabies. Although the initial studies were done in monkeys, 
most studies on MS have used mice. Over time the model has 
evolved into adoptively transferring myelin basic protein auto 
reactive T cells into an animal. These programmed T cells 
cross the BBB producing inflammatory lesions in the CNS as 
seen in MS. Animals develop functional deficits quickly and 
in mice scoring of “disability” is done by a 5 point scale. The 
EAE model continues to be used to investigate new therapies 
for MS in preclinical testing. However the assumption that 

this animal model should be central to theory of causation and 
treatment for MS has been questioned since inception. More 
recently, EAE models were critically challenged when tissue 
biopsy of very early MS lesions of seven hour duration exhib-
ited an absence of autoimmune cells within the lesion (Barnett 
and Prineas, 2004).

While the EAE model has pitfalls, perivascular T cell reac-
tions do mediate the demyelinating process associated with 
MS when immunologically active cells enter the CNS via 
activated endothelium (Dorovin-Zis et al., 1992). Myelin is 
destroyed either as a non-specific reaction by the release of 
lymphokines, or by antigen specific mechanisms. Several 
lines of evidence support the primary nature of the inflamma-
tory process in MS. Serial MRI studies reveal that clinical MS 
attacks are associated with focal BBB damage (Grossman et 
al, 1988; Kennedy et al., 1988). In the animal model EAE, it is 
well documented that T cells adhere and subsequently migrate 
across the cerebrovascular endothelium into the CNS paren-
chyma where demyelination occurs (Lampert and Carpenter, 
1965; Raine, 1994). Activated CD4 + T cells are typically 
present in MS lesions in areas of active myelin breakdown. 
In older plaques, gamma delta TCR + T cells are more fre-
quent (Selmaj et al., 1991). Less information is available on 
when or why there is a shift in the type of T cells present at 
the demyelination sites as the disease progresses. In addition, 
recent attention has turned to a role for B cells particularly in 
aggressive forms of MS.

40.3.3. Failed Clinical Trials

40.3.3.1. Tysabri (Natalizumab)

The aftermath of recent clinical trials (Miller et al., 2003), FDA 
approval (FDA Consum, 2005a) and then withdrawal (FDA 
Consum, 2005b) after several cases of progressive multifocal 
leukoencephalopathy were attributed to treatment with Natali-
zumab (Tysabri) (Langer-Gould et al., 2005; Kleinschmidt-
DeMasters and Tyler, 2005) illustrate the promise and the 
pitfalls of carrying new MS therapies to the marketplace. Tys-
abri (natalizumab) is a recombinant humanized monoclonal 
antibody that binds to α4-integrin. The α4 subunits of α4β1 
and α4β7 integrins are expressed on the surface of all leuko-
cytes except neutrophils and inhibit the α4 mediated adhesion 
to their receptors. The α4 family of integrins includes vascu-
lar adhesion molecule-1 (VCAM-1), which is expressed on 
activated vascular endothelium. Rationale for its use centered 
on data that binding prevents transmigration of leukocytes 
across the cerebrovascular endothelium into inflammatory 
brain parenchyma. Evidence also supports a role for Tysabri 
in inhibition and further recruitment of activated T cells (Rice 
et al., 2005).

In the phase II trial, all Natalizumab treated MS subjects had 
fewer relapses and fewer Gd enhancing lesions compared to 
placebo treated subjects (O’Connor et al., 2005). An open label 
safety and drug interaction study of the use of Natalizumab 
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(3.0 or 6.0 mg/kg IV) in combination with IFN β-1a (30 µg IM) 
found the drug combination generally well tolerated (Vollmer 
et al., 2004) and had set the stage for larger clinical trials of 
combination therapies. Even the title of the March-April, 2005 
FDA approval report (FDA Consum, 2005a) “New treatment, 
new hope for those with multiple sclerosis”, implied a new 
approach and drug class with promise for MS and other auto-
immune disease. Within two months (FDA Consum, 2005b), 
the FDA had withdrawn Natalizumab (Tysabri). Reports of 
progressive multifocal leukoencephalopathy following treat-
ment with Natalizumab (Tysabri) appeared in the summer of 
2005 (Langer-Gould et al., 2005) followed by reports of simi-
lar findings in the combination Natalizumab and IFN β-1a trial 
(Kleinschmidt-DeMasters and Tyler, 2005).

40.4. FDA Approved Therapies for MS

All three IFN-β products (Avonex, Rebif, and Betaseron) are 
approved by the FDA for the treatment of RR-MS. There is 
variability in IFN-β preparations, administration and their 
side effects. All produce a similar decrease in relapse rate of 
~30% and increase the time between relapses in RR-MS. IFN-
β has also been associated with teratogenic effects. Adequate 
birth control and pregnancy testing are recommended for 
all women with child bearing potential prior to initiation of 
any of the IFNβ therapies. Since MS is a disease frequently 
diagnosed in young adults and with an increased incidence 
in women, pregnancy testing and reporting is required for all 
women on the IFNβs.

40.4.1. IFNβ-1a, (Avonex)

40.4.1.1. Nomenclature, Approved Dosing Format, 
and Dosing Schedule

Avonex was the initial form of IFN β-1a approved by the FDA 
for use in the United States (Jacobs et al., 1996). The rec-
ommended dosing schedule is a once a week IM injection. 
IFN-β1a. IFN β-1a (Avonex) is supplied as a liquid in single 
use vials or syringe at the dose of 33 mcg IFN-β1a. The vial 
also contains 16.5 mg albumin (human), 6.4 mg sodium chlo-
ride, 6.3 mg dibasic sodium phosphate and 1.3 mg monobasic 
sodium phosphate. Of the approved IFNβ therapies, this drug 
has the lowest dose and longest inter-dosing interval.

40.4.1.2. Adverse Effects of IFN b-1a (Avonex)

The most common side effects of IFN β-1a (Avonex) involve 
flu-like symptoms including headache, fever, chills, muscle 
or joint ache, fatigue, pain or injection site inflammation. Ini-
tiation of therapy in a step-wise increase in dose and use of 
pain medications usually alleviate or substantially decrease 
these side effects. Less common side effects include nausea, 
stomach upset, diarrhea, a lower red blood cell count, sleep 
disturbances, dizziness, and infection. As with other IFNβ 

therapies, which are all classified as Category C, female 
patients are warned that the therapy has not been evaluated as 
a human teratogen or during breast feeding.

40.4.1.3. Post Approval Efficacy

A post-approval study evaluated the use of IFNβ-1a fol-
lowing a first demyelinating event when a clinically defini-
tive diagnosis of MS was still not confirmed (Jacobs et al., 
2001). Clinically definite MS is defined as two clinical attacks 
either with clinical evidence of two lesions or clinical evi-
dence of one lesion plus para-clinical evidence (MRI, EEG or 
CSF changes) of a second lesion. The Controlled High Risk 
Subjects Avonex Multiple Sclerosis Study (CHAMPS) fol-
lowed 385 participants in two sub-groups: a placebo group 
and a group receiving IFNβ-1a. CHAMPS found that initiat-
ing therapy with IFNβ-1a at the first demyelinating event is 
beneficial for patients with evidence of brain lesions on MRI 
that indicate a high risk of developing clinically definite MS 
(Jacobs et al., 2001). After 18 months, the median increase 
of lesion volume in participants receiving IFNβ-1a therapy 
was 1%, while it was 16% among participants in the placebo 
group. After three years, the likelihood of participants in the 
IFNβ-1a group developing clinically definite MS was 35% as 
compared to 50% in the placebo group (Beck et al., 2002).

The CHAMPS findings provide strong evidence that an 
IFNβ-1a regimen could be instrumental in delaying the 
progress of the disease, both by lengthening the time before 
demyelinating events progress to the level of clinically defi-
nite MS and by slowing the effects after a definite diagnosis. 
CHAMPS also provided data on IFNβ-1a side effects. Within 
the first six months of the trial, 54% of the IFNβ-1a group 
reported flu-like symptoms, while 26% of those in the placebo 
group experienced the same (Jacobs et al., 2001).

40.4.2. IFN β-1b (Betaseron)

40.4.2.1. Nomenclature, Approved Dosing Format, 
and Dosing Schedule

IFN β-1b (Betaseron) is a purified protein produced by recom-
binant DNA technology with 165 amino acids and approxi-
mate molecular weight of 18,500 daltons. Lyphylized vials 
contain 0.3 mg IFNβ-1b with mannitol (15 mg) and albumin 
(15 mg) as stabilizers. Reconstitution with the diluent sup-
plied produces a 0.54% sodium chloride solution. IFN β-1b 
or Betaseron is also dispensed in a pre-filled syringe at a dose 
of 22 µg (6MIU) per dose for 66 µg/week. A higher dose of 
44 µg (12 MIU) per dose for 132 µg per week is also available. 
The recommended dosing schedule is three times a week as a 
subcutaneous injection.

40.4.2.2. Adverse Effects of Betaseron (IFN-b-1b)

The most serious adverse reactions are depression, suicidal 
ideation and injection site necrosis. A single case of suicide, 
potentially due to depression, was reported in the initial phase 
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III trial of IFNβ-1b. The incidence of depression of any sever-
ity was 34% in the phase III clinical trial (The IFNβ MS 
Study Group, 1995). Injection site necrosis was reported in 
5% of patients in the early controlled trials. The most com-
monly reported adverse reactions to IFNβ-1b (Betaseron) are 
lymphopenia, (lymphocyte cout <1500 mm3), injection site 
reaction, asthenia, flu-like symptom complex, headache, and 
pain. The most frequently reported adverse reactions result-
ing in some clinical intervention, usually discontinuation of 
therapy or adjustment in dosage, were depression, flu-like 
symptom complex, injection site reactions, lymphopenia, 
increased liver enzymes, asthemia, hypertonia and myasthe-
nia. As with other IFNβ therapy, female patients are warned 
that the therapy has not been evaluated as a human teratogen 
or during breast-feeding.

40.4.2.3. Mechanism of Action

The specific mechanism of action of IFNβ-1b in RR-MS is 
essentially unknown. Immunomodulatory effects of IFNβ-1b 
include enhancement of suppressor T cell activity, reduction 
of pro-inflammatory cytokine production, down regulation of 
antigen presentation and inhibition of lymphocytes trafficking 
across the BBB.

40.4.3. IFNβ-1a (Rebif)

40.4.3.1. Nomenclature, Approved Dosing Format, 
and Dosing Schedule

Rebif is the second IFNβ-1a product. This form of IFNβ-1a 
is a purified 166 amino acid glycoprotein with a molecular 
weight of ~22,500 daltons. As with Avonex, Rebif is pro-
duced by recombinant DNA technology from the genetically 
engineered human IFNβ gene. Rebif is formulated as a sterile 
solution in a pre-filled sterile syringe intended for subcuta-
neous injection, three times each week. Each 0.5 ml of Rebif 
contains either 22 mcg or 44 mcg IFNβ-1a, 2 or 4 mg human 
albumin, 10.9 mg mannitol, 0.16 mg sodium actrate and water 
for injection. While a single subcutaneous injection of the 
lower dose of this form of IFNβ-1a is below that of the IFNβ-
1a IM product, the three times per week dosing schedule raises 
it above the once weekly dose for the IM preparation.

40.4.3.2. Adverse Effects of Rebif (IFN-b-1a)

The most common side effects involve flu-like symptoms with 
headache, fever, chills, muscle or joint ache, fatigue, pain or 
injection site inflammation. Less common side effects include 
nausea, stomach upset, diarrhea, a lower red blood cell count, 
sleep disturbances, dizziness, and infection.

40.4.3.3. Efficacy

Class I evidence shows a statistically significant delay in the 
confirmed progression of disability with IFNβ-1a IM and also 

shows a statistically significant reduction in relapse rate in a 
2 year placebo-controlled clinical trial (PRISMS, 1998). This 
form of IFNβ-1a was available in Europe and Canada prior to 
approval by the FDA for use in the United States.

40.4.4. Glatiramer Acetate (Copaxone)

40.4.4.1. Nomenclature, Approved Dosing Format, 
and Dosing Schedule

Glatiramer acetate was termed copolymer-1 in early clini-
cal trials. Glatiramer acetate is a synthetic compound made 
up of acetate salts of polypeptides that are found in myelin 
and contains four naturally occurring amino acids: L-glutamic 
acid, L-alanine, L-tyrosine, and L-lysine with an average 
molar fraction of 0.141, 0.427, 0.095, and 0.338, respec-
tively. The average molecular weight of glatiramer acetate 
is 4,700–11,000 daltons. Copaxone is a sterile, lyophilized 
powder containing 20 mg of glatiramer acetate and 40 mg 
of manrntol that is supplied in single-use vials for subcu-
taneous administration after reconstitution with the dilu-
ent supplied (sterile Water for Injection) or in pre-filled 
syringes.

40.4.4.2. Side Effects of Glatiramer Acetate

Most common adverse effects in controlled trials include 
injection site reactions, vasodilatation, chest pain, asthe-
nia, infection, pain, nausea, arthralgia, anxiety, and hyper-
tonia. About 10% of patients experience an immediate 
post-injection reaction (flushing, chest pain, palpitations, 
anxiety, dyspnea, throat constriction, and urticaria). The 
symptoms are transient and self-limited, and usually do 
not require specific treatment. Transient chest pain was 
noted in 21% of Copaxone patients versus 11% in the pla-
cebo group with no long-term sequelae. Unlike therapy 
with the IFNβs, glatiramer acetate is not associated with 
flu-like symptoms.

40.4.4.3. Mechanism of Action and Efficacy

Glatiramer acetate is thought to stimulate T cells to change 
from harmful, pro-inflammatory cytokines to anti-inflam-
matory cytokines that work to reduce inflammation at lesion 
sites. In a two-year randomized, double-blind, controlled trial 
involving 251 ambulatory patients with RR MS, those taking 
the drug had a 29% reduction in annual relapse rate compared 
to subjects who were given a placebo (Johnson et al., 1998). 
Subsequent studies confirm the drug’s long-term effectiveness 
in reducing the number and severity of exacerbations and dem-
onstrate its ability to reduce the number of new, Gd-enhancing 
brain lesions on MRI (Johnson et al., 2000).

Follow up studies on glatiramer acetate show that the relapse 
rate continues to be lower after 6 years on therapy (Johnson 
et al., 2000). The last 3 years of the Johnson study were open 
label with the initial study a double-blinded protocol.
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40.5. Therapies Approved for RR-MS

There are no Class I clinical trials by Goodlin criteria (Good-
lin et al., 2002) comparing the approved therapies for RR-MS. 
The trials discussed in the following section are all post-mark-
ing trials of relatively short duration. Even so, valuable infor-
mation can be found if their shortcomings are remembered.

40.5.1. Glatiramer Acetate Versus IFNβ-1a (IM) 
and IFNβ-1b

Published head to head trials of the FDA approved therapies 
for RR MS still involve relatively small numbers and relatively 
short time periods but they provide important information on 
efficacy and side effect profiles. The first such study was a ret-
rospective review by Kahn that was followed by a prospective 
open label 18-month study comparing IFBβ-1a IM, IFNβ-1b 
and glatiramer acetate (Khan et al., 2001a). The subcutaneous 
form of IFNβ-1a (Rebif) was not FDA approved at the time. At 
the end of the 18-month prospective trial, 122 of 156 partici-
pants remained on their original therapy (79%). Relapse rate 
was the primary outcome measure. Participants on Glatiramer 
acetate had a significant reduction in relapses (P < 0.0001), 
as did those on IFNβ-1b (p < 0.001) compared to untreated 
patients. There was not a significant difference in the relapse 
rate for the control patients and those on IFβ-1a IM.

40.5.2. IFNβ-1a (IM) and IFNβ-1b

For the INCOMIN Trial, IFNβ-1a (IM Avonex) was compared 
to IFNβ-1b (Betaseron) in 188 MS patients with minimal 
baseline disability (EDSS of 1–3.5) (Durelli et al., 2002). The 
primary endpoint was the number of patients who remained 
relapse free during the 2 years trial. In this trial, 51% of MS 
patients who received IFNβ-1b (Betaseron) remained relapse 
free compared to 36% for those who received IFNβ-1a (IM 
Avonex) (p = 0.036). Disability status was also better for the 
IFNβ-1b group with only 14% of patients progressing 1 or 
more EDSS step compared to 20% for those on IFNβ-1a (IM). 
The INCOMIN Trial was one of the first to provide evidence 
that IFNβ-1a in the higher dose and dosing schedule was more 
efficacious than a low dose given once weekly.

40.5.3. IFNβ-1a Subcutaneous Versus 
IFNβ-1a IM

IFNβ-1a (Rebif) at 44 mcg three times per week was more 
effective than IFNβ-1a IM (Avonex) in reducing relapses and 
MRI activity over a 48 week study in a large North American 
and Candian trial of over 600 patients termed EVIDENCE 
(Panitch et al. 2002). A significant relapse and MRI activity 
reductions was reported in patients changing therapy from 
Avonex to Rebif over an average of 34 weeks. While the 
higher frequency subcutaneous dosing with Rebif showed a 
modest positive effect over the IM Avonex form of IFNβ-1a, 

a higher rate of liver toxicity was reported for the Rebif (18%) 
versus (9.8%) Avonex (p < .003) (Panitch et al., 2002). While 
verifying that higher dose and more frequent dosing of IFNβ-
1a is more effective, this trial brought to the forefront the liver 
toxicity side effects of the higher dose therapies.

40.5.4. Glatiramer Acetate Versus 
IFNβ-1a Subcutaneous, IFNβ-1a IM and IFNβ-1b

Almost three hundred patients enrolled in the Haas (2003) pro-
spective head to head study of all four FDA approved therapies for 
RR-MS. All four therapies show a significant reduction in relapse 
rate (p < 0.02 for the IFNs) with glatiramer acetate showing the 
most significant reduction (p < .001). Discontinuation rates were 
also higher on the IFNβs; 20–30% by 6 months compared to 8% 
for those on glatiramer acetate by the end of the 2 year study.

40.6. FDA Approved Therapies for Other 
Forms of MS

40.6.1. Mitoxantrone (Novantron)

Mitoxantrone (Novantron) received FDA approval for use 
in progressive MS in December of 2000. The recommended 
dosage for treatment of multiple sclerosis is 5–12 mg/mL IV 
every 3 months. Acute side effects of mitoxantrone include 
nausea and alopecia. Because of cumulative cardiotoxic-
ity, the drug can be used for only two to three years (or for a 
cumulative dose of 120–140 mg per m2). A prospective study 
of 73 MS patients with PP MS who were followed for 10 
courses of mitoxantrone (10 mg.mm2 body surface) combined 
with methyprednisolone therapy. At mean follow up time of 
23.4 months (10–57 month range), no significant changes 
in end-diastolic diameter, end-systolic diameter, fractional 
shortening was reported (Zingler et al., 2005). No evidence 
of signs of congestive heart failure was seen in any of the par-
ticipants. However ongoing monitoring at higher cumulative 
doses is warranted. Mitoxantrone is a chemotherapeutic agent 
that should be prescribed and administered only by experi-
enced health care professionals. A phase-III, randomized, 
placebo-controlled, multicenter trial found that mitoxantrone, 
an anthracenedione anti-neoplastic agent, reduces the number 
of treated MS relapses by 67%. Mitoxantrone slows progres-
sion on the EDSS, Ambulation Index, and MRI measures of 
disease activity (Hartung et al., 2002); it is effective and is rec-
ommended for use in patients with worsening forms of MS.

40.7. Promising Areas for a New Generation 
of MS Therapies

Two general areas hold the most promise in improving treat-
ment of MS. Since all currently approved therapies require 
injection, the first general area involves the search for oral 
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therapies. The second area builds upon experience with mito-
xantrone and involves testing of immunosuppressant cancer 
chemotherapy for use in MS.

40.7.1. Oral Therapy for MS

Preliminary studies evaluating an oral version of glatiramer 
acetate did not prove effective in changing the clinical out-
come measures related to RR MS. Early trials of ingested 
IFN-alpha did have some biological effect (Brod et al., 1997) 
but have not shown the promised efficacy. Currently two other 
oral therapies have shown positive results in phase II clinical 
trials (NMMS, 2005).

The first drug, FTY20 (Novartis Pharm Corp), binds to the 
docking mechanism site (sphingosine-1-phosphate receptor) 
on immune cells including both T and B cells. The phase II 
clinical trial was an international double blind placebo con-
trolled study of 281 MS patients with active RR-MS who took 
one of two doses of FTY20 or placebo daily for 6 months. 
The primary outcome measure was a change in the number of 
T2 enhancing lesions on monthly brain MRI. Both treatment 
groups had significantly fewer enhancing lesions at 6 months 
compared to the placebo group. The treatment groups also 
had fewer volume enhancing lesions and new non-enhancing 
lesions on MRI. Eighty six percent of those in the treatment 
groups remained relapse free for the 6-month study period 
compared to 70% for the placebo group. The most frequently 
reported side effects of FTY20 include mild headache, colds, 
and gastrointestinal disorders such as diarrhea and nausea.

The promising second oral therapy is Temsirolimus (Wyeth 
Pharm). Temsirolimus is believed to block the proliferation of 
immune T cells activated by interleukin, IL-2. The phase II clin-
ical trial of Temsirolimus was also an international double blind 
placebo controlled trial. The trial involved 296 patients with 
either RR MS or SP MS with relapses. Participants received 
one of three doses of oral temsirolimus or placebo daily for 
9 months. The primary outcome measure was the number of 
enhancing lesions after 9 months in study. By 32 weeks into the 
study, those in the highest treatment dose had 47.8% fewer new 
enhancing lesions compared to those on placebo. The high dose 
group also had 51% fewer relapses than the placebo group. Side 
effects included mouth ulceration or inflammation, menstrual 
dysfunction, hyperlipidemia and rashes.

40.7.2. Immunosuppressant Chemotherapies and 
Stem Cell Transplantation for MS

Randomized controlled trials of azathioprine, methotrexate, 
cladribine, intravenous immunoglobulin and cyclophospha-
mide have not shown definite modification to the aggressive 
course of PP MS (Leary and Thompson, 2005). However, 
these immunosuppressant therapies continue to be evaluated 
in patients with active aggressive MS.

Evaluation of combination therapies including cyclophos-
phamide show promise in decreasing the number of Gd+lesions 

and slowing clinical activity in some patients where IFNβ 
alone is not successful (Smith et al., 2005; Patti et al., 2004). 
A small study of 14 rapidly progressing RR MS patients given 
monthly IV cyclophosphamide indicates improvement in neu-
rologic stability (Khan et al., 2001b). Further evaluation is 
needed to confirm the efficacy.

Autologous hematopoietic stem cell transplantation 
(AHSCT) was evaluated in a group of MS patients with 
aggressive and advanced disease (Nash et al., 2003) with 
some promise but also with evidence that neurologic loss 
continued. One important hypothesis from that study was the 
discordant nature of inflammatory measures and functional 
deficits (Healey et al., 2004).

Summary

With FDA approval of three forms of IFNβ and glatiramer 
acetate therapy, RR MS has become a treatable disease. How-
ever, disease progression into a non-inflammatory chronic 
progressive disease is not effected significantly by current 
therapies. In addition only the immunomodulator, mitoxan-
trone has been approved for use in the chronic progressive 
form of MS. The chronic long term nature of the disease and 
the temporal disconnect between the identification of demy-
elinating CNS lesions and physical disability continue to pose 
problems in the development of therapies that successfully 
halt disability progression in MS.

Review Questions/Problems

Your brother had some “double” vision problems lately and has 
felt very tired. Your family physician sent him to a neurologist 
who scheduled several tests. On follow up, the neurologist says 
that your brother has optic neuritis that may potentially be asso-
ciated with multiple sclerosis. The neurologist also recommends 
that your brother consider beginning an interferon β therapy.

1. What clinical data would support initiating IFNβ ther-
apy even before a definitive diagnosis of MS?

2. What clinical information, in association with veri-
fication of the clinical symptoms of optic neuritis and 
fatigue would be sufficient to verify that the diagnosis is 
definitive MS using the revised MacDonald criteria?

3. Your brother has received information on the two FDA 
approved IFNβ-1a products. What are the differences 
in dose, dosing schedule, potential for side effects and 
efficacy for the two products?

4. Over the next year, your brother has 2 more episodes 
that include problems with walking and numbness in his 
right hand. Are any other criteria necessary for a defin-
itive diagnosis of MS by the revised McDonald criteria?
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 5.  What would you expect an MRI to show if your brother 
truly has MS?

 6. Your brother has been on IFNβ-1a IM therapy for 
9 months and is still complaining of flu like symp-
toms and muscular aches and pain following each 
injection. What other therapeutic option(s) does he 
have?

 7. How has the diagnosis of MS changed your brother’s 
life expectancy?

 8. Your brother has just had a major relapse that has left 
him unable to walk. What is the standard therapy for 
this type of acute relapse and what is the postulated 
mechanism of action?

 9. If the previous scenario had been your sister rather 
than your brother, would the prognosis have been dif-
ferent? In either case, what is the life expectancy for 
them if they are in their early 30s at diagnosis?

10. Your brother continues to progress rapidly with no 
apparent remission even on standard immunotherapy 
for RR-MS. What therapy is FDA approved for rap-
idly progressing MS?

11. Which of the FDA approves therapies for MS was 
originally designed to mimic a portion of the molecu-
lar sequence of myelin:

a. Avonex
b. Betaseron
c. Copaxone
d. Rebif

12. Score for an individual with normal motor function 
on the Kurtzke Expanded Disability Scoring Scale 
(EDSS)

a. 0
b. 1
c. 5
d. 10

13. The Multiple Sclerosis Functional Composite (MSFC) 
does not test

a. motor function of the lower extremities
b. motor function of the upper extremities
c. cognitive changes
d. bowel and bladder function

14. The primary outcome measure for phase III FDA tri-
als for the IFNβ therapies

a. number and time between relapses
b. evidence of lesions on MRI
c. a significant change in the MSFC
d. time to complete a 25 foot walk

15. Prokarin is a trans dermal patch containing histamine 
and this compound

a. glatiramer acetate
b. IFN β
c. caffeine
d. corticosteroida

16. A therapy that has not shown efficacy in the treatment 
of MS

a. IFNγ
b. IFNβ-1b
c. natalizunab
d. mitoxantrone
e. methyl predisolone

17. The FDA approved therapy for relapsing remitting 
MS with the smallest % reduction in relapses at 12 
months by the Johnson Class I data

a. Avonex
b. Betaseron
c. Copaxone
d. Rebif

18. Brain atrophy is considered significant is it exceeds 
the these normal changes related to aging

a. <0.5–1%
b. >0.5–1%
c. >1–1.5%
d. >5%

19. This approved therapy for relapsing remitting MS 
included a warning to monitor depression because of 
a suicide during the phase III trial.

a. Avonex
b. Betaseron
c. Copaxone
d. Rebif

20. In the Kahn head to head trial which of the following 
therapies was not evaluated?

a. Avonex
b. Betaseron
c. Copaxone
d. Rebif
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41.1. Introduction

This chapter reviews the use of antiretroviral therapy (ART) 
including its impact in altering the natural course of human 
immunodeficiency virus (HIV) disease; an overview of cur-
rent regimens in use; factors influencing the choice of initial 
therapy; complications and adverse effects; and treatment fail-
ure, and resistance. The focus is on management of primary 
HIV-related diseases of the nervous system. While there is no 
specific therapy for HIV-associated dementia (HAD), both 
approved and developmental antiretroviral agents are dis-
cussed with a view to their effect on central nervous system 
(CNS) viral infection. Adverse drug effects that impact the 
nervous system are specifically discussed, as are pharmaco-
logical interactions between antiretroviral agents and other 
medications. The significance of cerebrospinal fluid (CSF) 
penetration by antiretroviral agents is reviewed. Adjunc-
tive therapies, adherence to ART, treatment of comorbidi-
ties and coinfections that may worsen neurologic conditions 
are reviewed and include psychiatric illnesses and substance 
abuse. Lastly, non-pharmacological treatment strategies, edu-
cation of patients and caregivers, graded assistance, behavior 
modification, and environment modifications are covered.

41.1.1. Overview of HIV-Related Brain Disease

Invasion of HIV into the CNS may occur early after infection, 
and a picture of aseptic meningitis in HIV primary infection 
may represent the arrival of infected macrophages. Later on, 
most chronically infected individuals exhibit some evidence 
of CNS involvement during progressive disease (Navia and 
Price, 2005). The target cells for HIV in the CNS are microg-
lia and the macrophages. Once invaded, these cells express 
both structural and regulatory proteins and produce infectious 

progeny virions. Astrocytes can also be infected in small num-
bers, but are only able to produce early gene proteins, and are 
not capable of producing infected virions (Di Stefano et al., 
2005). HIV may invade the central nervous system by one or 
both of these proposed mechanisms:

The “Trojan Horse” model proposes that infected monocytes (but 
also macrophages and CD4+ T cells) cross the blood–brain barrier 
in response to chemokine stimulation. After infiltrating brain paren-
chyma, these cells also release additional chemokines and further 
attract additional inflammatory cells (Strelow et al., 2001).

Alternatively, endothelial cells and astrocytes (which com-
pose the blood–brain barrier) are infected directly (Strelow et al., 
2001). A variant of this theory is that infectious virions are trans-
ported in the cytoplasm of astrocytes and endothelial cells, and 
eventually transferred to central nervous system cells by trans-
cytosis or macropynocytosis) (Marechal et al., 2001).

41.1.2. Nomenclature

HAD is also referred to as HIV dementia, AIDS Dementia 
Complex, subacute encephalopathy, HIV encephalopathy, 
and HIV-1-associated cognitive-motor complex. A staging 
system of HAD severity was initially developed using clinical 
 manifestations, illustrated in Table 41.1 (Price and Brew, 
1988). This classification is also referred to as the Memorial 
Sloan-Kettering (MSK) staging system. More recently, the 
World Health Organization and the American Academy of 
Neurology developed a schema which divides the disorder into 
two main categories of HIV-associated minor motor  cognitive 
disorder, and HIV-1 associated cognitive-motor complex 
[American Academy of Neurology (AAN), 1991].

41.1.3. Natural History of HAD

During the 1990s, several investigators identified potential risk 
factors for the development of HAD. These include increasing 
age; a history of intravenous drug use, and presence of an AIDS 
defining illness (Wang et al., 1995). In another cohort study, 
development of HAD correlated with age, lower hemoglobin, 

T. Ikezu and H.E. Gendelman (eds.), Neuroimmune Pharmacology. 605
© Springer 2008



606 Miguel G. Madariaga and Susan Swindells

lower body mass index and more constitutional symptoms 
(McArthur et al., 1993). Psychomotor slowing, a history of 
HIV related disease, extrapyramidal symptoms, depression 
and elevated serum beta 2 microglobulin levels have also been 
shown to be associated with development of dementia (Stern 
et al., 2001). Other risk factors include CD4+ T cell nadir, the 
zenith of viral load, and duration of HIV disease (Childs et 
al., 1999). Individuals with plasma HIV RNA of more than 
30,000 copies/mL at baseline had 8.5 times higher chance of 
developing dementia as compared with those with less than 
3,000 copies/mL. Similarly, patients with CD4+ T cell counts 
below 200 cells/mm3 had 3.5 more chance of developing 
dementia as compared with those with CD4 counts of higher 
than 500 cells/mm3. Finally, additional risk factors for HIV 
dementia may incorporate a number of genetic factors such as 
the presence of ApoE4 genes, MCP-1 mutations, mutations in 
the CCR2 receptor, and TNF receptor polymorphisms.

Initial estimates on the prevalence of HAD were as high as 
66%, but more recently reported at 7% (Navia and Price, 1987; 
Janssen et al., 1992). With the widespread use of potent, com-
bination ART, the overall incidence of HAD has decreased 
dramatically. For example, the incidence of newly diagnosed 
moderate-to-severe dementia fell from 6.6% in 1989, to 1% in 
2000 (McArthur et al., 2003). In addition, the mean CD4+ T 
cell count for patients with HAD has progressively increased 
with access to improved ART. A study by the National Centre 
in HIV Epidemiology and Clinical Research at the University 

of New South Wales demonstrated that the median CD4+ T 
cell count at diagnosis of HAD increased from 70 cells/mm3 
in 1992–1995, to 120 cells/mm3 in 1996, and to 170/mm3 in 
1997 (P = 0.04) (Dore et al., 1999). These data suggest that 
ART may have a lesser impact on the incidence of HAD than 
on other AIDS-defining conditions, and some investigators 
speculate that poor CNS penetration of many antiretroviral 
agents is a possible explanation.

Not only is the CD4+ T cell count higher, but also the mean 
time from diagnosis of HIV dementia to death has extended 
from 6 months to 44 months, and the clinical presentation has 
changed with more “cortical” manifestations as compared with 
previously reported “subcortical” presentations (Brew, 2004). 
HAD appears to be more stable of late, and does not progress 
as rapidly (McArthur et al., 2003). Some patients may have 
residual neurological deficits which are irreversible and do not 
improve with additional ART (Saksena and Smit, 2005).

41.2. Diagnosis

41.2.1. Clinical Findings

In the early stages of HAD, the most common findings are cog-
nitive difficulties, particularly deficits in attention and concentra-
tion. Initial changes may be subtle: losing ones train of thought, 
requiring lists to remember chores, or inability to perform mul-
tistage tasks. In more advanced stages, cognitive impairment is 
more obvious. Patients are unable to perform complex tasks, lose 
the ability to read, language skills deteriorate, thought processes 
are generally slower. Mood changes include increasing irritabil-
ity and apathy, and later on, frank disorientation may develop.

Motor symptoms are less common, but loss of fine motor 
movements frequently develops; for example, the dexterity 
required for playing a musical instrument, or doing and undoing 
buttons. Tremor and myoclonus are rare. Gait may become 
hesitant and slow, and patients may lose balance. Deep tendon 
reflexes in the lower extremities become brisk, and  occasionally a 
Babinski sign or other pyramidal release sign may be observed.

41.2.2. Diagnostic Studies

41.2.2.1. Neuropsychological Testing

Neuropsychological testing in HIV dementia is a useful tool 
for the differential diagnosis of HAD and to delineate disease 
extension and progression. The standard Mini-Mental Status 
is not particularly sensitive for detection of early HAD, however 
patients may fail in reversing a five-letter word or subtracting 
from 100 by 7’s, and may fail in complex sequential tasks, 
or remembering three objects. Important information can be 
obtained by patient self-report and by guided interviews, as 
well as by behavioral observation. More formal neuropsy-
chological testing is the standard of care, if available. Extended 
neuropsychological batteries can be used in clinical practice, 
but are time consuming especially in a busy clinical setting. 

Table 41.1. Clinical staging of HIV-associated dementia.

Stage Clinical description

Stage 0 (normal) Normal mental and motor function
Stage 0.5 (equivocal/
 subclinical)

Absent, minimal, or equivocal symptoms without 
  impairment of work or capacity to perform ADL. 
Mild signs (snout response, slowed ocular or 
 extremity movements) may be present. Gait and 
 strength are normal

Stage 1 (mild) Able to perform all but the more demanding aspects 
 of work or ADL but with unequivocal evidence 
 (signs or symptoms that may include performance 
 on neuropsychological testing) of functional intel
 lectual or motor impairment. Can walk without 
 assistance

Stage 2 (moderate) Able to perform basic activities of self-care but can
 not work or maintain the more demanding aspects 
 of daily life. Ambulatory, but may require a single 
 prop

Stage 3 (severe) Major intellectual incapacity (cannot follow news or 
 personal events, cannot sustain complex conversa
 tion, considerable slowing of all outputs) or motor 
 disability (cannot walk unassisted, requiring 
 walker or personal support, usually with slowing 
 and clumsiness of arms as well)

Stage 4 (end stage) Nearly vegetative. Intellectual and social com
 prehension and output are at a rudimentary level. 
Nearly or absolutely mute. Paraparetic or paraplegic 
 with urinary and fecal incontinence

Source: Adapted from Price and Brew (1988).
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More focused neuropsychological batteries have been 
developed for this purpose, such as those listed in  Table  41.2. 
The HIV Dementia Scale is also a useful tool and only takes 
five minutes to administer and score (Power et al., 1995). It is 
important to remember that interpretation of neuropsycholog-
ical tests also requires attention to patient demographics such 
as language skills, presence of comorbid conditions, substance 
abuse, and concomitant use of psychotropic medications.

41.2.2.2. Neuroimaging and Evoked Potentials

Imaging studies in HAD may include structural brain imaging 
such as brain magnetic resonance imaging (MRI) and func-
tional or metabolic imaging. Previous cross sectional studies 
have shown that HIV-infected individuals tend to have general-
ized brain atrophy, which may be more prominent in individu-
als with HAD (Aylward et al., 1993, 1995). Particularly, there 
is gray matter volume reduction in the basal ganglia and pos-
terior cortex, as well as generalized volume reduction of white 
matter. These findings are consistent with the characterization 
of HAD as a subcortical dementia. Studies using diffusion ten-
sor imaging (DTI), a magnetic resonance imaging technique 
suited for the study of subtle white matter abnormalities, have 
found abnormal fractional anisotropy in the white matter of 
the frontal lobes and internal capsules of HIV-infected patients 
(Pomara et al., 2001). This method may be more sensitive than 
conventional MRI methods for  detecting subtle white matter 
disruptions. Longitudinal studies have shown that with progres-
sion of dementia, white matter volume progressively declines 
and consequently the volume of ventricular CSF increases 
(Stout et al., 1998). Also, the caudate nucleus sustains acceler-
ated volume loss. All these changes may regress, at least in 
part, with initiation of potent ART (Filippi et al., 1998).

Several types of functional imaging have been used in 
HAD including use of positron emission tomography (PET) 
and single-photon emission computed tomography (SPECT); 
however the most promising imaging seems to be magnetic 
resonance spectroscopy. Studies performed using this method 
showed mild increase in myoinositol and choline-contain-
ing compounds in white matter, which correlates with glial 
damage (McConnell et al., 1994). In more advanced disease 
states, the increase is marked and also associated with reduc-
tion N-acetyl aspartate, which is a marker of neuronal loss. 
These changes may also be reversible with ART. Several stud-
ies, but not all, have also found evidence of delayed endog-
enous event-related potentials in patients with HIV infection 
(Clifford, 2002b). The delay becomes more prominent in the 
presence of dementia, and delayed potentials may even pre-
cede clinical disease. More recently it has been observed that 
the classical abnormalities seen on brain imaging in the basal 
ganglia are now less conspicuous, and mesial temporal lobe 
abnormalities seem to be more prominent both by PET scan-
ning and on histopathology (Brew, 2004).

41.2.2.3. CSF Studies

While HAD is a diagnosis of exclusion without pathognomic 
findings in CSF, HIV does elicit an inflammatory response 
that can be detected. This may manifest as mild lymphocytic 
pleocytosis, elevation of total protein, increase of total IgG, 
and/or the presence of oligoclonal bands. In addition, elevation 
of CSF levels of neopterin, beta 2 microglobulin, quinolinic 
acid, metalloproteinases and several other cytokines (IL-1, 
IL-6, TNF-alpha), and chemokines such as monocyte chemo-
tactic protein 1, and IP-10 has been reported (Anderson et al., 
2002; Gendelman and Persidsky, 2005). However, correlation 
of such markers with clinical disease is controversial (Brew, 
2004). To complicate matters, ART may suppress markers of 
inflammation, but the degree of reduction attained by differ-
ent drugs is variable and the suppression may not be durable 
(Gendelman et al., 1998). Measurement of virus load in the 
CSF using polymerase chain reaction (PCR) or other technol-
ogies has also produced contradictory findings. In contrast to 
plasma virus load which correlates well with severity of HIV 
disease and response to therapy, finding of a positive virus 
load in the CSF does not necessarily correlate with the diag-
nosis of HAD and may be present in asymptomatic individu-
als (Price et al., 2001). Also, viral replication may be inhibited 
in the periphery but not in the CSF, and neuroinflammation 
may return despite initial effective therapy (Letendre, 2005).

41.2.2.4. Histopathology

The pathological substratum of HIV dementia is referred to 
as HIV encephalitis (HIVE). HIVE is a disseminated mul-
tifocal process characterized by the presence of multinucle-
ated giant cells of macrophage/microglial origin; microglial 
nodules; diffuse astrocytosis; myelin pallor; loss of synaptic 
density; and neuronal cell loss, mainly in the hippocampus, 

Table 41.2. Common neuropsychological batteries for HAD.

Organization Tests included

National Institute of Mental 
 Health (NIMH) Workgroup

WAIS-R Vocabulary
WMS-R Visual Span
Paced Auditory Serial Addition Test
California Verbal Learning Test
Hamilton Depression Scale
Speilberger State-Trait Anxiety Scale
San Diego HIV Neurobehavioral Research 
Center (HNRC)
Paced Auditory Serial Addition Test

San Diego HIV Neurobehav
 ioral Research Center 
 (HNRC)

Boston Naming Test
Thurstone Written Fluency
Story Learning and Memory
Figure Learning and Memory
Finger Tapping Test
Grooved Pegboard Test
WAIS-R Digit Span
Controlled Oral Word Association Test
Rey Auditory Verbal Learning Test
Trail Making Test
Symbol Digit Modalities Test
Grooved Pegboard Test
CES Depression Scale

Multicenter AIDS Cohort 
 Study (MACS)
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basal ganglia and orbitofrontal cortex, usually sparing of the 
occipital cortex (Budka, 2005). Necrotic areas may be pres-
ent. On rare occasions, inflammatory changes may affect the 
meninges and ventricles causing HIV meningoventriculoen-
cephalitis. Less common subtypes of histopathology include 
HIV demyelinating leukoencephalopathy, which can be seen 
in patients failing ART, and is characterized by diffuse dam-
age of white matter, lacking prominent signs of inflammation. 
HIV vacuolar leukoencephalopathy has histopathology simi-
lar to HIV vacuolar myelopathy, and granulomatous angiitis is 
another less common manifestation.

41.3. Antiretroviral Therapy

The introduction of potent, combination ART and the use of 
prophylactic medications against opportunistic infections had 
a significant impact on the natural history of HIV (Palella et 
al., 1998). Morbidity and mortality have declined dramati-
cally, and HIV has evolved from a fatal disease to a chronic, 
manageable condition. Immune reconstitution achieved with 
ART can be potent and sustained enough that primary and 
secondary prophylaxis against opportunistic infections can be 
safely discontinued (www.aidsinfo.nih.gov).

Antiretroviral agents currently in use include inhibitors of 
reverse transcriptase, HIV protease, and fusion  inhibitors. 
 Several other compounds are in development including 

chemokine receptors inhibitors, viral integrase inhibitors, 
inhibitors of HIV regulatory genes and their byproducts, and 
inhibitors of viral budding.

41.3.1. Antiretroviral Classes

Currently, there are four classes of antiretroviral agents avail-
able in the United States for clinical use:

Nucleoside analogue reverse transcriptase inhibitors (NRTIs),
Nonnucleoside analogue reverse transcriptase inhibitors (NNRTIs),
Protease inhibitors (PIs),
Entry inhibitors.

NRTIs are phosphorylated and converted into triphosphate 
forms by nucleoside kinases. These activated forms have high 
levels of affinity for HIV-1 reverse transcriptase and compete 
with the natural deoxynucleoside triphosphates. Once incor-
porated into the growing chain of DNA, lack of a 3′-hydroxyl 
group that can form a phosphodiester bond with the incoming 
nucleoside causes chain termination. Tenofovir is an exception 
in this group as it is a nucleotide analogue rather than nucleoside 
and, as such, requires only two phosphorylation steps instead of 
three to become the active form. Pharmacological characteris-
tics of FDA approved NRTIs are presented in Table 41.3.

NNRTIs are drugs of diverse chemical structure that act 
by non-competitive inhibition of HIV-1 reverse transcriptase. 
They do not require intracellular phosphorylation to be 
 activated. NNRTIs inhibit the enzyme allosterically by binding 

Table 41.3. Selected characteristics of nucleoside reverse transcriptase inhibitors.

Generic/trade name (abbreviation) How supplied Usual adult dose Major adverse effects Ratio of CSF level to IC
50

a

Abacavir/Ziagen (ABC) 300 mg tablets 300 mg b.i.d. or 600 mg 
once daily

Hypersensitivity reaction, which 
can be fatal

4.0

Didanosine/Videx EC (ddI) 125, 200, 250, or 400 mg 
enteric-coated capsules

Body weight >60 kg: 
400 mg once daily: 
<60 kg: 250 mg once 
daily

Peripheral neuropathy, pancreati-
tis, lactic acidosis with hepatic 
steatosis

0.11

Emtricitabine/Emtriva (FTC) 200 mg capsules 200 mg q.d. –
Lamivudine/Epivir (3TC) 150 and 300 mg tablets 150 mg b.i.d. or 300 mg 

once daily
0.74

Stavudine/Zerit (d4T) 15, 20, 30, or 40 mg 
capsules

>60 kg: 40 mg b.i.d.; 
<60 kg: 30 mg b.i.d.

Peripheral neuropathy, pancreatitis, 
lactic acidosis with hepatic ste-
atosis, neuromuscular weakness 
(rare)

0.58

Tenofovir/Viread (TDF) 300 mg tablets 300 mg q.d. GI intolerance, renal insufficiency 
(rare)

–

Zalcitabine/Hivid (ddC)b 0.375 or 0.75 mg tablets 0.75 mg t.i.d. Peripheral neuropathy, lactic acido-
sis with hepatic steatosis

0.08

Zidovudine/Retrovir (AZT, ZDV) 100 mg capsules, 300 mg 
tablets

200 mg t.i.d. or 300 mg 
b.i.d.

Bone marrow suppression 0.6

a The ratio between pharmacokinetic measures, such as the plasma minimum concentration (Cmin), and the 50% inhibitory concentration (IC
50

) provides a measure 
of systemic antiviral efficacy. Similarly, the ratio of CSF concentrations to IC

50
 may provide a better estimate of CNS efficacy than CSF concentration alone.

b Anticipate discontinuation of distribution in 2006.
Note: Several fixed dose NRTI combination tablets are also available:
• Abacavir 600 mg + lamivudine 300 mg as Epzicom
• Emtricitabine 200 mg + tenofovir 300 mg as Truvada
• Lamivudine 150 mg + zidovudine 300 mg as Combivir
• Abacavir 300 mg + lamivudine 150 mg + zidovudine 300 mg as Trizivir
• Emtricitabine 200 mg + tenofovir 300 mg + efavirenz 600 mg as Atripla
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to a hydrophobic pocket in the p66 subunit of reverse tran-
scriptase, which is close to the catalytic site of the enzyme. 
Several pharmacological properties of NNRTIs are presented 
in Table 41.4.

PIs act by impeding the action of the HIV-1 protease, an 
aspartic protease that cleaves the gag and gag-pol precursor 
molecules into smaller structural proteins and enzymes. By 
doing this, PIs prevent viral maturation and produce defec-
tive viral particles without an electrodense core, and these are 
unable to infect new cells. Several pharmacological properties 
of PIs are presented in Table 41.5.

The first entry inhibitor to be licensed in the United States 
was enfuvirtide. A synthetic peptide, this compound has 
the ability to inhibit fusion of virions to the host cells by 
preventing the conformational change of gp41. The peptide 

is not bioavailable when taken orally and requires subcuta-
neous administration. The drug is generally well tolerated 
although can be associated with local reactions at the site of 
injection. Clinical benefit has mostly been demonstrated in 
heavily experienced patients with multidrug resistant virus 
(Trottier et al., 2005). The impact of enfuvirtide on HAD is 
not known.

41.3.2. Initiating Antiretroviral Therapy: When 
and What to Start

Recent guidelines for starting of ART recommend that patients 
with advanced disease, as manifested by the development of an 
AIDS-defining illness including HAD, or presence of severe 
symptoms such as unexplained fever, persistent diarrhea, or 
unexplained weight loss, should be started on ART regardless 
of their CD4+ T cell count (www.aidsinfo.nih.gov). Asymp-
tomatic patients with CD4+ T cell counts below 200 cells/mm3 
should also be treated. Asymptomatic patients with CD4+ T 
cell counts between 200–350 cells/mm3, may be offered treat-
ment at the discretion of the treating clinician and in collabo-
ration with the patient. In patients with CD4+ T cell counts 
above 350 cells/mm3, the majority of clinicians would recom-
mend deferring therapy. Some clinicians will treat if patients 
have a viral load of more than 100,000 copies/mL. Indications 
for starting of ART are summarized in Table 41.6.

Based on data from clinical trials, either an NNRTI-based 
or PI-based regimen should be offered to antiretroviral-naïve 
patients for whom therapy is indicated. The preferred NNRTI-
based regimen includes efavirenz and two NNRTIs; either 
lamivudine or emtricitabine plus zidovudine or tenofovir. 

Table 41.4 Selected characteristics of non-nucleoside reverse 
 transcriptase inhibitors.

Generic/trade name 
(abbreviation)

How 
supplied

Usual adult 
dose

Major adverse 
effects

CSF/
IC

50

Delavirdine/
Rescriptor 
(DLV)

100 or 
200 mg 
tablets

400 mg t.i.d. Rash, increased 
transaminases

186

Efavirenz/Sustiva 
(EFV)

50, 100, or 
200 mg 
capsules 
or 600 mg 
tablets

600 mg q.h.s. Neuropsychiatric 
manifestations, 
rash, increased 
transaminases

5.7

Nevirapine/Vira-
mune (NVP)

200 mg 
tablets

200 mg q.d. 
for 14 
days then 
200 mg 
b.i.d.

Rash, hepatitis 241

Table 41.5. Selected characteristics of protease inhibitors.

Generic/trade name (abbreviation) How supplied Usual adult dose Major adverse effects CSF/IC
50

Atazanavir/Reyataz (ATV) 100, 150, or 200 mg capsules 400 mg q.d. or 300 mg q.d. with ritona-
vir when used with TDF or EFV

Hyperbilirubinemia, atrio-ventricu-
lar block

0.02

Fosamprenavir/Lexiva (f-APV) 700 mg tablets 700 mg b.i.d. or 1400 mg q.d. with 
ritonavir

GI intolerance, rash –

Indinavir/Crixivan (IDV) 200, 333, or 400 mg capsules 800 mg q. 8 h or 800 mg b.i.d. with 
ritonavir

Nephrolithiasis, GI intolerance, 
hyperbilirubinemia, metabolic 
complications

108

Nelfinavir/Viracept (NFV) 250 mg tablets 750 mg t.i.d. or 1250 mg b.i.d. Diarrhea, metabolic complications 4.3
Ritonavir/Norvir (RTV) 100 mg capsules 600 mg q. 12 h (rarely used) GI intolerance, hepatitis, pancreati-

tis, metabolic complications
3.3

Saquinavir/Fortovasea (SQV-sgc) 200 mg soft gel capsules 1200 mg t.i.d. GI intolerance, increased transami-
nases, metabolic complications

4.0

Saquinavir/Invirase (SQV) 200 mg capsules 1,000 mg b.i.d. with 100 mg bid of 
ritonavir; invirase alone is not 
recommended

GI intolerance, increased transami-
nases, metabolic complications

4.0

Tipranavir/Aptivus (TPV) 250 mg capsules 500 mg b.i.d. with ritonavir 200 mg bid GI intolerance, increased transami-
nases, metabolic complications

–

Lopinavir 133.3 mg + ritonavir 
33.3 mg/Kaletra (LPV/r)

Fixed combination capsules 3 capsules b.i.d.; 4 capsules bid with 
EFV or NVP

GI intolerance, increased transami-
nases, metabolic complications

3.3

Darunavir/Prezista (DRV) 300 mg capsules 2 capsules b.i.d. with ritonavir 
100 mg b.i.d.

GI intolerance, rash –

a Distribution of Fortovase is anticipated to discontinue in 2006.
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However, other NRTIs may be used as a backbone  including 
stavudine, didanosine and abacavir, and nevirapine can be 
substituted for efavirenz. Important exceptions to NRTI com-
binations include zidovudine with stavudine (competitive 
enzyme antagonism), zalcitabine with didanosine (increased 
risk of mitochondrial damage and peripheral neuropathy), 
stavudine with didanosine (increased risk of pancreatitis and 
lactic acidosis, especially in pregnant women), zalcitabine 
with lamivudine (competitive inhibition of intracellular phos-
phorylation), and didanosine with tenofovir (high rate of early 
virological failure). Because of teratogenicity in animals, efa-
virenz should not be used in pregnant women or those with 
high risk of pregnancy.

Preferred PI-based regimens are lopinavir/ritonavir plus 
lamivudine or emtricitabine plus another NRTI, usually zidovu-
dine, stavudine or abacavir. Alternative combinations include 
other PIs with or without ritonavir, and two NRTIs. The combi-
nation of a protease inhibitor with ritonavir provides inhibition 
of cytochrome p450 enzymes and permits less frequent dosing 
of amprenavir, indinavir, lopinavir and saquinavir. Use of rito-
navir in this setting is also known as “boosting.”

Abacavir plus lamivudine plus zidovudine, which is com-
mercially available as a fixed combination in a single tablet, 
has inferior rates of viral suppression and should only be used 
when an NNRTI or a PI-based regimen cannot or should not 
be used as first line of therapy (Gulick et al., 2004).

41.3.3. Antiretroviral Treatment Failure

Despite major advances in treatment of progressive HIV dis-
ease, approximately 40% of patients will not achieve sus-
tained viremia below the limits of detection, which is the 
accepted definition of treatment success (Lucas et al., 1999). 

Poor adherence is the most important cause of failure of ART, 
and cognitive impairment is clearly a risk factor for this, such 
as in patients with HAD. Other reasons include drug intoler-
ance, development of adverse effects, impaired drug absorp-
tion and/or metabolism, pharmacokinetic interactions, and 
pre-existing viral resistance.

The development of viral drug resistance, particularly in 
patients with poor adherence, is a major concern in clinical 
practice. A listing of drug resistance mutations in HIV-1 is 
continuously updated and available from the International 
AIDS Society-USA at http://www.iasusa.org/resistance_
mutations/index.html. If viral resistance is suspected, testing 
for mutations is helpful in choosing subsequent regimens and 
has been shown to improve biological outcomes. Both geno-
typing and phenotyping assays are commercially available, 
and there are no data to support the utility of one method over 
the other; although, genotyping is usually less expensive and 
the results may be available faster.

41.3.4. Importance of CNS Penetration 
in the Treatment of HAD

With regard to HIV disease, the CNS is both a biological and 
a pharmacological compartment. It is considered a biologi-
cal compartment because HIV can replicate independently 
from virus in the periphery. It is also considered a pharma-
cological compartment because the blood–brain barrier acts 
as an obstacle to the penetration of antiretroviral drugs, many 
of which are highly plasma-protein bound. Both facts may 
predispose to the development of antiretroviral resistance in 
CNS, independently from that in plasma. This phenomenon 
has been observed in patients failing therapy (Cunningham et 
al., 2000). Hence, the penetration of drugs into the CNS has 
potential clinical relevance.

Penetration of antiretroviral drugs into the CNS depends on 
many factors. Protein binding is particularly important because 
only free drug is able to diffuse across the blood–brain barrier. 
Other factors that help with penetration into the CNS include 
small molecular size, a higher degree of acidity; higher lipo-
philicity; and the presence of inflammation, which may favor 
the accumulation of drugs in the CNS. The CSF level of an 
antiretroviral agent is used as a surrogate for drug penetration 
into the brain parenchyma, although this is not necessarily the 
optimal approach.

Because it has been assumed that drugs with better CSF 
penetration would be more effective in treating HAD, particu-
lar attention has been paid to antiretroviral agents with higher 
CSF:plasma concentrations. Among the NRTIs, zidovudine 
has been widely studied and is known to cross the blood–brain 
barrier well by passive diffusion. Dideoxyinosine (ddI) and 
dideoxycytidine (ddC) have poor uptake in the CNS, probably 
due to their hydrophilic composition. Lamivudine (3TC) has a 
structural composition similar to ddC and its degree of absorp-
tion and efflux are probably similar as well. Stavudine (d4T) 
may have good penetration into the CSF. Data concerning CSF 

Table 41.6. Guidelines for the initiation of antiretroviral therapy.

Clinical category
CD4+ T cell 

count

Plasma 
HIV RNA 

level Recommendation

AIDS-defining 
illness or severe 
symptoms

Any value Any value Treat

Asymptomatic CD4+ T cells 
<200/mm3

Any value Treat

Asymptomatic CD4+ T cells 
200–
350 mm3

Any value Treatment should be 
offered following full 
discussion of pros 
and cons with the 
patient

Asymptomatic CD4+ T cells 
>350/mm3

>100,000 
copies/
mL

Most clinicians recom-
mend deferring 
therapy, but some 
would treat

Asymptomatic CD4+ T cells 
>350/mm3

<100,000 
copies/
mL

Defer therapy

Source: Adapted from the Adult and Adolescent Guidelines of the US Depart-
ment of Health and Human Services, available at www.aidsinfo.nih.gov
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penetration of licensed antiretroviral agents are included in 
Tables 41.3, 41.4, and 41.5.

Among the NNRTIs, nevirapine has the highest penetra-
tion. Protease inhibitors have poor penetration because they 
are highly protein bound in plasma. Despite this fact, prote-
ase inhibitors have been successful in the treatment of HAD 
(Gendelman et al., 1998; Saksena and Smit, 2005). Some 
investigators believe that control of virus replication in the 
periphery may be sufficient to reverse HIV-related brain dis-
ease. Improvement in immune status from ART may also 
reconstitute the defective blood–brain barrier, which is seen in 
later stages of HIV infection (Evers et al., 2004). The impor-
tance of CNS penetration in the treatment of HAD is therefore 
controversial, and drugs which do not have adequate CSF lev-
els may still be effective.

Although viral decay in CSF usually parallels that in 
plasma, occasionally there can be variability and may even be 
increases of RNA in the CSF despite a decline in plasma lev-
els. These differences in the decay kinetics may be related to 
the type of cells infected in each compartment: CD4+ T cells 
in plasma, which are rapidly destroyed, versus monocytes 
and macrophages in the brain, which persist longer (Eggers 
et al., 2003).

41.3.5. Role of Specific Antiretroviral Agents 
in the Treatment of HAD

Zidovudine monotherapy was the only available treatment 
for HIV disease before the 1990s, and was used until 1992. 
Zidovudine monotherapy has been proven to be efficacious 
for both the treatment of HAD as well as for HIV-associated 
minor cognitive/motor disorder (MCMD) (Arendt et al., 1992; 
Sidtis et al., 1993; Tozzi et al., 1993). Unfortunately, the ben-
eficial effect of zidovudine was transient and an addition of a 
second NRTI such as dideoxyinosine (ddI), lamivudine (3TC), 
or dideoxycytidine (ddC), may not further improve psycho-
motor performance. Stavudine was shown to improve motor 
performance even after pretreatment with zidovudine (Arendt 
et al., 2001). A study in 1998, using abacavir versus placebo 
showed no neurologic deterioration in the abacavir group as 
compared with the placebo group (Lanier et al., 2001). How-
ever, there was no benefit when abacavir was added to a stable 
ART, despite good proven CNS penetration.

Among the NNRTIs, nevirapine has the best penetration 
in the CSF with a CSF to plasma ratio up to 40%. Efavirenz 
is highly protein-bound and has a much lower CSF:plasma 
ratio, however drug levels in the CSF have been able to suc-
cessfully inhibit HIV infection in microglia in vitro (Albright 
et al., 2000). Both NNRTIs have been shown to improve 
HIV-associated MCMD in both naïve and antiretroviral-
experienced patients (Arendt and von Giesen, 2002). There 
are no data available about the use of delavirdine in HAD.

Protease inhibitors are highly protein-bound. The PIs stud-
ied in the CSF include saquinavir, indinavir, and nelfinavir. All 
of them have very low CSF: plasma ratios. However, several 

studies have shown some improvement in psychomotor slow-
ing in patients treated with a combination of ART including a 
PI (Gendelman et al., 1998; Sacktor et al., 1999).

41.4. Adverse Neurologic Effects 
of Antiretroviral Agents

A detailed reviewed of the toxicity of all antiretrovirals is 
beyond the scope of this chapter, but information about 
adverse effects of each drug are available in the package 
inserts. Commonly occurring neurological toxicities are out-
lined in the following paragraphs. Management of adverse 
events from antiretroviral agents typically involves substitu-
tion of the offending agent, ideally with a drug from the same 
class but with a different toxicity profile. Dose modification 
may be needed to correct for drug interactions when used in 
certain combinations with NNRTIs and/or PIs.

Distal sensory peripheral neuropathy (DSPN) has been 
associated with the use of ddC, ddI, and stavudine, alone or 
in combination. The symptoms of this condition include a 
burning sensation in feet and hands, numbness and tingling 
in the feet, cramps in the legs, and absent ankle reflexes. The 
patient may also exhibit decreased sensation to temperature, 
pinprick, vibration, and proprioception (Dieterich, 2003). The 
symptoms are similar to HIV associated axonal neuropathy. 
This condition may become irreversible, so it is important to 
diagnose it earlier. The treatment of choice is symptomatic 
therapy and discontinuation of the toxic agent when possible.

Myopathy mainly affecting the proximal lower limb mus-
cles has been associated with use of zidovudine in up to 18% of 
cases. The cases have usually occurred after the use of zidovu-
dine for several months. The manifestations of this condition 
include: myalgias, elevation of creatine kinase, and muscle 
biopsy revealing ragged root fibers. Zidovudine induced-
myopathy may be difficult to distinguish from HIV-associated 
myopathy. The management may include close monitoring, 
but in patients who have more severe symptoms, discontinu-
ation of zidovudine may be necessary. A short course of anti-
inflammatory drugs or corticosteroids, or even intravenous 
immunoglobin has been advocated but has not been evalu-
ated in controlled clinical trials. Zidovudine may also cause 
headaches in up to 50% of cases. The headache induced by 
zidovudine can be so severe that it may motivate stopping the 
medication (Enzensberger and von Giesen, 1999).

There have been reports of HIV-associated neuromuscular 
weakness, probably associated with symptomatic lactic acido-
sis (Estanislao et al., 2004). Lethal cases have been reported 
in association with stavudine. Usually the cases have occurred 
after several months of use of the medication and have been 
associated with sensory motor neuropathy and elevated serum 
lactate levels. It is tempting to include this condition as another 
manifestation of mitochondrial damage induced by NRTIs.

Central nervous toxicity has been seen with efavirenz 
(Clifford et al., 2005). Manifestations of this process include 
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headache, dizziness, confusion, agitation, amnesia, halluci-
nations, insomnia, and abnormal vivid dreams. These symp-
toms occur usually within the first four weeks of treatment, 
and decline afterwards with time. Dosing the medication at 
bedtime makes the symptoms more tolerable. Education of 
the patient about the potential adverse affects of the drug is 
important to prevent treatment interruptions. Efavirenz may 
also be associated with depression, anxiety, and suicidal ide-
ation and patients with a history of mental disorders may need 
to be monitored closely when started on efavirenz. There are 
no specific therapies for the side effects except discontinua-
tion of the medication if the symptoms are severe enough 
 (Treisman and Kaplin, 2002).

Protease inhibitors are not particularly associated with neu-
rologic side effects but because they tend to cause inhibition 
of the P450 enzymes, they may alter the metabolism of neuro-
tropic drugs and as a consequence may precipitate neurologic 
effects (Treisman and Kaplin, 2002).

41.4.1. Pharmacological Interactions Between 
Antiretrovirals and Other Medications 
with Activity in the Central Nervous System

The American Psychiatry Association emphasizes that when 
using psychoactive medications in HIV infected patients, sev-
eral measures should be considered, such as using lower start-
ing doses and a slow titration, providing simple dosing skills, 
maintaining awareness of potential drug-drug interactions 
and of possible adverse effects (http://www.psych.org/psych_
pract/treatg/pg/hivaids_revisebook_index.cfm). In particular, 
PIs and NNRTIs inhibit or induce cytochrome p450, which 
shares the same metabolic pathway with many psychotropic 
agents. Among PIs, ritonavir is the most powerful inhibitor, 
saquinavir being the weakest, and other ones being intermedi-
ate. In general, by inhibiting the cytochrome p450 isoenzyme, 
plasma levels of psychotropic medications are increased. 
Concomitant use of selective serotonin reuptake inhibitors 
(SSRIs) and PIs may cause serotonin syndrome (Gillenwater 
and McDaniel, 2001). Tricyclic antidepressants in higher 
concentrations may cause delay cardiac conduction, anticho-
linergic effects and orthostasis. Newer antidepressants such as 
nefazodone may cause adverse affects if coadministered with 
ritonavir. The same applies for pimozide, an antipsychotic 
that may be associated with cardiac arrhythmia; and with 
benzodiazepines, which can be associated with respiratory 
depression.  Clozapine can also be associated with seizures. 
In addition, antipsychotics can be associated with extrapyra-
midal side effects, including severe dystonia, akasthesia, and 
 Parkinsonism.

Sodium valproate is used as a mood stabilizer but has also 
been shown inhibit an enzyme associated with maintenance of 
HIV latency (Lehrman et al., 2005). Levels of valproate may be 
increased by concomitant use of zidovudine. Lithium should 
be used with caution, especially in patients who have some 
degree of nephropathy. Carbamazepine is also known to induce 

activity of the cytochrome p450, and has the potential for bone 
marrow toxicity, so it is rarely used in HIV-infected patients.

Many recreational drugs such as benzodiazepines, amphet-
amines, and opioids are also metabolized by the liver. Although 
information is scant about the clinical significance and interac-
tions between these drugs and antiretroviral agents, unintentional 
overdoses with methamphetamine and gamma hydroxybutyrate 
have been reported in patients using PIs, particularly ritonavir. 
PIs and NRTIs may alter metabolism of methadone and precipi-
tate opioid withdrawal (McCance-Katz et al., 2003).

41.5. Adjuvant Pharmacological Therapy 
for HAD

Several drugs have been tested as adjunctive agents for the 
therapy of HAD. This section mainly describes medications 
that have been subject to clinical trials, with a brief description 
of other potentially promising compounds.

41.5.1. CPI/1189

CPI/1189 is a lipophylic antioxidant with the chemical 
structure of a synthetic benzamide, which may have some 
anti-tumor necrosis alpha activity by scavenging superoxide 
anion radicals. Tumor necrosis alpha is a critical factor in the 
pathology of neurologic dysfunction, and has been shown to 
be associated with HIV encephalitis. CPI/1189 was tested 
in a clinical trial of 64 patients with HAD. The drug caused 
improved performance on the Grooved Pegboard Tests, a test 
for psychomotor speed, but no effect in the composite scores 
for eight other neuropsychological measures. In addition, 
although relatively well tolerated, CPI/1189 was associated 
with some serious adverse effects including: elevation of liver 
enzymes, possible cataract formation, and decrease in the 
mean corpuscular volume (Clifford et al., 2002a).

41.5.2. Lexipafant

Neuronal death can be caused by inflammatory mediators 
including lipid membrane derivatives such as platelet activat-
ing factor (PAF). PAF itself may be neurotoxic by increas-
ing the release of glutamate and calcium. Lexipafant is a PAF 
inhibitor and was studied in a randomized double-blind pla-
cebo-controlled trial involving 30 HIV-infected individuals 
with cognitive impairment (Schifitto et al., 1999). The drug 
was well tolerated, but there were no significant differences 
between the placebo and the treatment groups on neuropsy-
chological function.

41.5.3. Memantine

Memantine is a competitive inhibitor of the N-methyltaspar-
tate glutamate receptor (NMDA). Clinically, memantine has 
been effective in the treatment of Alzheimer’s dementia and 
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was thought to show promise for the treatment of HAD. 
A large, double-blind, placebo-controlled trial was designed 
in the late 1990’s (AIDS Clinical Trials Group protocol 301) 
and showed a trend towards improvement in some neuropsy-
chological testing; but no significant, sustained improvement. 
(Schifito et al., 2007a).

41.5.4. Minocycline

Minocycline is a long acting tetracycline derivative and 
has recently been shown to have neuroprotective effects in 
an animal model of simian immunodeficiency virus (SIV) 
 encephalitis (Zink et al., 2005). The drug crosses the blood 
barrier and has anti-inflammatory properties by suppressing 
the p38 mitogen-activated protein kinase. In a small study, 
comparing minocycline-treated and untreated macaques 
exposed to SIV, the treated macaques had less severe encepha-
litis, reduced CNS expression of neuroinflammatory markers 
(such as major histocompatibility complex class II, macro-
phage marker CD68, T-cell intracytoplasmic antigen 1, CSF 
monocyte chemoattractant protein 1), reduced activation of 
p38 mitogen-activated protein kinase, less axonal degenera-
tion, and lower CNS virus replication. The study also showed 
that minocycline was able to inhibit SIV and HIV in vitro, 
probably not by direct antiviral effect but by rendering the 
intra- or extra-cellular environment hostile for viral prolifera-
tion. Another experiment using microglial cultures corrobo-
rated that minocycline inhibits HIV production by interrupting 
nuclear factor NF-kappa B activation and HIV-1 long terminal 
repeat (LTR)-promoter activity in U38 cells (Si et al., 2004). 
Clinical trials in humans are in development.

41.5.5. Nimodipine

Glycoprotein 120 (gp120) causes injury in rodent retinal gan-
glion cells and hippocampal neurons in culture, as a conse-
quence of increased intracellular calcium. The addition of the 
calcium channel blocker, nimodipine, decreases the levels of 
intracellular calcium and has been shown to prevent neuronal 
damage (Dreyer et al., 1990). Similarly, the cytotoxic effect of 
gp120 was monitored in a population of human neurons. The 
use of different doses of gp120 was associated with up to 27% 
loss of viable cells. Nimodipine was able to prevent this cyto-
toxic effect, presumably by blocking the N-methyl-d-aspartate 
(NMDA) receptor channels, which allow calcium ions to enter 
the cell (Wu et al., 1996). It has also been suggested that the 
HIV tat protein may activate a sensitive calcium influx path-
way in microglial cells (Contreras et al., 2005).

To date, one clinical trial has evaluated the role of nimodip-
ine in the treatment of HAD. A multicenter phase I/II study 
by the AIDS Clinical Trial Group enrolled 41 patients with 
different degrees of HAD (Navia et al., 1998). Patients were 
assigned to one of three arms: placebo, nimodipine 30 mg 
orally tid or nimodipine 50 mg five times a day for 16 weeks. 
Patients in all arms received an NRTI (zidovudine, didanosine 

or zalcitabine). An intent-to-treat analysis showed no signifi-
cant difference in the neuropsychological Z score (NPZ-8), 
a composite for eight neuropsychological tests or in the CSF 
levels of neopterin or beta-2 microglobulin. There was, how-
ever, a nonsignificant improvement in the arm with the highest 
dose of nimodipine. There was no difference in the toxicity 
caused by placebo or nimodipine.

41.5.6. OPC-14117

OPC-14117 is a lipophylic compound with a chemical struc-
ture similar to vitamin E. The compound is a scavenger of 
superoxide anion radicals, which may be implicated in the 
pathogenesis of HAD. In fact, it has been proposed that oxida-
tive stress and excessive activation of glutamate receptors may 
represent a sequential pathway for cell vulnerability in the 
brain. Based on this, a double-blind, placebo-controlled, ran-
domized clinical trial was organized by the by the Charles A. 
Dana Foundation Consortium on the Therapy of HIV Demen-
tia and Related Cognitive Disorders (The Dana Consortium, 
1997). Thirty individuals with HIV infection and evidence of 
cognitive impairment, and who were taking a stable antiret-
roviral regimen for six weeks prior to randomization, were 
randomized to receive tablets of OPC-14117 or placebo. The 
primary outcome measure was safety of the drug including 
ability of the subjects to complete the study and frequency of 
adverse effects.

There was no reported differences in tolerability between 
the treatment groups. The adverse experiences reported to 
be of severe intensity included metabolic encephalopathy, 
parotid tumor, diarrhea, fatigue, pneumonia, and nausea and 
all occurred in the placebo-treated group. In the treated group 
there was asymptomatic elevation of liver enzymes which 
required halving the dose of the medication. After 12 weeks of 
follow up, there was a trend towards improvement in the Rey 
Auditory Verbal Learning Recall, Delayed Recall Subscales, 
and in the timed gait test, favoring the OPC group, however 
the differences were not significant. There were no signifi-
cant differences between the groups on mean changes in func-
tion, mood, CD4 lymphocyte count, and beta-2-microglobulin 
 levels. So, although safe, the medication did not produce sig-
nificant clinical improvement.

41.5.7. Peptide T

Peptide T or d-ala-peptide-d-amide is an octapeptide (Ala-
Ser-Thr-Thr-Thr-Asn-Tyr-Thr), which is so named because of 
the many threonine aminoacids included in its sequence. This 
peptide is involved in the attachment sequence of the gp120 
molecule of HIV to the CD4 receptor (Ruff et al., 1987). This 
peptide is a potent competitor of the virus to gp120 binding, 
and inhibits viral infectivity and blocks the neurotoxic effect 
of gp120. In addition, peptide T is structurally similar to the 
neurotransmitter vasoactive intestinal peptide, and may be 
able to inhibit the production of tumor necrosis factor alpha.
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Peptide T was evaluated in a phase I trial of 14 patients 
who were given intravenous drug for 12 weeks (Bridge et al., 
1991). In addition, 6 of the initial 14 received 8 weeks more of 
intranasal peptide. Results were compared with untreated con-
trols. Findings include increments in cognitive and neuromo-
tor function as well as weight gain of about 2 kg, and improved 
sense of wellbeing. No significant toxicity was reported. This 
small study provided the rationale for phase II testing.

A double-blind, placebo-controlled, trial in patients with 
evidence of cognitive deficit was performed using intranasal 
peptide (Heseltine et al., 1998). The drug was administered 
three times a day for six months, and the primary outcome 
was changes in a score of 23 neuropsychological tests. At the 
end of the study, there was no significant difference between 
the treated and placebo groups, however there was some 
suggestion of cognitive improvement among those patients 
who had more severe cognitive impairment and those with 
relatively higher CD4 cell counts. There were significant 
differences in the development of mood disorders such as 
depression and irritability, and presence of severe rash in the 
peptide T group.

41.5.8. Selegiline

Cytokines, such as tumor necrosis alfa and oxygen radicals, 
may be produced by HIV-infected macrophages or microglia. 
These substances cause apoptosis in the cerebral cortex and 
basal ganglia. Selegiline, also called deprenyl, and thioctic acid 
are monoamine oxidase-B inhibitors that have antioxidative 
effects and have been evaluated in two clinical trials. Depre-
nyl has been previously studied in patients with Alzheimer’s 
dementia and Parkinson’s disease, showing improvement of 
memory in these conditions.

A study by the Dana Consortium used deprenyl and thioc-
tic acid in 36 patients with HIV-associated cognitive impair-
ment (The Dana Consortium, 1998). Both medications were 
well tolerated. The deprenyl group showed some improvement 
in memory function, with improvement seen on the Rey Audi-
tory Verbal Learning Test. However, other tests of psychomotor 
speed did not improve significantly. The mechanism of action of 
deprenyl is not clear, but it may have a trophic effect on injured 
neurons and may also suppress the formation of free radicals.

A second study used a transdermal system of selegiline 
administration, which provides constant and higher plasma 
levels of the drug (Sacktor et al., 2000). Participants were 
either placed on selegiline or placebo. Selegiline was well tol-
erated, and the selegiline group did better than the placebo 
group on some components of the Rey Auditory Verbal Learn-
ing Test, however other tests of psychomotor speed, like Cal 
Cap mean reaction time, Digit Symbol, or Grooved Pegboard, 
did not improve. Also, there was no significant impact on the 
functional status of the patients. The study results prompted 
development of a larger, double-blind, placebo-controlled 
trial which failed to show evidence of cognitive or functional 
improvement (Schifito et al., 2007b).

41.6. Additional Management 
Considerations

41.6.1. Importance of Adherence 
to Antiretroviral Therapy

ART is the treatment of choice for HAD as this option improves 
both cognitive function, and overall survival. Adherence to 
therapy is therefore a crucial issue in this population. Sur-
veys of adherence among HIV-infected patients have showed 
a percentage of non-adherence ranging from 22% to 59% 
(Gallant and Block, 1998; Rodriguez-Rosado et al., 1998). 
Factors that influence adherence to ART include: younger 
age, African American ethnicity, male sex, lower level of gen-
eral education, and poorer literacy. In addition, patient beliefs 
and knowledge about the disease and its treatment may impact 
adherence. Finally, the physical and psychological condition 
of patients and the stage of HIV infection also determine non-
adherence (Gordillo et al., 1999; Paterson et al., 2000; Castro, 
2005). While no studies have specifically targeted adherence 
levels in patients with HAD, cognitive deficits have been 
shown to have a negative impact on adherence (Swindells, 
2005).

Providers can help to improve treatment adherence by pay-
ing attention to issues such as patients’ lifestyle/needs, and 
avoidance of polypharmacy and drugs that may have higher 
risk of adverse effects. Dietary constraints with certain drugs 
need to be taken seriously since some patients may be unable 
to comply with them. Patient education is an important strat-
egy in improving adherence because it improves motivation 
and intention to adhere to the regimen as prescribed (Williams 
and Friedland, 1997). Simple reminder devices, such as a por-
table medication alarm or pill organizers, may be valuable 
but they may be too sophisticated in certain situations. Use of 
cues such TV programs or certain daily routines have proven 
useful (Chesney, 1997). Recently, a programmable prompting 
device improved adherence to ART in HIV-infected subjects 
with memory impairment (Andrade et al., 2005). A multidisci-
plinary team offering a trusting and respectful approach to the 
patient may be of significant value in improving compliance 
by implementing strategies for solving potential problems.

41.6.2. Supportive Care

The impact of short-term educational programs in patients 
and caregivers is usually modest, however, intensive long-
term educational programs and support programs for care-
givers may delay the time of admission to a nursing home 
by 12–24 months. Certain non-pharmacological interven-
tions may improve functional performance of patients with 
dementia. Behavior modification, scheduled toileting, and 
prompted voiding can reduce urinary incontinence, whereas 
graded assistance, skills practice, and positive reinforcement 
can increase functional independence. Patients with HAD 
may benefit from art therapy, sensory stimulation and other 
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 psychosocial interventions, but the impact of such activities 
is difficult to measure. In addition, education, support and 
respite care for caregivers improve their emotional well being 
and quality of life and helps in delaying nursing home place-
ment for patients with dementia.

Summary

Although less common in recent years, HAD remains a chal-
lenging condition for patients, families and care  providers. 
Specific diagnostic tests are still lacking. Despite many 
years of thoughtful investigation and effort, advances in our 
understanding of the neuropathogenesis of HAD have yet 
to translate into significant clinical utility. The most note-
worthy improvements in treatment of cognitive impairment 
have come from widespread use of combination ART. Even 
though many of the most potent compounds have little to 
no penetration into CSF, control of virus replication in the 
periphery appears to be sufficient to arrest or reverse the 
course of HAD. For some patients with chronic neurological 
disease, changes may irreversible and improvement only 
modest. In addition, HAD may develop in treated patients, 
albeit at later stages of disease.

Review Questions/Problems

 1. Which of the following drug classes are not currently 
licensed for the treatment of HIV disease?

a. Nucleoside reverse transcriptase inhibitors
b. Non-nucleoside reverse transcriptase inhibitors
c. Protease inhibitors
d. Entry inhibitors
e. Inhibitors of viral maturation

 2. A patient with HIV-associated dementia was started on 
antiretroviral therapy two weeks ago. He complains of 
dizziness, insomnia, and vivid dreams. This reaction is 
most likely related to the use of:

a. Zidovudine
b. Tenofovir
c. Lamivudine
d. Efavirenz
e. Nevirapine

 3. Which of the following class of drugs is not recom-
mended for first line therapy in patients with HIV-
associated dementia?

a. Nucleoside reverse transcriptase inhibitors
b. Non-nucleoside reverse transcriptase inhibitors
c. Protease inhibitors
d. Entry inhibitors
e. All can be used as first line agents in the treatment of 

HAD

 4. Contemporary treatment of HIV infection requires the 
use of two nucleoside reverse transcriptase inhibitors 
(NRTI) combined with either a non-nucleoside reverse 
transcriptase inhibitors or a protease inhibitor. Which 
of the following NRTI backbones will you prefer to use 
in a patient recently diagnosed with HIV-associated 
dementia:

a. Zidovudine plus stavudine
b. Zidovudine plus lamivudine
c. Zalcitabine plus didanosine
d. Zalcitabine plus lamivudine
e. Didanosine plus tenofovir

 5. Which of the following combinations will not be rec-
ommended for first line therapy in a patient with HIV 
associated dementia?

a. Zidovudine plus lamivudine plus efavirenz
b. Tenofovir plus emtricitabine plus lopinavir/ritonavir
c. Tenofovir plus emtricitabine plus atazanavir/ritonavir
d. Lamivudine plus abacavir plus fosamprenavir
e. Zidovudine plus lamivudine plus abacavir

 6. Which of the following nucleoside reverse transcrip-
tase inhibitors has the best penetration into CSF?

a. Zidovudine
b. Didanosine
c. Lamivudine
d. Stavudine
e. Abacavir

 7. A patient with HIV-associated dementia receiving 
antiretroviral therapy presents with a burning sensa-
tion in feet and hands, numbness and tingling in the 
feet, cramps in the legs, and absent ankle reflexes. 
What drug will you be the LEAST likely to blame on 
his/her new symptoms?

a. Zidovudine
b. Stavudine
c. Didanosine
d. Zalcitabine
e. All of the above can cause the patient’s symptoms

 8. Which of the following protease inhibitors is the most 
powerful inhibitor of the P450 enzyme?

a. Atazanavir
b. Fosamprenavir
c. Indinavir
d. Nelfinavir
e. Ritonavir

 9. Which of the following drugs has been proven to be 
effective as adjuvant therapy for HIV associated 
dementia?

a. Lexipafant
b. Memantine
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c. Minocylcine
d. Nimodipine
e. None of the above
f. All of the above

10. In a busy clinical practice setting, the simplest neuro-
psychological test to diagnose HIV dementia is?

a. Standard Mini-Mental Status test
b. HIV-dementia scale
c. Memorial Sloan Kettering Scale
d. Halstead-Reitan Neuropsychological Battery
e. San Diego HIV Neurobehavioral Research Center

11. HIV-associated dementia is also referred to as:

a. HIV dementia
b. AIDS Dementia Complex
c. Subacute encephalopathy
d. HIV-1-associated cognitive-motor complex
e. All of the above

12. What is correct about the “Trojan Horse” model of 
HIV invasion into the CNS?

a. Proposes that monocyte-macrophage carry progeny 
virions from blood to the brain inside cytoplasmic vac-
uoles and across the blood–brain barrier

b. Requires an inflammatory response in the brain, which 
elicits a chemokine gradient

c. After infiltrating the brain parenchyma, blood borne 
monocyte-macrophages also release additional chemo-
kines and further attract additional inflammatory cells

d. Does not require productive viral replication in brain 
microvascular endothelial cells

e. All of the above

13. The clinical and laboratory features of HIV-associated 
dementia include all “except” which of the following?

a. Psychomotor slowing
b. History of HIV related disease
c. Extrapyramidal symptoms
d. Depression
e. Reduced viral loads and serum beta 2 microglobulin

14. What is not correct in regards to a diagnosis of HIV-
associated dementia?

a. HAD is a diagnosis of exclusion
b. HIV does elicit an inflammatory response. This can be 

detected by mild lymphocytic pleocytosis, elevation of 
total protein, increase of total IgG, and/or the presence 
of oligoclonal bands

c. HAD is always associated with a concurrent diagnosis 
of progressive multifocal leukoencephalopathy

d. HAD almost always is associated with CD4+ T cell 
counts of less than 600

e. The clinical manifestations of HAD include behav-
ioral, cognitive, and/or motor abnormalities

15. What aspects of clinical care have impacted the natu-
ral history of cognitive impairments in HIV infected 
individuals?

a. The introduction of potent, combination anti-retroviral 
therapy

b. The use of prophylactic medications against opportu-
nistic infections

c. Improved biomarkers for disease diagnosis
d. One and two
e. None of the above

16. Antiretroviral agents currently in use include inhibi-
tors of reverse transcriptase, HIV protease, and fusion 
inhibitors.

True/False

17. Currently there are six classes of antiretroviral agents 
available in the United States for clinical use:

– Nucleoside analogue reverse transcriptase inhibitors
– Nonnucleoside analogue reverse transcriptase inhibitors
– Protease inhibitors
– Entry inhibitors
– Tat inhibitors
– Nef inhibitors
True/False

18. Nucleoside analogue reverse transcriptase inhibitors 
are drugs of diverse chemical structure that act by 
non-competitive inhibition of HIV-1 reverse transcrip-
tase.

True/False

19. Recent guidelines for starting anti-retroviral therapy 
recommend that patients with advanced disease, as 
manifested by the development of an AIDS-defining 
illness including HAD, or presence of severe symp-
toms such as unexplained fever, persistent diarrhea, or 
unexplained weight loss, should be started on ART if 
their CD4+ T cell count is <100.

True/False

20. Abacavir plus lamivudine plus zidovudine, which is 
commercially available as a fixed combination in a single 
tablet, has inferior rates of viral suppression and should 
only be used when an NNRTI or a PI-based regimen 
cannot or should not be used as first line of therapy.

True/False
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42.1. Introduction

The central nervous system (CNS) has been referred as an 
immune privilege, in which local immune responses are restricted 
(Hailer et al., 1998; Cohen and Schwartz, 1999; Neumann, 
2000; Pachter et al., 2003; Villoslada and Genain, 2004; Hatterer 
et al., 2005). Unlike most peripheral tissues, the CNS func-
tions through a network of post mitotic cells (neurons) that are 
incapable of regeneration and hence any immune activity might 
interfere with cell function. CNS is vulnerable to damage that 
might be caused by the very means that the immune system 
uses to defend peripheral tissues from pathogens. Consequently, 
immune privilege in the CNS has been viewed as an evolutionary 
adaptation developed to protect the intricate neuronal networks 
of the CNS from incursion by the immune system (Lotan and 
Schwartz, 1994; Lotan et al., 1994).

An early definition of CNS immune privilege was based on 
the assumption that the access of immune system is restricted 
to the CNS. This assumption was supported by the observed 
tendency of a very slow rejection of allografts in the CNS 
(Fuchs and Bullard, 1988; Rao et al., 1989; Broadwell et al., 
1990, 1994). Any leukocyte entry into CNS was viewed as 
evidence of pathology. Several observations have challenged 
this definition. Firstly, CNS antigens are drained to periph-
eral (cervical) lymph nodes and induce immune responses 
in the host (Cserr et al., 1992a, b; Cserr and Knopf, 1992). 
Second, activated T cells have been found to enter the CNS 
in the absence of discernible neuropathology (Hickey, 1999; 
 Flugel et al., 2001). Third, leukocyte recruitment into the 
CNS appears to successfully resolve some CNS viral infec-
tions, such as Sindbis virus encephalitis, without the devel-
opment of any apparent long-term bystander effects (Griffin 
et al., 1997; Griffin and Hardwick, 1997). Fourth, based on 

the relatively prolonged survival of xenografts (tissue grafts 
from different species) in immunosuppressed individuals, it 
was suggested that the immune system participates in CNS 
xenograft rejection (Czech et al., 1997). Taken together, these 
findings indicate that the CNS is accessible to immune cells, 
and that local immune responses within the CNS are regulated 
by a number of mechanisms. It seems likely that some of these 
mechanisms help to limit immune responses, with vital con-
sequences for the functioning of the healthy CNS, however 
these mechanisms are altered following injury or under other 
devastating neurodegenerative disorders, thus making injured 
CNS friendlier and more assessable to immune cells. This 
includes up-regulation of major histocompatibility complex 
(MHC) class I and II molecule expression, down-regulation 
of Fas expression and increased permeability of blood–brain 
barrier (BBB) (Moalem et al., 1999a).

42.2. Immune Modulation 
in Neurodegenerative Disorders 
and Neural Injuries

Acute mechanical or biochemical injury to the mamma-
lian CNS often results in an irreversible functional deficit 
(Schwab and Bartholdi, 1996; Cottrell et al., 1999; Schwab 
et al., 2000; Vinters et al., 2000; Gaviria et al., 2002) for 
several reasons, including the poor ability of injured axons 
to regrow, and a destructive series of injury-induced events 
that result in the spread of damage to neurons that escaped 
the direct injury (Faden, 1993; Faden et al., 1993; Povlishock 
and Christman, 1995; Povlishock and Jenkins, 1995; Yoles 
and Schwartz, 1998a; Hauben et al., 2000). This spread of 
damage is known as secondary degeneration. Attempts to 
promote CNS recovery have focused on two goals: (1) stim-
ulation of regrowth (Caroni et al., 1988; Caroni and Schwab, 
1988; Reier et al., 1992; Cheng et al., 1996; Rapalino et al., 
1998; Chong et al., 1999; Neumann and Woolf, 1999), and 
(2) neuroprotection, or the arrest of self-perpetuating degen-
eration (Hall et al., 1992; Stolc et al., 1997; Lipton et al., 1998; 
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Yoles and Schwartz, 1998b; Robertson et al., 2000; Roof 
and Hall, 2000; Schwartz, 2000; Schwartz and Yoles, 2000; 
Legos et al., 2001; Schwartz, 2001; Schwartz and Kipnis, 
2001, 2002; Vajda, 2002; Bialek et al., 2004; Murray et al., 
2004; Wu, 2005). The extent of recovery, in the absence 
of intervention, is a function of the amount of tissue that 
escaped the initial injury minus the loss associated with a 
neurodegenerative process of secondary degeneration. Thus 
the outcome is significantly worse than could have been 
predicted by the severity of an initial injury, however, could 
be reduced if initially undamaged or only marginally dam-
aged neurons are rescued from secondary degeneration. 
Recognition of this fact and comparative ease of achieve-
ment as opposed to regeneration, has led to the emphasis on 
neuroprotection in the approach to CNS therapy. The spread 
of damage is mediated by numerous factors, among which 
are glutamate, nitric oxide, deprivation of growth factors, 
impaired blood supply and thus general metabolic deficit 
and others. Similar factors operate in different insults and 
across species, suggesting that the progression of damage 
might reflect a loss of control over mechanisms that regu-
late self-components, which, though normally essential, 
contribute to the damage spread under pathological condi-
tions or at concentrations that exceed physiological. The 
increased presence of infiltrating or activated immune cells 
that accompanies degeneration often led scientists and clini-
cians to conclude that these cells contribute to the pathology 
and thus immune-suppressive therapies have emerged, with-
out in-depth understanding of the mechanisms underlying 
their neuroprotective effects. Corticosteroids are the most 
widely used immune suppressive drugs for neurodegenera-
tive disorders (Faden and Salzman, 1992; Hirschberg et al., 
1994; Faden, 1996; Fung and Berger, 2000).

42.2.1. Corticosteroids for Glaucoma 
and Spinal Cord Injury

In physiology, corticosteroids are a class of steroid hormones 
that are produced in the adrenal cortex (De Nicola et al., 
1998). Corticosteroids are involved in a wide range of phys-
iologic systems such as stress response, immune response 
and regulation of inflammation, carbohydrate metabolism, 
protein catabolism, blood electrolyte levels, and behavior 
(Carlsen, 2005; Chamberlain et al., 2005; Currie et al., 
2005; Schumacher and Chen, 2005; Williams, 2005). Corti-
costeroids have immune-suppressive properties and thus are 
used to suppress inflammation in the tissues and to suppress 
immune responses. Corticosteroids are also used to treat 
various neurodegenerative conditions assuming that sup-
pression of post-injury inflammatory response at the site of 
injury will benefit tissue survival. Glucocorticoids are used 
frequently to suppress immunological responses and thus 
reports of the National Acute Spinal Cord Injury Studies 
(NASCIS) indicate that the standard method of treatment 
for patients with SCI currently includes the administra-

tion of high intravenous doses of methylprednisolone (MP) 
(Bracken et al., 1997). Recent reports question the benefit of 
corticosteroid treatment after CNS trauma; they also point 
out that the recommended MP dosage is the highest dose 
of steroids ever used during a 2-day period for any clinical 
condition, and therefore carries a risk (Hurlbert, 2000; Qian 
et al., 2000; Short, 2001). Other groups have shown that 
MP exacerbates axonal loss after optic nerve crush injury 
in Sprague-Dawley rats (Steinsapir et al., 2000). Cortico-
steroids are also used in ocular disorders and administered 
topically for diseases of the outer eye and anterior segment. 
Topical glucocorticoid therapy frequently increases intra-
ocular pressure in normal eyes and exacerbates intraocular 
hypertension in patients with glaucoma. The glaucoma is 
not always reversible on cessation of glucocorticoid ther-
apy (Kanagavalli et al., 2004; Kersey and Broadway, 2005; 
Kuchtey et al., 2005).

42.2.2. Cyclosporine A and Neurodegenerative 
Disorders

Cyclosporine A is another immunosuppressant drug. It is 
used post-alogeneic organ transplant to reduce the activity of the 
patient’s immune system and so the risk of organ rejection. 
It has been studied in transplants of skin, heart, kidney, lung, 
pancreas, bone marrow and small intestine. Cyclosporine 
A (CsA) was also used to treat various neurodegenerative 
disorders, among which are Amyotrophic Lateral Sclerosis, 
Alzheimer’s and Parkinson’s diseases and acute CNS injuries. 
The micro and macro mechanisms underlying neuroprotec-
tion mediated by CsA are not fully understood. CsA has 
been shown to promote neurite outgrowth in cultured PC12 
cells and sensory ganglia. Moreover, application of CsA fol-
lowing spinal cord injury increased GAP-43 expression, a 
sprouting marker, which was associated with improved func-
tional recovery. CNS injury leads to mitochondrial dysfunc-
tion and thus mitochondria isolated from injured CNS show 
an increased production of reactive oxygen species. Treat-
ment with CsA significantly attenuated mitochondrial dys-
function. In addition, CsA blocks a calcium-induced axonal 
damage, thus the effect of CsA could be mediated directly 
via restoration and maintenance of ionic and mitochondrial 
homeostasis, and not necessarily via suppression of immune 
response, as was originally thought.

While preclinical data from CsA in neurodegenerative 
disorders was promising, larger studies in Parkinson’s dis-
ease did not show any benefit along with side complications. 
Major neurological complications secondary to cyclosporine 
are well documented and are known to include confusion, 
cortical blindness, seizure, spasticity, paresis, ataxia and 
coma. Most previous reports attribute these to white matter 
CNS lesions or white/grey matter border lesions. Moreover, 
several publications appeared recently refuted neuropro-
tective properties of CsA and similar compounds (immu-
nophilin ligands).
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So far, none of the immune suppressive drugs showed a 
 significant and stable neuroprotective effects in any of the neuro-
degenerative conditions. Moreover, under those conditions when 
steroids were protective they were suggested to mediate the effect 
directly rather than via suppressing the immune system.

42.3. Immunomodulatory Therapeutics

42.3.1. T Cell Vaccination

Being not fully satisfied by the immune suppressive therapies 
and having side complication as a result of these compounds, 
the idea of modulating rather than suppressing an immune 
response has been evolved. Very first modulation of immune 
response was undertaken to treat autoimmune conditions such 
as multiple sclerosis in animal models of Experimental Auto-
immune Encephalitis (EAE). The rationale and practice of 
T cell vaccination (TCV) against devastating processes underlying 
pathological autoimmune inflammation was analogous to classical 
vaccination against infectious disease. However, TCV differs 
from classical vaccination, as the “pathogen” is the identifi-
cation marker of patient’s own T cell receptor. The vaccine is 
devised using a component of the immune system itself – creating 
an autoimmune response against autoimmune T cells. For 
example, a single inoculation of myelin basic protein (MBP) 
reactive T cells, previously irradiated, into animals, abrogated 
an ability to induce autoimmune disease in these recipients. 
T cells vaccination has been extended to other experimental 
conditions, like adjuvant arthritis, experimental autoimmune 
thyroiditis, collagen-induced arthritis, autoimmune uveitis, 
lupus and diabetes. Therefore, activation of autoimmune T cells 
against autoimmune T cells causing the disease. It is, however, 
still a matter of debate whether suppression of autoaggressive 
T cells, their modulation or the activation of autoimmune T cells 
due to TCV are the reason for the obtained amelioration of 
autoimmune destructive symptoms.

42.3.2. Naturally Occurring CD4+ CD25+ 
Regulatory T Cells

Suppressor T cells are the hot topic of immunology for over last 
20 years. Many types of regulatory T cells exist, however, all 
could be divided into two major populations: naturally occurring 
regulatory T cells and induced regulatory T cells. While many 
pathways have been recently elucidated to induce regulatory T cells 
to treat various autoimmune and neurodegenerative disorders, 
it is still a matter of debate whether regulatory or suppressor 
T cells are induced naturally in humans. The sub-population 
of T cells, termed naturally occurring regulatory T cells (Treg) 
and bearing a marker of CD25 in their naïve state, exists in both 
rodents and humans and account for 10% of total CD4+ T cell 
population. Tregs are also exclusively express Foxp3, transcrip-
tion factor (Schramm et al., 2004; Viguier et al., 2004; Gavin 
et al., 2007). Treg cells are antigen specific anergic cells and the 

mechanism of inhibition requires both soluble factors and cell-to-
cell contact. While the biology and the suppressive mechanism 
of these regulatory T cells are highly complicated and not fully 
understood, their practical application has been shown in several 
animal models of autoimmune and neurodegenerative disorders. 
Injection of Treg cells improved the outcome of EAE in mice. 
Treg cells accumulated in the site of autoimmune lesion and sup-
pressed autoaggressive T cells. Application of Treg was shown 
to benefit colitis, autoimmune diabetes and other autoimmune 
disease. The role of these cells under neurodegenerative condi-
tions is dual – while Treg cells protect neurons directly under 
certain circumstances, they suppress beneficial inflammatory 
response under other circumstances and thus exacerbate neuronal 
survival. Interestingly, injection of these cells into injured mice 
prone to develop autoimmune disease EAE, increased neuronal 
survival, whereas in strains that are resistant to EAE, an opposite 
effect has been obtained. Thus immune modulation using 
suppressor T cells will most probably benefit patients with 
autoimmune-mediated neurodegenerative disorders, however, 
will not be applicable for general population.

Treg cells bear markers of activated cells (e.g. CD25) in 
their naïve form, therefore, while these cells can be isolated 
from naïve mice, their isolation from patients with any inflam-
matory disease is technically impossible, due to the fact that 
activated effector (non-regulatory) T cells will bear markers 
identical to those expressed by Treg cells. Therefore, Treg 
mediated immune modulation does not seem feasible, at least 
now, until better markers are developed for Treg isolation 
from a pool of activated CD4+ T cell lymphocytes.

42.3.3. Induction of Regulatory T Cells 
by Mucosal Immunization

To overcome the need for isolation, activation and re-injection 
of Treg cells, alternative ways have been developed aimed to 
induce regulatory T cells or T cells with regulatory pheno-
type from normal CD4+ effector T cells. The most established 
approach is induction of mucosal tolerance that gives rise to 
T cells with anti-inflammatory phenotype, expressing mainly 
IL-10 and TGF-b cytokines. Evolutionary, mucosal tolerance 
allows prevention of the immune response toward orally (and 
nasally) consumed proteins, or in other words, to avoid immune 
allergy for consumed food. Taking advantage of this natural 
way to induce anti-inflammatory T cells, self-antigens were given 
orally in animals suffering from experimental autoimmune 
diseases. Such for example, mice fed orally with MBP were 
protective from induction of EAE using conventional vaccination 
techniques, otherwise inducing autoimmune syndromes. Later, 
this approach of modulation of immune response by induction of 
mucosal tolerance was examined on animal models for neuro-
degenerative disorders. Modulation of autoimmune inflammation, 
frequently associated with neurodegenerative disorders, was 
obtained by mucosal (oral or nasal) immunization with proteins 
abundantly expressed at the site of neurodegeneration, for exam-
ple, myelin antigen for white matter injuries, retinal proteins for  ocular 
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neurodegenerative diseases, etc. Such mucosal vaccination was 
shown to benefit neuronal survival following acute injuries and 
chronic neurodegenerative conditions. One concern regarding 
mucosal vaccination, similar to previously raised concern with 
regulatory T cell therapy, is that immune response to injury is 
dependent on many factors and varies among individuals, there-
fore, mucosal tolerance might not be applicable clinically for 
use in general population.

42.3.4. Copaxone

Another approach to modulate immune response was initi-
ated in early 70’s when artificial compounds (polymers) were 
synthesized to mimic antigens and thus to induce immune 
response with partial cross reactivity to self-antigens. Partial 
recognition of antigen induces either an anti-inflammatory 
response or leads to anergy. Based on this understanding a syn-
thetic co-polymer (Cop-1) has been synthesized (4.7–11 kDa) 
from four amino acids: L-alanine, L-lysine, L-glutamic acid and 
L-tyrosine, in a molar ratio of 4.2:3.4:1.4:1.0, aimed to mimic 
a dominant epitope of MBP—the most abundant myelin pro-
tein. Immunization with Cop-1 induced a T cells response 
partially cross-reactive with myelin basic protein, however 
did not induce an autoimmune disease. Moreover, immuni-
zation with MBP did not induce EAE if Cop-1 was mixed 
into the emulsion. Thus, Cop-1 was developed as a drug for 
multiple sclerosis and was later approved by Food and Drug 
Administration (FDA). Cop-1 is given daily to MS patients 
by sub cutaneous injection and has very limited side effects. 
The mechanism underlying Cop-1 mediated anti-inflamma-
tory effect is based on clonal expansion of T cells with partial 
cross-reactive with MBP and a strong Th2 phenotype. Thus, 
Cop-1 reactive T cells were proposed to affect the ongoing 
inflammation by secretion of anti-inflammatory cytokines, 
phenomenon named “bystander suppression”. Another pos-
sible explanation is the ability of Cop-1 to bind to MHC mol-
ecules from outside, without being processed, thus displacing 
dominant myelin proteins and being presented to MBP reac-
tive T cells. Due to non-complete matching between the T cell 
receptor and the antigen (Cop-1 rather than MBP) the activa-
tion of T cells is not complete and such activation induced 
cellular anergy (no ability to respond or proliferate) or a very 
strong anti-inflammatory phenotype.

Recently Cop-1 was assessed for its neuroprotective prop-
erties, due to its partial cross-recognition with myelin basic 
protein. Immunization with Cop-1 significantly improved 
neuronal survival following acute injury of myelinated cen-
tral and peripheral neurons. Recently Cop-1 was found to be 
neuroprotective also under various chronic conditions and 
under severe mental dysfunctions. While the mechanism for 
its neuroprotective properties is not well understood, it was 
shown that immunization with Cop-1 induces T cells that 
can pass through the Blood-Brain Barrier and to accumulate 
in the injured site. Upon migration to the brain, these cells 
induce production of growth factors by glial cells as well as 

produce these factors by themselves. The major growth factor 
produced and induced by Cop-1 reactive T cells in the brain in 
the Brain Derived Neurotrophic Factor (BDNF).

42.4. Vaccination for Neurodegenerative 
Disorders

42.4.1. Harnessing Humoral Immune Responses 
for Treatments of Spinal Cord Injuries and 
Alzheimer’s Disease

Research over the last few years has demonstrated that 
myelin-associated inhibitor proteins inhibit sprouting and 
regeneration in the injured CNS. Antibodies neutralizing myelin 
inhibitors have been shown to improve spontaneous sprout-
ing and regrowth (Schnell and Schwab, 1990) of injured CNS 
fibers. Among the factors found to be hostile to regrowth in 
adult CNS nerves are myelin-associated proteins (Schnell et al., 
1999; Schwab et al., 2002; Schwab, 2002; He and Koprivica, 
2004; Schwab et al., 2004; Buss et al., 2005) and extracellular 
matrix proteins such as chondroitin sulfate proteoglycans 
(CSPG) (Snow et al., 1990; Zuo et al., 1998). Accordingly, 
for regeneration to occur, these inhibitors must be masked, 
neutralized, or eliminated. Monoclonal antibodies directed 
specifically against the myelin-associated inhibitor IN-1 were 
introduced into partially transected rat spinal cords, with 
consequent promotion of regeneration (Schnell and Schwab, 
1990). More recently it was demonstrated that immunization with 
myelin-associated proteins, such as NoGo, results in regen-
eration mediated by antibodies (Ellezam et al., 2003; Skaper, 
2005). Interestingly, antibodies to myelin basic protein also 
were shown to lead to efficient myelin clearance and thus to 
facilitate recovery by preventive immunization or by passive 
transfer of specific antibodies (Huang et al., 1999; Ousman 
and David, 2001; Wong et al., 2003).

Use of antibodies to treat neurological disorders is not 
restricted to spinal cord injuries and was pioneered in Alzheimer’s 
Disease (AD) research (Imahori and Uchida, 1997; Duyck-
aerts et al., 1998; Solomon, 2002; Heppner et al., 2004). In AD 
patients, or in animal models for AD, among various factors 
causing neurodegeneration, Amyloid-b aggregates are consid-
ered to be the major factor (Blass and Gibson, 1991; Richards 
et al., 1991; Bard et al., 2000). It is agreed that boosting of 
resident macrophages (microglia) to clear the plaques would 
benefit disease outcome. The performance of anti-Ab-antibod-
ies in transgenic mice models of AD prevented formation of 
new and induced dissolving of existing Ab plaques (Lambert 
et al., 2001; Kotilinek et al., 2002; Mohajeri et al., 2002b; Mohajeri 
et al., 2002a; Nicolau et al., 2002; Rockenstein et al., 2002; 
Sigurdsson et al., 2002). Moreover, these antibodies protected 
the mice from learning and age-related memory deficits. Natu-
rally occurring anti-Ab antibodies have been found in human 
CSF and in the plasma of healthy individuals, but were signifi-
cantly lower in AD patients, suggesting that AD patients cannot 
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induce a desired immune reactivity to Ab plaques and therefore 
develop a disorder (Monsonego et al., 2003). Active and/or pas-
sive immunization against Ab peptide has been proposed as a 
method for preventing and/or treating Alzheimer’s disease (Das 
et al., 2003; Frenkel et al., 2003; Furlan et al., 2003; Ghochikyan 
et al., 2003; Gong et al., 2003; Liu et al., 2004; Manea et al., 
2004; Butovsky et al., 2005; Chauhan and Siegel, 2005; Faden 
et al., 2005). Experimental active immunization with Ab 1–42 
in humans was stopped in phase II clinical trials due to unex-
pected neuroinflammatory manifestations and death associated 
with the treatment (Koistinaho et al., 2001; Tariot and Federoff, 
2003). Although the trials have been stopped, post-mortem 
observation of the tissue showed a significant drop in the num-
ber of plaques in treated patients. Therefore, there is a hope of 
developing better antibodies with similar therapeutic potential 
without such devastating side effects.

Although immune cells are known to play a key role in tis-
sue repair, their activity in the CNS, as outlined above, has 
mostly been viewed as detrimental. A comparative study of 
the local inflammatory response in injured peripheral nervous 
system and CNS axons revealed that in the injured peripheral 
nervous system (PNS), where regeneration takes place spon-
taneously, both degeneration and regeneration appear to be 
brought about and controlled with the prominent participation 
of macrophages. Macrophages are also a source of cytokines 
and growth factors that actively participate, both directly 
and indirectly, in regrowth. As an example, the regeneration 
of optic nerves in lower vertebrates, as well as of peripheral 
nerves in mammals, was found to correlate with upregulation 
of macrophage-derived apolipoproteins, which participate in 
the recycling of lipids needed for membrane rebuilding (Igna-
tius et al., 1987; Harel et al., 1989). Similarly, the synthesis 
of nerve growth factor seems to be regulated by stimulated 
macrophages. IL-1 and tumor necrosis factor (TNF)-α, both 
secreted by macrophages, probably induce nerve growth fac-
tor transcription in Schwann cells (Lindholm et al., 1987).

In early experiments aimed at boosting of the innate response 
in the injured CNS to facilitate better phagocytosis of myelin 
debris, it was found that implantation of homologous macrophages 
in the completely transected spinal cords of adult rats, it was 
demonstrated partial recovery of motor function (manifested by 
locomotor activity scored in an open field) and electrophysio-
logical activity (assessed by motor-evoked potential responses) 
(Rapalino et al., 1998). These behavioral manifestations were 
also reflected in the electrophysiological recovery of motor-
evoked potential responses in the implanted rats.

42.4.2. Innate and Adaptive Immunity

The first line of defense in any injured tissue is the innate 
immune response, characterized by activity of the phagocytic 
immune cells (Paape et al., 2000), however, this response is 
tightly controlled by adaptive immunity, namely T cells. There 
are different subpopulations of CD4+ T cells, each responsible 
for a certain type of immune response. Th1 cells, for example, 

reinforce cellular immunity, whereas Th2 cells induce humoral 
(antibody-mediated) immunity. Studies have shown that the 
autoimmune CD4+ T cells locally boost and control resident 
microglia and infiltrating blood-borne monocytes, helping them 
to acquire an activity that allows them to fight off degenera-
tive conditions. It also allows them to buffer toxic compounds 
without producing excessive amounts of inflammation-associ-
ated cytotoxic compounds such TNF-α, nitric oxide (NO), or 
cyclooxygenase (COX)-2 (Levi et al., 1998; Basu et al., 2002; 
Janabi, 2002; Schwartz, 2003), and to produce growth factors 
such as insulin-like growth factor-1 that are critical for neuronal 
survival and renewal. Thus, the role of CD4+ T cells directed 
against self-antigens is to activate the innate response in a well-
controlled way, enabling it to recognize the threat to the tissue not 
as a harmful organism that it must kill, but as a toxic substance 
that it must neutralize or eliminate. In addition, the T cells them-
selves, if locally activated, can produce protective compounds 
such as growth factors and neurotrophins (Hammarberg et al., 
2000; Moalem et al., 2000; Gielen et al., 2003). All of these 
tasks can be accomplished by a well-controlled response by 
Th cells. These cells, in order to do their job, must first home to 
sites of stress and be locally activated by their specific antigens 
that reside there. Thus, the homing of T cells to the site at which 
their local activation can occur is apparently dictated by anti-
genic specificity. In line with this notion are the findings that T 
cells having the same antigenic specificity are protective against 
different types of threatening stimuli occurring at the same site, 
or against different threatening stimuli at different sites sharing 
the same immunodominant, constitutively expressed self-pro-
teins (Mizrahi et al., 2002). As a corollary, the same threaten-
ing stimulus, if manifested at different sites that do not share 
common dominant self-antigens, does not benefit from T cells 
directed against the same antigen (Schori et al., 2001; Mizrahi 
et al., 2002).

Studies from several laboratories have shown that T cells patrol 
the healthy CNS but do not accumulate there (Hickey, 1999; Flu-
gel et al., 2001). In the event of an acute injury or chronic neuro-
degenerative conditions, T cells are recruited by and accumulate 
in the CNS (Hirschberg et al., 1998; Moalem et al., 1999a), where 
they might rescue neurons from degeneration if the damage 
caused by the toxic biochemical environment is not yet irrevers-
ible; moreover, the recruited T cells will prevent further deterio-
ration. It is possible that this autoimmune protective mechanism 
also operates when the threat to the tissue comes from microbial 
infiltration. In such a case the anti-self response is additional to 
the anti-microbial response, and might occur without the indi-
vidual even being aware of it, unless the harnessed autoimmunity 
gets out of control, in which case its effect is no longer benefi-
cial but destructive, and might result in an autoimmune disease 
(Schwartz, 2002). This might be the situation in individuals who 
are predisposed to autoimmune disease development (Kipnis et 
al., 2001). According to this view, the pathogenic self-proteins 
that have been implicated in autoimmune diseases are the same 
proteins against which a well-controlled T-cell response is protec-
tive (Moalem et al., 1999b; Kipnis et al., 2002b). It might explain 
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the generally low clinical prevalence of autoimmune diseases and 
their occurrence mainly in young adults rather than in the elderly 
population, whereas neurodegenerative diseases and cancer are 
common and significantly more prevalent in the elderly, in whom 
the immune system is deteriorating (Linton and Dorshkind, 2004). 
Boost of autoimmune activity following injury increases the num-
ber of surviving neurons, however, it has a risk of development of 
autoimmune disease. Alternative approach is to boost an immune 
response with cross-reactivity with self antigens, such as with Cop-1. 
Immunization with Cop-1 is neuroprotective in various acute and 
chronic neurodegenerative conditions (Kipnis et al., 2000; Schori 
et al., 2001; Angelov et al., 2003; Benner et al., 2004; Frenkel et 
al., 2005). Therefore various ways are searched now to find the 
best approach under which the boost of autoimmune T cells or 
of T cells with partial recognition to self-antigens would lead 
to maximum benefit with minimal destructive consequences 
of autoimmune disease. These possible therapeutic approaches 
are discussed in details in the following chapter (Kipnis et al., 
2002a).

Summary

From the “immune privilege” status and immunosuppressive 
treatments considered for almost any neurodegenerative con-
ditions, our understanding of the neuro-immune interactions 
underwent a significant evolution and current therapies are 
aimed to modulate and boost rather than suppress and elimi-
nate immune assistance in the brain.

Review Questions/Problems

 1. Myelin can cause neuronal growth inhibition.

 True/False

 2. Injured CNS fibers have the potential for regrowth.

 True/False

 3. T cells required for neuroprotection are antigen specific.

 True/False

 4.  Naturally occurring regulatory CD4+ CD25+ T cells 
are derived from the thymus.

 True/False

 5.  Glutamate is a part of both killing machinery and 
neuronal communication

 True/False

 6.  Immune synapses in the CNS are MHC-II-expressing 
microglia interacting with T-helper lymphocytes.

 True/False

 7.  Macrophages that can promote regeneration after a 
spinal cord injury should primarily be

a. cytotoxic
b. antigen presenting
c. phagocytic
d. naïve
e. all of the above

 8.  Autoimmune T cells required for protection of the 
injured spinal cord are reactive toward

a. skin proteins
b. heat-shock proteins
c. myelin proteins
d. their antigenic specificity is irrelevant to the type of injury

 9. Mucosal tolerance can be viewed as

a. modulation of immune response
b. suppression of immune response
c. boost of the immune response
d. all of the above
e. none of the above

10. Immunization with Copaxone can be viewed as

a. modulation of immune response
b. suppression of immune response
c. boost of the immune response
d. all of the above
e. none of the above

11. Spinal cord injury is associated with

a. axonal regrowth
b. inhibition of axonal regrowth
c. axonal sprouting
d. none of the above

12.  Neuroprotection induced by CsA under certain neuro-
degenerative conditions can be attributed solely to

a. suppression of the immune response
b. activation of the immune response
c. induction of growth factors
d. direct effect on glial cells
e. none of the above

13.  The role of immune cells in the CNS – is it destruc-
tive or protective? What are benefits of immune boost 
following injury and what are the possible devastating 
side effects of such therapy?

14.  What is immune modulation and how it could be 
achieved?

15.  Immune suppression is neuroprotective under 
certain circumstances whereas neurodestructive 
under others. How this apparent dichotomy could 
be resolved?
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16.  What is the evolutionary benefit from having a complex 
network of autoimmune and regulatory T cells?

17.  Does the presence of BBB favors in favor or not of the 
role of immune system in post-injury recovery?
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43.1. Introduction

Historically, the condition of dementia first described by Alois 
Alzheimer in 1907 was called generically “presenile dementia.” 
This nomenclature distinguished Alzheimer’s as a disease, and 
not the dementia that occurred typically as humans reached 
advanced years, known commonly as “senility.” It was believed 
that all of us would develop senility after living long enough, 
and that this was a normal part of the aging process.

One of the defining characteristics of Alzheimer’s was its 
pathology, consisting of senile or neuritic plaques and intra-
cellular inclusions termed neurofibrillary tangles (see below). 
In the last quarter of the last century it became increasingly 
clear that many cases of “senile dementia” also had these same 
plaques and tangles common to the presenile form described 
by Alzheimer. This led to terminology referring to “senile 
dementia of the Alzheimer-type” to describe these late-onset 
cases. Ultimately, it became recognized that the pathologies 
Alzheimer reported were associated with dementias at any age, 
and the term “Alzheimer’s disease” was used to describe any 
severe cognitive deterioration that was associated with plaque 
and tangle pathology. This nomenclature has held for roughly 
the last 2 decades.

Over this same period, the numbers of individuals diagnosed 
with Alzheimer’s disease increased dramatically. In part, this 
was due to increased public awareness that severe cognitive 
deterioration was not normal human aging (senility) but a disease 
with specific pathological determinants. A second reason was 
the increasing number of humans living to the age of risk for 
developing Alzheimer’s disease. Although his original patient 
was quite young (50s), the vast majority of Alzheimer victims 
are in their 70s and 80s when they begin to show symptoms. 
The average age of death of an Alzheimer patient is greater 

than the age of death in the general population. In the past, these 
were survivors whose physiology protected them from cardio-
vascular disease and cancers (the leading causes of death for 
the last 50 years). Today, the remarkable medical success in 
retarding the age-adjusted incidence of cardiovascular disease 
has expanded the population reaching these later years, lead-
ing to increased numbers of demented patients (currently reaching 
4 million in the US, or slightly more than 1 out of every 100 
Americans). Medical care costs for Alzheimer patients, who 
average 10 years survival with the disease, total $100 billion, 
or 7% of all medical costs in the US. The major reason this 
disease is so costly is that most are institutionalized for some 
period preceding their demise. It is estimated that if the onset 
of dementia could be delayed by as little as 5 years, this would 
save $50 billion in medical costs (essentially the same as the 
new Medicare drug benefit). Clearly, effective therapeutic or 
preventative approaches to this disorder would provide clear 
benefits not only to the patients and their families, but the 
nation as a whole.

The pathology of Alzheimer’s disease was initially described 
using silver stains of histological sections. This resulted from 
the success of the emerging photographic industry in the early 
part of the last century, where silver chemistry was worked 
out with great precision. The plaques and tangles described by 
Alzheimer were by definition, “argyrophilic,” meaning they 
bound silver molecules, which could then be reduced chemi-
cally to reveal stained regions.

The neuritic or senile plaques, also now called compact 
plaques, are comprised of fibrils of a short peptide called the 
Aß peptide. This 40–42 amino acid peptide aggregates in a 
beta-pleated sheet structure to form fibrils, which are them-
selves aggregated into these dense plaques. These fibrils are 
referred to as “amyloid ” because they stain with a dye called 
Congo red. There are many types of amyloids in the body, all 
of which share the properties of beta-pleated sheet structures, 
fibril formation and binding of Congo red dye. One feature 
of the Congo red dye is that it will shift the plane of polar-
ized light when bound to beta sheet structures, leading to a 
characteristic red-green birefringence when viewed through 
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crossed polarizing filters (Figure 43.1). Surrounding these 
amyloid plaques is a zone of degenerating neuronal processes 
called neurites. These neurites are swollen, apparently drawn 
towards the amyloid plaques, and contain proteins or modi-
fications of proteins (such as phosphorylation) not normally 
found in the larger processes of neurons. In addition to the 
compacted amyloid plaques, this amyloid material could often 
be found in association with blood vessels, where it was called 
cerebral amyloid angiopathy.

In the mid 1980s, George Glenner and his team (Glenner 
and Wong, 1984) tried to determine the amino acid sequence 
of the amyloid deposits in Alzheimer’s disease. He had 
already found that other forms of amyloid in the body con-
sisted of small fragments of much larger proteins that aggre-
gated in this beta-pleated sheet secondary structure. When he 
tried to sequence the amyloid from the compacted plaques, he 
found variable results because much of the material had been 
truncated at the N terminal used to initiate the sequencing 
However, the vascular deposits were more uniform, and he 
sequenced a 40 amino acid peptide called Aß. This led within 
a year to the identification of a previously uncharacterized 
parent molecule containing the Aß peptide sequence called 
the amyloid precursor protein (APP). This molecule has a sin-
gle transmembrane spanning domain and the bulk of the 700 
amino acid protein is oriented towards the outside of the cell.

Neurofibrillary tangles proved more difficult to identify at the 
molecular level. They also were fibrillar aggregates of a protein, 
and they also had a great deal of beta- pleated sheet structure, 
including staining by Congo red. However, their location within 
cells precluded them from being referred to as an amyloid. It is 
now widely accepted that these neurofibrillary tangles are com-
prised of abnormally and excessively phosphorylated forms of 
the microtubule associated protein tau. These tau filaments are 

largely insoluble by most known solvents, which slowed the 
identification of their major components.

A detailed account of the genetics of Alzheimer’s disease 
is beyond the scope of this chapter. Others have detailed this 
quite thoroughly (Hardy, 1997). However, there are at least 
three genetically identifiable categories of Alzheimer’s disease. 
The first are those rare cases in which Alzheimer’s is caused 
by a dominant genetic mutation (Table 43.1). While accounting 
for at most 1–2% of all cases, these have been very informa-
tive. Three genes are known to carry these mutations. One is 
the APP itself (Goate et al., 1991). Mutations in APP which 
modify its cleavage to favor either more Aß or longer forms 
of Aß (Aß ending at amino acid 42 instead of amino acid 40) 
can cause an early onset form of Alzheimer’s, with symptoms 
beginning in the 40s to 50s. A second gene that can carry a 
large number of different mutations and cause Alzheimer’s 
disease is referred to as presenilin-1 (Sherrington et al., 1995). 
All tested mutations in this gene that cause Alzheimer’s disease 
increase production of the long form of Aß. Presenilin-1 is a 
component of the complex that cleaves the variable C terminal 
of Aß. It is also relevant that an extra gene dosage of APP can 
cause plaque and tangle pathology. A third gene accounting for a 
small portion of cases is presenilin-2. Most Down’s syndrome 
carriers have an extra copy of the APP gene located on human 
chromosome 21. By age 40, most will have plaque and tangle 
pathology upon autopsy, and many will develop a dementia 
condition in their late 40s and 50s.

A second genetic category includes normally occurring 
polymorphisms that increase the risk of developing the disease. 
While many polymorphisms have been mentioned, one that is 
consistently linked to increased risk is the Apoplipoprotein E4 
allele. Individuals carrying this allele have a 3-fold greater risk 
of developing the disorder (Corder et al., 1993; Poirier et al., 
1993). One effect of this allele is to lower the age of onset, so 
these cases are often found in the 60s. The third category is 
comprised of those cases for which genetic linkage cannot be 
identified. It is important to note that the extreme age of onset 
complicates genetic analyses, as the likelihood of forebears 
reaching the typical age of onset is quite low. Thus, the size of 
the idiopathic group is not well defined. As more gene polymor-
phisms become consistently linked to increased risk, the size of 
this population may decline.

Figure 43.1. Compacted parenchymal amyloid plaque in APP transgenic 
mouse hippocampus. Section was stained with Congo red and viewed 
with cross-polarized light. Total magnification × 400.

Table 43.1. The genetics of Alzheimer’s disease.

Type of  Age of   
Alzheimer’s onset Inheritance Comments

Familial  40s–50s Autosomal  Mutations in amyloid precursor 
(<2%)  dominant protein, presenilin-1 or 
   presenilin-2 account for 
   most cases
Inherited risk  60s–70s Not  Apolipoprotein E4 allele 
(30–50%)  dominant increases risk (Earlier age 
   of onset). Pathology more severe.
Sporadic  70s-80s None  Increased risk, Head trauma;  
(50–70%)  identified decreased risk, Education
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The recognition that the final common path for all known 
genetic causes of Alzheimer’s disease, including Down’s syn-
drome, is increased amounts of the longer Aß variants led to the 
development of transgenic mice over-expressing mutated forms 
of human APP. While many unsuccessful mice were generated 
in the early 1990s, the first to demonstrate compacted amyloid 
plaques was the PDAPP mouse (Games et al., 1995). Shortly 
thereafter, a second APP mouse, the Tg2576, was found to 
have remarkably similar pathology (Hsiao et al., 1996). In the 
same month, a presenilin transgenic mouse developed at the 
University of South Florida was described (Duff et al., 1996). 
Although the presenilin transgenic mice alone had little pathology, 
our group found that the presenilin mutation greatly acceler-
ated the accumulation of plaque pathology when crossed with 
the Tg2576 mouse (Holcomb et al., 1998).

There are now a variety of different APP transgenic mice that 
develop plaque pathology. The similarities are, in the opinion of 
these writers, more striking than their differences. All develop 
compacted plaques in the cerebral cortex and hippocampus. 
These plaques are associated with dystrophic neurites and the 
activation of astrocytes and microglial cells. All mice develop a 
memory dysfunction that is usually correlated with Aß levels in 
mice of a given age (Morgan, 2003). In none of the mice is there 
extensive neuron loss, as found in AD. Moreover, none of these 
mice develop tau pathologies, such as neurofibrillary tangles. 
Thus, these mice should be characterized as being models of 
amyloid deposition, not models of Alzheimer’s disease.

When Aß is added to tau transgenic mice, the results suggest 
that amyloid pathology may precipitate tau pathology. Either 
when APP mice are crossed with tau mice (Lewis et al., 2001) 
or exogenous Aß is applied to tau transgenic mouse brain 
(Gotz et al., 2001), there is acceleration of the tau pathology. 
Recently, a triple transgenic mouse has been generated that 
harbors APP, presenilin and tau mutations (Oddo et al., 2003), 
although neuron loss has not been reported to date. These 
transgenic models of select aspects of Alzheimer pathology 
have proven useful for preclinical evaluation of experimental 
therapies, which might be able to slow or halt the progression 
of Alzheimer’s disease, including immunotherapy.

43.2. Early Studies

The first suggestions that anti-Aß antibodies may be useful 
in ameliorating amyloid pathology came from work by Beka 
Solomon and colleagues in Israel. They published that anti-Aß 
antibodies could block the formation of Aß fibrils from mono-
meric forms in vitro (Solomon et al., 1996). They then proceeded 
to show that these antibodies could disaggregate preformed 
amyloid fibrils, and that the antibodies could achieve disaggre-
gation at stoichiometries less than 1:1 (Solomon et al., 1997). 
This suggested that the antibodies were catalytically dissolving 
the fibrils, presumably by favoring the formation of non-beta 
sheet conformations. Inclusion of antibodies could block the 
in vitro neurotoxicity of Aß. Subsequently, they identified a 

4 amino acid sequence in the N terminal domain of Aß they 
felt was the essential epitope for this mode of action (Frenkel 
et al., 1998). The catalytic disaggregation hypothesis remains 
one of the major proposed mechanisms for the action of anti-
Aß antibodies (Table 43.2).

The first observation that vaccination against Aß might 
effectively lower Aß deposition in vivo came from Schenk et 
al. (1999). These authors demonstrated that immunization of 
young PDAPP transgenic mice resulted in dramatic reduction 
in amyloid deposition as the mice aged. Even when started at 
midlife, the immunization protocol eliminated formation of 
amyloid deposits. Importantly, they observed the presence of 
activated microglia in the vicinity of the few remaining depos-
its. This led them to speculate that opsonization of the amyloid 
deposits led the microglia to phagocytose this material.

The same group subsequently demonstrated antibody-stimu-
lated phagocytosis could occur in vitro (Bard et al., 2000). They 
placed microglia on sections of Alzheimer disease brain tissue, 
with and without anti-Aß antibody present. Only in the cases 
where the antibody was present did they observe clearance of the 
amyloid deposits by the microglia. Although cultured primary 
microglia and cell lines phagocytose fibrillar Aß added to 
cultures, antibody addition accelerates this process (Webster 
et al., 2001). Thus, a second mechanism by which anti-Aß anti-
bodies may clear amyloid deposits is by microglial activation and 
stimulation of phagocytosis (Table 43.2).

A third mechanism by which antibodies might reduce brain 
Aß levels was suggested by DeMattos et al. (2001). These 
authors noted that passive administration of a monoclonal 
antibody generated against Aß resulted in large increases in 
circulating Aß, analyzed by ELISA (a measurement that may 
be complicated by circulating antibody under some circum-
stances). They suggested that the circulating antibodies would 
sequester Aß in the periphery, thereby increasing the brain to 
blood concentration gradient leading to a greater net efflux of 
Aß from the brain to the periphery. It is important to recognize 
that the deposition of Aß in mouse brain requires considerable 
over-expression of the APP transgene, always with a mutation 
that further increases the production of longer forms of Aß. 
Thus it is conceivable that even minor shifts in the production 
and clearance of Aß may have profound impacts on whether 
deposits accumulate or not.

Table 43.2. Mechanisms of anti-Aß action.

Catalytic Antibody binding converts Aß 
 dissolution  secondary structure to form Solomon et al. (1996)
  incapable of ß-sheet fibril formation Solomon et al. (1997)
Microglial  Opsonization of amyloid deposits Schenk et al (1999)
 activation  activates microglia via effector Bard et al. (2000)
  molecules to clear deposits by
  phagocytosis or other mechanisms
Peripheral  Circulating anti-Aß antibodies  DeMattos et al. 
 sink  bind Aß and reduce the free  (2001)
  concentration in blood. This leads 
  to increased net efflux from the brain
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For the most part, early studies of Aß vaccination focused 
upon amyloid deposition. However, some of the APP mice 
were also being characterized behaviorally, and were found 
to have deficits in memory function that correlated with the 
extent of amyloid deposition (reviewed in Morgan, 2003). 
Thus, shortly after the publication that amyloid vaccination 
effectively reduced amyloid loads, our group and that of 
St-George-Hyslop et al began immunizing APP transgenic 
mice to observe the impact on memory formation. To be honest, 
our group was concerned that the vaccine might provoke 
excessive inflammation in the brains of the transgenic mice 
(by over-activating microglia), and cause premature memory 
deficits. This was based on a widely-held belief that inflamma-
tion associated with amyloid deposits may be a pathogenic 
mechanism in Alzheimer’s disease (Akiyama et al., 2000). 
However, our testing specifically failed to identify prema-
ture memory loss with the immunization, and instead found 
protection from the development of memory deficits as the 
mice aged. Similar protection was found by the St-George-
Hyslop group in the CRND8 APP transgenic mouse, and we 
arranged for tandem publication of these results (Morgan 
et al., 2000; Janus et al., 2000). Subsequent work found that 
some types of memory deficits could be reversed quite rapidly 
using passive immunization (Dodart et al., 2002; Kotilinek 
et al., 2002). This has led to the hypothesis that some pool 
of Aß other than fibrillar deposits is responsible for some of 
the memory deficits observed in transgenic mice, and that 
this pool can be rapidly depleted by some anti-Aß antibod-
ies. Recent studies suggest that it is an oligomeric pool that 
is responsible for disruption of synaptic plasticity (Walsh 
et al., 2002; Cleary et al., 2005). Anti-Aß antibodies appear 
capable of neutralizing the plasticity-disrupting influence of 
these oligomers (Klyubin et al., 2005).

It is not certain which of the proposed mechanisms of 
anti-Aß immunotherapy is most correct. It is important to 
recognize that they are not mutually exclusive, and that all 
three may be working. In fact, the balance among these 
three mechanisms may vary for different types of immu-
notherapy.

43.3. Clinical Trial Experience 
with Aß Vaccination

Based on the success of the Aß vaccination approach in mouse 
models of amyloid deposition, Elan and Wyeth teamed to per-
form phase 1 and phase 2A trials in humans. Phase 1 trials 
resulted in no overt adverse events in human volunteers. Thus, 
a phase 2 trial was initiated with 300 patients receiving a vaccine 
against Aß (AN1792; using QS-21 as an adjuvant) and 60 
patients receiving placebo inoculations. The original goal of the 
trial was to repeatedly vaccinate patients until a predetermined 
anti-Aß antibody titer was reached. It was noted in the phase 1 
trial that only a portion of the patients developed measurable 
antibody titers against Aß (Schenk, 2002). Even in the mouse 

studies, repeated inoculation was necessary to achieve high 
antibody titers (Dickey et al., 2001a). This was further complicated 
by the advanced age of the patient population, which is known 
to cause increased variation in the response to vaccines.

Within several months of initiating the trial, the trial was 
interrupted due to the occurrence of multiple instances of 
adverse reactions in the patient population. This was charac-
terized as aseptic meningoencephalitis, essentially swelling 
in the brain that was a form of autoimmune reaction presumably 
elicited by the vaccine (Orgogozo et al., 2003). Examination 
of tissue from two patients who ultimately came to autopsy 
revealed substantial T cell infiltration into the brain (Nicoll 
et al., 2003; Ferrer et al., 2004). In all, roughly 6% of the 
patients in the trial developed these symptoms, with the majority 
recovering after treatment with steroidal anti-inflammatory agents.

Although the inoculations with the Aß vaccines were 
discontinued, the patients in the trial continued to be monitored 
both medically and cognitively. One cohort of patients in the 
trial, those in Zurich, appeared to have benefited from 
the vaccine. Hock et al. (2003) found that those patients with the 
highest antibody titers appeared to remain stable cognitively. 
This stabilization appeared to extend 2 years after the last 
immunization. Importantly, it was the titers of antibodies that 
reacted with the amyloid deposits on brain sections that were 
associated with cognitive benefits (Hock et al., 2002). ELISA 
assayable titers did not associate with improved behavioral 
outcomes. When the entire study was analyzed, the linkage 
between antibody titers and cognitive benefit was less substan-
tial (Gilman et al., 2005). It is unclear whether measurement of 
brain reactive antibody titers would improve this association 
as found for the Zurich cohort. Important caveats regarding 
the implications of this study stem from its truncation. Any 
results have to be considered within the context that the trial 
was not completed as planned and the potential benefits or 
failures must be considered in this context.

The histopathology of the patients in this trial is limited to 
three published reports. Two from patients that had a meningo-
encephalitic reaction (Nicoll et al., 2003; Ferrer et al., 2004) and 
one from a patient lacking any adverse reaction to the vaccine 
(Masliah et al., 2005). Although control cases were archival and 
the number of cases is very small, all three reports suggest there 
was less amyloid deposition than would be expected for an AD 
patient at each patient’s stage of the disease. The reductions did 
not appear uniform throughout the brain. Moreover, the reduc-
tions appeared to be primarily in the neuritic plaque and diffuse 
Aß deposits, but not in the amyloid deposits associated with the 
blood vessels.

A curious observation in the trial was the MRI findings of 
increased hippocampal shrinkage in those patients with the 
highest antibody titers (Fox et al., 2005). This occurred over the 
first year of the trial, and was also accompanied by ventricular 
enlargement. A similar observation was made within the Zurich 
cohort; however in this case, by the end of the second year, the 
hippocampal volumes were greater in those patients with the 
highest brain reactive antibody titers (Nitsch, 2004). Nitsch has 
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speculated that the initial loss of brain volume is secondary to 
two major changes; elimination of the bulk of the accumulated 
Aß peptide and reduction of the inflammation and edema asso-
ciated with the glial reaction to the amyloid deposits. It remains 
to be seen if the apparent stabilization of brain volume occurs in 
year 2 for the entire cohort of the clinical trial.

43.4. Other Forms of Active Immunization

Certainly, the AN1792 vaccine developed by Elan was relatively 
simple. It consisted of full length Aß peptide, incubated in a 
physiological salt solution to promote fibril formation injected 
with a QS-21 adjuvant. One of the major issues in developing an 
effective Aß vaccine is the recognition that Aß is a self-protein to 
some extent. Aß may be present in normal cells, albeit as a minor 
and short-lived product of APP processing. Thus vaccines may 
need to break self-tolerance (Monsonego et al., 2001). A second 
consideration is that an autoimmune reaction may have undesir-
able effects, such as that observed in those patients developing 
meningoencephalitis in the AN1792 trial. Presumably, these 
adverse reactions were due to development of a T cell response 
against Aß, a self-antigen. A third consideration is that the rela-
tively short Aß peptide is not by itself a very potent immunogen. 
Thus, since the original publication by Schenk et al. (1999), there 
have been a number of alternative vaccine formulations investi-
gated to produce anti-Aß antibodies.

One of the first was an attempt to use mucosal vaccination 
as an alternative to injections (Weiner et al., 2000; Lemere 
et al., 2002). This was found to be an effective approach with 
both production of high titer antibodies and clearance of amy-
loid deposits in transgenic mice. Another approach was to 
use a liposome-based therapy with the Aß1–16 peptide rather 
than full-length molecules (Nicolau et al., 2002). This palmi-
toylated vaccine construct was effective in breaking down self-
tolerance to the vaccine in Aß-overproducing mice. A different 
rationale was developed by a group at New York University 
(Sigurdsson et al., 2002). They were concerned that injecting 
full- length Aß, a known neurotoxin, could produce adverse 
reactions by forming fibrils. This group has explored use of 
a truncated and modified Aß peptide, which retains immuno-
genicity but not the capacity to form fibrils. Importantly, this 
vaccine can also reverse memory deficits in transgenic mice 
(Sigurdsson et al., 2004).

Another series of vaccines have used genetic engineering 
to produce a B-cell epitope towards Aß and a T-cell response 
towards a non-self antigen. Agadjanyan et al. (2005) used the 
first 15 amino acids of Aß (where the vast majority of vaccine-
generated antibodies bind; (Dickey et al., 2001b; McLaurin 
et al., 2002) coupled to a synthetic universal T cell epitope 
(PADRE). This succeeded in producing an immune response 
with high anti-Aß antibody titers, but with no splenic T cell 
activation against the Aß peptide. Presumably, a vaccine with 
these properties would not result in the autoimmune T cell 
reaction and would avoid the meningoencephalitic reaction 

found in some patients in the AN1792 trial. Importantly, these 
same authors found that the adjuvant chosen for the AN1792 
trial, QS-21, biased the immune response toward a Th1 type 
of reaction (Cribbs et al., 2003). Given that Th1 responses are 
associated with autoimmune reactions, while Th2 responses 
suppress autoimmune responses, the choice of adjuvant may 
have contributed to the adverse events that were found with 
the active vaccine trial.

Another approach has been the development of DNA-based 
vaccines, where Aß or a component is encoded genetically. 
Several of these have used viral vectors to deliver the vaccine. 
Hara et al. (2004) administered adeno-associated virus encod-
ing the Aß peptide orally to mice. This resulted in epithelial 
cell expression of Aß and prolonged elevation of anti-Aß anti-
body titers, without eliciting T cell responses against Aß. Kim 
et al. (2004) used an adenovirus vector encoding Aß plus an 
adenovirus vector encoding GM-CSF to produce an immune 
response after intranasal administration. This response was 
found to have a Th2 bias, and was effective in reducing Aß 
content in the brains of APP transgenic mice. Lavie et al. 
(2004) used a filamentous phage vector displaying only 4 
amino acids from Aß (EFRH; aa3–6). This vaccine produced 
a humoral response against Aß, reduced brain amyloid loads 
and protected APP mice from cognitive deficits. Interestingly, 
another approach using an HSV amplicon to drive Aß expres-
sion with a tetanus toxin fragment produced CNS inflamma-
tion, and may serve as a model for the autoimmune reaction 
apparently found in the AN1792 trial (Bowers et al., 2005).

Thus, there have been a number of clever alternative 
approaches to developing active immunization protocols for 
the possible treatment of Alzheimer’s disease. Most either 
enhance the immunogenicity of the vaccination regimen, reduce 
the possible autoimmunity or both. Nonetheless, there are still 
potential problems with all of the vaccines. For example, the 
response will be variable in an aged population, as was clearly 
found for the AN1792 trial (Bayer et al., 2005). A second 
consideration is the epitope specificity of the humoral response. 
Antibodies directed against one epitope may be more effective 
than others (for example, the apparently greater effectiveness 
of antibodies reacting with brain amyloid deposits; (Hock 
et al., 2003). A final consideration is that it is still not certain 
why the patients developed the meningoencephalitic reaction 
in the first place. Certainly, the argument that T cell activation 
against a self-antigen elicited an autoimmune reaction appears 
logical, but this is not at all proven. There is no good mouse 
model of the type of reaction found in the two human cases that 
have come to autopsy (the report by Furlan et al., 2003, has 
been difficult to replicate). Active immunization reactions can 
be difficult to control; one cannot unvaccinate someone after 
the plunger has gone down. Still, if anti-Aß immunotherapy 
does prove effective in halting or even slowing the progression 
of Alzheimer’s dementia, it is likely that active immunization 
regimens will become a critical component to therapy for this 
disease, if only because of their reduced costs compared to 
passive immunization approaches.
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43.5. Passive Immunization

The use of monoclonal antibodies as therapeutics has become 
commonplace. Antibodies or chimeric proteins against TNF-α 
are very effective in quelling certain inflammatory diseases. 
Trastuzumab (against HER2) is effective in reversing the 
growth of some breast tumors. As of 2005, there were 15 anti-
body therapeutics approved for use in the US.

Monoclonal antibodies against Aß appear equally effective in 
reducing brain amyloid deposits as active immunization against 
Aß. Bard et al. (2000) were the first to demonstrate that systemic 
administration of anti-Aß antibodies can lower amyloid loads. 
Importantly, they found that not all antibodies were equally effec-
tive in reducing brain Aß content (Bard et al., 2003). In a strik-
ing demonstration that amyloid plaques are rapidly reversible 
structures in transgenic mouse brain, Bacskai et al. (2001) found 
that amyloid deposits imaged through a craniotomy window 
with multiphoton microscopy could be removed within 3 days 
after topical administration of an anti-Aß antibody. Injections of 
anti-Aß antibodies directly into the brain parenchyma caused a 
time- dependent clearance of Aß deposits over a period of a week 
(Wilcock et al., 2003). Similar effects of monoclonal antibodies 
were found after intraventricular administration (Chauhan and 
Siegel, 2002; Chauhan and Siegel, 2003). In the triple transgenic 
mouse model, Oddo et al. (2004) found that antiAß antibody 
injections into the hippocampus not only cleared amyloid depos-
its, but also reduced the hyperphosphorylation of tau at some 
sites. Intriguingly, after 45 days, the amyloid deposits returned as 
did the tau hyperphosphorylation.

In an attempt to model conditions more proximal to those 
found in Alzheimer patients, our research group started a passive 
immunization study in older (19 mo) Tg2576 mice (roughly 
equivalent to a 65-year-old human with respect to total lifespan). 
These mice already had considerable plaque accumulation at this 
age. A time course of the passive immunization therapy (weekly 
injections) found an initial activation of microglial cells detected 
by increased expression of Fcγ-receptors and CD45 (Wilcock 
et al., 2004a). By 2 months, there were reductions in both dif-
fuse and fibrillar forms of Aß, which continued out to three 
months. By this time the fibrillar amyloid plaques found in the 
parenchyma were 90% lower in the mice treated with anti-Aß 
antibodies than in mice given control injections. We also found 
substantial elevations in circulating Aß levels. By 3 months (but 
not 1.5 months), these mice also displayed improved cognitive 
performance. However, in this study and a second study using 
5 mo of passive immunotherapy, we observed an increase in 
vascular amyloid deposits, essentially a murine form of cerebral 
amyloid angiopathy (Wilcock et al., 2004b). Although this sur-
prised us, an earlier paper found that passive immunization of 
a different APP mouse, the APP23 mouse, caused an increase 
in microhemorrhage (Pfeifer et al., 2002). Upon testing in 
these mice, we confirmed the increase in microhemorrhage as 
well. However, in spite of this vascular leakage, the learning and 
memory performance of these old transgenic mice was indis-
tinguishable from nontransgenic mice, and dramatically better 

than control transgenic animals. A similar observation of increased 
hemorrhage in mice passively immunized with one antibody, 
but not another, was reported in parallel by Racke et al. (2005).

It is not entirely clear why some antibodies result in vascular 
leakage and others do not. It may be that one of the proposed 
mechanisms of antibody action (microglial activation, for 
example) predisposes towards this result. Antibodies which do 
not result in microglial activation may not redistribute amyloid 
from the parenchyma to the vessels, or result in microhemor-
rhage. It is also important to recognize that microhemorrhage 
does not occur in younger mice (Pfeifer et al., 2002). Either 
the young mice have insufficient amyloid to liberate, or the 
younger vessels are less sensitive to the weakening caused by 
cerebral amyloid angiopathy. Nonetheless, it is of some concern 
that none of the three autopsy studies find reduction in cerebral 
amyloid angiopathy (in fact it is rated as being high) and one 
(Ferrer et al., 2004) notes that there is hemorrhage in associa-
tion with some vascular plaques in this patient.

Within the passive immunization field, there have been dis-
cussions of antibody superiority based upon the epitope domain 
of the antibody (usually divided into N terminal, mid domain 
or C terminal) or the antibody subtype (IgG1, IgG2a, IgG2b 
etc), with the conclusion that one type of epitope specificity or 
subtype is better than another. A third consideration is antibody 
affinity for Aß. Unfortunately, none of these features has been 
manipulated independent of the others. Each individual anti-
body will vary in all of these properties, and, particularly for 
epitope specificity, it is very difficult to assume equivalence. 
Thus far, in the opinion of this author, each antibody needs to 
be considered a separate entity. Each antibody’s ability to clear 
amyloid in vivo, inactivate oligomers, activate microglia, bind 
Aß, increase circulating Aß and activate effector molecules 
(such as Fcγ-receptors) must be measured directly. It is plau-
sible that some antibodies may have superior profiles in clini-
cal trials because of one or more of these properties. However, 
assuming that it is one of these properties, which confer superi-
ority without measuring them, all will likely be misleading.

43.6. Circulating Antibodies

Several groups have found that some individuals have titers 
of antibodies against the Aß peptide. Unfortunately, consensus 
regarding a relationship to Alzheimer’s disease has not yet 
emerged as there are reports of increased titers with disease 
(Nath et al., 2003), decreased titers with disease (Weksler et al., 
2002) or no effect of disease (Hyman et al., 2001). It should be 
noted that the antibody titers observed are extremely low com-
pared to those observed after immunization. Moreover, it is not 
clear the degree to which endogenous Aß may interfere with the 
detection of anti-Aß antibodies by ELISA (see Li et al., 2004).

Still, this has led to a short, open label trial of human 
intravenous immunoglobulin, an FDA approved prod-
uct that has benefit in several types of disorders, includ-
ing multiple sclerosis. Dodel et al. (2004) reported that 
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monthly administration of intravenous immunoglobulin 
to 5 Alzheimer patients reduced Aß in cerebrospinal fluid, 
increased Aß in serum and improved cognition. Although 
a definitive conclusion awaits a clinical trial, it is sur-
prising that such a treatment would be effective, even at 
the large doses administered, because of the vanishingly 
small amounts of anti-Aß antibodies present. Instead, if 
confirmed in a larger controlled trial, this observation may 
suggest a fourth mechanism by which immunotherapy might 
benefit Alzheimer patients: by modulation of the immune 
response. One feature of immunoglobulin therapy is that 
the circulating levels of IgG increase dramatically. This 
results in feedback regulation of a number of immune pro-
cesses, as the levels gradually return towards normal. This 
may also explain the rather curious finding that adminis-
tration of a proteosome adjuvant with glatiramer acetate 
alone is adequate to reduce amyloid deposits in transgenic 
mice (Frenkel et al, 2005). This does not require the pres-
ence of antibodies, and appears related to the activation 
of resident microglial cells near the amyloid deposits. 
Thus, it is conceivable that immunomodulation may be just 
as important as a specific immune reaction in the benefits of 
immunotherapy in APP transgenic mice. Clearly it will be 
critical to identify if the same holds in human trials.

Summary

Alzheimer’s disease is a progressive neurodegenerative disorder 
in which memory and cognitive dysfunctions are the earliest 
symptoms. Pathologically, the disorder is characterized by neu-
ron loss in hippocampus and multiple cortical regions, along with 
the formation of extracellular amyloid plaques and intracellular 
neurofibrillary tangles. The amyloid in this disorder is comprised 
largely of a peptide called Aß, which is a degradation product 
of a protein with unknown function referred to as the amyloid 
precursor protein. The genetics of dominant inherited forms of 
Alzheimer’s disease implicate increased production of the long 
form of the Aß peptide as the critical feature leading to unavoid-
able development of the disease. This recognition has led many 
to consider anti-amyloid therapeutics as a means of slowing or 
arresting the disease. One approach that may become the first 
to test the so-called “amyloid hypothesis” is immunotherapy. 
Both vaccination and monoclonal antibody therapies have been 
tested with considerable success in mouse models of amyloid 
deposition. These approaches can prevent the formation of amy-
loid deposits, remove already existing deposits, and reverse the 
memory deficits associated with amyloid deposition in these 
mice. A human clinical trial was cut short due to an apparent 
autoimmune reaction in a fraction of the patients, but the results 
from this truncated trial still suggest that there may be therapeutic 
benefits of the approach. Current research is focusing on trying 
to understand the mechanisms by which antibodies directed 
against Aß aid in clearing the amyloid deposits, how the vaccines 
might be constructed to overcome self-tolerance without evoking 

autoimmune reactions, and testing various monoclonal antibody 
preparations for efficacy in clinical trials. Even partial success 
in slowing the progression of this disease can have considerable 
societal and economic impact. Furthermore, verification of the 
amyloid hypothesis will encourage development of a number of 
other anti-amyloid therapies that may synergize with the immu-
notherapeutic approach.
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Review Questions/Problems

 1.  What are the two main neuropathological hallmarks of 
Alzheimer’s disease?

Compare and contrast their anatomical location 
and protein composition.

 2.  Describe the major types of genetic mutations that are 
associated with Alzheimer’s disease.

 3. Why is the incidence of Alzheimer’s disease increasing?

 4. What is the “Amyloid Hypothesis” of Alzheimer’s 
 disease?

 5.  Review three proposed mechanisms of action for how anti-
b–amyloid antibodies might remove amyloid deposits.

 6.  What is the difference between active and passive 
vaccination?

 7.  List three barriers to the use of active vaccination 
clinically

 8.  List two advantages of passive immunotherapy over 
active immunotherapy?

 9.  List two disadvantages of passive immunotherapy 
over active immunotherapy?

10.  Which of the following is a risk factor of Alzheimer’s 
disease?

a. Head trauma
b. Cancer
c. Education
d. Schizophrenia
e. All of the above

11. Which of the following is NOT a proposed mechanism 
to explain the anti-Ab action of active immunization?

a. Catalytic dissolution of amyloid plaques
b. Microglial activation and amyloid degradation
c. Clearance of amyloid through a peripheral sink
d. Suppression of APP processing
e. All of the above
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12. Amyloid associated with cerebral blood vessels is 
called:

a. Argyrophilic Alzheimer vasculature
b. Congophilic amyloid angiopathy
c. Senile plaques
d. Neurofibrillary tangles
e. All of the above
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44.1. Introduction

Parkinson’s Disease (PD) and Amyotrophic Lateral Sclero-
sis (ALS) are common neurodegenerative disorders in the 
aging population. The primary pathological characteristics of 
PD are the progressive loss of dopaminergic neurons in the 
substantia nigra pars compacta (SNpc) and reductions in their 
termini within the dorsal striatum (see Przedborski, Chapter 
26). These lead to profound and irreversible striatal dopamine 
loss. Cell modeling data indicate that 100–200 SNpc neurons 
degenerate per day during PD (Orr et al., 2002). ALS, also 
known as Lou Gehrig’s disease, is characterized by gradual 
degeneration of spinal cord motor neurons eventually leading 
to progressive weakness, paralysis of muscle, and death (see 
Simpson et al., Chapter 27). The mechanisms for neurodegen-
eration in both disorders relate, in part, to the abnormal accu-
mulation, oligomer formation and misfolding of α-synuclein 
for PD and superoxide dismutase 1 (SOD1) for ALS. These 
protein aggregates form at synapses and axons leading to sig-
naling abnormalities and neuronal dysfunction. Neuroinflam-
matory responses, mitochondrial function, glutamate transport 
toxicity, and free radicals formulation are linked as a conse-
quence of protein toxicities and lead to neuronal destruction in 
both disorders. It is hypothesized, all together, that changes in 
the balance between factors promoting aggregation, clearance 
and synthesis of α-synuclein and SOD1 is a central component 
of disease pathogenesis. Microglial activation and alterations 
in lysosomal function are linked to oligomer accumulation. 
These can accumulate in the membrane and can be recog-
nized by antibodies that promote their clearance (Masliah 
et al., 2005). Antibodies can lead to decreased accumulation 
of aggregated α-synuclein in neuronal cell bodies and syn-
apses associated with reduced neurodegeneration. Antibodies 
can also recognize abnormal α-synuclein associated with the 

neuronal membrane and promote their degradation through 
lysosomal-autophagy pathways. Thus, vaccination is effective 
in reducing the neuronal accumulation of α-synuclein aggre-
gates and further development of this approach might have 
a potential role in the treatment of PD (Miller and Messer, 
2005). Such an anti-amyloidogenic property might also 
provide a novel strategy for the treatment of other neurode-
generative disorders. Antibodies specific for peptides or con-
formations of misfolding neurodegenerative disease proteins 
can be engineered for affinity and stability; and then delivered 
intracellularly as intrabodies. For SOD1-linked familial ALS, 
aberrant oligomerization of SOD1 mutant proteins has been 
implicated. Formation of soluble oligomers suggests a gen-
eral, unifying picture of SOD1 aggregation linked to neuronal 
destruction. Thus, vaccination with α-synuclein or SOD1 has 
been proposed for treatment of disease. In the case of ALS, 
vaccination with recombinant SOD1 or passive immunization 
with antibodies against SOD1 species has been tested with 
success in mouse models of ALS. These parallel similar suc-
cesses in rodent models of PD. This therapeutic approach is 
based on reduction of toxic mutant proteins. However, cau-
tion is noted in developing such approaches. Work from our 
own laboratory has shown the importance of the cell-mediated 
adaptive immune system in neuroprotective treatment strate-
gies for PD and ALS. In particular, T cells have beneficial 
and harmful affects on neurodegenerative processes. Immuno-
regulatory treatments [e.g., glatiramer acetate (GA), vasoac-
tive intestinal peptide (VIP), granulocyte macrophage-colony 
stimulating factor (GM-CSF), and 1,25-dihydroxyvitamin 
D3] that modulate T cell responses can play an important role 
in future immunotherapies. In this chapter we review the roles 
of the innate and adaptive immune system in the pathogenesis 
of PD and ALS and the recently developed means to harness 
both for therapeutic benefit (Figure 44.1).

New modalities in genomics, proteomics, and imaging have 
allowed monitoring of these effects and provide new directives 
for the future. All together, we provide a balanced review for 
the role of immunity in the pathogenesis of PD and ALS and 
the means to modulate it for therapeutic benefit. The strengths 
and concerns for each of these approaches are discussed.
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Figure 44.1. Immunotherapeutic strategies for PD and ALS. There are several different targeted approaches currently available, or that 
can be imagined for the treatment of PD or ALS. The first of these is targeting the aggregated or misfolded proteins themselves to prevent 
oligomer-induced microglial activation. Vaccine-induced antibodies or intracellular-produced single chain antibodies (scFv, intrabodies) 
directed against misfolded/aggregated proteins, or drugs (e.g., rapamycin) that stimulate microglial/macrophage phagocytosis and lysosomal 
degradation may prove of therapeutic benefit by clearance of extracellular or intracellular misfolded/aggregated proteins. Another approach 
may use drugs that directly inhibit neurotoxicity (e.g., by inhibiting excitotoxicity or apoptosis) or promote neuroprotection (e.g., glial cell 
line-derived neurotrophic factor, GDNF), thus slowing disease progression. Finally, significant efforts are being made towards modulation 
of the immune response to misfolded/aggregated proteins. This may be accomplished by use of immune response modifiers and antioxidants 
that attenuate microglial activation. With the realization that disease can either be exacerbated by effector T cells specific for neo-epitopes 
from modified self-CNS proteins (e.g., NT-modified proteins) or be ameliorated by regulatory T cells (natural or antigen-induced), therapeu-
tic immunoregulation by immunomodulators or adjuvants to induce or upregulate regulatory T cell responses can inhibit exacerbated adaptive 
and innate immune responses and interdict further neurodegeneration. a-syn, a-synuclein; GA, glatiramer acetate; GM-CSF, granulocyte 
macrophage colony stimulating factor; GSK3-b, glycogen synthase kinase 3-b; IFN-g, interferon-g; MHC, major histocompatibility complex 
molecule; mutSOD1, mutant superoxide dismutase-1; N-a-syn, nitrated a-synuclein; NMDA, N-methyl-D-aspartic acid; NSAID, nonsteroi-
dal anti-inflammatory drugs; NT, nitrotyrosine; ONOO−, peroxynitrite; PAF, platelet-activating factor; RNS, reactive nitrogen species; ROS, 
reactive oxygen species; SOD1, superoxide dismutase-1; TNF-a; tumor necrosis factor-a; VIP, vasoactive intestinal peptide.
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44.2. Protein Misfolding and 
 Modifications

44.2.1. α-Synuclein and SOD1 Biology and 
Biochemistry

α-Synuclein is a major constituent protein in Lewy bodies for 
which expression of several mutations, duplication or triplica-
tion in genes encoding for α-synuclein induce early-onset PD 
(Polymeropoulos et al., 1997; Kruger et al., 1998; Singleton 
et al., 2003; Chartier-Harlin et al., 2004; Farrer et al., 2004; 
Ibanez et al., 2004). Misfolding of this protein and lack of 
clearance is thought to play a major role in progression of 
PD. Two major cellular mechanisms of clearance include 
degradation by the ubiquitin-proteasome and the autophagic-
lysosomal pathways. The former is supported by mutations in 
PD patients for PARK2 (Waters and Miller, 1994) and PARK5 
(Liu et al., 2002) which respectively encode for proteins with 
ubiquitin E3 ligase and ubiquitin C-terminal hydrolase activi-
ties. The latter mechanism is supported in α-synuclein over-
expressing cells by the presence of α-synuclein in organelles 
with morphological features of autophagic vesicles, increased 
clearance of α-synuclein with rapamycin, an autophagy stim-
ulator, and increased accumulation of aggregated α-synuclein 
when this pathway is blocked (Webb et al., 2003; Lee et al., 
2004). Moreover, clearance seemingly occurs in an aggrega-
tion stage-specific manner where the more toxic oligomeric 
intermediates are susceptible to clearance, but mature fibrillar 
inclusion bodies are not. Neutralization of the acidic compart-
ments leads to the accumulation of α-synuclein aggregates 
and exacerbates α-synuclein-mediated toxicity and cell death 
(Lee et al., 2004). In ALS, SOD1-positive aggregates are 
observed in the spinal cords from autopsied familial ALS 
(FALS) patients, as well as, from mutant SOD1 (mutSOD1) 
transgenic mice and are thought to play a role in toxicity and 
neuronal cell death (Shibata et al., 1996; Bruijn et al., 1997; 
Watanabe et al., 2001; Puttaparthi et al., 2003; Kabashi and 
Durham, 2006). Clearance of SOD1 aggregates involves pro-
teasome activity, as inhibition of proteasome-mediated pro-
teolysis promotes SOD1 aggregation in tissues from G93A 
SOD1 mice, whereas restoration of activity reverses aggregate 
formation (Puttaparthi et al., 2003). However, whether SOD1 
impairs proteasomic activity is unclear as analyses from several 
laboratories yielded mixed results of unchanged, increased, 
or decreased proteolytic activities measured in mutant SOD1 
mice (Kabashi and Durham, 2006). Of interest, proteosomal 
proteolytic activity in the cytoplasm, but not in the nucleus 
has been shown to be impaired from motor neurons of SOD1 
mice. Additionally, clearance of mutant SOD1 by autophagy is 
comparable to that of the proteasome pathway as shown under 
conditions where mutant SOD1 is not toxic, the inhibition of 
macroautophagy induces mutant SOD1-mediated aggrega-
tion and cell death (Kabuta et al., 2006). Thus enhancing pro-
teosomal or lysosomal function may be potential therapeutic 

 strategies to halt disease progression in those afflictions asso-
ciated with aggregation of misfolded proteins (Figure 44.1).

44.2.2. Protein Nitration

Postmortem analyses of PD patients have consistently demon-
strated the increased presence of nitrated residues as biomark-
ers for oxidative stress. Protein modifications are among the 
many biomarkers detected in the brains of PD patients. Com-
pared to brains from control donors, elevated levels of nitrated 
proteins are found in brains and CSF of PD patients (Aoyama 
et al., 2000). Most notable are 3-nitrotyrosine (NT) modifica-
tions of proteins that comprise Lewy bodies (LB), the neu-
ronal inclusions that are considered the hallmarks of PD and 
consist primarily of α-synuclein, ubiquitin, and lipids (Duda 
et al., 2000; Giasson et al., 2000) suggesting an increased par-
ticipation of inflammatory responses and reactive molecular 
species; however, whether those modifications occur before 
or after inclusion into LB remain unclear. Also S-nitrosylated 
forms of parkin (PARK2) have been isolated from the tem-
poral cortex from PD patients (Yao et al., 2004). Carbonyl 
modifications, which are reflective of protein oxidation, are 
increased in SN, basal ganglia, globus pallidus, substantia 
innominata, cerebellum and frontal pole compared to controls 
and patients with incidental LB disease (ILBD), a putatively 
presymptomatic PD disorder. Whether the involvement of the 
latter two regions reflects a consequence of L-DOPA treatment 
or a more global consequence of the inflammatory spread of 
oxidative stress in PD is unclear. However, increased expres-
sion of neural heme oxygenase-1 and glycosylated proteins 
by nigral neurons provides additional evidence for oxidative 
damage to proteins in PD.

In ALS, abundant evidence points to the effects of per-
oxynitrite in affected tissues. Significant increases in levels of 
NT moieties are detected on CSF proteins from ALS patients 
(Aoyama et al., 2000; Shaw and Williams, 2000), including 
Mn superoxide dismutase (Mn-SOD) which is only slightly 
increased in patients with AD and PD (Chou et al., 1996; 
Aoyama et al., 2000). Moreover, NT immunoreactivity is asso-
ciated with motor neurons of the spinal cord and axons (Calin-
gasan et al., 2005), and co-localizes to axonal conglomerates 
and spheroid neurofilament accumulations of upper and lower 
motor neurons (Chou et al., 1996) and with Aβ-40 depositions 
within abnormal neurons (Calingasan et al., 2005).

44.3. Microglial Inflammatory Responses 
and Therapies

44.3.1. Innate Immunity and Disease

PD is characterized by activation of microglial cells found 
in and around degenerating neurons. Reactive microglia are 
commonly seen within the SNpc of PD brains investigated at 
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autopsy (Croisier et al., 2005). A six-fold increase in numbers 
of reactive microglia has been shown phagocytosing dopami-
nergic neurons (McGeer et al., 1988b) and correlates with the 
deposition of α-synuclein (Croisier et al., 2005). These reac-
tive microglia over-express HLA-DR of the human MHC II 
complex, complement receptor type 3 (CR3, CD11b/CD18, 
Mac-1, Mo 1), CD68 (EMB11), CD23 (FcεRII, Fc receptor 
II for IgE), ferritin, CD11a (lymphocyte function-associated 
antigen-1, LFA-1) and CD54 (ICAM-1). They also secrete 
a plethora of proinflammatory cytokines such as interferon-γ 
(IFN-γ) tumor necrosis factor-α (TNF-α), interleukin 1-β 
(IL-1β), and upregulate enzymes such as inducible nitric 
oxide synthase (iNOS), and cyclooxygenase (COX) 1 and 2. 
MHC class II positive microglia also are increased in the 
putamen, hippocampus, transentorhinal cortex, cingulate cor-
tex and temporal cortex of the PD brain. Reactive microglia 
serve as in vivo indicators of neuroinflammatory responses 
and contribute significantly to progressive degenerative pro-
cesses. In early-stage PD imaging, PK11195 ligand binding to 
peripheral benzodiazepine receptors that are upregulated on 
reactive midbrain microglia and serve as markers of neuroin-
flammation, inversely correlates with binding of 2-β-carbo-
methoxy-3β-(4-fluorophenyl) tropane (CFT) to the dopamine 
transporter (DAT) in the putamen as a measure of surviving 
dopaminergic termini and also correlates with the severity of 
motor impairment (Croisier et al., 2005). Additional evidence 
for the involvement of neuroinflammation includes epidemio-
logical data that demonstrate daily nonsteroidal anti-inflammatory 
agents decrease the risk of PD in a large cohort (Chen et al., 
2003; Chen et al., 2005). Biochemical and histological evidence 
in PD brains of increased levels of carbonyl and nitrotyro-
sine protein modifications, lipid peroxidation, DNA damage, 
and reduction of glutathione and ferritin, the end results of 
inflammatory processes, also support the importance of inflam-
mation in PD (Hald and Lotharius, 2005). Postmortem sam-
ples of SNpc from sporadic PD patients show elevated levels 
of the protein gp91phox, the main transmembrane component 
of NADPH-oxidase, which co-localize with microglia and 
are associated with the production of ROS. Likewise, in 1-
methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP)-treated 
mice (see Przedborski, Chapter 26), large increases in gp91phox 
immunoreactivity also co-localize in the SNpc with activated 
(Mac-1 immunopositive) microglia, but not with astrocytes 
or neurons. Studies of post-mortem brains from three human 
subjects who, after 3–16 years previously had injected MPTP 
and developed parkinsonian syndromes, exhibited accumula-
tions of activated microglial cells around dopaminergic neu-
rons (Langston et al., 1999). Thus, an initial acute insult to 
dopaminergic neurons likely leads to a secondary and per-
petuated neuroinflammatory response. This neuroinflamma-
tory reaction serves to alter homeostatic neural mechanisms 
or exacerbate disease processes by production of proinflam-
matory factors (Figure 44.1).

In ALS patients an abundance of data indicates the active 
involvement of the immune system in disease processes.  Activated 

mononuclearphagocytic (MP; macrophages and perivascular 
microglia) cells are found in affected tissues in ALS patients 
(Graves et al., 2004; Henkel et al., 2004). Several postmortem 
studies of tissues from ALS patients exhibiting neuronal loss 
compared to those of controls demonstrate the increased pres-
ence of activated microglia in the ventral horn of the spinal 
cord, corticospinal tract, motor cortex, and brainstem (Henkel 
et al., 2004), and are thought to be involved in phagocytosis 
of degenerating neurons since they are found in close prox-
imity in tissues showing early signs of degeneration. Macro-
phages and amoeboid microglia within those affected tissues 
from ALS patients exhibit upregulated HLA-A, -B, -C, and 
-DR molecules, FcγRI, CR3 (CD11b/CD18), CR4 (CD11c/
CD18), macrophage-colony stimulating factor (M-CSF) 
receptor (CSF-1R), β2 integrins, COX-2, iNOS, and CD40 
receptor which strongly suggest those microglia are in a reac-
tive state. Furthermore, in vivo PET imaging using PK11195 
to visualize upregulated peripheral benzodiazepine receptor 
by activated microglia show increased levels in the motor 
cortex, dorsolateral prefrontal cortex, thalamus, and pons 
of ALS patients. Recent works in mutant SOD1 transgenic 
mice (see Simpson et al. Chapter 27) suggest a promising 
therapeutic strategy targeting the innate immune system. The 
presence of wild type cells in the wild type/SOD1 Tg mouse 
chimeras enhances survival, whereas mutant SOD1 acting 
within non-neurons was toxic, no matter whether chimeric 
construction was with embryonic cells or via bone marrow 
transplantation to irradiated recipients (Clement et al., 2003; 
Corti et al., 2004). To assess the role of SOD1 expression 
in MP cells on survival, mice transgenic for mutSOD1 and 
flanking LoxP sequences (LoxSOD1) were crossed with 
mice expressing Cre under control of the CD11b promoter, 
an integrin exclusively expressed by myeloid cells (Boillee et 
al., 2006). Those crosses exhibited diminished SOD1 expres-
sion in microglia and macrophages, but not other cells, and 
extended survival compared to LoxSOD1 controls. Although 
no discernible differences in the activation phenotype of 
microglia or macrophages could be demonstrated, SOD1 
expression was significantly diminished. Finally, reconstitu-
tion of G93A-SOD1/PU.1−/− mice with wild-type bone mar-
row cells, established donor-derived microglia within the 
CNS, slowed motoneuron loss, prolonged disease duration 
and survival compared to mice treated with bone marrow cells 
from SOD1 transgenic animals (Beers et al., 2006). Taken 
together, these data suggest that targeting innate immunity 
and expression of SOD1 in the CNS of ALS represent a plau-
sible therapeutic modality for ALS (Figure 44.1).

44.3.2. Oxidative Stress

Once activated, microglia can produce noxious factors includ-
ing pro-inflammatory cytokines, chemokines, quinolinic acid, 
arachidonic acid and its metabolites, and excitatory amino 
acids among others. A major defense mechanism provided by 
MP is the production of free radicals and reactive molecular 
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species, all potentially toxic to invading organisms. The cel-
lular machinery of myeloid lineage cells that has evolved to 
produce these toxic products is NADPH oxidase (expressed 
by microglia, macrophages and neutrophils) and myeloper-
oxidase (expressed predominately by neutrophils). Among 
neurons, astrocytes and microglia of the CNS, microglia are, 

in large measure, responsible for generating a major portion of 
free radicals (Figure 44.2) (Klegeris and McGeer, 2000).

Reactive species of oxygen, nitrogen, and carbon are 
thought to play an active role in PD and ALS wherein the 
very utilization and production of neurotransmitters pro-
duces harmful reactive species. In PD, the metabolism of 

Figure 44.2. Neuroinflammatory and oxidative stress pathways in PD and ALS pathogenesis. Free radicals can arise several diverse ways, 
such as glial cell activation, mitochondrial dysfunction, and protein aggregation. Increased microglia activation is attributable to increased 
neuronal cell death and cell debris including aggregated proteins. In ALS and related-animal models, mutated SOD1 (mutSOD1) expres-
sion increases aggregated proteins, neuronal death and microglial activation. Microglial derived NO and superoxide (•O

2
−) species react in 

extracellular spaces to form peroxynitrite (ONOO-). Peroxynitrite readily crosses cell membranes where it contributes to lipid peroxidation, 
DNA damage and nitrotyrosine formation in α-synuclein and other cellular proteins. Damaged proteins are targeted to cellular proteosomes 
for degradation via the ubiquitination pathway. Excess NO produced by activated microglia can lead to S-nitrosylation of cellular proteins, 
including parkin. Such modifications may diminish E3 ubiquitin ligase activity necessary for efficient protein turnover by proteosomes. 
Excessive protein damage caused by oxidants and disruptions in the ubiquitin pathways may overload or inhibit protein degradation quality 
control measures leading to the accumulation of damaged proteins in cells. When reactive species exceed anti-oxidant defenses, oxidative 
stress is generated; destroying molecular structures, such as proteins, lipids and DNA, causing irreversible and detrimental damage, neuronal 
cell injury and death. Adapted from Gao et al. (Gao et al., 2003).
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dopamine that  produces H
2
O

2
 can exacerbate inflammation 

and tissue damage by feeding into the ROS cycle and/or by 
dopamine-quinone modification of protein sulfhydryl groups 
via nucleophilic additions. Glutamate signaling through the 
NMDA receptor involves the generation of a hydroxyl radical, 
the excess of which has been shown to be excitotoxic, while 
glutamate ligation of the kainite receptor has been shown to 
induce reactive oxygen and nitrogen species. However, pro-
duction of the majority of reactive oxygen species is mediated 
through the superoxide radical produced by NADPH-oxidase; 
the inhibition of which mitigates neurodegeneration in numer-
ous model systems including MPTP (Wu et al., 2003).

NO is a biological messenger molecule that has numerous 
physiological roles in the CNS and is associated with the pro-
tective killing function of macrophages and microglia. In con-
trast to the physiological roles of normal NO levels, excessive 
NO produced under pathological settings can act as a potent 
neurotoxin in a number of neurodegenerative models (Daw-
son and Dawson, 1998). Excess NO reacts with superoxide 
species to form peroxinitrite, which readily crosses cell mem-
branes and contributes to nitrotyrosine formation on proteins 
such as α-synuclein and SOD1 (see section 44.2.2. Protein 
Nitration). In sporadic PD and some animal models, neuronal 
NOS (nNOS) and iNOS are both upregulated, while genetic 
ablation or pharmacological inhibition of excess NO produc-
tion is neuroprotective in the MPTP model (Przedborski et al., 
1996; Liberatore et al., 1999). In ALS patients, expression of 
nNOS and eNOS as determined by immunohistochemistry is 
significantly higher than that found in controls (Kashiwado 
et al., 2002), and iNOS expression among spinal cord infil-
trates have been noted.

44.3.2.1. DNA Modifications

Modification of nucleic acids by free radicals and reactive 
species can induce chromosomal aberrations with high 
efficiency, suggesting that chromosomal damage exhibited 
in neurons of PD patients might be related to an abnormally 
high oxidative stress. Among the most promising biomarkers 
of oxidative damage to nucleic acids is nucleoside 8-hydroxy-
guanosine (8-OHG) for RNA or 8-hydroxy-2′-deoxyguanosine 
(8-OHdG) for DNA. 8-OHG is an oxidized base produced by 
free radical attack on DNA by C-8 hydroxylation of guanine 
and is one of the most frequent nucleic acid modifications 
observed under conditions of oxidative stress. In PD patients, 
levels of 8-OHG nucleic acid modifications are commonly 
increased in the caudate and SN compared to age-matched 
controls (Zhang et al., 1999). Immunohistochemical charac-
terization of these modifications indicates that the highest lev-
els of 8-OHG modifications are found in neurons of the SN 
and to a lesser extent in neurons of the nucleus raphe dorsalis 
and oculomotor nucleus, and occasionally in glial cells. Given 
that 8-OHG nucleic acid modifications are rarely detected in 
the nuclear area, mosty restricted to the cytoplasm, and that 
immunoreactivity is significantly diminished by RNase or 

DNase and ablated with both enzymes (Zhang et al., 1999), 
suggests that targets of oxidative attack include both cyto-
plasmic RNA and mitochondrial DNA. Of particular interest 
are the findings that concentrations of 8-OHG in CSF of PD 
patients are higher than in age-matched controls; however, 
serum concentrations of 8-OHG appear highly variable (Abe 
et al., 2003).

In ALS, 8-OHdG modified DNA is detected in spinal cord 
tissues (Calingasan et al., 2005) and CSF (Ihara et al., 2005) 
from sporadic ALS (SALS) and FALS patients, while levels 
of nuclear 8-OHdG are increased in motor cortex of SALS 
patients, but not FALS patients (Shibata et al., 2000).

44.3.2.2. Lipid Peroxidation

4-Hydroxy-2-nonenal (HNE) is a reactive α,β unsaturated 
aldehyde that is one of the major products during the oxida-
tion of membrane lipid polyunsaturated fatty acids, and forms 
stable adducts with nucleophilic groups on proteins such as 
thiols and amines. HNE modification of membrane proteins 
forms stable adducts that can be used as biomarkers of cellular 
damage due to oxidative stress. Immunochemical staining on 
surviving dopaminergic nigral neurons in the midbrains of PD 
patients show the presence of HNE-modified proteins on 58% 
of the neurons compared to only 9% of those in control sub-
jects, weak or no staining on oculomotor neurons in the same 
midbrain sections from PD patients (Yoritaka et al., 1996), and 
their presence in LB from PD and diffuse LB disease patients, 
but not age-matched controls (Castellani et al., 2002). HNE 
species are typically more stable than oxygen species, thus 
they can easily spread from site of production to effect modi-
fications at a distant site. HNE modifications of DNA, RNA, 
and proteins have various adverse biological effects such as 
interference with enzymatic reactions and induction of heat 
shock proteins, and are considered to be largely responsible 
for cytotoxic effects under conditions of oxidative stress 
(Toyokuni et al., 1994). The cytotoxic effects of HNE modi-
fications may be in part due to inhibition of complexes I and 
II of the mitochondrial respiratory chain; induction of cas-
pase-8, -9, and -3, cleavage of poly(ADP-ribose) polymerase 
(PARP) with subsequent DNA fragmentation; inhibition of 
NF-κB mediated signaling pathways; or diminution of gluta-
thione levels. Consistent with an abundance of data showing 
the dysregulation of proteasomal function in PD, direct bind-
ing of HNE to the proteasome also inhibits the processing of 
ubiquinated proteins. Levels of HNE species that induce no 
acute change in cell viability in vitro initially cause a decrease 
in the proteasomal catalytic activity to the extent that it those 
levels induce accumulation of ubiquitinated and nitrated pro-
teins, reductions in glutathione levels and mitochondrial activ-
ity, and increased levels of oxidative damage to DNA, RNA, 
proteins, and lipids (Hyun et al., 2003).

In SALS patients, HNE levels are significantly elevated in 
the sera, CSF, the ventral motor neurons and surrounding glia 
(Shibata et al., 2000; Simpson et al., 2004). Levels in serum 
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and CSF are directly correlated with the extent of the disease, 
but not with the rate of disease progression and are cytotoxic 
to a hybrid motor neuron cell line. One HNE-modified protein 
was shown to be the astrocytic transporter EAAT2, (Pedersen 
et al., 1998) suggesting a role for HNE-mediated impairment 
of glutamate transport, increased glutamate levels and excito-
toxic-induced neurodegeneration in ALS.

44.3.2.3. Glutathione

Production of ROS and NO in neurons is buffered primarily 
by the glutathione (GSH) system. GSH content in the SNpc of 
PD patients is decreased by 40–50%, but not in other regions 
of the brain, nor in age-matched controls or patients with other 
diseases affecting dopaminergic neurons (Sian et al., 1994b). 
This diminution continues with progression and severity of 
disease, suggesting a correlation with concomitant increases 
in reactive species (Pearce et al., 1997). GSH depletion has 
been suggested as the first indicator of oxidative stress during 
PD progression, possibly occurring prior to other hallmarks of 
PD including the decreased activity of mitochondrial complex 
I (Andersen, 2004). Also, elevated GSSG/GSH ratios in PD 
patients (Sian et al., 1994b) argue strongly for a role of oxida-
tive stress in this disease (Dringen, 2000). An increase in glu-
tathione peroxidase immunoreactivity, exclusive to glial cells 
surrounding surviving dopaminergic neurons, has also been 
observed in PD brains (Damier et al., 1993). Interestingly, the 
SN and striatum have lower levels of GSH relative to other 
regions of the brain, which include, in increasing order: SN, 
striatum, hippocampus, cerebellum, and cortex (Kang et al., 
1999). Although varying in different regions of the brain, all 
GSH levels diminish by about 30% in the elderly, suggesting 
a possible link with the age associated risk factor for PD. GSH 
depletion cannot be explained by increased oxidation of GSH 
to GSSG as levels of both are diminished in the nigra of PD 
patients (Chen et al., 1989; Sian et al., 1994b). Diminished 
GSH levels do not appear to be caused from failure of GSH 
synthesis as γ-glutamylcysteine synthetase is unaltered, as are 
glutathione peroxidase and glutathione transferase activities 
(Sian et al., 1994a). Other possible mechanisms for diminished 
levels include increased removal of GSH from cells by γ-glu-
tamyltranspeptidase (Sian et al., 1994a) and the formation of 
adducts of glutamyl and cysteinyl peptides of GSH with dopa-
mine. Nevertheless, depletion of GSH may render cells more 
sensitive to toxic effects of oxidative stress and potentiate the 
toxic effects of reactive microglia (Chen et al., 2001).

In contrast, direct evidence for perturbations of the gluta-
thione system in ALS is limited. One report demonstrated in 
the CSF of SALS patients, increased oxidized NO products, 
higher GSH levels and lower GSSH levels, thus lower GSSH/
GSH ratios (Tohgi et al., 1999); however GSH or GSSH levels 
in brain or spinal cord tissues remains to be determined. In 
addition, reports of increased GSH-binding sites in the spinal 
cord of ALS patients could reflect an upregulation of glutathi-
one receptors (Bains and Shaw, 1997).

44.3.3. Modulation of Innate Immunity 
as  Therapeutic Targets

44.3.3.1. PPAR-g

Immune suppression through receptor modulation has been 
another approach attempted to alleviate or reverse PD pro-
gression. For example, agonists of peroxisome proliferator-
activated receptor-γ (PPAR-γ), a nuclear receptor involved 
in carbohydrate and lipid metabolism, have been shown 
to inhibit inflammatory responses in a variety of cell lines, 
including monocyte/macrophages and microglial cells (Bre-
idert et al., 2002). In vivo administration of PPAR-γ agonists 
modulates inflammatory responses in the brain. Pioglitazone, 
a PPAR-γ agonist used currently as an anti-diabetic agent, 
has been shown to have anti-inflammatory effects in animal 
models of autoimmune disease, attenuate glial activation, and 
inhibit dopaminergic cell loss in the SN of MPTP treated mice 
(Breidert et al., 2002). However, pioglitazone treatment had 
little effect on MPTP-induced changes in the striatum. This 
result seems to indicate that in the MPTP mouse model of 
PD, mechanisms regulating glial activation in the dopaminer-
gic terminals compared with the dopaminergic cell bodies are 
PPAR-γ independent (Breidert et al., 2002).

44.3.3.2. Minocycline and Modulators of Microglial 
Activation

Minocycline, a semisynthetic second generation tetracy-
cline, easily penetrates the blood-brain barrier and has been 
shown recently to effectively protect from neurodegenera-
tion in several disease models including ALS, PD, cerebral 
ischemia, Huntington’s disease, multiple sclerosis, and spinal 
cord injury (Domercq and Matute, 2004), all of which involve 
microglial activation as the principle effector of secondary 
neurotoxicity. Tetracyclines prevent cell death in models of 
neurodegeneration by both attenuation of the innate and adap-
tive immunity and blockage of apoptotic cascades (Domercq 
and Matute, 2004). Minocycline specifically inhibits microg-
lial activation and proliferation, the induction of caspase-
1and -3, iNOS, and COX-2 (Chen et al., 2000; Domercq and 
Matute, 2004; Wang et al., 2004). Minocycline also attenu-
ates adaptive immunity by reducing the expression and activ-
ity of matrix metalloproteinases, which alter blood-brain 
barrier permeability (Brundula et al., 2002; Popovich et al., 
2003; Zhu et al., 2002; Domercq and Matute, 2004). Oral 
administration of minocycline was able to attenuate microg-
lial  activation, protect dopaminergic neurons in the SNpc, and 
restore motor function in the MPTP mouse model of PD (Peng 
et al., 2006). Administration of minocycline was also effective 
in ALS transgenic mice. Not only was the effect of treatment 
to delay onset of disease, it resulted in increased motor per-
formance and extended survival by 2–3 weeks compared to 
non-treated ALS transgenic mice (Zhu et al., 2002; Kriz et al., 
2002). Other modalities that have been used successfully to 
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attenuate microglia activation in models of  neurodegeneration 
include non-steriodal anti-inflammatory agents (Dairam, 
2006), COX-2 inhibitors such as rofecoxib (Hewett, 2006) and 
parecoxib (Reksidler, 2007), and dextromethorphan (Zhang, 
2006) among others (Figure 44.1).

Free radical production by activated microglia accompa-
nied by dysregulation of antioxidants (e.g., SOD, glutathione 
and catalase) diminish the protective potential by establish-
ing a pro-oxidative stress environment. In turn, these antioxi-
dants may be used therapeutically to modulate the microglial 
response. SOD levels have been shown to decline throughout 
the progression of PD. Direct treatment with SOD or induc-
ers of SOD may be used to inactivate oxygen free radicals 
produced by activated microglia by converting superoxide to 
hydrogen peroxide which in turn is cleared by either catalase 
or glutathione peroxidase upon conversion to water, with GSH 
as the cosubstrate. Treatments that lead to increased expres-
sion of GSH or prevent its degradation may slow disease pro-
gression. These antioxidants can be used together to combat 
the microglial inflammatory response (Figure 44.1).

44.4. Adaptive Immunity

44.4.1. Cell-Mediated Immunity

While naïve T cells are typically precluded from CNS entry, 
neuroinflammation aggressively recruits activated compo-
nents of the adaptive immune system to sites of active neu-
rodegeneration by increasing expression of cellular adhesion 
molecules and inducing chemokine gradients. Moreover, glial 
cells secrete toxic factors that disrupt blood brain barrier func-
tion. Nonetheless, much evidence indicates a far more complex 
relationship between the CNS and immunological systems 
than previously thought. Further challenging this view of the 
“immune privileged” status of the CNS are animal model 
systems wherein immune deficiencies translate into exacer-
bated neuronal loss following traumatic injuries. Such injuries 
are corrected in animals that receive immune reconstitution 
prior to experimental injury. Rodents and humans that have 
sustained CNS injuries also have expanded T cell repertoires 
against myelin-associated antigens, yet do not appear to be 
at increased risk for the development of CNS autoimmunity. 
Any functional consequence of such T cell responses against 
CNS antigens following injury remains to be determined.

Little evidence exists for HLA association with PD. Early 
reports identified significant association of PD with expres-
sion of HLA-B17, -B18, -A2, and –A28, whereas later works 
failed to detect significant deviations of HLA haplotypes 
among PD patients compared to unaffected controls. Inter-
estingly, a recent study analyzing HLA class I and II alleles 
among 45 German PD patients demonstrated a significant 
increase in the representation of the DQB1*06 allele suggest-
ing an association between idiopathic PD and the immune 
system (Lampe et al., 2003).

The association of any one HLA type with ALS is 
 controversial. Initial studies found no statistical association 
with ALS, however increased incidences of ALS patients 
that express HLA-A3, -Bw40, -Bw35, -B18, -Cw4, as well 
as decreased incidence of HLA-A9, -B8, -B7, and -DR4 were 
discovered. Additionally, milder disease progression is asso-
ciated with HLA-A12 and -Bw40, whereas more aggressive 
disease is associated with HLA-Bw35.

In PD patients, increased numbers of CD8+ T cells are found 
in close proximity to activated microglia and degenerating neu-
rons within the SN; however, those numbers are consistently 
low in frequency (McGeer et al., 1988a). In the MPTP mouse 
model, numbers of CD8+ and CD4+ T cells are significantly 
increased as late as day 21 post-intoxication with mean CD4/
CD8 ratios of 0.33 ± 0.07 (range 0.19–0.64) (Kurkowska-Jas-
trzebska et al., 1999). Whether these infiltrating T cells are 
activated, antigen-specific, or migrating in response to microg-
lial inflammation has yet to be determined, but the presence 
of major T cell subsets at levels exceeding those typically 
found in the CNS and in ratios differing from those found in 
the periphery suggests a role in PD more profound than that 
associated with surveillance. In that vein, numerous aberra-
tions in peripheral lymphocyte subsets are detectable in PD 
patients. Compared to age-matched controls, numbers of total 
lymphocytes in both drug-naïve and -treated PD cohorts have 
been shown to be diminished by 17%, while CD19+ B cells 
were diminished by 35% and CD3+ T cells were diminished 
by 22% (Bas et al., 2001). Among CD3+ T cells, numbers of 
CD4+ T cells were diminished by 31%; whereas, numbers of 
CD8+ T cells were not significantly changed. The frequencies 
of cells within CD4+ T cell subsets are differentially dimin-
ished, with a greater loss of naïve helper T cells (CD45RA+) 
and either unchanged or increased effector/memory helper T 
cell subset (CD29+ or CD45RO+) (Bas et al., 2001).

That at least some T cell subsets from PD patients are acti-
vated is suggested by the increased mutual co-expression of 
CD4 and CD8 by CD45RO+ T cells, as well as upregulation 
of CD25 (α-chain of the IL-2 receptor), TNF-α receptors, and 
significant downregulation of IFN-γ receptors. However, eval-
uation of these parameters to assess whether activated T cell 
phenotypes are derived from any one T cell subset or many 
subsets have yet to be incorporated within one study. Interest-
ingly, a significantly greater number of micronuclei and unre-
paired single strand DNA breaks, which have been shown to 
result from exposure to higher levels of oxidative stress and 
inflammation (Cerutti, 1985), are detected in lymphocytes and 
activated T cells from PD patients compared to age-matched 
controls (Migliore et al., 2002; Petrozzi et al., 2002).

In ALS patients, lymphocytes, as well as myeloid cells are 
consistently found within or around affected tissues (Graves 
et al., 2004). Affected tissues with lymphocytic infiltrates 
include spinal cords, brain, muscles, and associated vessels 
(Graves et al., 2004). Most reports have identified the infiltrat-
ing lymphocytes as T cells, with a minor presence of B cells. 
Most indicate that both CD4+ and CD8+ T cells are  present 
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within affected tissues, but one report indicated the pres-
ence of CD8+ T cells, with rare CD4+ cells in anterior and 
lateral corticospinal tracts and anterior horns (Troost et al., 
1990), while another demonstrated the presence of primarily 
CD4+ T cells with rare CD8+ cells in muscle (Troost et al., 
1992). Although not rigorously examined, a consensus sug-
gests that these T cells are in an activated state by the presence 
of upregulated surface markers such as MHC I and II mol-
ecules (Lampson et al., 1990; Troost et al., 1992) and CD40L 
(CD40 ligand) (Graves et al., 2004). Of particular interest is 
the finding that PCR amplification of the third complementar-
ity-determining region (CDR3) to examine the T cell recep-
tor (TCR) repertoire of infiltrating T cells in cerebral spinal 
fluid (CSF), spinal cords and brains of ALS patients showed 
increased utilization of TCRBV2 (variable region 2 of the T 
cell receptor β-chain) transcripts which was independent of 
HLA haplotype (Panzara et al., 1999).

Early studies of ALS patient peripheral blood revealed a 
general loss of T cells as demonstrated by reduced numbers of 
E-rosetting T cells (a function mediated by CD2), and later con-
firmed by flow cytometric analysis showing significant losses 
of total CD2+ T cells with concomitant increase with increased 
numbers of surface Ig+ B cells (Provinciali et al., 1988), whereas 
others have failed to show significant differences in T or B cell 
frequency or function (Appel et al., 1986). Analyses of T cell 
subsets in ALS patients relative to normal controls show vari-
able results, which include diminished or increased frequencies 
of CD4+ cells, diminished frequencies of CD8+T cells, or no 
changes in either T cell subset. Of interest, frequencies of T 
cells that co-express IgM FcR (FcµR), MHC class II, CD38, 
or IL-13, all phenotypes functionally associated with immu-
noregulatory functions and/or activated states, are increased in 
ALS patients (Shi et al., 2006). Increased frequencies of T cells 
that express MHC class II and CD4+IL-13+ T cells are inversely 
correlated with clinical score, while the latter T cell phenotype 
directly correlates with the rate of disease progression (Shi et 
al., 2006). Of interest, in a minor subset of ALS patients with 
persistent motor conductance blockage, but not those without 
blockage, the frequencies or CD3+, CD4+, and CD8+ T cells, 
as well as CD16+ mononuclear cells are increased, suggesting 
a relationship between peripheral blood abnormalities and the 
pathogenic processes associated with conduction blockage in 
ALS patients (Tanaka et al., 1993).

44.4.2. Humoral Immunity

The possibility that humoral immunity may play a role in either 
the initiation or regulation of PD arose from observations of 
increased complement components in the SN of PD patients 
and experimental models wherein dopaminergic degenera-
tion is triggered by adoptive transfer of immunoglobulin from 
PD patients. In both idiopathic and genetic cases of PD, pig-
mented dopaminergic neurons immunolabeled with IgG and 
associated with an increase in activated microglia expressing 
the high affinity IgG receptor FcγRI (Orr et al., 2005).

Perhaps the most studied of immune-associated aspects in 
ALS patients are those of humoral immunity. Global altera-
tions of humoral immunity include increased serological 
complement (C’), γ-globulin and immunoglobulin levels, 
increased immune complexes, and the presence of immu-
noglobulin and C’ component depositions within kidney, 
 spinal cord and other nervous tissues of ALS patients. These 
humoral aberrations and depositions of humoral products pro-
voked an increased impetus for an autoimmune approach to 
ALS etiology. Thus, many studies have assessed the possible 
antigenic reactivities of those antibodies. Those reactivities 
from ALS patients’ sera and CSF comprise epitopes associ-
ated with nervous and non-nervous tissues as well. Nervous 
system specificities of antibodies in ALS encompass those 
directed against moieties from spinal cord, motor neurons, 
neuromuscular junctions, neurofilaments, myelin, and Ca2+ 
channels. The plethora of data showing antibody reactivities 
to gangliosides especially among IgM antibodies and their 
localication to motor neurons and spinal grey matter, dorsal 
and ventral spinal roots, dorsal root ganglion neurons, nodes 
of Ranvier, neuromuscular junctions and skeletal muscle is 
thought to reflect a possible pathogenic role in motor neu-
ron diseases; however the mechanism by which those anti-
bodies exact their toll has not been ascertained. Co-culture 
with neuronal tissues and passive transfer to rodent recipi-
ents of sera or immunoglobulin from patients and immu-
nized animals has revealed functional consequences of these 
reactivities relative to ALS patients. Passive transfer yields 
increased presence of human IgG in spinal cord motor neu-
rons and neuromuscular junctions with increased miniature 
end-plate potential (MEPP) frequency (Appel et al., 1991), 
increases in the rate of spontaneous neurotransmitter release, 
and axonal degeneration and denervation in most muscles 
(Uchitel et al., 1992). Within 12–24 hours of IgG transfer, 
increases are detected in the density of synaptic vesicles, 
CSF glutamate concentrations, and Ca2+ levels in axon ter-
minals of neuromuscular junctions and synaptic boutons 
on spinal motoneurons (Engelhardt et al., 1995; Engelhardt 
et al., 1997; La Bella et al., 1997; Pullen et al., 2004). Anti-
bodies are internalized with increased phosphorylation of 
neurofilament H (Engelhardt et al., 1995) while Golgi sys-
tem and rough endoplasmic reticulum dilate with concomi-
tant increased Ca2+ levels that are precipitously depleted 
after 24 hours (Engelhardt et al., 1997; Pullen et al., 2004). 
At 72 hours after transfer, CSF glutamate and aspartate lev-
els increase, without appreciable change in glutamine and 
glutathione levels (La Bella et al., 1997). By 8 days post-
transfer, areas of neuronal cell necrosis are evident (Pullen 
et al., 2004) and sensitivity to L-type Ca2+ channel block-
ers is retained for up to 4 weeks post transfer (Fratantoni 
et al., 2000). Thus, passive transfer of immunoglobulin from 
ALS patients appears to lead to long-lasting effects of motor 
neurons at the neuromuscular junction and may indicate that 
such effects may be an early stage event in immune- mediated 
pathogenesis of ALS.
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44.5. Therapeutic Immunoregulation

44.5.1. Cell-Mediated Immunomodulation

Another potential therapeutic avenue for PD may involve T 
cell mediated immune responses (Figure 44.1). Activation 
of T cells directed against antigens expressed at the injured 
areas of the CNS has been shown to be neuroprotective under 
acute and chronic neurodegenerative conditions (Kipnis et al., 
2002). However, immunization with such antigens might lead 
to development of an autoimmune disease. Immunization 
with Copolymer-1 (Cop-1, Copaxone, glatiramer acetate) or 
passive transfer of Cop-1 specific T cells has been shown to 
be beneficial for protecting neurons from secondary degen-
eration after injurious conditions (Kipnis et al., 2000). Cop-1 
reactive T cells have partial cross-reactivity with myelin basic 
protein (MBP) and other self-antigens expressed in the brain 
(Arnon and Sela, 2003). Therefore, immunization with Cop-1 
leads to increased accumulation of T lymphocytes in areas of 
injury within the brain and spinal cord and is neuroprotective 
without causing any adverse effects; however, the molecular 
mechanism of this response is not fully understood. T cells 
reactive to Cop-1 could be a source of brain-derived neuro-
trophic factor (BDNF) and other neurotrophic factors (Kip-
nis et al., 2000) or can induce production of neurotrophins 
by microglial or astroglial cells. Recently, the neuroprotective 
effect of immunization with Cop-1 was tested in the MPTP 
model of PD and demonstrated that adoptive transfer of Cop-
1-specific T cells, but not ovalbumin-specifc T cells, into 
MPTP-intoxicated mice attenuates reactive microglial neuro-
inflammation and inhibits dopaminergic neurodegeneration in 
both the SNpc and the striatum (Benner et al., 2004). Addi-
tionally, adoptive transfer of those T cells protects from the 
loss of nigral N-acetylaspartate (NAA) levels associated with 
MPTP-induced neurodegeneration as determined by quan-
titative proton magnetic resonance spectroscopic imaging 
(1H-MRSI) (Boska et al., 2005). Suppression of microglial-
associated inflammation was associated with T cell accumula-
tion within the SNpc, induction of a T helper type 2 cell (Th2) 
response with production of anti-inflammatory cytokines 
(IL-4, IL-10), and increased expression of GDNF by astro-
cytes, but not by infiltrating T cells or microglia (Benner et 
al., 2004). Recent studies have shown that CD4+ T cells, rather 
than CD8+ T cells, possess greater neuroprotective capacity 
and that passive transfer of anti-Cop-1 antibodies provide no 
neuroprotection (Laurie et al., 2007). More recently, we dem-
onstrated that adoptive transfer of anti-CD3 activated CD4+ 

CD25+ regulatory T cells (Tregs), but not activated effector 
T cells, are capable of ameliorating MPTP-induced neuroin-
flammation and dopaminergic neurodegeneration (Reynolds 
et al., 2007). Moreover, Tregs were shown to mediate neuropro-
tection through suppression of reactive microglia responses to 
inflammatory stimuli including nitrated α-synuclein, as well 
as enhancing astrocyte-derived GDNF. In a mouse model of 
ALS, immunization with Cop-1 has been shown to extend sur-

vival by 25% in the G93A mSOD1 transgenic mice ( Angelov 
et al., 2003). These data suggest a putative mechanism for 
which regulatory T cells, induced by vaccination with cross-
reactive epitopes or activated regulatory T cells, extravasate 
in response to neuroinflammation from neurodegenerative 
processes; secrete anti-inflammatory cytokines in response 
to cross-reactive self-epitopes (e.g., myelin basic protein) 
to attenuate reactive microglia; suppress the inflammatory 
response; and induce neurotrophic responses by T cells and/or 
other glia (Figure 44.3).

The recent development of novel immune-mediated thera-
peutic vaccine strategies for disease intervention and attenuating 
neuroinflammation are predicated on the ability of regulatory 
T cells, either induced or naturally occurring, to modulate both 
innate and adaptive immune responses and suppress inflam-
mation both in autoimmune disease and in models of neuro-
degeneration. Treatment with VIP is emerging as a therapeutic 
tool to generate Tregs both in vitro and in vivo. VIP originates 
as a neuropeptide that can function as both a neurotransmit-
ter and neuromodulator in many organ systems, including the 
central and peripheral nervous systems (Said, 1976). VIP-
containing neurons are present in the CNS in areas that influ-
ence the immune system as well as in lymphoid organs, and 
are thought to be involved in the recruitment of immune cells, 
many of which express receptors for VIP ( Kaltreider et al., 
1997; Reubi et al., 1998; Reubi et al., 2000). VIP is also pro-
duced by lymphocytes, preferentially Th2 T cells, in response 
to different mitogenic or inflammatory stimuli (Gomariz et al., 
1990; Gomariz et al., 1992; Leceta et al., 1996; Delgado et al., 
2005). Th2-derived VIP also promotes Th2 responses in vivo 
(Delgado et al., 1999; Delgado et al., 2000; Goetzl et al., 2001; 
Vassiliou et al., 2001; Delgado et al., 2002; Voice et al., 2003). 
VIP treatment was recently shown to be efficacious in inducing 
Tregs in a variety of inflammatory disorders including arthritis, 
graft versus host disease, and more recently experimental aller-
gic encephalitis (Delgado et al., 2005; Fernandez-Martin et al., 
2006). VIP has also been used to expand regulatory T cells 
ex vivo and elicit conversion of CD4+ CD25− effector T cells 
to Tr1 regulatory T cells. Thus, VIP can be utilized to gener-
ate Tregs specific for self-antigens to promote antigen-specific 
tolerance and suppress development of autoimmune disorders 
in a variety of animal model systems (Figure 44.1) (Delgado 
et al., 2005; Fernandez-Martin et al., 2006; Gonzalez-Rey et 
al., 2006).

Selective activation of particular subsets of dendritic cells 
(DCs) with GM-CSF or 1,25-dihydroxyvitamin D3 (Figure 
44.1) can not only activate lymphocytes, but also induce T 
cell tolerance to self-antigens or to specific antigens tandemly 
administered as immunization or tolerization regimens. DCs 
also can affect B cell function, antibody synthesis, and isotype 
switching. Recent studies have shown that DCs stimulated with 
GM-CSF or 1,25-dihydroxyvitamin D3 may exert their tolero-
genic functions through arresting type 1 helper T cells (Th1), 
skewing the Th1/Th2 balance, and generating  regulatory T cells 
(Gregori et al., 2002; Vasu et al., 2003; Gangi et al., 2005).
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44.5.2. Modulation of Humoral Immunity

Using another vaccine strategy to elicit humoral immune 
responses directed at cephalic epitopes, immunization of 
human α-synuclein transgenic mice with mutant human 
α-synuclein produced high affinity anti-α-synuclein anti-
bodies with concomitant diminution of human α-synuclein 
inclusions in neurons and synapses, and diminished neurode-
generation (Masliah et al., 2005). Moreover, anti-α-synuclein 
antibodies recognized abnormal human α-synuclein and 
supported degradation of α-synuclein aggregates. Similarly, 
immunization of G37R SOD1 transgenic mice with recom-
binant mutant SOD1 reduced the amount of mutant SOD1 in 
spinal cords of immunized mice, increased numbers of surviv-
ing motor neurons, and extended their life span by greater than 

4 weeks, which significantly correlated with increasing anti-
SOD1 antibody titers (Urushitani et al., 2007). In contrast, this 
strategy failed to protect G93A SOD1 mice, which exhibit a 
more severe and aggressive phenotype than G37R SOD1 mice, 
however ventricular infusion of purified anti-human SOD1 
antibody alleviated clinical signs and significantly extended 
life span by 4%. These data provide support for immunothera-
peutic strategies that target extracelluar burdens of aggregated 
or misfolded toxic proteins such as α-synuclein and SOD1 in 
neurodegenerative disorders (Figure 44.1).

44.5.3. Other Vaccine Strategies

One quasi-immunotherapeutic strategy targets intracellular 
accumulation of toxic proteins in neuron by using single 

Figure 44.3. T cell-mediated neuroprotection in a PD model. In MPTP-intoxicated mice, regulatory T cells infiltrate the inflamed nigrostriatal 
pathway where they encounter cross-reactive CNS antigens (such as myelin basic protein or reactive species-modified proteins) presented in the 
context of MHC by resident microglial cells. In response, activated T cells secrete anti-inflammatory cytokines such as IL-4, IL-10, and TGF-β 
that suppress toxic microglial activities. Neurotrophin expression may occur directly from T cells or T cell-derived IL-4, and IL-10 may induce 
neurotrophin production in neighboring glia. These activities lead to neuroprotection indirectly by suppression of microglial responses and 
directly through the local delivery of neurotrophins.
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chain antibodies (scFv) or intrabodies (Chen et al., 1994). 
This strategy is accomplished by preventing misfolding to 
the toxic form, interfering with misfolded protein interac-
tions, or enhancing degradation of the toxic form. Clearly 
keys to this strategy are the production of scFv with affini-
ties that retain epitope specificites in vivo and efficacious 
delivery to vulnerable or affected neurons. For delivery, 
genes encoding the scFv must be transfected into targets 
cells and successfully expressed as a functional intrabod-
ies. To date several scFv to α-synuclein have been prepared 
(Emadi et al., 2004; Miller et al., 2005; Barkhordarian 
et al., 2006; Maguire-Zeiss et al., 2006; Emadi et al., 2007). 
Several specific scFv have been shown to recognize differ-
ent conformations of α-synuclein and upon co-incubation 
with monomeric α-synuclein in vitro, to decrease the rate of 
α-synuclein aggregation, inhibit formation of oligomers and 
protofibrils, and inhibit toxicity. In transfected cells, scFv 
have been shown to be stably expressed with minimal toxic-
ity for greater than 3 months, bind intracellular α-synuclein, 
increase the amount of detergent soluble α-synuclein spe-
cies while decreasing the amount of insoluble species, and 
counter reduced cell adhesion which characterizes cells that 
overexpress α-synuclein (Messer and McLear, 2006). Thus, 
scFv to α-synuclein have the potential to provide a therapeu-
tic modality to control intracellular accumulation of toxic 
protofibrillar forms of α-synuclein and possibly disease pro-
gression (Figure 44.1).

Therapeutic vaccine approaches using neuronal antigens 
represent a potential efficacious interdictory modality for 
slowing or halting the progression of neuroinflammation and 
secondary neurodegeneration and removing neurotoxic aggre-
gates (Figure 44.1). These approaches should be considered 
in strategies with other anti-inflammatory or anti-oxidant 
therapies for a combinatorial modality to protect against neu-
roinflammation and consequent neurodegeneration in PD and 
ALS. For the latter, clinical trials have recently been completed 
demonstrating the safety and immunological responsiveness 
to glatiramer acetate (GA) vaccine therapy in ALS patients 
(Gordon et al., 2006). Work performed in our own laborato-
ries assessed cell-mediated, cytokine and humoral responses 
in ALS patients who received GA during the six-month phase 
II trial. Treated patients showed enhanced lymphocyte prolif-
eration to GA. Plasma samples were evaluated by GA-specific 
ELISA assays for immunoglobulin (Ig) classes (Ig M, A, and 
G) and IgG subclasses (IgG1, IgG2, IgG3, and IgG4), and 
by cytokine bead arrarys (CBA) for Th1 and Th2 cytokine 
levels (Mosley et al., 2007). Fourteen of 21 GA-immunized 
patients produced anti-GA Ig responses. All anti-GA IgG sub-
class concentrations were increased by greater than 4.2-fold 
in plasma from treated patients, and anti-GA IgG1 comprised 
the majority of the humoral response. Additionally, changes in 
plasma Th1 and Th2 cytokine levels were shown to be associ-
ated with time of GA treatment. These data show significant 
humoral responses and cytokine trends following GA immu-
nization in ALS patients.

44.6. Neuroprotective Strategies

44.6.1. Growth Factors

The role of neurotrophins in reducing neurodegeneration and 
promotion of neuroregenerative processes presents an exciting 
possibility for therapeutic benefit to PD (Figure 44.1). A study 
of lentiviral delivery of glial cell line-derived neurotrophic fac-
tor (GDNF) showed trophic effects on degenerating nigros-
triatal neurons in a primate model of PD (Kordower et al., 
2000). Results indicated augmented dopaminergic function in 
aged monkeys and reversal of functional deficits with com-
plete prevention of nigrostriatal degeneration in MPTP-treated 
monkeys. These data indicate that GDNF delivery using a 
lentiviral vector system can prevent nigrostriatal degeneration 
and potentially induce regeneration in primate models of PD, 
showing the potential for a viable therapeutic strategy for PD 
patients. However, recent clinical trials of intraputamenally 
infused GDNF in PD patients are controversial with one 2-year 
phase I trial showing improved activity scores and no untoward 
effects in a limited cohort (Patel et al., 2005), while phase II 
trials were halted after six months due to lack of efficacy and 
adverse effects in patients and nonhuman primates.

44.6.2. Neuroprotectants

Many diverse mechanisms, factors, and pathways are involved 
in neurodegenerative disorders, thus several different therapeu-
tic methods have been developed to target a specific factor or 
a whole intricate pathway with the intent of ameliorating, pre-
venting, or reversing neuronal cell damage. Inflammation and 
oxidative stress form a commonality between many neurode-
generative diseases; therefore most therapeutic modalities cur-
rently under investigation target MP activation to decrease the 
magnitude of the inflammatory responses. The targets of these 
therapies include, but are not restricted to, enhancement of 
neurotrophic factors such as glia cell-line derived neurotrophic 
factor (GDNF), up-regulation of anti-inflammatory cytokines 
(IL-4, IL-10, and TGF-β1), inhibition of enzymatic activities 
that encourage neurotoxicity (GSK-3β, γ-secretase), Ca2+ and 
glutamate excitotoxicity blockers that inhibit NMDA receptor 
function, suppression of neuronal cytotoxicity (memantine, 
lithium, sodium valproate), and attenuation of inflammation 
by anti-inflammatory drugs (NSAID, minocycline). Anti-
inflammatory and/or anti-oxidative therapies could be used 
in conjunction to form combinational therapies targeting mul-
tiple sites of oxidative stress that contribute to inflammatory 
responses and progressive degenerating disease (Figure 44.1).

44.7. Genetics and Immunity

Recent evidence has shown that genetics may contribute to the 
onset of neurodegenerative disorders (Li et al., 2002). Link-
ages to the age at onset (AAO) for PD have been identified 
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on chromosomes 1 and 10. The latter is significantly associ-
ated with glutathione s-transferase omega-1 (GSTO1) (Li et 
al., 2003); a provocative finding since GSTO1 is thought to 
be involved in the post-translation modification of IL-1, a 
major component in the regulation of inflammatory responses 
(Laliberte et al., 2003). One factor associated with the chro-
mosome 1p peak is the embryonic lethal abnormal vision 4 
(ELAVL4) gene (Noureddine et al., 2005), a human homo-
logue of the Drosophila ELAV (Good, 1995) and essential for 
temporal and spatial gene expression during CNS develop-
ment. Additionally, ELAVL gene products are known to bind 
to AU-rich response elements (ARE) in the 3′-untranslated 
region (3′UTR) of inflammation-associated factors (Good, 
1995). Interestingly, PD patients homozygotic for allele 1 at 
position -511 of the IL-1β gene have an earlier onset of the 
disease than those homozygotic for allele 2, which produces 
higher amounts of IL-1. Thus, higher production of IL-1β may 
provide some neuroprotective effect for dopaminergic neurons 
(Nishimura et al., 2000; Mizuta et al., 2001). Gene expres-
sion analyses of post-mortem specimens have shown differen-
tially expressed genes associated with the immune response in 
ALS, most notably IL-1 receptor accessory protein (IL-1rap), 
MHC class II, thromboxane synthase, FcεR γ-chain and the 
cytokine regulated upon activation, normal T-cell expressed 
and secreted (RANTES) (Malaspina and de Belleroche, 2004; 
Wang et al., 2006). Of interest, as most of these analyses are 
performed with tissues from end-stage patients, only approxi-
mately 10% of the differentially expressed genes expressed in 
ALS patients are associated with inflammation/immune func-
tion, whereas the majority of genes pertain to stress-activated 
pathways (Malaspina and de Belleroche, 2004). This is in con-
trast to mice that express the G93A mutation of the human 
SOD1 wherein the majority of early changes are associated 
with inflammation/immune function genes.

Summary

Although patterns of neuronal degeneration are unique in PD 
and ALS, both disorders share common pathways and pro-
cesses that support and possibly initiate neurodegeneration. 
Most of these processes are associated with induction, propa-
gation, or consequences of neuroinflammation. Increased 
numbers of microglia that express a reactive phenotype and 
proximate dying neurons reflect the neuroinflammatory cellu-
lar response. Neuroinflammation amplifies oxidative stresses 
via reactive oxygen, nitrogen, and carbon species that then 
react with biomolecules and increase molecular modifica-
tions of lipids, proteins, and nucleic acids. These reactive 
modifications eventually become deleterious to biochemical 
and cellular processes resulting in dysregulation of cellular 
functions and further neuronal death. Whether neuroinflam-
matory responses are causal or consequential remains to be 
determined. Nevertheless, the importance of inflammatory 
responses to neurodegeneration is underscored in animal 

models whereby attenuation of neuroinflammation by genetic 
manipulation or pharmacological agents mitigates neurode-
generation and increases neuronal survival. As such, immu-
nological strategies that target neuroinflammatory processes 
represent promising candidates for therapeutic intervention 
in neurodegenerative disorders. These strategies embrace the 
capacity of regulatory T cells to protect neurons either directly 
via neurotrophic factors, or indirectly by modulation of 
microglial function to attenuate neuroinflammatory responses 
and by induction of astrocyte-derived neurotrophic factors.
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Review Questions/Problems

1.  Summarize the evidence for innate immune-mediated 
mechanisms associated with PD.

2.  Summarize the evidence that suggest a role for  adaptive 
mediated immunity in ALS.

3.  The cellular target for immunotherapy that would be 
most beneficial to inhibit secondary neurodegenera-
tion is the

a. astrocyte
b. neuron
c. microglia
d. oligodentrocyte

4.  The primary producer of reactive oxygen species by 
microglia is

a. dopamine synthesis
b. NADPH oxidsase
c. myeloperoxidase
d. superoxide dismutase

5. In PD, postmortem samples show increased

a. reactive microglia.
b. loss of striatal dopaminergic termini
c. loss of dopaminergic neuronal bodies within the sub-

stantia nigra pars compacta
d. reactive oxygen species modified proteins
e. all of the above

6.  CD45RO+ T cells that mutually express CD4 and CD8 
more likely indicate those cells are

a. dead
b. recent thymic emigrants.
c. anergic
d. activated
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 7. An example of free radical modification of RNA is

a. 8-hydroxyguanosine (8-OHG)
b. 4-hydroxy-2-nonenal (HNE)
c. 3-nitrotyrosine (NT)
d. 8-hydroxy-2′-deoxyguanosine (8-OHdG)

 8. Free radical modification of DNA is best exemplified by

a. 8-hydroxyguanosine (8-OHG)
b. 4-hydroxy-2-nonenal (HNE)
c. 3-nitrotyrosine (NT)
d. 8-hydroxy-2′-deoxyguanosine (8-OHdG)

 9.  One molecular marker of nitric oxide modification of 
proteins is

a. 8-hydroxyguanosine (8-OHG)
b. 4-hydroxy-2-nonenal (HNE)
c. 3-nitrotyrosine (NT)
d. 8-hydroxy-2′-deoxyguanosine (8-OHdG)

10.  A protein marker resulting from modifications due to 
lipid peroxidation is

a. 8-hydroxyguanosine (8-OHG)
b. 4-hydroxy-2-nonenal (HNE)
c. 3-nitrotyrosine (NT)
d. 8-hydroxy-2′-deoxyguanosine (8-OHdG)

11.  Immunotherapeutic strategies using scFv directed 
against a-synuclein targets are designed to

a. prevent misfolding to the toxic form of the protein
b. interfere with misfolded protein interactions
c. enhance degradation of the toxic protein form
d. all of the above

12.  Passive transfer of sera or immunoglobulin from ALS 
patients to rodent recipients results in increases in the 
following sequelae with the exception of

a. denervation of striatum
b. denervation of muscles
c. human immunoglobulins in spinal cord motor neurons
d. human immunoglobulins in neuromuscular junctions
e. miniature end-plate potential (MEPP)

13.  A ligand utilized for in vivo imaging of reactive microglia 
via upregulated peripheral benzodiazepine receptors is

a. CFT
b. DA
c. GT1b
d. MPTP
e. PK1195

14.  The ultimate effect of reactive species on cellular func-
tion include

a. ligand misrecognition
b. enzyme dysfunction

c. membrane damage
d. mutation
e. all of above

15.  Glatiramer acetate is an immunomodulatory drug 
that is FDA approved and clinically indicated for

a. amyotrophic lateral sclerosis
b. remitting/relapsing multiple sclerosis
c. Parkinson’s disease
d. Alzheimer’s disease
e. Huntington’s disease

16.  Regulatory T cells capable of attenuating microglial 
responses are more likely to produce and secrete

a. IL-10
b. IL-2
c. IFN-γ
d. TNF-α

17.  A first indicator of oxidative stress during progres-
sive disease in PD, occurring prior to other hallmarks 
including loss of mitochondrial complex I activity, has 
been suggested to be

a. reactive microglia
b. diminished dopamine
c. increased astrocytosis
d. depletion of glutathione
e. all of the above

18. IL-2/IL-2R interactions are found localized to

a. T cell-T cell interactions
b. striatum
c. frontal cortex
d. cerebellum
e. all of the above

19.  The possible mechanism by which glatiramer acetate 
functions is

a.  competition with myelin-basic protein (MBP) for 
binding to major histocompatibility complex (MHC) 
molecules

b.  competition of GA/MHC with MBP/MHC for binding 
to the T-cell receptor

c.  partial activation and tolerance induction of MBP-spe-
cific T cells

d.  induction of GA-reactive T-helper 2- (TH2)-like regu-
latory cells

e. all of the above

20. Levels of glutathione least concentrated in

a. substantia nigra
b. striatum
c. hippocampus
d. cerebellum
e. cortex
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45.1. Introduction

Neurodegenerative diseases are generally considered to be 
non-inflammatory, unlike autoimmune diseases such as mul-
tiple sclerosis, which are neurodegenerative diseases that are 
inflammatory in nature (Trapp et al., 1999a, b; Hohlfeld and 
Wiendl, 2001; Groom et al., 2003). Nevertheless, most neu-
rodegenerative diseases are accompanied by a local inflam-
matory response, widely assumed to be unfavorable for CNS 
recovery (Kurosinski and Gotz, 2002; Jellinger, 2003; Popo-
vich and Jones, 2003). Moreover, the progressive degenera-
tion seen in such diseases is often mediated by compounds 
and processes that are secondary to the primary risk, e.g., 
misfolding and aggregation of self-proteins (Shastry, 2003). 
These primary and secondary risk factors represent a continu-
ous threat to any viable neurons embedded in a chronically 
diseased tissue; they induce abnormalities in cells in their 
vicinity, thereby contributing to the chaos rather than helping 
to resolve it.

Another feature common to most of the chronic 
 neurodegenerative conditions is age dependence. The incidence 
of Alzheimer’s and Parkinson’s disease, glaucoma, and many 
others increases significantly with age (Ossowska, 1993; Matt-
son, 2003). As will be discussed below the age factor might not 
be related only to the aging of the brain but also to age-related 
changes in the immune system. Often the removal of the primary 
risk factor does not stop disease progression, and the neurodegen-
eration continues (Weinreb and Levin, 1999; Schwartz and Cohen, 
2000). In Parkinson’s disease, for example, despite dopamine 
(L-dopa) treatment as a replacement therapy the dopaminergic 
neurons continue to die (Hirsch, 1999; Montastruc et al., 1999). 
In glaucoma, reduction of intraocular pressure often does not 
stop disease progression (Schwartz et al., 1996). This progressive 
degeneration, which continues despite removal of the presumed 

primary risk factor(s), has been linked to what has been recog-
nized as secondary degeneration. Emerging risk factors have 
been attributed to this phenomenon, including inflammation-
associated factors. This has been studied intensively in recent 
years with a major focus on the balance between the benefit 
and the risk of uncontrolled immune activity, which exceeds the 
ability of the CNS to tolerate it.

45.1.1. Inflammation—A Local Response 
in Acute CNS Insults: Is It Always Bad?

The function of inflammation after any acute or chronic 
insult to the CNS has long been a matter of debate. Concepts 
such as the immune-privileged status of the CNS, as well 
as observations such as the presence of immune cells in the 
diseased CNS, gave rise to the prevailing belief that immune 
activity in the CNS is detrimental (Lotan et al., 1994). Many 
researchers consider inflammation to be an important media-
tor of secondary damage (Dusart and Schwab, 1994; Carlson 
et al., 1998; Fitch et al., 1999; Popovich et al., 1999; Mautes 
et al., 2000). Fitch et al. (1999) demonstrated that inflam-
matory processes alone can initiate a cascade of secondary 
tissue damage, progressive cavitation, and glial scarring in 
the CNS, and they suggested that specific molecules which 
promote inflammation might play a role in initiating sec-
ondary neuropathology (Fitch et al., 1999). This is appar-
ently in line with the finding that removal of macrophages 
after SCI might improve the functional outcome (Popovich 
et al., 1999), and with the reported observations that the 
anti-inflammatory compound methylprednisolone promotes 
recovery in spinally injured rats (Constantini and Young, 
1994). Other studies, however, indicate that local immune 
activity may have a beneficial effect on the traumatized 
spinal cord through clearance of cell debris and secretion 
of neurotrophic factors and cytokines. Macrophages and 
microglia promote axonal regeneration by clearing the site 
of injury (David et al., 1990; Perry et al., 1992; Madsen 
et al., 1998; Rapalino et al., 1998; Fitch et al., 1999; Fischer 
et al., 2004), and T cells mediate processes of maintenance 
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and repair and promote functional recovery from CNS trauma 
(Moalem et al., 1999b; Hauben et al., 2000a, b; Schwartz 
et al., 2001; Ling et al., 2006). Guth and his colleagues 
suggested a therapeutic combination of anti-inflammatory 
drugs such as allapenol (to inhibit injury-induced xanthine 
oxidase), indomethacin (to inhibit constitutive and inducible 
cyclooxygenase), and bacterial lipopolysaccharide (LPS) to 
stimulate macrophage activity. The short-term effect of the 
suggested therapy, however, while including both anti- and 
pro- inflammatory treatment, appears to be different from its 
long-run effect. Along the same lines, it was suggested that 
animals with limited ability to undergo Wallerian degenera-
tion might suffer from limited wound healing and regenera-
tion (Zhang and Guth, 1997). These and other studies led 
researchers to acknowledge that some aspects of inflamma-
tion have negative effects on recovery, whereas others are 
beneficial and even essential. (Bethea et al., 1999; Mason 
et al., 2001)As more and more pieces are added to the puzzle 
of post-traumatic CNS inflammation it becomes increas-
ingly evident that to describe the effect of inflammation on 
the injured nerve as “good” or “bad” is an oversimplifica-
tion, as it reflects the common view of inflammation as a 
single (and deleterious) process rather than as a series of 
local immune response that is primarily being recruited to 
cope with threat. Its ultimate benefit, lack of benefit, or even 
destruction is a reflection of regulation and timing and the 
ability of the tissue to cope with the harmful effects of the 
factors produced by the immune response. Conflicting inter-
pretations of inflammation might thus reflect, the experi-
mental injury model employed, the severity of the injury, 
time elapsed following injury, the markers used to identify 
locally activated immune cells, the species, and the strain. 
In addition, the choice immune-based manipulation used to 
demonstrate adverse effect is also critically affecting the out-
come. Immune response being the physiological mechanism 
by which the body copes with damage, is essential for recov-
ery, but is more constructive when suitably regulated.

45.1.2. Role of Innate Immunity in CNS Repair

Healing of tissue in response to injury involves the synchro-
nized operation of numerous factors and processes, some of 
them operating in concert and others in sequence. It is essen-
tial that the set of processes occurring in the injured axons be 
synchronized with the set occurring in the cells surrounding 
the injured axons, such that the axonal environment acquires 
growth-supportive properties and the axons acquire growth 
activity. It seems plausible that the two sets of processes oper-
ate, but that the proper synchronization is lacking. Acquisition 
of growth supportive properties by the cellular milieu of the 
injured axons basically means achievement of a balanced envi-
ronment for regrowth and cell renewal (Butovsky et al., 2001, 
2005a, b, 2006; Ziv et al., 2006b). This synchrony might be 
achieved by an appropriate postinjury immune response that 
is compatible with the CNS ability to tolerate.

45.1.3. Lessons from Peripheral Nervous 
 System—Wallerian Degeneration: 
Is It Needed for Repair?

Central nervous system (CNS) response to injury has long been 
viewed as though the CNS is a unique tissue whose behavior 
after injury is governed by different rules than those underly-
ing the response of other types of injured tissues, including 
the peripheral nervous system (PNS). Accordingly, although 
failure of the CNS to regenerate has been intensively studied 
over the years, the usual approach has been to regard the CNS 
as atypical and therefore to study it as an entity distinct from 
any other tissue. On the assumption that CNS healing does not 
necessarily differ in principle from the healing of any other 
tissue, attempts to uncover the reasons for regeneration failure 
have begun to focus on comparisons, both phylogenetic and 
intraspecies, between regenerative and nonregenerative ner-
vous systems. The loss of function following CNS injury has 
been attributed not only to the failure of regeneration but also 
to the secondary damage which is a mechanism whereby the 
spread of damage from directly injured neurons to neurons that 
escaped the primary lesion (Robertson et al., 2000; Schwartz 
and Yoles, 2000; Taoka et al., 2000; Schwartz, 2001a; Vajda, 
2002; Wu, 2005). In the past two decades it has become clear 
that failure of CNS regeneration might be partly due to the 
inability of the cellular elements surrounding the injured axons 
to create a balanced environment capable of permitting and sup-
porting regrowth (Caroni et al., 1988; Schwab and Bartholdi, 
1996; Rapalino et al., 1998; Schwab, 2002). It was shown 
initially that transected CNS axons, which fail to regenerate 
in their own degenerative environment, were shown to be 
capable of growing into transplanted peripheral nerve bridges 
(Aguayo et al., 1984; So and Aguayo, 1985; Aguayo et al., 
1987; Vidal-Sanz et al., 1987). Among the elements that were 
shown to be hostile to regrowth in adult CNS nerves, and are absent 
during development, are myelin-associated inhibitors (Tang et al., 
2001; Domeniconi et al., 2002; Kim et al., 2004; Schwab et al., 
2005). These inhibitors, over the years, have been fully char-
acterized and are known as the NoGo family (Tatagiba et al., 
1997; Merkler et al., 2003). NoGo has three major spliced iso-
forms (termed Nogo-A, -B and -C) that share similar domain 
structures. Proteins are highly expressed in oligodendrocytes, 
the longest of these, Nogo-A, has a large N-terminus followed 
by two putative membrane-spanning domains and a short 
C-terminal segment. The 66-amino acid segment (known as the 
Nogo-66 domain) between the two transmembrane domains is 
extracellular. A neuronal Nogo-66 receptor (NgR) that inter-
acts in trans with the oligodendrocyte Nogo-66 domain has 
also been identified. Exogeneous NgR expression in neurons 
that are otherwise not susceptible to Nogo-mediated growth 
inhibition confers inhibitory susceptibility, indicating that NgR 
could functionally transduce at least part of the inhibitory sig-
nal presented by Nogo.It was suggested that for regeneration 
to occur, these inhibitors must be either masked or eliminated. 
In the nervous systems of different species, the levels of such 
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inhibitors and/or the extent of their postinjury removal might 
correlate with regenerative capacity. For example, in mamma-
lian CNS there is a high level of such inhibitors, whereas in 
lower vertebrates their level is lower and their removal seems 
to be more efficient (Lang et al., 1995; Hirsch and Bahr, 1999). 
Subsequent studies have identified additional myelin-associated 
proteins as inhibitors of regrowth, such as MAG (Tang et al., 
2001; Domeniconi et al., 2002). In addition, it was suggested 
that the rate of myelin clearance from the CNS is significantly 
lower than from the PNS (Hofteig et al., 1981; Pellegrino et 
al., 1986; Stoll et al., 1989). Another set of studies have sug-
gested that astrocytes, thought to be involved in scar forma-
tion, are needed for growth support, and their failure to support 
axonal growth after injury to the mammalian CNS might be 
related to their cellular properties and the nature of their extra-
cellular milieu, such as production of chondroitin sulphate 
proteoglycan (Jones et al., 2002; Moon et al., 2002; Jones et al., 
2003; Sandvig et al., 2004, Hofteig et al., 1981; Pellegrino 
et al., 1986; Stoll et al., 1989). Yet, recent studies from our 
laboratory have suggested that although the overall production 
of the CSPG might be inhibitory of regrowth, complete inhibi-
tion of its production worsened the overall recovery, its early 
production is needed but should be limited (Rolls et al. unpub-
lished observation).  Thus, it appeared that timing and intensity 
of the glial scar and the local immune response are critically 
determining the recovery, as  is discussed below. These and 
other related findings suggest that the postinjury behavior of 
cells surrounding the injured axons might determine the regen-
erative capacity of the axons. (Dolenc, 1984; Ogawa et al., 
1985; Dolenc, 1986; Angaut-Petit and Faille, 1987; Kalichman 
and Myers, 1987; Gu and Ma, 1991; Berkenbosch, 1992; Siv-
ron et al., 1994; Bregman et al., 1995; Tidball, 1995; diZerega, 
1997; Hirsch and Bahr, 1999; Best and Hunter, 2000; Fry, 
2001; Kalla et al., 2001; Lakatos and Franklin, 2002; Cui et 
al., 2004; Fenrich and Gordon, 2004; Ferraro et al., 2004).

45.1.4. Macrophages/Microglia in CNS Repair

Wound healing is a complex, multistep process involving 
reciprocal interactions between immune cells from the circu-
lation and resident cells of the tissue, with the participation of 
extracellular matrix proteins and an array of bioactive mol-
ecules with multiple actions. In most parts of the body, tissue 
injury triggers immediate infiltration of circulating immune 
cells into the damaged area. Twenty four hours after injury, 
infiltrating monocytes represent the majority of leukocytes at 
the site of injury. Migration and adhesion of monocytes are 
controlled by secreted factors, whose autocrine or paracrine 
activity promotes recruitment of those immune cells (Laz-
arov-Spiegler et al., 1999; Kalla et al., 2001). On reaching 
the tissue, the monocytes are locally activated and became 
‘alternatively’ activated macrophages. The macrophages play 
a central role in wound healing by clearing debris from the 
injury site (Stoll et al., 1989; Schwab et al., 2001). Macro-
phages secrete cytokines, growth factors and enzymes into the 

wound site, and participate in a profusion of autocrine and 
paracrine reactions with invading immune cells and resident 
tissue cells. When macrophages are eliminated by local injec-
tion of anti-leukocyte serum, or when monocyte production 
is prevented by injection of glucocorticoids, wound healing 
proceeds very slowly (Shirafuji et al., 2001, 2003).

In regenerating neural tissues, macrophages appear to be 
involved in both degeneration and regeneration. In the PNS, 
there is immediate Wallerian (i.e. anterograde) degeneration of 
the distal stump, involving the breakdown of axons and the frag-
mentation of Schwann cell cytoplasm. The invading monocytes 
play a major role in this process by clearing myelin debris and 
degenerating fibers, and by facilitating Schwann cell prolifera-
tion. In addition, they provide substances that participate in the 
healing process; for example, macrophage-derived apolipopro-
teins are expressed at the injury site and probably participate 
in membrane rebuilding. Nerve growth factor (NGF) synthesis 
seems to be regulated by the stimulated macrophages. Inter-
leukin 1 and tumor necrosis factor a, secreted by macrophages, 
probably induce NGF transcription in Schwann cells (Stoll 
et al., 1989; Frisen et al., 1994; Schwab et al., 2000; Rotshenker, 
2003; Stoll et al., 2004). Comparative in vivo and in vitro stud-
ies of the mammalian CNS and PNS have pointed to the part 
played by macrophages in the axonal response to injury, as 
well as to the link between macrophage activity and the suc-
cess or failure of regeneration (Griffin et al., 1992; Giulian et al., 
1995; Leskovar et al., 2000). In the CNS, in contrast to the 
PNS, macrophage infiltration following axonal injury is not 
only delayed but also restricted to the lesion site, rather than 
being dispersed along the part of the nerve through which the 
newly growing axons should elongate (Lazarov-Spiegler et al., 
1998; Stichel et al., 1999; Wang and Feuerstein, 2000; Dihne 
et al., 2001; Schwartz, 2001a; Sekiya et al., 2001; Franzen 
et al., 2004). Furthermore, unlike in regenerative tissues, where 
invading blood-borne monocytes are the prominent inflamma-
tory cells, in the CNS the resident microglia are considered to 
be the major mononuclear phagocytic participants at the site of 
injury. Following injury, activated microglia and infiltrating 
blood-borne macrophages are immunohistochemically indis-
tinguishable. As the quiescent resident microglia in the intact 
CNS are thought to be in a down regulated form, it is pos-
sible that, following injury, the extent and the nature of their 
activation, in terms of acquiring healing-supportive activities, 
is limited compared with that of other tissue-resident macro-
phages. In vitro studies have shown, for example, that cyto-
kines and growth factors associated with inflammation and 
wound healing have a significant effect on scar formation and/
or dissolution. These factors appear to affect protease produc-
tion, production of cross-linking enzymes (such as transglu-
taminase) and production of extracellular matrix proteins, all 
known significantly to affect the ability of astrocytes to support 
growth. Other studies have suggested that macrophage-derived 
factors have a cytotoxic effect on oligodendrocytes (Griot et 
al., 1989; Griot-Wenk et al., 1991; Zajicek et al., 1992). The 
above observations, together with other studies point to a link 



664 Jonathan Kipnis and Michal Schwartz

between failure of CNS regeneration and the limitations in 
rate, activity and distribution of the immune cells in response 
to CNS injury.

45.1.4.1. The Rationale for Macrophage Therapy 
and Its Preclinical Characteristics

Experimental results over the last decade suggest that mac-
rophages and brain microglia are multitalented cells that 
are capable of expressing different functional programs in 
response to distinct micro-environmental signals. Microbial 
products and cytokines profoundly affect the differentiation of 
monocytes towards two phenotypic extremes. Microbial prod-
ucts are associated with the “classical” activation of mono-
cytes/microglia. The “classically” activated macrophages are 
potent effector cells that kill microorganisms and tumor cells. 
This “killer instinct” have been long viewed as the only the 
main function of microglia. In contrast, “alternatively” acti-
vated macrophages tune inflammatory response and adaptive 
immunity, scavenge debris, and promote angiogenesis, tissue 
remodeling and repair (Summers et al., 1995; Klusman and 
Schwab, 1997; Mantovani et al., 2002; Bomstein et al., 2003; 
Gordon et al., 2003; Hauben et al., 2003; Mosser, 2003). Simi-
larly, microglia activated by adaptive immunity are microglia 
that can present antigens, produce growth factors, buffer gluta-
mate and support cell renewal (Shaked et al., 2004; Butovsky 
et al., 2005a, b; Shaked et al., 2005; Butovsky et al., 2006).

Initial experiments in animals with complete spinal cord 
transection demonstrated that local application of macro-
phages that have been co-incubated with sciatic nerve pro-
moted motor recovery (Lazarov-Spiegler et al., 1996; Rapalino 
et al., 1998). Subsequently, the experiments were repeated in 
a model of severe spinal cord contusion. In those experiments 
blood-borne monocytes were activated by co-incubation with 
autogeneous skin (Bomstein et al., 2003). The results revealed 
that this was equally effective for recovery from spinal cord 
injury. In these and subsequent experiments, the macrophages 
were characterized phenotypically, and parameters such as 
site of injection, dosing and therapeutic window were stud-
ied. Those macrophages were found to have a dendritic-like 
phenotype (Bomstein et al., 2003) and expressed features 
that are reminiscent of ‘alternative activation’; production 

of low levels of proinflammatory cytokines, and production 
of growth factors and metaloproteases. In subsequent stud-
ies aiming at finding the optimal time for intervention with 
local implantation of macrophages it became clear that as in 
any other tissue, repair and restoration are not only dependent 
on location and context, but also timing. Table 45.1 describes 
time windows representing a different physiological stages 
following SCI.

Taken together, the results summarized above as well as addi-
tional studies, it is suggestive that timely local innate immune 
cells with “alternative activity,” reminiscence of dendritic-like, 
are required for CNS ability to cope with injurious conditions, 
and that they are needed at the sub-acute phase following inju-
ries.

45.2. Adaptive Immunity Is Needed to 
Control Local Innate Response in the CNS

45.2.1. Is Self and Non-Self Discrimination 
Needed?

“Survival of the fittest” summarizes the essence of Darwinian 
evolutionary theory. In line with this theory and the pioneer-
ing theory of Metchnikoff in the 1890s (Dubos, 1955; Vaughan, 
1965), followed by the “clonal expansion” theory of Burnet in 
the 1950s (Miller, 1994; Silverstein and Rose, 1997; Martini 
and Burgio, 1999), it was believed that discrimination of self 
from non-self, thymic education of T cells, and deletion of auto-
immune T cells in the thymus are the central features of immu-
nology. Self-tolerance, defined as a state of non-responsiveness 
to self, was therefore viewed as the optimal condition, and was 
assumed to enable the fittest to survive (Viret et al., 1999). 
Studies carried out in rodent models of central nervous system 
(CNS) insults have suggested that autoimmunity is the body’s 
defense mechanism against any threat to CNS tissue (Schwartz 
and Cohen, 2000; Schwartz et al., 1999) and that only when the 
autoimmune response is poorly controlled will an autoimmune 
disease result. According to these observations and others, it 
emerged that defining tolerance to self in terms of non-respon-
siveness is incompatible with the theory of the survival of the 
fittest. A more appropriate definition of tolerance to self would 

Table 45.1. Physiological stages following SCI.

Days post spinal cord injury Description Reference

3–4 days A period reflecting the decline of primary 
 infiltration of neutrophils participating in inflammation, 
 and high incidence of apoptotic cells.

(Popovich et al., 1997; Leskovar et al., 2000)

7–10 days A period of maximum accumulation of activated 
 microglia/macrophages, T cells, and progenitor glial cells.

(Leskovar et al., 2000; McTigue et al., 2001)

14 days The numbers of ED1 positive cells and T cells are still very high. 
 At the same time different cytokines and chemokines in the injured 
  tissue decrease or disappear.

(Lee et al., 2000; Leskovar et al., 2000; McTigue 
 et al., 2001)

21 days Many of the injury-induced biochemical and cellular activities in the 
 spinal cord have peaked and begun to return to normal levels.

(Leskovar et al., 2000; McTigue et al., 2001)
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be the ability to tolerate an anti-self response without develop-
ing an autoimmune disease (Schwartz and Kipnis, 2002). Just 
as the immune system fights off external pathogens, the auto-
immune system fights off threats originating within the body 
itself (such as cancer, neurodegenerative conditions, tissue 
injuries), and also serves as a complementary defense mecha-
nism against damage caused by external pathogens. Naturally 
occurring regulatory T cells (CD4+CD25+) serve as a physio-
logical safety valve that can be modulated to maintain the fine 
balance between need and risk (Kipnis et al., 2002; Schwartz 
and Kipnis, 2002; Kipnis et al., 2004a).

In the early 1990s it became evident that there is little dif-
ference, between the T-cell repertoires of healthy individuals 
and of patients suffering from autoimmune diseases (Lohse et 
al., 1996). At around the same time it was suggested that the 
sole function of a group of suppressor T cells newly identified 
as CD4+CD25+ was to inhibit the anti-self aggression of any 
autoimmune T cells that (presumably owing to an evolution-
ary mistake) had left the thymus and taken up residence in 
the periphery (Shevach, 2000; Shevach et al., 2001). It is con-
trary to Darwinian theory, however, to propose that two cell 
populations exist in the same organism for the sole purpose of 
inhibiting each other’s activity. Survival of the fittest implies 
that unwanted features, especially if harmful, will disappear, 
while beneficial features will be transferred to future genera-
tions (Paul, 1988; Herman, 1997; Elliott, 2003). Thus, since 
all humans possess a similar repertoire of autoimmune cells 
(Finn et al., 1996; Ria et al., 2001), Darwinian theory would 
presuppose that these cells have a physiological function.

Theoretically, complete elimination of autoimmune T cells 
would be the best way to prevent autoimmune disease devel-
opment, whereas uninhibited autoimmunity would be the best 
way to counteract neurodegenerative disorders and cancer. 
A Darwinian resolution of these opposing immunological sce-
narios might have led, as a compromise between risk and ben-
efit, to the concomitant presence of autoimmune T cells and 
the regulatory T cells that normally suppress them (Schwartz 
and Kipnis, 2002). Based on the accumulated information 
describing the role of autoimmunity in the devastating condi-
tions of cancer (Shimizu et al., 1999; Sakaguchi et al., 2001) 
and neurodegeneration (Kipnis et al., 2002), it seems unlikely 
that even the most ardent disciple of Burnet would suggest 
that complete deletion of autoimmunity favors survival of the 
fittest. Hence a new theory based on solid data suggests that 
CD4+CD25+ regulatory T cells do not exist in a permanently 
suppressive state that keeps autoimmune T cells unresponsive 
to self-antigens, but are amenable to modulation by physi-
ological signals that weaken or strengthen their suppressive 
activity according to need.

45.2.2. Autoimmune T Cells Protect Neurons 
from Degeneration

Autoimmunity has long been viewed as a destructive process. 
However, a strong body of evidence provides a new view 

whereby autoimmunity is the body’s endogenous response to 
CNS injury, and that its purpose is beneficial. This notion was 
based on the observation that in rodents, passive transfer of 
encephalitogenic (disease-inducing) T cells reactive to myelin 
basic protein (MBP) reduces postinjury neuronal losses.

During the last two decades it has become increasingly clear 
that different degenerative diseases of the CNS share a number 
of primary and secondary features (Evert et al., 2000; Rehman, 
2000; Hur et al., 2002; Carri et al., 2003). In many such diseases 
the local microglial response is often viewed as an unwelcome 
contributor to the disease pathology (Aschner et al., 2002; 
Koutsilieri et al., 2002; Liu et al., 2002). Recent data suggest, 
however, that such a view is an oversimplification, and that 
a well-controlled glial response is beneficial in protecting the 
affected tissues (Banati et al., 1994; Aschner et al., 2002), 
whereas malfunctioning glia contribute to the ongoing neu-
rodegenerative process (Teismann et al., 2003). This spread 
of neuronal damage is caused, at least in part, by compounds 
which, though normally essential for the survival and function 
of neurons, become toxic when their physiological concentra-
tions are exceeded. Among the injury-related mechanisms that 
might underlie the post-traumatic spread of damage are bio-
chemical and metabolic changes in oxygen and glucose uti-
lization, energy state, lipid-dependent enzymes, free radicals, 
eicosanoids, tissue ions, biogenic amines, endogenous opioids, 
and excitatory amino acids. These changes cause alterations in 
cellular homeostasis, excitotoxicity, local production of agents 
harmful to nerve cells, and a loss of trophic support from targets, 
all of which result in secondary neuronal loss.

Immune responses in the CNS are relatively restricted, 
resulting in the status of the CNS as an immune-privileged 
site (Streilein, 1995). The unique nature of the communication 
between the CNS and the immune system can be observed, for 
example, in the dialog between the CNS and T cells. Under 
normal conditions activated T cells can cross the blood–brain 
barrier and enter the CNS parenchyma. However, only T 
cells capable of reacting with CNS antigens seem to persist 
there (Hickey et al., 1991). Comparative studies of the T-cell 
response at sites of axotomy in the CNS and the peripheral 
nervous system (PNS), using T-cell immunocytochemistry, 
revealed a significantly greater accumulation of endogenous 
T cells found in injured PNS axons than in injured CNS axons 
(Moalem et al., 1999a). Moreover, in cases of inflammation, 
the CNS showed a marked potential for elimination of T cells 
via apoptosis, whereas such elimination was less effective in 
the PNS, and was almost absent in other tissues such as mus-
cle and skin (Gold et al., 1997).

In 1999, it was demonstrated that autoimmune T cells 
directed against myelin basic protein can protect neurons 
against degeneration after CNS injury (Moalem et al., 1999b).

To verify that this finding was not merely the result of an 
experimental manipulation but rather a beneficial physiologi-
cal response to CNS injury, neuronal degeneration after iden-
tical injuries was compared in normal mice and mice devoid 
of T cells (Kipnis et al., 2001; Yoles et al., 2001). Significantly 
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more degeneration was observed in the nude mice than in the 
wild type, suggesting that neuroprotection is a physiologi-
cal, T cell-dependent process (Yoles et al., 2001). To confirm 
the autoimmune character of this beneficial physiological 
response, animals were tolerized to myelin antigens at birth. 
The tolerized animals showed significantly fewer surviving 
neurons after injury than their matched controls that had been 
immunized neonatally with an irrelevant (non-myelin) protein 
(Kipnis et al., 2002).

It had been widely accepted that autoimmune T cells in the 
periphery are normally kept in a state of tolerance by the sup-
pressive activity of naturally occurring regulatory CD4+CD25+ 
T cells (Treg cells) (Thornton and Shevach, 2000), and that 
elimination or depletion of Treg cells might therefore cause 
development of an autoimmune disease in susceptible animals 
(McHugh et al., 2002).

Verification of a new perception of autoimmunity is seen 
in the experiments in which mice were depleted of Treg cells 
assuming that such a manipulation would increase the ability 
to fight off neurodegenerative conditions (Kipnis et al., 2002; 
Kipnis et al., 2004a). Regardless of the mouse’s inherent sus-
ceptibility to autoimmune disease, Treg cell depletion resulted 
in increased neuronal survival (Kipnis et al., 2004b). These 
and other observations led to propose that the ability to har-
ness a T cell-dependent protective mechanism is controlled by 
Treg cells, and that the constitutive presence in healthy indi-
viduals of both autoimmune T cells and regulatory T cells rep-
resents an evolutionary solution to the need for autoimmune 
T cells for maintenance and repair, with Treg cells acting as 
a safeguard against the risk of autoimmune disease (Schwartz 
and Kipnis, 2002). According to these and other results, it was 
reasonable to assume that weakening of the Treg cell- mediated 
suppression would benefit both anti-cancer and neuropro-
tective immunity. It was recently shown that transforming 
growth factor (TGF)-β sustains the regulatory character of 
Treg (Fantini et al., 2004; Zheng et al., 2004) cells but no 
physiological compound has been identified that can weaken 
Treg. It is plausible that a physiological molecule capable of 
weakening the activity of Treg cells, at least in cases of CNS 
injury, must be a brain-derived compound whose half-life is 
short and whose concentration in the periphery is low.

Among the known neurotransmitters that participate in a 
stress response, are increased after injury, and are associated 
with tumors, dopamine seemed to us the most suitable candi-
date for interaction with Treg cells. Physiological dopamine is 
increased under stressful conditions (Saha et al., 2001; Vermetten 
and Bremner, 2002). Its peripheral concentration is low, it is 
highly unstable in the blood, and it has been shown to partici-
pate in neuroimmune dialog (Weihe et al., 1991; Robertson 
and Jian, 1995; Ilani et al., 2001; Levite et al., 2001; Lemmer 
et al., 2002). Almost all cells of the immune system, including 
T cells, bear dopamine receptors (Weihe et al., 1991). Interac-
tion between neurotransmitters and immune cells (e.g. T cells) 
has been investigated in a whole population of T cells and 
in a subpopulation of CD4+ T cells, but no distinctions were 

made in those studies between regulatory and effector (auto-
immune) T cells.

Studies of isolated populations of CD4 T cells, revealed that 
dopamine exerts a direct weakening effect on the suppressive 
ability of CD4+CD25+ (Treg) cells (Kipnis et al., 2004b). The 
receptors that mediate this effect belong to the type-1 family 
of dopamine receptors (D1R and D5R). These receptors are 
expressed only weakly, if at all, on effector T cells (Teff cells), 
but are strongly expressed on Treg cells, allowing preferential 
action of dopamine on Treg. Short-pulse application of dopa-
mine to Treg significantly decreased the suppressive activity of 
Treg co-cultured with Teff. The inhibitory effect of dopamine 
on Treg suppressive activity was manifested in decreased pro-
duction of interleukin (IL)-10 and TGF-β, which participate in 
cytokine-mediated suppression. Dopamine was also found to 
down-regulate CTLA-4, which is expressed constitutively on 
Treg and is responsible for cell-to-cell contact-mediated sup-
pression. Other catecholamines, such as epinephrine, norepi-
nephrine and serotonin, had no effect on Treg, although they 
affected Teff and their receptors were found to be expressed 
by Treg (Kipnis et al., 2004b).

The dopamine-induced weakening of Treg-cell suppressive 
activity might be considered a first signal in the cascade of 
events that activates the autoimmune T cells. With the suppres-
sion lifted, activation of Teff cells further requires presenta-
tion of their specific antigen and of a co-stimulatory molecule 
by APCs. The availability of antigen is apparently sufficient 
to maintain homeostasis in the normal healthy CNS, but after 
an acute injury or under chronic neurodegenerative conditions 
it appears that antigen availability on its own does not suffice. 
Thus, in the absence of a mechanism capable of weakening 
the suppressive effect of Treg cells, the evoked response might 
not be sufficient to cope with the demands generated by the 
injury (Schwartz and Kipnis, 2002).

In the case of malignancies, where autoimmunity is required 
to fight off the cancer, Treg cells interfere with the body’s nat-
ural propensity to activate a protective mechanism. Depletion 
of these cells, much as in the case of neurodegenerative con-
ditions, increases the ability to reject tumors (Shimizu et al., 
1999). In patients with certain malignancies, dopamine levels 
in the periphery are increased (Saha et al., 2001). It seems 
reasonable to suggest that this stress-related compound, pos-
sibly in combination with some other compound(s), might be 
the signal in cancer patients that weakens the Treg-mediated 
suppressive effect.

Dopamine or its specific D1 agonists have been shown to 
further block the Treg cell-mediated suppression of Teff cells 
(Kipnis et al., 2004b), a finding with intriguing implications 
for therapy. Injection of the D1 agonist SKF-38393, imme-
diately after a traumatic injury, or induction of glutamate 
neurotoxicity in the mouse CNS, increases neuronal survival. 
SKF-38393 did not have any effect in mice devoid of T cells, 
indicating that its beneficial effect in the wild type was not 
exerted directly on the neurons, but rather via T cells. Since 
dopamine cannot cross the blood–brain barrier its effect in 
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wild type animals subjected to injury can be assumed to be 
peripheral. Treatment with dopamine and its relevant agonists 
might also be considered for cancer rejection. It was shown 
that regulatory T cells suppress a spontaneous T cell response 
to cancer and mice depleted of Treg efficiently reject trans-
planted tumors.

It should be kept in mind that T cells can do only what T cells 
can do regardless of their antigenic specificity. Production of 
cytokines and growth factors from T cells is a matter of their 
activation and taken within the context of the affected/injured 
tissue. Antigenic specificity of T cells could be viewed only as 
a means of homing T cells to a tissue/site in need. Once T cells 
reach the tissue in need and are reactivated, the antigenic spec-
ificity becomes irrelevant to the effector phase (Mizrahi et al., 
2002). Therefore, in order to achieve any neuroprotective or 
other effect in the CNS, it would follow that T cells should be 
directed to CNS antigens. T cells do not have a way of directly 
communicating with neurons, as neurons do not express MHC 
class II molecules. Therefore, two routes of interactions are 
possible; either through cytokines produced by T cells fol-
lowing activation or through an indirect effect. The indirect 
effect could be mediated via microglia or astrocytes. Both of 
these cell types are able to express MHC molecules, whose 
expression is further increased following injury, thus enabling 
direct interaction of T cells with microglia (Moalem et al., 
1999a). The role of microglia and astrocytes is far beyond 
what was originally thought. Glial cells do not only serve as 
glue for neuronal tissue but actively participate in excitation 
and neural firing and generally contribute to brain plasticity. 
Microglial cells, resident immune cells in the brain, are able 
to obtain various phenotypes, depending on activators and 
context of the tissue. Following injury and under chronic neu-
rodegenerative conditions microglia might serve as a primary 
source for reactive oxygen species, glutamate, nitric oxide and 
other cytotoxic compounds (Rutkowski et al., 2000; Penkowa 
et al., 2003; Rostasy, 2005; Stadelmann et al., 2005). On the 
other hand, microglia, as well as astrocytes, have the poten-
tial to buffer glutamate and produce neuronal growth factors. 
Studies from our laboratory showed that T cells can affect the 
phenotype of microglia and switch it towards not only a less 
destructive but also towards a protective phenotype and even 
a phenotype that support cell renewal. Following activation of 
microglia with T cells, in-vitro, glutamate-buffering capacity 
of microglia is significantly increased, along with production 
of neuronal growth factors, e.g. BDNF, and there is a reduced 
production of cytotoxic factors, e.g. TNF-alpha (Shaked et al., 
2004; Butovsky et al., 2005a, b; Shaked et al., 2005; Butovsky 
et al., 2006).

Due to the high trafficking ability of T cells and their abil-
ity to penetrate tissues and “talk” with the local antigen-pre-
senting cells, they can serve as mobile mini-factories with an 
ability to produce growth factors and cytokines upon need and 
thus maintain the homeostasis of the tissue. Under physiologi-
cal conditions deviations are minimal and glial cells are able 
to maintain the homeostasis. Under pathological conditions, 

physiological activation of microglia cannot cope with the 
extreme deviation and thus T cells are required to facilitate 
glial activity to regain homeostasis. Therefore a dual effect 
of T cells in brain maintenance is achieved by prevention of 
a cytotoxic phenotype of glia and boosting of their protective 
phenotype (Schadlich et al., 1983; Schwartz, 2004; Schwartz 
and Kipnis, 2005b).

45.2.3. The Mechanism Underlying Protective 
Autoimmunity

There are many different subpopulations of CD4+ T cells, each 
responsible for a certain type of immune response. Th1 cells, 
for example, reinforce innate immunity and activate CD8+ 
T cells, whereas Th2 cells recruit and activate B cells. Autoim-
mune CD4+ T cells (Teff) locally boost and control resident 
microglia and infiltrating blood-borne monocytes, helping 
them to acquire the ability to fight off degenerative conditions 
requiring removal of dead cells and cell debris, as well as buff-
ering of toxic compounds without producing inflammation-
associated compounds such tumor-necrosis factor (TNF)-α, 
NO, or cyclooxygenase (COX)-2 (Levi et al., 1998; Basu et al., 
2002; Janabi, 2002; Schwartz, 2003). Thus, according to recent 
results, the role of CD4+ T cells directed against self-antigens 
(helper T cells, Th) is to activate the innate response, enabling 
it to recognize that the threat to the tissue is not a harmful 
organism that it must kill, but as a toxic substance that it must 
neutralize or eliminate. In addition, the autoimmune T cells, 
upon encountering their specific antigens presented by anti-
gen-presenting cells at the lesion site, can produce protective 
compounds such as growth factors and neurotrophins (Ham-
marberg et al., 2000; Moalem et al., 2000; Gielen et al., 2003). 
All of these tasks can be accomplished by a well-controlled 
response of helper T cells. These Th cells, in order to do their 
job, require local activation by their specific antigens residing 
in the site of stress. Thus, antigenic specificity apparently dic-
tates the homing of T cells to the site where their local activa-
tion can occur. This is consistent with the findings that T cells 
having the same antigenic specificity are protective against dif-
ferent types of threatening stimuli occurring at the same site, or 
against different threatening stimuli at different sites occupied 
by the same immunodominant self-proteins. As a corollary, the 
same threatening stimulus, if manifested at different sites that 
do not share common dominant self-antigens, does not benefit 
from T cells directed against the same antigens.

Studies from several laboratories have shown that T cells 
patrol the healthy CNS, but do not accumulate there. The 
recent data suggest that, in the event of an acute injury or 
chronic neurodegenerative condition, T cells are recruited by 
and accumulate in the CNS (Hirschberg et al., 1998; Moalem 
et al., 1999a), where they might rescue neurons from degen-
eration if the damage caused by the toxic biochemical envi-
ronment is not yet irreversible; moreover, the recruited T cells 
will prevent further deterioration. It is also possible that this 
autoimmune protective mechanism also operates when the 
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threat to the tissue is from microbial infiltration. In such a case 
the anti-self response might occur without the individual being 
cognizant of the response taking place, unless the harnessed 
autoimmunity gets out of control, in which case its effect is no 
longer beneficial but destructive, and might result in an auto-
immune disease (Dal Canto et al., 2000; Miller et al., 2001). 
This might be the situation in individuals who are predisposed 
to autoimmune disease development (Kipnis et al., 2001). 
According to this theory the pathogenic self-proteins that have 
been implicated in autoimmune diseases are the very proteins 
against which a well-controlled T cell response is protective. 
This might help explain why autoimmune diseases are often 
attributed to viral infections in the brain. It might also explain 
the relatively low clinical prevalence of autoimmune diseases 
and their occurrence mainly in young adults rather than in the 
elderly population, whereas neurodegenerative diseases and 
cancer are common and significantly more prevalent in the 
elderly, in whom the immune system is deteriorating (Linton 
and Dorshkind, 2004).

45.2.4. The Missing Link—Adaptive  Immunity 
Controls Microglia Phenotype Needed for 
S urvival, Regrowth, and Renewal

It has long been believed that, irrespective of the type or 
context of an injurious stimulus, microglia show a stereo-
typed reaction in that they exhibit a predetermined program 
of executive functions. Experimental evidence supports the 
notion that some features of the microglial response might 
indeed originate in a core program of multi-purpose behav-
ior. It should be noted, however, that most of what we know 
about the diverse activities of microglia emerges from in-vitro 
studies which cannot adequately reflect the complexity of 
microglial responses in vivo. Deprived of their physiological 
environment and triggered via a single receptor, the in-vitro 
response of isolated microglia is likely to be one-dimensional 
(Becher et al., 1996; Stalder et al., 1997; Lombardi et al., 
1998; Smith et al., 1998; Kloss et al., 2001; Nakajima et al., 
2001; He et al., 2002; Saura et al., 2003; Liuzzi et al., 2004; 
Shin et al., 2004; Vairano et al., 2004; Vegeto et al., 2004). 
As an example, when activated by bacterial components such 
as lipopolysaccharide, microglia acquire an inflammatory and 
cytotoxic phenotype (Lee et al., 1993; Merrill et al., 1993). 
This emergency scenario, in which the body’s fighting force 
is called upon to attack and kill bacteria, represents only one 
possible situation involving microglial activation. In contrast 
to the traditional notion of a stereotyped response, we favor the 
idea of diversity in microglial behavior. An acquired response 
that is defined and refined by an ensemble of incoming signals 
is not a new concept in cell biology. It does, however, repre-
sent a departure from the traditional view of microglia.

Danger signals can come from both foreign material 
(infectious agents) and endogenous sources (damaged cells 
or tissues, altered molecules, neurotransmitter imbalances). 

Endogenous toxicity (the ‘enemy within’ (Schwartz et al., 
2003) ) might result from membrane breakdown products, 
the extracellular presence of cytosolic compounds, abnor-
mally processed or aggregated proteins (such as β-amyloid), 
or abnormal abundance of transmitters (such as glutamate). It 
appears that microglia fail to distinguish between external and 
self-derived enemies, and consequently their response to dan-
ger signals from endogenous agents resembles their response 
to invading microbes.

The microglial phenotype can be shaped by adaptive immu-
nity (Butovsky et al., 2005b; Shaked et al., 2005). The chemoat-
tractive message of inducible microglial chemokines can be 
altered by a single T-cell cytokine: interferon (IFN)-γ), probably 
serving a feedback mechanism, alters the blend of chemokines, 
thereby shifting the preference for leukocyte subpopulations 
and conceivably affecting the composition of further infiltrates. 
Adding another piece to the puzzle, the nature and intensity of 
this response can be controlled by interleukin (IL)-4, a cytokine 
associated with Th2 cells (Butovsky et al., 2005b).

Thus, even standard responses triggered by established 
stimuli in simplified in-vitro settings show substantial varia-
tion when another factor is added. Microglia respond differ-
ently to the same stimulus if it co-exists with an additional 
stimulus, suggesting that they should be viewed as cells that 
acquire different phenotypes rather than behave stereotypi-
cally. Two stimuli can generate different effects, depending 
on the sequence of exposure: “priming” (preconditioning in 
which the first stimulus prepares the cell for an enhanced 
response to the second), negative priming (desensitization), or 
interference (where the second stimulus exercises a veto effect 
over an ongoing response to the prior stimulus). The two-
signal interplay becomes even more complex when the time 
interval between the two exposures (manifested as ‘memory’) 
varies, as discussed below. This suggests that upon arrival of a 
modulator the executive functions of microglia can change not 
only in magnitude but also in quality. Variability of microg-
lial activity is therefore not merely a reflection of stimulus 
strength or persistence, but is largely determined by the nature 
and context of the stimulus (Butovsky et al., 2005a, 2006).

In our view, microglia function as local sentinels. Under 
certain circumstances restricted activation of these stand-by 
immune cells might occur without being detected. If these 
sentinels fail to correctly read incoming stress signals, how-
ever, they will not develop the phenotype needed to fight off 
the threat, or alternatively, the cost of fighting off the threat is 
likely to outweigh the benefit (in terms of death of neighbor-
ing neurons). In addition, the outcome of a correct response 
to a particular signal could be detrimental if the signal itself 
is misleading. Self-compounds such as aggregated β-amy-
loid, for example, induce microglia to respond to them as if 
they were invading microorganisms to be killed. The pheno-
type utilized for that purpose is characterized by the produc-
tion of cytotoxic molecules in quantities that the brain cannot 
tolerate. In addition, microglia that encounter, for example, 
aggregated β-amyloid fail to express class II major histocom-
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patibility complex (MHC-II) molecules, and therefore lack 
the ability to interact locally with T cells (adaptive immunity) 
in the way needed for T cell-mediated expression of protective 
activity against local threats such as oxidative imbalance or 
cytotoxicity of neurotransmitters. Thus, paradoxically, under 
such conditions the microglia are precluded from participat-
ing in the adaptive immune responses needed to rescue the 
tissue from the toxicity that they themselves had helped to 
generate (Shaked et al., 2004, 2005).

Recent studies have shown that an inflammation-associ-
ated autotoxic phenotype not only causes neuronal loss but 
also interferes with neuronal survival, obstructs neurogen-
esis, and prevents regeneration (Butovsky et al., 2005a, b, 
2006). In contrast, microglia that encounter adaptive immu-
nity acquire a phenotype capable of presenting antigens and 
engaging in dialog with T cells. Such microglia, depending 
on the nature and amount of T cell-derived cytokines that they 
encounter, can become activated without producing the poten-
tially cytotoxic cytokine tumor necrosis factor (TNF)-α or 
can even down-regulate its production. For example, operat-
ing via relatively small amounts of IFN-γ, the T-helper (Th)1 
cells—classically viewed as pro-inflammatory—can activate 
microglia to buffer glutamate, a common player in neurode-
generative diseases (Shaked et al., 2005). Likewise, Th2 cells, 
commonly viewed as anti-inflammatory, by operating via IL-
4 can activate microglia to produce insulin-like growth fac-
tor (IGF)-I (Butovsky et al., 2005b), known to be associated 
with cell renewal (Mattson et al., 2004; Varela-Nieto et al., 
2004; Shetty et al., 2005; Sonntag et al., 2005; Butovsky et al., 
2006). Microglia activated by IFN-g or IL-4 therefore protect 
neurons and can support both neurogenesis and oligodendro-
genesis (Butovsky et al., 2006).

We maintain that the protective versus destructive dichotomy 
of microglial effects does not necessarily reflect conflicting or 
contradictory activities. In normal healthy individuals, these 
cells stand ready and waiting to perform neural or immune 
tasks. However, because the CNS has a limited ability of the to 
tolerate any deviation from homeostasis, even defensive activ-
ity on the part of activated microglia can exacerbate a chaotic 
situation rather than resolve it.

Strategies for preventing overshooting of microglial reac-
tions can be based on pharmacology, by employing selective 
suppression of undesirable activities while still permitting 
other executive functions to be performed. An alternative 
approach of recruiting T cells of a certain phenotype directed 
against weak agonists of self-antigens, might result in immu-
nomodulation. Examples of such antigens are altered peptide 
ligands or the synthetic oligopeptide copolymer 1 (Cop-1) 
(Teitelbaum et al., 1997; Sela, 1999, 2000). By the use of such 
antigens for vaccination in a context of neurodegenerative 
conditions, it was possible—irrespective of the primary risk 
factor—to boost activity in a well-controlled way (Kipnis et 
al., 2000; Schori et al., 2001; Schwartz, 2001b; Schwartz and 
Kipnis, 2005a). Paralysis of microglia can be helpful within 
an experimental setting of a disease model. However, global 

depletion of microglia for extended periods might impair 
rather than preserve the structure and function of the CNS.

45.3. Development of Therapeutic 
 Vaccinations

Any immune manipulation, which activates the immune sys-
tem to induce a well-controlled increase in the likelihood 
that relevant T cells will home to a site of injury site, can be 
expected to be beneficial. Three major approaches could be 
considered: immunization with self-antigen agonists, induc-
tion of lymphopenia or functional inactivation of naturally 
occurring regulatory CD4+CD25+ T cells.

45.3.1. Immune-Based Vaccination for 
 Neurodegenerative Diseases

45.3.1.1. Copolymer-1 (Glatiramer acetate, CA)

Recognizing that T cells are needed for assisting CNS in 
fighting off neurodegenerative conditions have prompted us 
to search for safe ways to do so without imposing the risk of 
developing autoimmune diseases. Data accumulated over the 
last decade has raised several options, including local trans-
plantation of specially activated macrophages in cases of acute 
insult. In other situations of either chronic or acute neurode-
generation, the choice depends on the therapeutic window and 
the condition of the tissue (the critical issue being the bias of 
the microglia). In searching for active vaccination we consid-
ered using agonists of self-antigens. Such agonists can activate 
a response that weakly cross-reacts with the resident self-anti-
gens. One such antigen is the copolymer glatiramer acetate, 
known as Cop-1, which is safely used daily for treating multiple 
sclerosis. Yet, for neuroprotection in cases of noninflammatory 
neurodegenerative diseases the outcome was critically affected 
by the dosing, regimen and the choice of the carrier (adjuvant). 
In the case of animal model of ALS, the use of GA emulsified 
in complete Freunds adjuvant was beneficial, yet adjuvant-free 
GA was not found to be effective in any of the tested regi-
mens  (Haenggeli et al. 2007) and its daily administration was 
found to be destructive in female ALS mice (Bukshpan et al., 
unpublished observations).  In a model of glaucoma, weekly 
or monthly injections of adjuvant-free GA were found to be 
beneficial, but not daily injections (Bakalash et al. 2005). In an 
animal model of Alzheimers disease, a weekly injection was 
found to be beneficial (Butovsky et al. 2006b). Yet translating 
it into a human therapy requires careful determination of the 
regimen, which critically determines the T-cell phenotype (Th1, 
Th2, Treg); and thus, the clinical outcome.

45.3.1.2. Lymphopenia

Induction of lymphopenia significantly increases immunore-
activity towards cancer-specific proteins and efficiently sup-
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presses cancer (Dummer et al., 2002). A sudden drop in the 
pool of peripheral T lymphocytes stimulates their homeostasis-
driven proliferation in order to restore the pool. In response to 
the stimulus of lymphopenia, naïve peripheral T cells prolifer-
ate and acquire a phenotype reminiscent of memory T cells 
(Ma et al., 2003). The induced proliferation predisposes the 
individual to development of an autoimmune response, since 
under lymphopenic conditions T cells can proliferate upon 
interaction with MHC-II molecules alone, with no need for a 
co-stimulatory signal (Sara et al., 1999; Gudmundsdottir and 
Turka, 2001; Elflein et al., 2003). If at the time of lymphope-
nia induction the body undergoes stress and consequently cer-
tain self-antigens are exposed (e.g., antigens related to tissue 
injury or cancer), an autoimmune response to those antigens 
will occur, resulting in a high overall incidence of the prolif-
eration of the relevant T lymphocytes (Gelinas and Martinoli, 
2002). In rodents suffering from acute or chronic neurode-
generative conditions, induction of lymphopenia significantly 
benefits post-injury neuronal survival (Kipnis et al., 2004b). 
Lymphopenia and the subsequent homeostatic proliferation 
can be induced in a number of ways, the most clinically rel-
evant being low-dose irradiation of the lymphoid organs. As 
a result of the lymphopenia, T cells proliferate and become 
activated. They patrol the body, and their patrol route includes 
the CNS. On reaching the lesion site, and after being activated 
by the resident cells that present self-antigens in the MHC-
II groove, these lymphopenia-derived T cells perform their 
effector functions, similarly to T cells obtained by immuniza-
tion with self- or altered self-proteins (Kipnis et al., 2004a).

45.3.1.3. Attenuation of Regulatory T Cell Network

Since the aim is to achieve activation of T cells that cross-
react with self-antigens at the site of injury, this can also be 
done by weakening the naturally occurring Treg cells. In an 
experimental context, nude mice (devoid of mature T cells) 
repopulated with a T cell population that did not contain the 
Treg-cell subpopulation (Kipnis et al., 2002) showed better 
recovery from a CNS insult than wild-type mice of the same 
strain. For clinical use, however, what is needed is a reagent 
that will weaken Treg cells. Dopamine, as mentioned earlier, 
was found to weaken both the activity and reduce the traf-
ficking of Treg cells (Kipnis et al., 2004b). It is possible that 
dopamine represents a family of physiological compounds 
capable of controlling Treg-cell activity, therefore allow-
ing speedy recruitment of the relevant autoimmune T cells. 
Development of synthetic compounds that can reproduce 
the dopamine effect is another apparently feasible approach 
in which a common immune-based therapy could be used to 
fight off neurodegenerative diseases, irrespective of etiology. 
Although such compounds might weaken Treg cells nonselec-
tively (i.e., regardless of their antigenic specificity), the subse-
quently evoked autoimmunity will be restricted to CD4+ cells 
that encounter their relevant antigens, and will consequently 
be associated with the site under stress.

Summary

Harnessing the immune system in a well-controlled way might 
be the therapy of choice for neurodegenerative disorders. As 
long as the integrity of the immune system is maintained and 
neurotransmitter imbalance in the brain is within the remedia-
ble capacity of the immune system, homeostasis remains intact 
and the integrity of brain performance is preserved. According 
to this view, therefore, the widening age-related gap between 
deteriorating immunity and risk factors for diseases can be nar-
rowed by appropriate activation of the immune system.

Review Questions/Problems

 1.  Absence of macrophages increases the rate of 
 Wallerian degeneration

YES/NO/UNRESOLVED

 2.  Lack of neuroprotection in thymectomized rats 
points to the role of naturally occurring regulatory 
CD4+CD25+ T cells in endogenous neuroprotection

YES/NO/UNRESOLVED

 3.  Tova cells are not protective following CNS injury but 
will be protective following PNS injury

YES/NO/UNRESOLVED

 4.  T cell specific to NoGo protein might induce 
 neuroprotection in injured CNS

YES/NO/UNRESOLVED

 5.  Absence of macrophages improves neuronal survival 
following PNS injury

YES/NO/UNRESOLVED

 6.  Optic-nerve activated macrophages are better phago-
cytes than sciatic-nerve activated macrophages

YES/NO/UNRESOLVED

 7.  Lymphatic drainage from the CNS is unique com-
pared to lymphatic drainage from other tissues

YES/NO/UNRESOLVED

 8. GAP43 is a good marker for sprouting

YES/NO/UNRESOLVED

 9.  Neuroprotection and regeneration are similar pro-
cesses driven by different cell types

YES/NO/UNRESOLVED

10.  Perivascular macrophages are important “partners” 
in T cell-CNS interaction

YES/NO/UNRESOLVED
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11.  Prompt autoimmune response to injury will induce 
neuroprotection only if this response is tightly con-
trolled.

YES/NO/UNRESOLVED

12.  Survival of neurons in the injured CNS is an outcome, 
at least in part, of protective immune response and a 
destructive local effect of physiological compounds 
that exceed their normal concentration.

YES/NO/UNRESOLVED

13.  Only EAE-inducing TMBP cells confer neuroprotec-
tion following injury

YES/NO/UNRESOLVED

14.  T cell specific to NoGo might induce neuroprotection 
in injured CNS

YES/NO/UNRESOLVED

15.  Autoimmune T cell-based therapy can be easily com-
bined with methylprednisolone

YES/NO/UNRESOLVED

16.  Which one of the following statements is the most 
unlikely?

a. Dopamine may affect CD4+ T cells
b. Dopamine may affect Treg cells
c. Treatment with Dopamine might exacerbate cancer
d.  Treatment with Dopamine might exacerbate autoimmune 

disease

17.  Wild type Balb/c mice were injected with autologous 
carcinoma cells. One group was treated with Dopa-
mine and the other with PBS. Mice are euthanized 
when cancer reaches 2 cm in size. The plot of sur-
vival of mice as a function of time is presented bellow. 
Which of the following statements is correct?

Days

Group1

Group2

a.  Group 1 was injected with PBS and group 2 with 
Dopamine

b.  Group 1 was injected with Dopamine and group 2 with 
PBS

c.  Additional information is required to address this 
question

d. None of the above

18.  Multiple sclerosis patient was treated with a new cellu-
lar therapy – activated CD4+ T cells from this patient 
were isolated (based on the selection for CD25+), 
anergized in-vitro on immature dendritic cells and 
returned to the patient’s blood stream. This patient 
has also colon cancer. Which one of the following 
statements is the most likely?

a. The treatment may exacerbate the ongoing MS disease
b. The treatment may exacerbate the ongoing colon cancer
c. The treatment will not affect any of the conditions
d. The treatment will benefit both diseases

19.  Neuroimmunology primarily deals with:

a. Autoimmune inflammations in the brain
b. Autoimmune inflammations in the injured brain
c. Inflammatory pain
d. The effect of mood on activation of T lymphocytes
e. All of the above

20.  Patient was treated with Copaxone for multiple sclero-
sis and has developed breast cancer. Doctors analyzed 
the blood samples and found an increase in regulatory 
T cell numbers based on CD25 and Foxp3 markers. 
The suggestion made by doctors was that Copaxone 
induces regulatory T cells and this may lead to can-
cer development. Which of the comments bellow is 
FALSE.

a. Doctors might be right
b.  Doctors did not review the recent literature on Foxp3 

in human Treg
c.  Only if these cells did not produce IL-2 they could be 

considered as Treg cells
d.  The suppressive activity of these cells in-vitro should 

be examined before addressing them a suppressor 
function

e. All of the above
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46.1. Introduction

A prominent feature that underscores the current era of vac-
cinology is the ability to generate a huge variety of antigens 
(Ag) by various synthetic chemistry and genetic engineering 
techniques. As a result, Ags now can be produced rapidly 
and in large quantities with well-defined structures and in 
highly purified forms—desirable attributes for their use in 
vaccines intended to generate Ag-specific immune responses 
in a diverse population. Unfortunately, the routine use of 
these Ags as integral components of vaccines is encumbered 
by their inherent lack of immunogenicity. Such vaccines, 
therefore, require the use of adjuvants in order to potentiate 
and focus the immune response to the Ag so that optimal 
immune outcome can be achieved. Thus, the discovery and 
development of new adjuvants is of growing importance to 
the design of vaccines capable of meeting the modern threats 
posed to human and animal populations by new or resurgent 
infectious and non-infectious diseases.

This chapter will highlight recent trends in the development 
of novel adjuvants and, to the extent to which it is known, 
their immunologic mechanisms. A particular emphasis will 
be place on those adjuvants composed of single molecular 
entities, the so called molecular adjuvants.

46.2. General Adjuvants: Vehicles 
and Immunomodulators

An adjuvant is any substance or any formulation of substances 
that enhances an immune response to an Ag. As a general 
rule, adjuvants fall into two major categories, vehicles and 
immunomodulators (Van Regenmortel, 1997).

Vehicles are those adjuvants that help carry Ags to and 
retain them in proximity to lymphocytes and other auxiliary 

immune cells, particularly antigen presenting cells (APC), 
within various lymphoid tissues. Indeed, it is this “depot” 
effect that is the defining mechanism of vehicle adjuvants. 
Classic examples of vehicles include liposomes, emulsions, 
proteosomes, and immunostimulating complexes (ISCOM) 
(Crouch et al., 2005). Typically, the final vaccine formula-
tion is the Ag contained within the vehicle. Other examples of 
vaccines that utilize vehicles include formulations in which 
the Ag is covalently linked to bioadhesive microparticles 
such as poly(D,L-lactide-coglycolide (PLGA) (Diwan et al., 
2004), nanoparticles, or adsorbed on the surface of carriers 
such as calcium and aluminum salts (phosphate or hydrox-
ide), particularly alum, which is the only adjuvant approved 
for human use (Olive et al., 2001).

Immunomodulators are adjuvants defined by their abil-
ity to activate APCs and/or lymphocytes. Typically, this 
activation is characterized by the adjuvant-induced release 
of cytokines form lymphocytes and other auxiliary immune 
cells. Examples of immunomodulators include muramyl-
dipeptide (MDP), monophosphoryl lipid A (MPL) (Ulrich 
and Myers, 1995), lipopoly-saccharide (LPS) (Johnson 
et al., 1956), bacterial cell membranes (Muhlradt et al., 1998), 
certain components of the complement system (Dempsey 
et al., 1996; Jacquier-Sarlin et al., 1995), cytokines (Afonso 
et al., 1994; Kurzawa et al., 1998), and oligonucleotide 
mimics of bacterial DNA. The typical vaccine formula-
tion is one in which the Ag is admixed with the immuno-
modulator. Variations on this theme include those in which 
the Ag is covalently linked to the immunomodulator with the 
rationale that elements of the generalized immune response 
invoked by the adjuvant might be more directed to the Ag. 
Some examples of this approach include the incorporation 
of lipids, lipopolysaccharides, and lipoamino acids into pep-
tide Ags by synthetic methods (Metzger et al., 1991; Defoort 
et al., 1992; Martinon et al., 1992; Wiesmuller et al., 1992; 
Olive et al., 2001) and the genetic fusion of chemokines/
cytokines to protein Ags (Biragyn et al., 1999).

It should be pointed out that this classification of adju-
vants is based more on historical observations than on strict 
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mechanisms of action. In fact, there are several examples of 
adjuvants belonging to the vehicle family that act as immu-
nomodulators. A noteworthy example of this is the saponins, 
which are extracted from the plant Quillaja saponaria and 
are used to create emulsions into which Ags are added. Over 
the years, a variety of chemical modifications of saponins 
have been used as adjuvants and all appear to stimulate the 
release of various T helper 1 (Th1) and T helper 2 (Th2) 
cytokines in addition to their vehicle-like mode of action 
(Shi et al., 2005).

Finally, there are many examples of vaccine formulations 
in which individual adjuvants are used in combination with 
 others as a way of optimizing immune efficiency and  outcome. 
Despite the current emphasis placed on evaluating the wide 
variety of adjuvants in experimental use today and the  myriad 
of possible combinations and formulations, no  particular adju-
vant or adjuvant system has emerged as an ideal product. Also, 
given the variation within a data set in which adjuvants are 
employed, it appears that the effectiveness of an adjuvant or 
adjuvant system is best evaluated on a case-by-case basis.

46.3. Present-Day Adjuvants in Human 
and Animal Applications: General 
Mechanism of Action

As stated above, the principal objective for the use of an 
adjuvant in a vaccine is to potentiate immune response to 
an Ag of minimal immunogenicity. How this potentiation is 
achieved varies from adjuvant to adjuvant and in many cases, 
the precise mechanism of action is unknown. However, as a 
rule, immune potentiation is accomplished by the ability of 
the adjuvant to induce a variety of non-specific activities 
within the innate arm of the immune system. Once activated, 
the innate branch of immunity, particularly the complement 
system, orchestrates the various humoral and cell-mediated 
responses that operate within and between the innate and 
acquired arms. The result is a generalized activation and 
potentiation of the immune system in response to the adju-
vant with the hope that this generalized immune priming will 
allow for a more effective processing and recognition of the 
Ag contained within the vaccine.

The manner by which an adjuvant induces this immune 
priming emanates from the exquisite sensitivity of the mam-
malian immune system to detect the presence of bacteria and 
bacterial components and respond accordingly in a rapid and 
vigorous manner. The initial response to these bacterial 
signals is largely a function of the innate branch of the immune 
system, which has evolved under continual selective pressure 
from pathogenic bacteria and other disease-causing microor-
ganisms. It is not surprising, therefore, that the majority of 
adjuvants in use today are composed of various molecules, 
components, and structures derived from bacteria. The use 
of these adjuvants in vaccines, therefore, provides the bacte-
rial signals to which the innate arm of the immune system 

vigorously reacts, which results in the priming/potentiation of 
the immune system.

However, this rapid and vigorous innate response to the 
bacteria-like signals induced by such adjuvants can result in 
an overly aggressive and misdirected immune response that 
is accompanied by undesirable side-effects such as anaphy-
laxis, fever, injection site granulomas or rashes, and local 
or systemic inflammation. Another drawback is that the 
 adjuvant tends to induce a generalized immune response with 
little immune specificity directed to the Ag of interest. Also, 
immunity that might be directed to the Ag can be masked due 
to the magnitude of the innate response to the adjuvant. In 
an attempt to overcome these drawbacks, there is a vigorous 
and concerted research effort worldwide to develop modifi-
cations of bacterial-derived adjuvants such that they retain 
their ability to induce innate responses to bacterial  signals, 
but minimize or eliminate the deleterious inflammatory  
side-effects that can accompany such signals. Notable exam-
ples of such efforts include the many chemical and structural 
modifications developed and tested on MPL (Ulrich and 
Myers, 1995) and the saponins (Shi et al., 2005).

46.4. Molecular Adjuvants

46.4.1. Definition

The need for an adjuvant capable of inducing a robust and 
Ag-specific immune response accompanied with minimal 
inflammatory side-effects has given rise to a new class of 
adjuvants, which have come to be known as molecular adju-
vants (Dempsey et al., 1996). The rationale for a molecular 
adjuvant is based on the notion that a single, well-defined and 
well-characterized molecular entity might be better in induc-
ing an immune response more directed to the Ag with fewer 
non-specific side effects, particularly when the Ag is attached 
directly to the molecular adjuvant. Thus, a molecular adju-
vant can be defined as a single molecular entity that targets an 
Ag to the cells of the immune system responsible for Ag pro-
cessing and presentation and/or activates specific pathways 
of Ag processing and presentation within these cells.

46.4.2. Complement

As described above, “traditional” adjuvants typically are 
derived from bacterial components in order to provide the 
bacteria signals necessary for the activation and potentiation 
of the innate arm of the immune system. One of the first com-
ponents of innate immunity that becomes activated in response 
to these bacterial signals is the complement system.

Complement is a plasma system comprised of interrelated 
proteases arranged in a cascade fashion that becomes  activated 
in response to bacterial signals and Ags associated with  bacteria. 
The role of complement is twofold: 1) to serve as an  initial, first 
line of defense to invading microorganisms and 2) to enhance 
systemic host defense by activating and orchestrating the 
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various humoral and cell-mediated responses within the 
acquired and innate arms of the immune system necessary for 
the effective elimination of the microorganism.

The “first line of defense” is accomplished through the 
generation of the membrane attack complex (MAC), which 
is assembled at the end of the complement cascade from the 
components generated by the proteolytic steps along the 
 cascade. The MAC is directly involved in lysing the mem-
branes of foreign microorganisms.

Secondly, the various humoral and cell-mediated responses 
operating at the interface of the innate and acquired arms 
of the immune system are activated and coordinated by 
 pharmacologically active components that are released at cer-
tain steps along the complement cascade. These proteolytic 
byproducts, which are independent of the components that 
comprise the MAC, induce the various humoral and  cell-
 mediated aspects of the innate and acquired arms of  immunity, 
all of which are necessary for the concerted elimination of the 
microorganism.

Principally because of this latter reason, these pharmaco-
logically active components of complement are attractive as 
molecular adjuvants. This is because their use has the poten-
tial of enhancing specific pathways of the innate and acquired 
immune processing and subsequent recognition of an Ag as 
opposed to the broader and less Ag-focused activation of the 
innate system in response to bacterial signals that come from 
of adjuvants derived from bacterial components.

46.4.3. Complement-Derived Molecular 
Adjuvants

Certain components of complement have been used as 
molecular adjuvants to enhance Ag-specific immune 
responses to model Ags. Components of complement that 
have been used as molecular adjuvants include C3b, C4b 
(Arvieux et al., 1988, Jacquier-Sarlin et al., 1995), and C3d 
(Dempsey et al., 1996). These components were chosen 
primarily for their opsonic properties; i.e., their ability to 
bind to and coat the surface of a microorganism rendering 
it more susceptible to immune cell uptake via phagocy-
tosis. The rationale, therefore, was that an Ag covalently 
attached to these complement fragments similarly would 
be rendered more susceptible for uptake by APCs and, 
 consequently, would be more effectively processed and 
presented by the APC. In all cases, the immunogenicity 
of the model Ag in the Ag-complement vaccine complex 
was markedly enhanced relative to the Ag alone, suggest-
ing that the complement fragment acted as a molecular 
adjuvant by enhancing Ag uptake by APCs and, in turn, the 
ability of the APC to process and present the Ag. Although 
the precise mechanism by which these molecular adjuvants 
enhance uptake, processing, and presentation is not fully 
understood, these studies clearly demonstrate the immuno-
logic potential of using complement components as molecular 
adjuvants in the design of vaccines.

46.4.4. The Anaphylatoxins

An important group of pharmacologically active byproducts 
of complement activation are the anaphylatoxins C3a, C4a, 
and C5a, which are small (74–76 residue) fragments cleaved 
from the larger, parent complement components C3, C4, 
and C5, respectively. The principal roles of the anaphyla-
toxins are to recruit inflammatory cells and lymphocytes 
to sites of tissue injury and infection and to then activate 
these cells’ various effector responses once recruited (Hugli, 
1981). However, the anaphylatoxins play important roles in 
the activation and regulation of humoral and cell-mediated 
responses to Ags due to their ability to modulate various 
humoral and cell-mediated activities between the innate and 
acquired arms of the immune system (Dempsey et al., 1996; 
Mastellos et al., 2005; Morgan, 1986). Consequently, the 
anaphylatoxins are attractive as molecular adjuvants, which 
may be capable of invoking Ag-specific humoral and/or cell-
mediated immune responses.

Unfortunately, the anaphylatoxins are also potent inflam-
matory mediators and their use as molecular adjuvants would 
surely be accompanied by local and/or systemic inflammatory 
side effects. Also, under certain conditions, the anaphylatox-
ins appear to downregulate immune function. For example, 
C3a has been regarded as a general suppressor of immune 
function and has been shown to downregulate certain Th2-
mediated responses to Ags (Kawamoto et al., 2004, Morgan, 
1986). Thus, while the anaphylatoxins have desirable immune 
stimulatory activities that make them attractive for use as 
molecular adjuvants, they carry with them the potential for 
adverse inflammatory side effects and immune downregula-
tion. In order for an anaphylatoxin to be used as a molecular 
adjuvant, therefore, its immune stimulatory activities must be 
enhanced at the expense of its inflammatory activities and any 
tendency to downregulate immune response.

46.4.5. Immunostimulatory and Inflammatory 
Properties of C5a

Of the anaphylatoxins, C5a has many immune stimulatory 
activities that are particularly attractive for its use as a molecu-
lar adjuvant. For example, C5a has been shown to enhance Ag-
specific and mitogen-induced antibody responses (Goodman 
et al., 1982; Morgan et al., 1983), Ag-induced T  lymphocyte 
proliferation (Morgan et al., 1983), MHC-restricted T cell pro-
liferation via primary and autologous mixed lymphocyte reac-
tions (Goodman et al., 1982; Morgan et al., 1983; Montz et 
al., 1990), and the tumoricidal activity of monocytes (Hogan 
et al., 1989). Also, C5a directly and/or indirectly induces the 
synthesis and release of a variety of immunoregulatory cyto-
kines from monocytes and macrophages including IL-1 (Oku-
sawa et al., 1987; Goodman et al., 1982; Wetsel, 1995; Buchner 
et al., 1995), IL-6 (Scholz et al., 1990; Gasque et al., 1995), 
IL-8 (Ember et al., 1994), IL-12 (Floreani, A., Heires, A., and 
Sanderson, S.D. personal communication) and TNFα (E.L. 
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Morgan, personal communication) as well as IL-1β, IL-6, IL-
8, IL-12, TNFα, and IFNγ from human dendritic cells (E.L. 
Morgan, personal communication).

Being an anaphylatoxin, however, C5a also expresses 
many proinflammatory activities. These include its potent 
chemotactic activities for the recruitment of inflamma-
tory cells to sites of tissue injury and infection (Shin 
et al., 1968), its ability to induce smooth muscle contrac-
tion (Hugli et al., 1987), increase vascular permeability 
(Hugli and Muller-Eberhard, 1978; Hugli, 1981, 1990), 
and induce the release of a variety of secondary inflamma-
tory  mediators such as histamine, lysosomal enzymes, and 
 vasoactive  eicosanoids from responsive cells such as mast 
cells, neutrophils,  eosinophils, and macrophages (Drapeau 
et al., 1993;  Johnson et al., 1975; Goldstein and Weissmann, 
1974; Schorlemmer et al., 1976; Lundberg et al., 1987).

These biologic responses, inflammation and immuno-
modulation, are induced by the binding of C5a to its  specific, 
high affinity receptor (C5aR, CD88) that is expressed on 
the surface of the C5a-responsive cell(s). Traditionally, 
C5aR expression has been viewed as being limited to cells 
of myeloid origin such as neutrophils, monocytes, mast 
cells, and eosinophils (Wetsel, 1995). However, it is now 
known that a variety of human cells of nonmyeloid origin 
express C5aRs. These include hepatocytes (Buchner et al., 
1995), astrocytes (Gasque et al., 1995), bronchial epithelial 
cells (Floreani et al., 1998), epithelial cells of the gut and 
kidney (Wetsel, 1995), and osteoblasts (Pobanz et al., 2000). 
The presence of C5aRs on these cells poses interesting ques-
tions about the nature of the C5a-mediated response and its 
role in the function of these cells under normal and aberrant 
 physiologic conditions and is the focus of an active research 
program in our and several other laboratories.

Because of its proinflammatory properties, C5a has been 
implicated in a number of inflammatory disorders such 
as rheumatoid arthritis (Jose et al., 1990), adult respira-
tory distress syndrome (Till et al., 1982; Mulligan et al., 
1996), gingivitis, (Wingrove et al., 1992), systemic lupus 
erythematosus (Hopkins et al., 1988) psoriasis (Bergh 
et al., 1993), reperfusion injury (Amsterdam et al., 1995), 
and gram-negative bacterial sepsis (Smedegard et al., 1989). 
This pathogenic involvement has provided the motivation 
for the development of C5a/C5aR antagonists to inhibit 
these C5a-mediated inflammatory disorders (Konteatis et al., 
1994; Finch et al., 1999).

As the inflammatory properties of C5a have been the moti-
vation behind the development of C5a antagonists, so too have 
the immunostimulatory properties of C5a been the motivating 
factor for the development of agonists of C5a that can be used 
as surrogates of the natural factor for enhancing humoral and 
cell-mediated immune responses; i.e., as a molecular adju-
vant. Using such agonists of C5a as a molecular adjuvant, 
however, requires developing response-selective agonists that 
are capable of invoking C5a-like immunostimulatory proper-
ties at the expense of C5a-like inflammatory properties.

46.4.6. C5a: Structure-Function Considerations

Human C5a is a 74-residue glycopolypeptide that is com-
prised of two important structural and functional domains. 
The first is the well-ordered N-terminal core domain 
 comprised of residue 1–63, which is primarily involved 
in the recognition and binding of C5aRs (Mollison et al., 
1989; Zuiderweg et al., 1989). The second is the C- terminal 
domain, residues 64–74, which extends from the N- terminal 
core as a finger-like projection. C5a

65–74
 (ISHKDMQLGR) 

is a region of considerable backbone  flexibility and poorly-
defined structure (Zuiderweg et al., 1989), yet the proin-
flammatory and immunostimulatory  activities characteristic 
of the entire C5a polypeptide reside in this small C-terminal 
stretch (Ember et al., 1994, 1992; Morgan et al., 1992). 
Thus, an early objective in developing agonists or antago-
nists of C5a was to synthetically manipulate this region of 
C5a with the goal of generating a  peptide-based ligand that 
would either bind the C5aR with high affinity but not trans-
ducer a biological signal (a C5a antagonist) or would bind 
and modulate the C5aR in such a way that only a limited 
or specific signal transduction event(s) such as immunos-
timulation would be activated (a response- selective C5a 
agonist).

Flexibility in the C-terminal, effector region of C5a (C5a
65–

74
 or ISHKDMQLGR) is a dominant feature of  natural C5a 

(Mollison et al., 1989; Zuiderweg et al., 1989). It may be 
that this flexibility allows the C5aR the ability to induce a 
unique conformation in this region of the C5a ligand that is 
conducive to the expression of biologic  activity characteris-
tic of that particular C5aR-bearing cell. It may be, in fact, 
that a biologically active conformation in this effector region 
of C5a responsible for activity in one type of C5aR- bearing 
cell may not be the ideal conformation for the expression of 
activity in another. This suggests therefore, that by employing 
a synthetic strategy in which the flexibility in this effector 
region of C5a is restricted, one might bias certain conforma-
tional features that are important for the expression of certain 
types of C5aR-mediated activities; i.e., a response-selective 
agonist. Such a specific and  stabilized conformation, when 
presented to the C5aR, would be more likely to interact with 
those C5aRs that are capable of accommodating this particu-
lar conformation.

46.4.7. Conformationally Restricted 
Analogues of C5a

65–74

Over the years, our laboratory has generated a library of 
analogues of C5a

65–74
 in which backbone flexibility was 

restricted by certain amino acid substitutions. This was done 
with the goal of biasing certain conformational features 
that might be helpful in the search for biologically relevant 
conformations responsible for the induction of C5a-like 
immunostimulatory activities versus those responsible for 
C5a-like inflammation.
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Backbone flexibility was restricted by introducing three 
principal types of residue substitutions within C5a

65–74
: 1) 

Pro substitutions to restrict φ angle flexibility and to narrow 
the range of sterically allowed backbone conformations in 
the pre-proline residue (Hruby and Nikiforovich, 1991), 2) 
Ala substitutions to evaluate the biological importance of the 
side-chains in the peptide, and 3) D-residue substitutions to 
assess the contribution of stereoisomeric arrangements. The 
use of such peptide modifications has an additional advantage 
in that Pro, Ala, and D-residues occupy well-defined regions 
of sterically-allowed Ramachandran space (Hruby and Niki-
forovich, 1991). Thus, an evaluation of the changes made 
in the biological activity of these conformationally restricted 
analogues of C5a

65–74
 can provide information about the spe-

cific types of backbone conformation features that are impor-
tant to specific types of biological activity.

Using this approach of biasing backbone conforma-
tion, we showed that one peptide from this library, C5a

65–

74
Y65,F67,P69,P71,D-Ala73 or YSFKPMPLaR exhibited 

about 10% of the potency of natural C5a for its ability to 
induce the release of spasmogenic eicosanoids from tissue 
resident macrophages in human umbilical artery, but only 
about 0.1% of C5a activity in its ability to induce the release 
of β-glucuronidase from human neutrophils (Finch et al., 
1997). This difference in biological potency was reflected by 
a corresponding difference in binding affinity to the C5aRs 
expressed on these cells: IC

50
 = 0.2 µM in rat peritoneal macro-

phages compared to 10 µM in human neutrophils (Finch et al., 
1997, Vogen et al., 2001). This difference has been expressed 
as a function of the relative selectivity of YSFKPMPLaR in 
interacting with C5aRs on macrophages relative to C5aRs 
on neutrophils: selectivity = antilog[pD

2
macrophage activity 

– pD
2
neutrophil activity]. This measure of selectivity showed 

that YSFKPMPLaR was significantly more potent/selective in 
inducing eicosanoid release from C5aR-bearing macrophages 
than enzyme release from C5aR-bearing neutrophils relative 
to natural C5a and several other analogues less conformation-
ally biased than YSFKPMPLaR (Finch et al., 1997). Another 
noteworthy property of YSFKPMPLaR, but not natural C5a 
or more flexible analogues of C5a

65–74
, was the increased sta-

bility of the biologically important C-terminal Arg residue to 
proteolytic cleavage by serum carboxypeptidases (Kawatsu 
et al., 1996). The presence of this C-terminal Arg residue, par-
ticularly in small peptide agonists of C5a, is essential for the 
expression of full biological activity and its retention in vivo is 
an important consideration in the design of response-selective 
agonists of C5a for therapeutic use.

Nuclear Magnetic Resonance (NMR) analysis (Vogen 
et al., 1999b) of YSFKPMPLaR in water indicated the pres-
ence of extended, polyproline II (P

II
) backbone conformation 

extending through residues 68–70/71 (KPM/P), which was 
expected from the influence of Pro at position 69 (Hruby and 
Nikiforovich, 1991). The C-terminal region (PLaR) adopted 
a distorted type II β-turn or a type II/V β-turn. In the type 
II/V β-turn, Leu72 exhibited a conformation characteristic of 

a type II β-turn, whereas D-Ala73 exhibited a conformation 
characteristic of a type V β-turn. Furthermore, an overlapping 
inverse γ-turn involving residues LaR was observed within the 
type II/V β-turn. This combination of conformational features 
in a peptide of only ten residues is highly unusual and under-
scores the unique topography that can be introduced in these 
C-terminal analogues of C5a and their potential for therapeu-
tic use.

Indeed, the increase in potency/selectivity expressed by 
YSFKPMPLaR for eicosanoid release from macrophages 
versus enzyme release from neutrophils is attributed to the 
unique conformational features expressed in YSFKPMPLaR 
and the fact that they appear to be well accommodated by 
C5aRs on macrophages, but not by C5aRs on neutrophils. 
Why this is the case is not understood and it remains to be 
determined whether this difference might emanate from the 
ability of YSFKPMPLaR to distinguish between two dif-
ferent subtypes of C5aRs expressed on these two cell types. 
These studies represent only a beginning in understand-
ing the relationship between structure and function of these 
C5a agonists and considerable work is required to identify 
and relate a specific topochemical feature of the agonist to a 
specific C5aR-mediated biological response(s). Nevertheless, 
the structure-function information provided by these confor-
mationally biased decapeptide agonists of C5a support the 
development of highly response-selective agonists of C5a and 
offers some insight as to the types of backbone conformations 
that may related to selective activation of the C5aR expressed 
on different C5aR-bearing cells, particularly C5aR-bearing 
cells of the immune system (Taylor et al., 2001).

46.4.8. YSFKPMPLaR as a Molecular Adjuvant

YSFKPMPLaR has been used as a molecular adjuvant in in 
vivo studies designed to evaluate its effectiveness as a C5a 
surrogate capable of inducing Ag-specific humoral and  cell-
mediated responses to various B and T cell epitopes. This 
was approached by synthesizing the epitope directly onto the 
N-terminal end of YSFKPMPLaR thus leaving the C5a agonist 
moiety of the construct free to interact with C5aRs expressed 
on APCs. It was hypothesized that the YSFKPMPLaR moiety 
would carry the epitope to and activate the APC in a manner 
similar to natural C5a via interaction with surface expressed 
C5aRs for which YSFKPMPLaR has high affinity and selec-
tivity (Tempero et al., 1997) YSFKPMPLaR, like natural 
C5a, would activate APCs via the synthesis and/or release 
of Th1 and Th2 cytokines. Following this APC  activation, 
the C5aR/ligand complex would internalize and carry the 
attached epitope into intracellular Ag processing pathways 
where it associates with major histocompatibility complex 
(MHC) determinants for expression on the APC  surface. 
Of our library of conformationally biased C5a agonists, 
YSFKPMPLaR was the ideal choice for use as a  molecular 
adjuvant because of its enhanced potency/selectivity for 
C5aR- bearing APCs such as macrophages versus neutrophils 
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and the stability of its crucial C-terminal Arg reside to cleav-
age by carboxypeptidases.

46.4.8.1. Generation of Ag-Specific Antibody 
Responses

In one study (Tempero et al., 1997) ) YSFKPMPLaR was 
used to induce Ag-specific antibody (Ab) responses to a 
B cell epitope derived from the juxtamembrane region of 
human mucin type 1 glycoprotein (MUC1). A C5a-active 
construct was generated by covalently attaching the MUC1 
epitope (YKQGGFLGL) to the N-terminus of YSFKPMPLaR 
(YKQGGFLGLYSFKPMPLaR). This construct was shown 
to be a full agonist of natural C5a and expressed the same 
response-selective properties exhibited by YSFKPMP-LaR 
alone. A C5a-inactive construct was generated by attaching 
the MUC1 epitope to the biologically important C-terminal 
end of YSFKPMPLaR (YSF-KPMPLaRYKQGGFLGL). 
This construct retains the same amino acid composition as 
the C5a-active construct but is devoid of C5a-like activities 
and, therefore, serves as an ideal negative control to the C5a-
active construct.

C57BL6 and BALB/c mice were immunized with the 
 following constructs: 1) YSFKPMPLaR, 2) YKQGGFLGL, 
3) YSFKPMPLaR + YKQGGFLGL, 4) YKQ-GGFLG-
LYSFKPMPLaR, and 5) YSFKPMPLaRYKQGGFLGL. 
Mice were immunized via intraperitoneal injection of a 
100 µl solution containing 100 µg of the peptide. Mice were 
boosted at 2-week intervals and sera obtained for analysis 
after 6 weeks. Another set of mice was immunized under 
 identical conditions, but with a more traditional construct 
of the MUC1 epitope attached to the carrier protein keyhole 
limpet hemocyanin (KLH). In order to effectively evaluate 
immune outcome from the peptide-based and KLH-based 
vaccine constructs, immunizations were performed in the 
presence of MPL adjuvant so that the KLH construct was 
given a chance to induce immune response under more 
 typical immunization conditions.

High Ab titers specific for the MUC1 epitope were 
observed only in mice immunized with the C5a-active con-
struct, YKQGGFLGLYSFKPMPLaR and the epitope-KLH 
construct. These anti-epitope Abs were shown to cross react 
with rhMUC1 protein expressed on the surface of a trans-
fected pancreatic cell line (Panc-1 M1F.15). This indicates 
that the anti-YKQGGFLGL Abs appear to recognize the 
YKQGGFLGL epitope within intact whole MUC1 protein.

The isotypes of the Abs generated by the molecular adju-
vant-containing construct were IgM, IgG2a, and IgG2b. In 
contrast, Ab isotypes generated by the KLH construct were 
IgM and IgG1. This suggests that the molecular adjuvant-
containing vaccine induced an Ab class switch characteristic 
of a Th1-like response and, consequently, generated Ab with 
isotypes distinct from the traditional KLH construct. Thus, the 
molecular adjuvant appears to induce Ag-specific Abs via an 
immunologic pathway that differs from the more traditional 
vaccine design. Finally, mice immunized with the molecular 

adjuvant-containing construct displayed no outward signs of 
immediate or delayed inflammatory responses.

Over the years, we have used epitope-YSFKPMPLaR 
vaccine constructs to immunize rats, hamsters, rabbits, 
and cattle to a wide variety of B cell epitopes of various 
lengths (8 to 35 residues) and chemical modifications such 
as phospho-Tyr/Ser/Thr-containing epitopes. In all cases, 
immunizations were performed with the epitope-YSFK-
PMPLaR construct dissolved merely in unbuffered or 
phosphate buffered saline (PBS) via simple subcutaneous 
and/or intraperitoneal injections.

One of the interesting possibilities presented by the 
molecular adjuvant-containing vaccines is that the molecu-
lar adjuvant might enable the processing and presentation of 
small molecule Ags that are particularly difficult to induce 
immune response against. In fact, we have generated a 
molecular adjuvant-containing vaccine to nicotine in which 
a single nicotine hapten was attached to the N-terminal end 
of YKQGGFLGLYSFKPMPLaR (Nic-YKQGGFLGLYS-
FKPMPLaR (Sanderson et al., 2003). Rats immunized with 
this construct dissolved only in saline generated nicotine-
specific Ab titers and were shown to be resistant to certain 
nicotine-induced behavioral effects.

46.4.8.2. Generation of Ag-Specific Cell-Mediated 
Responses

The effectiveness of YSFKPMPLaR to induce a cytotoxic 
T lymphocyte (CTL) response to a well defined T cell 
 epitope was evaluated by immunizing mice with C5a-active 
and C5a-inactive constructs in which a T cell epitope from 
the hepatitis B surface antigen (HBsAg), IPQSLDSW-
WTSL, was attached to the N-terminus and C-terminus of 
YSFKPMPLaR, respectively (Ulrich et al., 2000). BALB/
c mice were immunized with the following constructs: (1) 
YSF-KPMPLaR; (2) IPQSLDSWWTSL; (3) IPQSLDSW-
WTSLRR; (4) the C5a-active constructs IPQSLDSWWT-
SLYSFKPMPLaR, IPQSLDSWWTSLRRYSFKPM-PLaR, 
and IPQSLDSWWTSLRVRRYSFKPMPLaR; and (5) the 
C5a-inactive constructs YSFKPMPLaRRRIPQSLDSW-
WTSL, and IPQSLDSWWTSLRRYSFKPMPLaRG. Some 
of these constructs were designed with a protease-sensitive 
linker sequence between the CTL epitope and the molecular 
adjuvant in order to provide a cleavage site for intracellu-
lar proteases that would separate the CTL epitope from the 
molecular adjuvant and facilitate its processing and presen-
tation. Two protease-sensitive linker sequences were used in 
these designs. One was a double-Arg sequence (RR), which 
is sensitive to proteases of the subtilisin family (Barr, 1991) 
and other trypsin-like proteases. The other was a sequence 
specific to the ubiquitous intracellular subtilisin-like prote-
ase furin (RVRR) (Gordon et al., 1995).

BALB/c mice were immunized subcutaneously with 50–
100 µg of the above constructs dissolved only in 100 µl of 
sterile PBS and were boosted at 21-day intervals. Spleen cells 
were harvested, incubated with 150 nM of the HBsAg CTL 
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epitope (IPQSLDSWWTSL), and used as effector cells against 
51Cr-labeled target cells (P815S) that express the HBsAg.

Consistent with the above Ab results, only those mice 
immunized with the C5a-active constructs generated  Ag-spe-
cific, CD8+ CTL responses. Interestingly, of the C5a-active 
constructs used in these immunizations, only the two con-
taining the protease-sensitive linker sequences induced a 
CTL response; i.e., IPQSLDSWWTSLRRYSFKPMPLaR and 
IPQSLDSWWTSLRVRRYSFKPMPLaR, but not IPQSLD-
SWWTSLYSFKPMPLaR. This observation appears to impli-
cate the importance of an intracellular proteolytic event in 
separating the epitope from the molecular adjuvant for facili-
tating Ag/epitope processing and presentation. Finally, mice 
immunized with either YSFKPMPLaR or the C5a-active 
 epitope-YSFKPMPLaR constructs displayed no outward 
signs of immediate or delayed inflammatory responses.

In a related study (Pisarev et al., 2005), it was shown that 
murine dendritic cells pulsed with a C5a-active construct 
made from a T-cell epitope of the degenerate tandem repeat 
region of MUC1 (SAPDNRPAL) attached to the molecular 
adjuvant (SAPDNRPALRRYSFKPMPLaR) induced epi-
tope-specific type 1 T cells. Also, spleen cells from mice 
transgenic for human MUC1 on the genetic background of 
C57BL/6 mice were stimulated with irradiated spleen cell 
pulsed with SAPDNRPALRRYSFKPMPLaR, SAPDNRPAL, 
or a structurally similar epitope SAPDTRPAP. Immunization 
with SAPDNRPALRRYSFKPMPLaR induced significant 
responses to both epitopes, while immunization with SAP-
DNRPAL alone induced responses only to the SAPDNRPAL 
epitope. These results demonstrate the ability of the molec-
ular  adjuvant- containing construct, SAPDNRPALRRYS-
FKPMPLaR, to induce significant epitope-specific type 1 
T-cell responses to cross-reacting epitopes SAPDNRPAL and 
SAPDTRPAP derived from different regions of MUC1.

The immunization results obtained from the YSFKPM-
PLaR-induced humoral and cell-mediated responses suggest 
that the molecular adjuvant deliver both Ag and stimulatory 
signals to C5aR-bearing APCs; events that are consistent with 
the mechanism shown in Figure 46.1. The YSFKPMPLaR 
moiety of the epitope-YSFKPMPLaR construct interacts with 
C5aRs expressed on the surface of APCs, particularly den-
dritic cells, and induces the synthesis/release of cytokines that 
provide the “help” necessary to engage/activate helper T and/
or B cells necessary for the observed CTL and Ab responses, 
respectively. Following the molecular adjuvant-mediated 
release of cytokines, the C5aR-ligand complex internalizes and 
carries the attached epitope into the APC cytoplasm where it 
is processed by various intracellular Ag processing pathways. 
The epitope then associates with MHC class I determinants 
that are subsequently expressed on the APC surface with the 
bound epitope (Tempero et al., 1997).

Although this mechanism of action for the molecular adju-
vant still needs to be effectively characterized and is a major 
focus of research in our laboratory, it may suggest a novel 
pathway of exogenous MHC class I Ag presentation such 

as that described previously using both in vitro and in vivo 
systems (Sigal et al., 1999; Raychaudhuri and Rock, 1998). 
Since it has been generally assumed that class I-mediated Ag 
presentation involves the generation of epitopes from endog-
enously synthesized proteins, the finding that extracellular 
proteins could be taken up by professional APCs (particularly 
macrophages and dendritic cells), processed in the cytoplasm 
or perhaps endosomes to yield antigenic epitopes, which are 
presented in association with MHC class I determinants, is of 
considerable significance. The molecular adjuvant moiety of 
these constructs, therefore, appears to both target the attached 
epitope to C5aR-bearing APCs and enhances the Ag process-
ing/presentation capacity of the APC. Thus, the molecular 
adjuvant embodies adjuvant properties characteristic of both a 
vehicle and an immunomodulator.

The expression of an Ag-specific immune response appears 
to be critically dependent upon the ability of the molecular 
adjuvant to interact with C5aRs expressed on APCs;  however, 
the extent to which the size of the epitope would sterically 
interfere with this C5aR/molecular adjuvant interaction it 
not yet known. All the epitopes we have used to date have 
been peptides ranging in length from 8 to 35 residues, but it 
is conceivable that whole proteins could be used as Ags in 
such molecular adjuvant-containing vaccines. Such a vaccine 
could be readily generated by attaching a chemically-active 
or photochemically-active linker to the N-terminal end of 
YSFKPMPLaR during solid-phase synthesis (Hansen et al., 
1996), which then could be used to decorate the surface a 

Figure 46.1. Proposed Mechanism for C5a Agonist Molecular Adju-
vant. (1) The molecular adjuvant with an attached antigen binds to 
C5aRs on the surface of the APC. (2) The molecular adjuvant induces 
the release of Th1 cytokines. (3) The molecular adjuvant-vaccine/
C5aR complex internalizes. (4) The antigen attached to the molecu-
lar adjuvant is processed by intracellular Ag processing pathways. 
(5) The processed Ag binds to intracellular MHC determinants. (6) 
The Ag is presented on the surface on the APC.
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protein with multiple copies of YSFKPMPLaR. Such a vac-
cine construct would have the obvious advantage of contain-
ing an Ag having multiple B- and T- cell epitopes that could 
cover a range of immunogenic responses. Again, whether the 
size of the protein Ag would disallow the smaller YSFKPM-
PLaR to interact with C5aRs on APCs is unknown.

These Ab and CTL responses observed with YSFK-
PMPLaR in vivo support the therapeutic potential of 
response-selective agonists of C5a as molecular adjuvants. 
Furthermore, such encouraging results justify the contin-
ued design of analogues that exhibit more potent and more 
selective C5a-like immunostimulatory properties. Our and 
other laboratories are actively engaged in structure-func-
tion studies of such analogues with the goal of identifying 
new topochemical features that could be introduced into 
the design of C5a agonists that may express an affinity and 
selectivity for C5aRs on APCs.

46.4.9. Improved Molecular Adjuvant Design: 
N-Methylation of Backbone Amides

Our structure-function analyses of YSFKPMPLaR impli-
cated the importance of extended backbone conformation as 
introduced by the two Pro residues at positions 69 and 71 
(Finch et al., 1997; Vogen et al., 1999a,b). However, the sub-
stitution of a Pro residue to induce such extended conforma-
tion also removes the contribution made the side-chain of the 
 substituted residue. Thus, we generated a panel of YSFK-
PMPLaR analogues in which methyl groups were introduced 
onto certain backbone amide nitrogen atoms. The presence 
of an amide methyl group forces an extended backbone con-
formation of the preceding residue, R

n-1
, in a manner similar 

to Pro (Hruby and Nikiforovich, 1991), but retains the bio-
logic contribution made by the side-chain of the residue now 
 bearing the N-methyl group.

From this panel of N-methylated analogues, one 
(YSFKDMP(MeL)aR) was shown to be considerably 
more potent in and selective for eicosanoid release from 
 macrophages than enzyme release from neutrophils 
 relative to YSFKPMPLaR (Vogen et al., 2001). Further-
more, binding of YSFKDMP(MeL)aR to C5aRs on human 
neutrophils could not be detected, but YSFKDMP(MeL)aR 
binding to C5aRs on macrophages was comparable 
with YSFKPMPLaR (Vogen et al., 2001). This in vitro 
response-selectiveness was confirmed in vitro by a 
study the vasopressive and neutropenic effects of  natural 
C5a, YSFKPMPLaR, and YSFKDMP(MeL)aR were 
 evaluated in a rat model (Vogen et al., 2001). Rats were 
 anesthetized and administered 2 µg/kg hrC5a and 3 µg/kg 
YSFKPMPLaR or YSFKDMP(MeL)aR intravenously. 
YSFKDMP(MeL)aR, identical to YSFKPMPLaR and 
hrC5a, exhibited a  pronounced and rapid decrease in mean 
blood pressure that recovered to control levels over 90 
minutes.  However, in marked contrast to YSFKPMP-LaR 

and hrC5a, YSFKDMP(MeL)aR exhibited no  neutropenia 
or changes in circulating blood volume.

The presence of N-methyl groups on the backbone of 
the molecular adjuvant YSFKPMPLaR dramatically alters 
its selectivity for C5aR-mediated activity in macrophages 
versus neutrophils and may provide a synthetic approach 
for the development of highly response-selective agonist 
of C5a and, consequently, molecular adjuvants with  little/
no inflammatory effects via the engagement of C5aR-
 bearing neutrophils. Indeed, preliminary results suggest that 
YSFKDMP(MeL)aR, like YSFKPMPLaR, behaves as an 
equally effective molecular adjuvant capable of inducing a 
robust, Ag-specific CTL response to various CTL epitopes 
(Floreani, A., Heires, A., and Sanderson, S., 2006 unpub-
lished results).

46.5. Advantages of Molecular 
Adjuvant-Containing Vaccines

Molecular adjuvant-containing vaccines are generated by 
straightforward, standard, solid phase peptide synthesis, 
which allows for several advantages over conventional 
 vaccines. Peptide synthesis allows for the elegant con-
trol the number of Ags/epitopes attached to the molecular 
 adjuvant. Thus, the exact Ag-to-molecular adjuvant ratio 
and chemical composition for each lot of vaccine produced 
can be known, a huge advantage in quality control during 
manufacture. Peptide synthesis is inexpensive and amenable 
to scale-up. Thus, hundreds of kilograms of a molecular 
adjuvant-containing vaccine can be produced in a few days 
using commercially available equipment. In contrast to con-
ventional vaccines, a molecular adjuvant-containing vaccine 
is a chemical rather than a biological product. Thus, recom-
binant methods are not required to generate any  vaccine 
component and, consequently, it can be generated with great 
purity using standard HPLC methods with no DNA, viral, or 
bacterial contamination. Vaccine purity and quality can be 
assured and controlled, therefore, by in-house monitoring. 
At the end of this purification process, the vaccine is lyophi-
lized to a dry powder, which has a shelf life of years at room 
temperature. Thus, the vaccine can be readily distributed in 
this dry powdered form to the clinic where it need only be 
taken up in saline for the deliverable vaccine formulation 
when needed. As such, a viable and long shelf-life after 
 distribution can be assured.

Summary

This chapter has highlighted some of the characteristics of 
traditional and non-traditional adjuvants, the advantages and 
disadvantages of their use in vaccines, and has introduced the 
concept of molecular adjuvants as a way to improve immune 
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outcome while minimizing undesirable side-effects. A partic-
ular emphasis was placed on the generation of conformation-
ally-restricted, response-selective agonists of the complement 
component C5a and their potential as molecular adjuvants and 
at least one synthetic approach by which their molecular adju-
vant properties may be improved. Such molecular adjuvant-
containing vaccines appear to have  tremendous therapeutic, 
manufacturing, and commercial potential.  However, the devel-
opment and use of such molecular adjuvants and molecular 
adjuvant-containing vaccines represent only one approach to 
producing vaccines capable of meeting the modern-day threats 
posed by antibiotic- resistant strains of  bacteria and bioterror-
ism. It is clear that a well-organized and concerted worldwide 
effort that utilizes multiple approaches to novel adjuvant and 
vaccine designs will be required to overcome these growing 
threats to human and animal populations.

Review Questions/Problems

1.  The majority of adjuvants in experimental use today 
are composed of various bacterial components. Briefly 
explain the rationale for the use of such bacterial 
 components in adjuvants.

2.  Briefly describe the two major biological functions of 
the complement system.

3.  The complement-derived anaphylatoxin C5a has many 
prominent immune stimulatory properties and, con-
sequently, is a good candidate for use as a molecular 
adjuvant. However, its use as such would be severely 
limited. Describe the major limitation(s) for the use of 
natural C5a as a molecular adjuvant.

4.  Antigen presenting cells (APC) represent an impor-
tant class of immune cells essential for generating an 
antigen-specific immune response. Briefly describe the 
basic cellular mechanism by which APCs contribute to 
this antigen-specific immune outcome.

5.  Conventional vaccines in use today typically require 
the use of added adjuvants to initiate and potentiate an 
antigen-specific immune response. In contrast, vaccines 
that incorporate the conformationally-biased agonists 
of C5a as molecular adjuvants described in this chapter 
require no added adjuvants – vaccinations are accom-
plished with just water/saline as the vehicle. Describe 
why this is possible.

6.  In addition to the ability to target antigens to C5a 
receptor-bearing APCs, the conformationally-biased 
C5a agonists/molecular adjuvants induce C5a-like 
responses at the C5a receptor on the APC. Describe 
these C5a-like responses.

7.  Describe why the conformationally-biased C5a ago-
nists/molecular adjuvants invoke their effects at the

 C5a receptor expressed on APCs, but not C5a receptors
 expressed on inflammatory neutrophils.

 8.  Bacteria and various components of bacteria are used 
as adjuvants in order to provide the bacterial signals 
that activate principally

a) antibody synthesis
b) the innate arm of immunity
c) clonal expansion of B cells
d) oxidative phosphorylation

 9.  Adjuvants typically fall into two major categories, 
which are

a) vesicles and nanoparticles
b) proteins and DNA
c) live and attenuated
d) vehicles and immunomodulators

10.  The two principal biological effects of complement 
component C5a are

a) intercalation of DNA and de novo protein synthesis
b) inflammation and immune stimulation
c) neo-vascularization and spleen development
d) protease activation and carbohydrate clearance

11.  The C-terminal region of complement-derived C5a 
(C5a65-74) represents

a) the biologically active region of C5a
b) a post-translational signal sequence
c) a site for phosphorylation by kinases
d) a immunogenic site recognized by T lymphocytes

12.  A molecular adjuvant can be defined by all of the 
following except:

a) targets antigens to dendritic cells
b) is a single molecular entity
c) down regulates costimulatory factors
d) activates specific pathways of antigen presentation
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47.1. Introduction

The blood brain barrier (BBB) is one of the most challeng-
ing barriers for drug delivery in the body. It significantly 
restricts the entry of low molecular weight compounds and 
biomacromolecules to the brain from the periphery. Ineffi-
cient delivery of the drugs, DNA and proteins to the brain is 
a major bottleneck in development of more efficacious and 
safe modalities for diagnostics and treatment of neurologi-
cal diseases, especially at early stages of the disease when 
the BBB remains intact. The low permeability of the BBB 
is attributed, in large part, to the brain microvessel endothe-
lial cells (BMVEC), which form tight extracellular junctions 
and have low pinocytic activity (Mayhan, 2001; Pardridge, 
2005a). Some relatively lipophilic and low molecular 
weight substances can transport across the BMVEC by pas-
sive diffusion. However, a large number of lipophilic com-
pounds are rapidly effluxed from the brain into the blood 
by extremely effective drug efflux systems expressed in 
the BBB (Begley, 1996; Fromm, 2000; Tamai and Tsuji, 
2000; Loscher and Potschka, 2005a). These efflux systems 
include P-glycoprotein (Pgp), Multidrug Resistance Proteins 
(MRPs), breast cancer resistance protein (BCRP), and the 
multi-specific organic anion transporter (MOAT). There is 
also an enzymatic barrier to drug transport in the BMVEC. 
Activity of many enzymes that participate in the metabolism 
and inactivation of endogenous compounds, such as γ-gluta-
myl transpeptidase, alkaline phosphatase, and aromatic acid 
decarboxylase is elevated in cerebral microvessels (Minn 
et al., 1991; Abbott and Romero, 1996). These features of 
the BBB require discovery of new modalities allowing for 
effective drug delivery to the central nervous system (CNS), 
which is of great need and importance for treatment of neu-
rodegenerative disorders.

A number of earlier publications and extensive reviews on 
delivery of small drug molecules and biomacromolecules to 
the brain are available in the literature (Spector, 2000; Lo et al., 
2001; Banks and Lebel, 2002; Cornford and Cornford, 2002; 
Pardridge, 2002a, b; Begley, 2004a; Kas, 2004; Gaillard et al., 
2005; Garcia-Garcia et al., 2005; Liu et al., 2005; Liu and Chen, 
2005; Loscher and Potschka, 2005b; Pardridge, 2005a; Roney 
et al., 2005). The present chapter describes recent findings in 
the development of a new generation of polymer nanomaterials 
for drug delivery to the CNS.

47.2. History and Principles of Drug 
Delivery Using Polymers

The original discovery of a polymer drug delivery system 
was published in 1964 by Folkman and Long (Folkman 
and Long, 1964). This work reported that hydrophobic low 
molecular weight drugs can diffuse through the wall of sili-
cone tubing at a controlled rate. Since then, polymers have 
occupied a central status in controlled drug release as well 
as in the fabrication of drug delivery systems (Langer, 2001; 
Duncan, 2003). During the past decades a large number of 
drug delivery systems, mostly in the form of microspheres, 
films, tablets, or implantation devices, have been designed 
to achieve sustained drug release by taking advantage of the 
unique properties of polymers.

There are several fundamental properties of polymers 
that are useful in solving drug delivery problems. First, 
polymers can be designed to be intrinsically multifunctional 
and can, for example, be combined either covalently or non-
covalently with drugs to overcome multiple problems such 
as solubility, stability, permeability, etc. Second, polymers 
can be easily modified with various targeting vectors to 
direct drugs to specific sites in the body. Third, polymers 
can be designed to be environmentally responsive materi-
als, allowing for the controlled and sustained release of a 
drug at its site of action. Finally, polymers themselves can 
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be biologically active, and this property can be exploited 
in order to modify the activity of various endogenous drug 
transport systems within the body to improve delivery and, 
therefore, drug performance.

Numerous polymer-based therapeutics are on the market or 
undergoing clinical evaluation to treat cancer and other dis-
eases. Many of them are low molecular weight drug molecules 
or therapeutic proteins that are chemically linked to water-
soluble polymers to increase drug solubility, drug stability, or 
enable site-specific transport of drugs to target tissues affected 
by the disease.

Recently, as a result of the rapid development of novel 
nanotechnology-derived materials, a new generation of polymer 
therapeutics has emerged which uses materials and devices 
of nanoscale size for the delivery of drugs, genes, and imaging 
molecules (Kabanov et al., 1995a; Salem et al., 2003; Savic 
et al., 2003; Kabanov and Batrakova, 2004; Missirlis et al., 
2005; Nayak and Lyon, 2005; Trentin et al., 2005). These 
materials include liposomes, dendrimers, polymer micelles, 
polymer-DNA complexes (“polyplexes”), and other nano-
structured materials for medical use, that are collectively 
called nanomedicines. Compared to the first generation of 
polymer therapeutics, the new generation of nanomedicines 
is more advanced. They entrap small drugs or biopharmaceu-
tical agents, such as therapeutic proteins and DNA, and can 
be designed to trigger the release of these agents at the target 
site. Moreover, they can be targeted not only to the particular 
organ or tissue, but to a particular cell or even an intracellular 
compartment. The essence of nanotechnology is the ability 
to work at the molecular level to create large structures with 
fundamentally new molecular organization. Materials with 
features on the scale of nanometers often have properties dif-
ferent from their macroscale counterparts. Many nanomedi-
cines are constructed using self-assembly principles, such 
as spontaneous formation of micelles or interpolyelectrolyte 
complexes driven by diverse molecular interactions (hydro-
phobic, electrostatic, etc.). Nanotechnology focuses not only 
on formulating therapeutic agents in biocompatible nano-
composites but also on exploiting distinct advantages asso-
ciated with a reduced dimensional scale within 1–100 nm. 
Some examples of nanoscaled polymeric carriers involve 
polymer conjugates, polymeric micelles, and polymersomes 
(Panyam and Labhasetwar, 2003). Because these systems 
often exhibit similarity in their size and structure to natural 
carries such as viruses and serum lipoproteins, they offer 
multifaceted specific properties in drug delivery applications 
(Lavasanifar et al., 2002). There is still a lack of understand-
ing in terms of why certain arrangements of small molecules 
cause dramatic changes in their behavior. With this in mind, 
the goal of this chapter is to explore current research in poly-
meric nanoparticles, where the specific arrangement of the 
polymeric matter at the nanoscale imparts new properties 
that are not attainable from simple polymer solutions, and 
to summarize their applications for drug delivery systems 
to the CNS.

47.3. Nanocarriers for Drug Delivery

The need for a protective drug carrier for CNS drugs is high-
lighted by the fact that many drugs have a low hydrolytic sta-
bility and are subject to degradation by blood proteins or by 
enzymes encountered in the BBB. Furthermore, a drug carrier 
can be targeted via receptor-mediated transport using a brain-
specific vector moiety. A single unit of a given drug carrier 
can incorporate many drug molecules, resulting in high “pay-
loads” per one targeting moiety. By increasing the payload of 
the carrier, one might improve the efficacy of the delivery while 
maintaining a relatively low level of involvement of numbers 
of targeted moieties and receptors. There are various types of 
vehicles proposed for transport of neuropharmaceuticals across 
the BBB: liposomes, degradable nanoparticles, nanospheres, 
nanosuspensions, polymeric micelles, nanogels, block ionomer 
complexes, nanofibers and nanotubes (Figure 47.1).

Figure 47.1. Types of nanocarriers for drug delivery. A: liposomes; 
B: nanoparticles; C: nanospheres; D: nanosuspensions; E: polymer 
micelles; F: nanogel; G: block ionomer complexes; H: nanofibers 
and nanotubes.
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47.3.1. Types of Nanocarriers for Drug Delivery 
to the Brain

Liposomes are vesicular structures, which are usually com-
posed of unilamellar or multilamellar lipid bilayers (simi-
lar to biological membranes) that surround internal aqueous 
compartments (Figure 47.1A). The size of the vesicles varies 
from several nanometers to several microns. Relatively large 
amounts of drug molecules can be incorporated into either the 
aqueous compartment (water soluble compounds) or the lipid 
bilayers (lipophilic compounds) providing the possibility to 
use liposomes as carriers for drug delivery. The use of lipo-
somes for drug delivery across the brain capillaries has been 
reported extensively (Umezawa and Eto, 1988; Huwyler et al., 
1996; Rousseau et al., 1999; Shi et al., 2001; Mora et al., 
2002; Thole et al., 2002; Wu et al., 2002; Omori et al., 2003; 
Schmidt et al., 2003; Zhang et al., 2003b; Aoki et al., 2004; Gosk 
et al., 2004; Chekhonin et al., 2005; Pardridge, 2005b). In gen-
eral, encapsulation of a drug into liposomes prolongs the cir-
culation time of the drug in the blood stream, reduces adverse 
side effects, and in selected cases enhances therapeutic effects 
of CNS agents. Conventional liposomes containing hydrocor-
tisone were demonstrated to penetrate the BBB in experimen-
tal autoimmune encephalomyelitis (Rousseau et al., 1999). In 
addition, liposomes prepared using lecithin, cholesterol, and 
p-aminophenyl-α-mannoside were efficiently transported across 
the BBB into mouse via mannose receptor-mediated transcyto-
sis (Umezawa and Eto, 1988). An interesting approach using 
thermosensitive liposomes loaded with an antineoplastic agent, 
doxorubicin (Dox), for treatment of malignant gliomas was 
reported (Aoki et al., 2004). These liposomes released their con-
tent when the tumor core was heated to 40°C by a brain heating 
system. Elevated accumulation of the drug in the brain of the 
heated animals resulted in a significantly longer overall survival 
time compared to the non-heated animals.

Conventional liposomes normally are cleared rapidly from 
the circulation by the reticuloendothelial system. Extended cir-
culation time of these carriers can be accomplished with small-
sized liposomes (<100 nm) composed of neutral, saturated 
phospholipids and cholesterol. Further, it was demonstrated 
that water-soluble polymers such as polyethylene glycol (PEG) 
attached to the surface of liposomes reduce adhesion of opsonic 
plasma proteins, and decrease recognition and rapid removal of 
liposomes from the circulation by the mononuclear phagocyte 
system in liver and spleen (Huwyler et al., 1996; Kozubek et al., 
2000; Voinea and Simionescu, 2002). Using this approach, PEG-
coated (“PEGylated”) long-circulating liposomes (or “stealth 
liposomes”) were shown to remain in the circulation with a 
half-life as long as 50 h in humans (Gabizon et al., 1994). Par-
ticularly, commercial PEGylated liposome-encapsulated Dox, 
Doxil, was already approved for use in the treatment of recurrent 
ovarian cancer and AIDS-related Kaposi’s sarcoma (Gabizon 
et al., 2003) and was shown to be effective in patients with 
metastatic breast cancer (Papaldo et al., 2006). Long-circulating 
PEGylated liposomes were also used for the delivery of high 

doses of glucocorticosteroids to the CNS to treat multiple sclerosis 
(Schmidt et al., 2003). The PEGylated liposomes encapsulat-
ing prednisolone provided selective targeting to the inflamed 
CNS in rats (up to 4.5-fold higher accumulation compared to 
the healthy animals). The mechanism of preferential accumula-
tion of these liposomes in the brain is not fully understood. It 
appears to be crucial that the liposomes exhibit long-circulating 
behavior. Their effect is related to either (1) the change in the 
pharmacokinetics of the encapsulated drug resulting in a greater 
drug exposure to the BBB or (2) to liposome capture by mono-
cytes/macrophages (in liver, spleen, or blood) followed by cell-
mediated transport to the brain.

Attachment of targeting moieties to PEGylated liposomes 
can direct them to the BBB. Thus, efficient delivery of PEG-
liposomes conjugated with transferrin (Tf) to the post-ischemic 
cerebral endothelium was achieved in rats (Omori et al., 2003). 
The expression of Tf receptor in the cerebral endothelium was 
reported to increase with a peak at the first day after induced 
transient middle cerebral occlusion, which can be employed for 
drug delivery to the brain after stroke. PEGylated immunolipo-
somes were also successfully employed to target and transfect 
brain tissues (Shi et al., 2001). A plasmid DNA was encapsulated 
within the liposome. Packaging of the DNA in the interior of 
the liposome prevented degradation of the therapeutic gene by 
the ubiquitous endonucleases in vivo. These liposomes were 
directed to Tf receptor-rich tissues, such as brain, liver, and 
spleen by monoclonal antibodies, OX26, that were linked to the 
free termini of the PEG chains. When a reporter gene was also 
coupled with a brain-specific glialfibrillary acidic protein pro-
moter, its expression was achieved predominantly in the brain 
(Shi and Pardridge, 2000).

In addition considerable work was reported on antibodies 
to transferrin receptor, OX26, that were linked to the surface 
of PEGylated liposomes via PEG spacers. Such immunolipo-
some constructs were used to deliver small drugs, Daunomycin 
(Huwyler et al., 1996), and Digoxin (Huwyler et al., 2002) as 
well as plasmid DNA (Shi et al., 2001) to the brain. Notably, 
OX26-conjugated liposomes selectively distributed to BMVEC 
but avoided choroid plexus epithelium, neurons, and glia (Gosk 
et al., 2004). In related work OX26 antibodies directly linked to 
oligonucleotides (Wu et al., 1996) or fibroblast growth factor (Wu 
et al., 2002) enhanced delivery of these molecules to the brain.

Another example of a brain targeting vector with a remarkable 
species-specificity is reported by Coloma et al. (Coloma et al., 
2000). This vector was genetically engineered from monoclo-
nal antibody to the human insulin receptor, 83-14 MAb, where 
most of the immunogenic murine sequences were replaced by 
a human antibody sequence. The intravenously administered 
antibody showed robust transport to the brain in a rhesus monkey 
but not in a rat. Furthermore, this vector was also used for tar-
geting liposomes with reporter genes to the brain (Zhang et al., 
2003b). As a result, the level of gene expression in the brain was 
50-fold higher in the rhesus monkey as compared to the rat.

Monoclonal antibody directed insulin or Tf receptors were also 
utilized to target PEGylated immunoliposomes for transvascular 
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gene therapy of Parkinson’s disease (PD) (Pardridge, 2005b). 
In the 6-hydroxydopamine rat model of experimental PD, striatal 
tyrosine hydroxylase (TH) activity was completely normalized 
after an intravenous administration of TfmAb-targeted liposomes 
carrying a TH expression plasmid. Treatment of PD using this 
approach may be possible with dual gene therapy that seeks both 
to replace striatal TH gene expression with TH gene therapy, and 
to halt or reverse neurodegeneration of the nigro-striatal tract 
with neurotrophin gene therapy.

The mechanism by which immunoliposomes penetrate across 
the BBB is not fully understood. It was hypothesized that the 
process involves the binding of immunoliposomes to multiple 
capillary luminal membrane receptors, fusion of the liposomes 
with several vesicular pits into a large vesicle and transcytosis 
of this vesicle to the abluminal membrane border (Cornford and 
Cornford, 2002). Studies by electron microscopy support this 
hypothesis (Faustmann and Dermietzel, 1985).

In addition to approaches pursuing delivery across the intact 
BBB, the methods are developed to target sites in the brain 
under conditions when the integrity of the BBB is compromised 
by the progressing disease. For example, PEGylated immuno-
liposomes were coupled with the monoclonal anti-GFAP anti-
bodies (Chekhonin et al., 2005). Experiments with cell cultures 
demonstrated specific and competitive binding of these immu-
noliposomes to embryonic rat brain astrocytes. Administered 
intravenously into rats, the immunoliposomes displayed typical 
kinetics with elimination half-lives of 8–15 h. Being incapable 
of penetrating the unimpaired BBB, these immunoliposomes, 
can be used to deliver drugs to glial brain tumors that express 
GFAP or to other pathological loci in the brain with a partially 
disintegrated BBB (Chekhonin et al., 2005).

Another approach involving temporal opening of the BBB 
using liposomes was proposed by Zhang et al. (Zhang et al., 
2004). An endogenetic bioactive peptide, RMP-7 (“cereport”) 
that is known to open tight junctions in the BBB by affecting 
bradykinin 2 receptors, was linked to conventional liposomes. 
It was demonstrated that transport of vectorized liposomes 
loaded with HRP was increased three times in an in vitro model 
of the BBB compared to the non-vecrorized vehicles (Zhang 
et al., 2004). However, potential toxicological implications of 
such approach still need to be addressed.

Overall, liposomes have been extensively studied for CNS 
drug delivery showing increased drug efficacy and reduced drug 
toxicity. While the examples presented suggest that the lipo-
some technology provides a promising approach for CNS 
drug delivery, a considerable limitation of liposomes is their 
relatively low loading capacity for water-insoluble drugs and 
biomacromolecules.

Nanoparticles are solid species of nanoscale size usually 
composed of an insoluble and biodegradable polymer or polymer 
blend (Figure 47.1B). Generally, the methods of preparation 
of such nanoparticles are simple and easy to scale-up. The 
drug is captured within the particle upon its preparation and is 
released upon degradation of the polymer in the body. The use 
of nanoparticles as carriers for drug and gene delivery has been 

an area of intensive research and development for over a decade 
(Moghimi et al., 1990; Gref et al., 1994; Peracchia et al., 1998; 
Torchilin, 1998; Vinogradov et al., 1999; Lemieux et al., 2000; 
Alyaudtin et al., 2001; Calvo et al., 2002; Gupta et al., 2003; 
Moghimi and Szebeni, 2003; Kreuter, 2004; Vinogradov et al., 
2004; Cui et al., 2005; Liu et al., 2005; Roney et al., 2005). The 
surface of such carriers is often modified by a PEG brush to 
increase the stability of nanoparticles in dispersion and extend 
circulation time of nanoparticles in the body (Peracchia et al., 
1998; Torchilin, 1998; Calvo et al., 2002). To allow for efficient 
transcytosis across the BMVEC the particle size must be kept 
small and not exceed ca. 100–200 nm.

For example, poly(butyl)cyanoacrylate nanoparticles were 
successfully used to deliver a wide range of drugs to the CNS, 
which were either incorporated into the particle structure or 
absorbed onto the particle surface (Alyaudtin et al., 2001; Calvo 
et al., 2001; Calvo et al., 2002; Kreuter et al., 2003; Kreuter, 
2004; Steiniger et al., 2004). Prior to administration in the body, 
the nanoparticles were coated with a PEG-containing surfactant, 
Tween 80. After the administration, they also absorbed apolipo-
protein E available in the blood. The resulting coated nanopar-
ticles were transported across the cerebral endothelial cells by 
endocytosis via the low density lipoprotein (LDL) receptor. They 
localized in the ependymal cells of the choroid plexuses, the epi-
thelial cells of via mater and ventricles, and, to a lower extent, 
in the capillary endothelial cells. The list of the drugs delivered 
to the CNS in these constructs include, analgesics (dalargin, 
loperamide), anti-cancer agents (Dox), anticonvulsants (NMDA 
receptor antagonist, MRZ 2/576), and peptides (dalargin and 
kytorphin) (Kreuter et al., 2003; Steiniger et al., 2004). Particu-
larly, incorporation of MRZ 2/576, into such nanoparticles pro-
longed the anticonvulsive activity of the drug almost twofold 
compared to the drug alone (Friese et al., 2000). Dox bound 
to the nanoparticles was successfully used for treatment of an 
aggressive human cancer, glioblastoma, resulting in increased 
survival times in rats (Steiniger et al., 2004). Enhanced transport 
of Dox in the nanoparticles to the brain involved bypassing the 
P-glycoprotein (Pgp) and MRP efflux systems in the BBB that 
impede the delivery of the drug alone. In another example the 
nanoparticles were coupled with chelators (desferioxamine or 
D-penicillamine) and proposed for treatment of Alzheimer disease 
(AD) and other CNS diseases by reducing oxidative stress in the 
brain (Liu et al., 2005; Cui et al., 2005). However, a concern 
regarding the toxicity associated with this delivery approach has 
somewhat hampered further development for specific therapeutic 
applications (Olivier et al., 1999).The methods for preparation 
of nanoparticles commonly employ the use of organic solvents 
that may result in degradation of immobilized drug agents, espe-
cially biomacromolecules.

Nanospheres are hollow nanosized particles (Figure 47.1C) 
that can be prepared by microemulsion polymerization or 
covering the surfaces of colloidal templates with thin layers 
of the desired material followed by selective removal of the 
templates (Hyuk Im et al., 2005). The carboxylated polysty-
rene nanospheres (20 nm) were evaluated for drug delivery 
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to CNS (Yang et al., 2004). It was demonstrated that these 
carriers accumulated in the brain in vivo following cerebral 
ischemia and reperfusion. The intravenously injected nano-
spheres remained in the vasculature under normal conditions. 
However, during cerebral ischemia-induced stress that leads 
to the opening of tight junctions between endothelial cells 
the extravasation of the nanospheres to the disease site was 
increased (Kreuter, 2001). Therefore, polystyrene nanospheres 
may have potential clinical applications for CNS delivery of 
drugs and imaging agents during ischemia and stroke.

Nanosuspensions of hydrophobic drugs have also attracted 
attention as drug delivery systems (Rabinow, 2004). These 
systems represent crystalline particles of a solid drug, which 
are often stabilized by nonionic PEG-containing surfactants 
(Figure 47.1D) (Jacobs et al., 2000). They can be manufactured 
by a variety of techniques such as media milling, high-pressure 
homogenization or by employing emulsions and microemulsions 
as templates (Friedrich and Muller-Goymann, 2003; Friedrich 
et al., 2005). The major advantages of the nanosuspension tech-
nology includes its simplicity and general applicability to most 
drugs including very hydrophobic compounds (Muller et al., 
2001; Friedrich et al., 2005). It was suggested that similar to 
regular nanoparticles (described above), the surface modifica-
tion of nanosuspensions with Tween 80 may increase the deliv-
ery of these particles to the brain (Muller et al., 2001). Currently 
nanosuspensions of anti-retroviral drugs are evaluated in animal 
models for CNS delivery and treatment of HIV infection in the 
brain using cell-mediated delivery approach described below 
(H. Gendelman, University of Nebraska Medical Center).

Polymeric micelles represent core-shell structures that 
spontaneously form in aqueous solutions of amphiphilic block 
copolymers (Figure 47.1E). Block copolymers are polymers 
containing at least two chains of different chemical nature, for 
example, a hydrophilic and a hydrophobic chain. In aqueous 
solutions above a threshold concentration, called a “critical 
micelle concentration” (CMC) the individual block copoly-
mer molecules termed “unimers” form micelles composed 
from dozen to a couple of hundred of molecules. The size of 
the micelles usually varies in the range of from 10 to 100 nm. 
The hydrophobic chains of the block copolymers segregate 
forming a hydrophobic core of the micelles while the hydro-
philic chains (often PEG) form a hydrophilic protective shell. 
Polymer micelles can incorporate considerable amounts (up to 
20–30% wt.) of hydrophobic compounds. The resulting nano-
materials can serve as carriers for drug delivery (“micellar 
nanocontainers”) (Kataoka et al., 2001; Kwon, 2003; Allen 
and Cullis, 2004; Torchilin, 2004; Moghimi and Agrawal, 
2005; Torchilin, 2005; Aliabadi and Lavasanifar, 2006; Tao 
and Uhrich, 2006). The core-shell architecture of polymeric 
micelles is essential for their pharmaceutical application. The 
core is a water-incompatible compartment that is hidden from 
the aqueous exterior by the hydrophilic chains of the corona, 
preventing premature drug release and degradation. The 
hydrophilic shell maintains the micelles in a dispersed state 
and decreases undesirable drug interactions with cells and 

proteins through steric-stabilization effects. Upon reaching 
the target the incorporated drug is released from the micelle 
via diffusion mechanisms. Polymeric micelles have been 
extensively evaluated in multiple pharmaceutical applications 
as drug delivery systems (Kabanov et al., 1989c; Kabanov et al., 
2002; Jones et al., 2003; Torchilin et al., 2003; Aliabadi 
et al., 2005; Bronich et al., 2005; Gaucher et al., 2005; Lee 
et al., 2005; Miyata et al., 2005; Uchino et al., 2005; Yan and 
Tsujii, 2005), and carriers for diagnostic imaging agents (Tor-
chilin, 2002). Several clinical trials have been completed or 
are underway to evaluate polymer micelles for the delivery of 
anti-cancer drugs for chemotherapy of tumors (Danson et al., 
2004; Valle et al., 2004); (Nishiyama et al., 2003). Polymeric 
micelles formed by Pluronic, PEG-phospholipid conjugates, 
PEG-b-polyesters, or PEG-b-poly(L-amino acid)s were pro-
posed for drug delivery of poorly water-soluble compounds, 
such as amphotericin B, propofol, paclitaxel, and photosen-
sitizers (Lavasanifar et al., 2002; Kwon, 2003; Adams and 
Kwon, 2004; Vakil and Kwon, 2005). It was also emphasized 
that using polymeric micelles one can significantly increase 
the drug transport into the brain.

One of the early studies of targeted drug delivery to the 
brain used micelles of Pluronic block copolymers as carriers 
for CNS drugs (Kabanov et al., 1989c; Kabanov et al., 1992a). 
These micelles were conjugated with either polyclonal anti-
bodies against brain α

2
-glycoprotein or insulin to target the 

receptors at the luminal side of BMVEC. Both the antibody-
conjugated and insulin-conjugated micelles were shown to 
effectively deliver a drug or a fluorescent probe incorporated 
into the micelles to the brain tissue in vivo (Kabanov et al., 
1992a). Studies that monitored animal behavior as a means 
to determine the pharmacological activity of dopamenergic 
compounds, such as mobility and grooming were performed. 
It was demonstrated that incorporation of a neuroleptic, halo-
peridol, into the Pluronic micelles vectorized with insulin 
resulted in 25-fold enhancement of the neuroleptic effects 
compared with the free drug. Vectorization of the drug-loaded 
micelles with antibodies lead to an even more pronounced 
(up to 500-fold) enhancement of the neuroleptic effects. 
Subsequent studies demonstrated that the insulin vectorized 
micelles undergo receptor-mediated transcytosis in BMVEC 
from luminal (blood) to abluminal (brain) side (Batrakova 
et al., 1998).

A new type of functional polymer micelles with cross-linked 
ionic cores was recently developed (Bronich et al., 2005). Instead 
of using amphiphilic block copolymers these micelles are prepared 
using double hydrophilic block copolymers with nonionic (PEG) 
and ionic blocks. The micelles are self-assembled by reacting 
the ionic block with a condensing agent of an opposite charge. 
The ionic chains incorporated into the core of the micelles 
were chemically cross-liked and then the condensing agent was 
removed. The resulting cross-linked micelles contain a hydro-
philic ionic core, which is swollen in water, and a hydrophilic 
PEO shell. The core can incorporate various hydrophilic drugs 
and imaging agents, which can be then delivered to the target 
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site in the body. Overall, this strategy has potential for the devel-
opment of novel modalities for delivery of various drugs to the 
brain, including selected anti-cancer agents to treat metastatic 
brain tumors as well as HIV protease inhibitors to eradicate 
HIV virus in the CNS.

Nanogels are a new family of hydrophilic carriers that were 
recently developed for targeted delivery of biomacromolecules 
and other drug molecules to the brain (Vinogradov et al., 1999; 
Vinogradov et al., 2004; Vinogradov et al., 2005a; Vinogradov 
et al., 2005b). Nanogels represents a nanoscale size polymer 
network of cross-linked ionic, e.g. polyethyleneimine (PEI), 
and nonionic PEG chains (Figure 47.1F). It swells in an aqueous 
solution and collapses upon binding of a drug through ionic 
interactions. Because of the effect of PEG chains, the collapsed 
nanogel forms stable dispersions with the particles size of ca. 
80 nm. Nanogels can spontaneously absorb biomacromolecules 
including oligonucleotides (ODNs), plasmid DNA and pro-
teins as well as small charged molecules. A key advantage is 
that the nanogels display very high loading capacities, 40–60% 
“payload” by weight, which is not achieved with conventional 
nanocarrier systems. The transport of ODNs incorporated in 
the nanogel particles across an in vitro model of the BBB was 
recently reported (Vinogradov et al., 2004). To enhance deliv-
ery across the BBB the surface of the nanogels were modified 
by either Tf or insulin (Vinogradov et al., 2004). Both peptides 
were shown to increase transcellular permeability of the nanogel 
and enhance delivery of ODNs across BMVEC monolayers. 
Overall, the nanogels were shown to be a promising carrier for 
CNS drug delivery, although only in the early stages of devel-
opment. Block ionomer complexes are formed as a result of the 
reaction of double hydrophilic block copolymers containing 
ionic and nonionic blocks with biomacromolecules of opposite 
charge including oligonucleotides, plasmid DNA and proteins 
(Figure 47.1G) (Kabanov et al., 1995b; Harada and Kataoka, 
1999a, b; Nguyen et al., 2000; Harada and Kataoka, 2003; 
Zhang et al., 2003a; Jaturanpinyo et al., 2004). For example, 
block ionomer complexes were prepared by reacting trypsin 
or lysozyme (that are positively charged under physiological 
conditions) with an anionic block copolymer, PEG-poly(R,â-
aspartic acid) (Harada and Kataoka, 1999a; Jaturanpinyo et 
al., 2004). Such complexes spontaneously assemble into nano-
sized particles having a core-shell architecture. The core con-
tains polyion complexes of the biomacromolecules and ionic 
block of the copolymer. The shell is formed by the nonionic 
block. These nanomaterials were shown to efficiently deliver 
DNA molecules in vitro and in vivo into a cell and release 
them at the site of action (Roy et al., 1999; Nguyen et al., 
2000; Harada-Shiba et al., 2002; Junghans et al., 2005). To 
improve stability of the complexes in the body the biopolymer 
and block ionomer can be additionally cross-linked with each 
other (Harada and Kataoka, 2003; Jaturanpinyo et al., 2004) or 
the polyion chains of the block ionomer within the core can be 
cross-linked using degradable links. The advantages of such 
systems in drug delivery applications include simplicity and 
versatility of the design allowing the incorporation of consid-

erable amounts of different biomacromolecules. Furthermore, 
block ionomer complexes are environmentally responsive nano-
materials allowing for biomacromolecule release in response 
to an external stimulus such as change of pH (acidification), 
concentration and chemical structure of elementary salt, etc.

Nanofibers and nanotubes (Figure 47.1H) have considerable 
promise in futuristic biomedical applications, for example, for 
sustained drug release from implants, or as channels for tiny 
volumes of chemicals in nanofluidic reactor devices, or as the 
“world’s smallest hypodermic needles” for injecting molecules 
one at a time. These nanomaterials have a prototype in nature. 
In an organism, microtubules and their assembled structures are 
critical components for a broad range of cellular functions—
from providing tracks for the transport of cargo to forming the 
spindle structure in cell division. There are various types of 
synthetic nanofibers and nanotubes manufactured from carbon, 
silicon, or diverse natural or man-made polymers. They can be 
vapor-grown (Che et al., 1998), self-assembled from peptide 
amphiphiles (Bull et al., 2005; Guler et al., 2005) or electrospun 
manufactured from virtually any polymer material (Dzenis, 
2004). Carbon nanotubes and nanofibers have lately attracted 
great attention in nanomedicine including their potential use 
as drug carriers, although there are also considerable concerns 
associated with their safety (Lange et al., 2003; Muller et al., 
2005). Self-assembled nanofibers can be designed to incorporate 
diverse chemical functionalities and thus may have a variety of 
applications for delivery of small drugs, biomacromolecules or 
imaging contrast agents (Bull et al., 2005; Guler et al., 2005). 
Electrospun continuous nanofibers are unique since they represent 
nanostructures in two dimensions and a macroscopic structures 
in another dimension (Fong et al., 1999; Dzenis, 2004). They 
are safer to manufacture than the carbon nanotubes since there 
is less risk of air pollution.

At present a few studies of nanofibers and nanotubes are 
focused on CNS drug delivery. One study evaluated electrospun 
nanofibers of a degradable polymer, PLGA, loaded with anti-
inflammatory agent, dexamethasone, for neural prosthetic 
applications (Abidian and Martin, 2005). A conducting polymer, 
poly(3,4-ethylenedioxythiophene), was deposited to the nano-
fiber surface and the coated nanofibers were then mounted 
on the microfabricated neural microelectrodes, which were 
implanted into brain. The drug was released by electrical stim-
ulation that induced a local dilation of the coat and increased 
permeability.

In the future, nanotubes and nanofibers can be administered 
systemically, if the problem of their toxicity is addressed, for 
example, by appropriate polymer coating. In this respect, the 
continuous nanofibers are more likely to be used in implants 
or tissue engineering applications.

47.3.2. Cell-Mediated Delivery of Nanocarriers 
to the Brain

A distinct case of the vehicle-mediated CNS drug delivery 
employs specific cells carriers that can incorporate micro- and 
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nano-containers (such as liposomes) loaded with drugs and act 
as perfect Trojan horses by migrating across the BBB and carry-
ing drugs to the site of action (Daleke et al., 1990; Fujiwara 
et al., 1996; Jain et al., 2003; Khan et al., 2005). It is docu-
mented that many neurological diseases, such as Parkinson’s 
disease (PD), AD, Prion disease, meningitis, encephalitis and 
HIV-associated dementia, have in common an inflammatory 
component (Perry et al., 1995). The process of inflamma-
tion is characterized by extensive leukocytes (neutrophils and 
monocytes) recruitment. These cells have a unique property 
of migrating toward the site of inflammation via the processes 
known as diapedesis and chemataxis (Kuby, 1994). Their 
combat arsenal consists of uptake of the foreign particle, pro-
ducing toxic compounds, and liberation of substances stored 
in intracellular vesicles via exocytosis. Therefore, these cells 
can be used for cell-mediated CNS drug delivery when loaded 
with a drug and administered into the blood stream.

It has been shown that cells capable of phagocytosis, such 
as macrophages or monocytes/neutrophils, can endocytose col-
loidal nanomaterials, for example, liposomes, and subsequently 
release them into the external media (Daleke et al., 1990; Jain 
et al., 2003). To accelerate the transport of monocytes/neutrophils 
to the brain site, the drug-containing liposomes were addition-
ally loaded with magnetic particles (Jain et al., 2003). Magnetic 
liposomes demonstrated about a tenfold increase in brain levels 
compared to non-magnetic liposomes when local magnetic field 
was applied. It is noteworthy that both cell types showed prefer-
ential uptake of liposomes containing negatively-charged lipids 
(such as phosphatidylserine), or liposomes modified with poly-
anion than liposomes containing only neutral lipids (such as 
phosphatidylcholine) (Fujiwara et al., 1996). This suggests that 
by engineering the surface of the nanomaterials one may modulate 
their uptake into and release from the cell carriers to optimize the 
therapeutic regimen. The phosphatidylserine-containing nega-
tively charged liposomes were shown to increase therapeutic activ-
ity of an encapsulated antifungal agent, chloroquine, against C. 
neoformans infection in the mouse brain (Khan et al., 2005). 
The chloroquine-loaded liposomes accumulated inside macro-
phage phagolysosomes and resulted in a remarkable reduction 
in fungal load in the brain even at low doses compared to the 
free drug at high doses, thus increasing the antifungal activity 
of macrophages.

T lymphocytes were also proposed as a potential therapeutic 
drug carriers for cancer treatment (Steinfeld et al., 2006). The 
kinetics of loading and release of nanoparticles coated with 
cytotoxic antibiotic Dox into the cells were examined. It was 
suggested that the immune cells can accomplish target-specific 
and sheltered transport to the diseased site.

Ability of host cells to home diseased sites after ex vivo 
manipulation is a fundamental requirement and a major problem 
for their use as vehicles to target locally acting gene therapy 
to specific diseased sites. It was demonstrated that in the short 
term, up to 2 h after re-implantation, macrophages accumulate 
primarily in the lungs and, to a lesser extent, in the liver and 
spleen rather than in the target diseased tissue. A small proportion of 

manipulated macrophages (ranging from 0.2 to 28.8%) homes 
to the diseased site of interest following systemic administration. 
However, the presence of labeled macrophages in these sites 
was found to persist for at least 6–7 days in both of these mouse 
studies (Audran et al., 1995). Therefore, increasing the amount 
of cell carriers reaching the target site appears to be a crucial 
point in this type of drug delivery system.

47.3.3. Permeability Enhancers for CNS Drug 
Delivery

There are a number of efflux mechanisms within the CNS that 
influence drug concentrations in the brain. Some of them are 
passive while others are active. Recently much attention has 
been focused on the so-called multi-drug efflux transporters: 
Pgp, MRP1, and BCRP, MOAT that belong to the ABC cassette 
(ATP-binding cassette) family (Pardridge, 1998; Tamai and 
Tsuji, 2000; Begley, 2004b). Cerebral capillary endothelium 
expresses a number of efflux transport proteins, which actively 
remove a broad range of drug molecules before they cross into 
the brain parenchyma. Pgp is the most thoroughly investigated 
brain efflux transport protein with broad affinity for dissimilar 
lipophilic and amphiphilic substrates (Tsuji and Tamai, 1997). 
As a consequence, the therapeutic value of many promising 
drugs, such as protease inhibitors for HIV-1 encephalitis (ritonavir, 
nalfinavir, and indinavir) (Kim et al., 1998), anti-inflammatory 
drugs (prednesolone, dexamethasone and indomethacin) for 
treatment of microglial inflammation during idiopathic PD and 
AD (Tsuji and Tamai, 1997; Perloff et al., 2004), neuroleptic agents 
(amitriptyline and haloperidol) (Uhr et al., 2000), analgaesic 
drugs (morphine, beta-endorphin, and asimadoline) (Moriki 
et al., 2004), as well as anti-fungal agents (itraconazole and 
ketoconazole) (Miyama et al., 1998), is diminished, and cerebral 
diseases have proven to be most refractory to therapeutic inter-
ventions. Moreover, delivery of many anticancer agents (Dox, 
vinblastine, taxol, etc.) to the brain for treatment of brain tumors 
(Tsuji, 1998), and drugs for treatment of epilepsy (carbamaze-
pine, phenobarbital, phenytoin, and lamotrigine) (Potschka et al., 
2002) is also restricted by the Pgp drug efflux transporter.

An emerging strategy for enhanced BBB penetration of 
drugs is co-administration of competitive or noncompetitive 
inhibitors of the efflux transporter together with the desired 
CNS drug. First generation low molecular weight Pgp inhibitors 
(cyclosporine A, verapamil, PSC833, etc.) are substrates of 
the drug efflux transporter, which compete for the active site 
with the therapeutic agent (Kemper et al., 2003). Second gen-
eration inhibitors (LY335979, XR9576 and GF120918) are 
non-competitive inhibitors, which allosterically bind to Pgp, 
inactivating it and increasing drug transport to the brain (Kemper 
et al., 2004). Despite their high efficiency in cell culture models, 
the small therapeutic range of these inhibitors, high in vivo 
toxicity, and fast clearance are the main obstacles for their 
therapeutic application.

Recently, a new class of inhibitors (nonionic polymer sur-
factants) was identified as a promising component of drug 



698 Alexander V. Kabanov and Elena V. Batrakova

formulations. These compounds are two- or three-block copo-
lymers arranged in a linear AB or ABA structure. The A block 
is a hydrophilic PEG chain. The B block can be a hydrophobic 
lipid (BRIJs, MYRJs, Tritons, Tweens, and Chremophor), or a 
poly(propylene glycol) (PPG) chain (Pluronics) (Figure 47.2).

Studies in multidrug resistant (MDR) cancer cells, polarized 
intestinal epithelial cells, Caco-2, and polarized BMVEC mono-
layers provided compelling evidence that selected Pluronic 
block copolymers can inhibit drug efflux transport systems 
(Miller et al., 1997; Batrakova et al., 1998; Batrakova et al., 
1999a; Batrakova et al., 2001a; Batrakova et al., 2001b; Batra-
kova et al., 2003b). Specifically, in primary cultured BMVEC 
monolayers, used as an in vitro model of BBB, the inhibition 
of drug efflux systems, Pgp and MRP was associated with an 
increased accumulation and permeability of a broad spectrum 
of drugs in the BBB, including low molecular drugs (Batrakova 
et al., 1998; Miller et al., 1999) and peptides (Witt et al., 2002). 
These effects were most apparent at concentrations below the 
CMC (Miller et al., 1997; Batrakova et al., 1998). It was sug-
gested that the unimers, are responsible for the inhibition of Pgp 
and MRPs efflux transport system. Incorporation of the probe 
into the micelles formed at high concentrations of the block 
copolymer decreases its availability to the cells and reduces the 
transport of this probe in BMVEC.

Recent findings suggest that effects of Pluronic on drug efflux 
transport proteins involve interactions of the block copolymers 
with the cell membranes (Batrakova et al., 2001b; Batrakova 
et al., 2003b). It was demonstrated that a fine balance is needed 
between hydrophilic (PEG) and lipophilic (PPG) components 
in the Pluronic molecule to enable inhibition of the drug efflux 
systems (Batrakova et al., 2003a). Overall, the most efficacious 
block copolymers are those with intermediate lengths of PPG 
block and relatively hydrophobic structure (HLB < 20), such as 
Pluronic P85 or L61 (Batrakova et al., 1999b). The hydrophobic 
PPG chains of Pluronic immerse into the membrane hydropho-
bic areas, resulting in alterations of the membrane structure and 

decreases in its microviscosity (“membrane fluidization”). Plu-
ronic at relatively low concentrations (e.g. 0.01%) inhibits the 
Pgp ATPase activity, possibly due to conformational changes in 
the transport protein induced by the immersed copolymer chains 
in the Pgp-expressing membranes (Batrakova et al., 2001b). In 
particular, Pluronic P85 displayed the effects characteristic of 
a mixed type enzyme inhibitor—decreasing maximal reaction 
rate (V

max
) and increasing Michaelis constant (K

m
) for ATP as 

well as Pgp-specific substrates such as vinblastine (Batrakova 
et al., 2004a). The magnitude of these effects for vinblasine was 
as high as over 200-fold V

max
/K

m
 change (interestingly, MRP1 

ATPase activity was affected less, which could explain some-
what smaller effects of Pluronic on this transporter). In con-
trast, at high concentrations (e.g. 1%), binding of Pluronic to 
the membrane actually resulted in restoration of Pgp ATPase 
activity. This could be due to the segregation of the block copo-
lymer molecules in the 2D clusters in the membrane, which 
diminishes its interactions with the transport proteins.

Various drug resistance mechanisms, including drug trans-
port and detoxification systems, require consumption of energy 
to sustain their function in the barrier cells. Because of this 
fact, mechanistic studies have focused on the effects of Pluronic 
block copolymers on metabolism and energy conservation in 
BMVEC (Batrakova et al., 2001a). The basis for such studies 
was the earlier reports that Pluronic block copolymers can 
affect mitochondria function and energy conservation in the 
cells (Kirillova et al., 1993). Recent studies have demonstrated 
that exposure to Pluronic P85 induced significant decrease in 
ATP levels in BMVEC monolayers (Batrakova et al., 2001b). 
The observed energy depletion was due to inhibition of the cel-
lular metabolism rather than a loss of ATP in the environment. 
The study of Rapoport et al. suggested that Pluronic P85 can be 
transported into the cells and decrease the activity of electron 
transport chains in the mitochondria (Rapoport et al., 2000). 
Remarkably, the ATP depletion induced by Pluronic appears to 
be tightly linked to the specific cell phenotype, since this effect 
is observed selectively in the cells that overexpress Pgp (as 
well as MRPs) (Batrakova et al., 2001b; Kabanov et al., 2003b; 
Kabanov et al., 2003a; Batrakova et al., 2004a). We suggested 
that inhibition of ATP production in high energy-consuming 
cells, such as cells overexpressing Pgp, results in the rapid 
exhaustion of intracellular ATP, i.e. ATP depletion (Batrakova 
et al., 2001b). Further, our recent studies indicate that these dif-
ferences were related to the differences in the major fuel sources 
used by MDR or sensitive cells (fatty acids vs. glucose respec-
tively) (Rapoport et al., 2006). It was shown that Pluronics 
affected the stage of the electron entrance in the mitochondrial 
electron transport chain, presumably due to the interaction of 
the hydrophobic block of the copolymer with fatty acids, which 
decreased fuel transport into the mitochondria matrix. In con-
trast, Pluronics exerted only mild effect on the glucose-based 
respiration in drug-sensitive cells. Overall, the energy depletion 
(decreasing ATP pool available for drug transport proteins) and 
membrane interactions (inhibiting of ATPase activity of drug 
transport proteins) are critical factors collectively contributing 

Figure 47.2. Pluronic block copolymers with various numbers of 
hydrophilic EO (n) and hydrophobic PO (m) units are characterized by 
distinct hydrophilic-lipophilic balance (HLB). Due to their amphiphi-
lic character these copolymers display surfactant properties including 
ability to interact with hydrophobic surfaces and biological mem-
branes. In aqueous solutions at concentrations above critical micelle 
concentration (CMC) these copolymers self-assemble into micelles.

Pluronic L61 EO2-PO30-EO2 MW = 1950 

Pluronic P85 EO26-PO40-EO26 MW = 4600 

Pluronic F127 EO100-PO65-EO100 MW = 12600

Hydrophobicity
increases
(HLB decreases)  

EO EO PO 

HO CH2CH2O CH2CH2O

CH3

CH2CH2O H
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to a potent inhibition of the drug efflux systems by Pluronic 
(Batrakova et al., 2001b) (Figure 47.3).

The effect of Pluronic P85 on drug transport to the brain 
was evaluated in animal experiments (Batrakova et al., 2001a). 
Brain delivery of a Pgp substrate, digoxin, administered intra-
venously in the wild-type mice expressing functional Pgp, was 
greatly enhanced in the presence of Pluronic P85. It was found 
that the digoxin brain/plasma ratios in the Pluronic treated animals 
were practically the same as those in the knockout mice, an 
animal model that is deficient in both mdr1a and mdr1b iso-
forms of Pgp. This suggests that co-administration of Pluronic 
with the drug in mice resulted in inhibition of Pgp in the BBB 
of the wild-type animals (Batrakova et al., 2001a).

One possible concern in these studies is that by virtue of 
inhibiting the ATP in BMVEC, the copolymer may display 
toxic effects on the BBB. However, the ATP depletion was found 
to be transient; following removal of the block copolymers 
from BMVEC monolayers the initial ATP levels were restored 
(Batrakova et al., 2001b). Although there were significant 
decreases in cellular ATP following Pluronic treatment, even 
during peak depletion of ATP by Pluronic there was no evi-
dence of loss of barrier functions of BBB as demonstrated using 
3H-mannitol as a permeability marker both in vitro and in vivo 
(Batrakova et al., 1998; Batrakova et al., 2001a). Moreover, 
Pluronic does not affect the glucose transporter, GLUT1, and 
only slightly inhibits the lactate transporter, MCT1, the two 

transporters playing an important role in the brain metabolism 
(Batrakova et al., 2004b). Pluronic also does not inhibit the 
amino acid transporters, LAT1, CAT1, and SAT1, in the BBB 
(Zhang et al., 2006). A histochemical examination of the 
tissue sections obtained from animals treated with Pluronic 
revealed no pathological changes in the BBB. Importantly, no 
cerebral toxicity of any kind has been observed in the human 
Phase I and Phase II studies of SP1049C, a Pluronic-based 
formulation of Dox to treat MDR tumors (Danson et al., 2004; 
Valle et al., 2004). It is possible, that this formulation, evaluated 
in human trials, can be adopted for use with CNS drugs to 
enhance drug delivery to the brain.

47.3.4. Chemical Modification of Polypeptides 
with Fatty Acids and Amphiphilic Block Copolymers

Delivery of potentially therapeutic polypeptides and proteins to 
the brain is significantly hampered by the BBB. The hydrophi-
licity, the lack of stability due to enzymatic or chemical degra-
dation, and the lack of transport carriers capable of shuttling 
polypeptides across cell membranes all play a part in preclud-
ing most polypeptides from transport into the brain (Lee, 1991). 
Several approaches to modify polypeptides to alter their BBB 
permeability have been attempted. First, conjugation of proteins 
with wheatgerm agglutinin (Raub and Audus, 1990; Banks and 
Broadwell, 1994) or cationic groups (“cationization”) (Kumagai 
et al., 1987; Triguero et al., 1989; Triguero et al., 1991) was 
shown to enhance delivery of polypeptides to the brain through 
adsorptive endocytosis. The cationized polypeptides demonstrated 
enhanced permeability and greater accumulation in the brain in 
vitro and in vivo. However, toxicity and antigenicity of cationized 
polypeptides could be an issue for their medical use (Bickel 
et al., 2001). Further, vectors targeting polypeptides to insulin 
and Tf receptors (monoclonal antibodies) have been considered 
to enhance passage of these compounds to the brain through 
receptor-mediated endocytosis (Frank et al., 1986; Duffy and 
Pardridge, 1987; Friden et al., 1991; Bickel et al., 2001). Thus, 
potential therapeutic polypeptides, basic fibroblast growth 
factor and brain-derived neurotrophic factor, were conjugated 
to OX26, which resulted in increased entry of these polypeptides 
to the brain and increased drug neuroprotective effects (Zhang 
and Pardridge, 2001a, 2001b; Song et al., 2002).

Another approach, artificial hydrophobization of polypep-
tides with a small number of fatty acid residues (e.g. stea-
rate or palmitate) has been shown to enhance cellular uptake 
(Kabanov et al., 1989a). Specifically, this technique involves 
point modification of lysine or N-terminal amino groups with 
one or two fatty acid residues per protein molecule. As a result 
of such modification, the protein molecule remains water-
soluble but also acquires hydrophobic anchors that can target 
even very hydrophilic proteins to cell surfaces (Slepnev et al., 
1995). To obtain low and controlled degrees of modification, 
a system of reverse micelles of a surfactant, sodium bis-(2-
ethylhexyl)sulfosucciate (Aerosol OT) in octane was used as a 
reaction medium (Kabanov et al., 1987) (Figure 47.4). Over a 

Figure 47.3. Schematic illustrating twofold effects of Pluronic 
block copolymers with intermediate lipophilicity on Pgp and MRPs 
drug efflux system. These effects include (a) decrease in membrane 
viscosity (“fluidization”) resulting in inhibition of Pgp and MRPs 
ATPase activity, and (b) ATP depletion in BMVEC. Extremely lipo-
philic or hydrophilic Pluronic block copolymers do not cross the cel-
lular membranes and do not cause energy depletion in the cells.



700 Alexander V. Kabanov and Elena V. Batrakova

dozen water-soluble polypeptides (enzymes, antibodies, toxins, 
cytokines) have been modified by this method (Kabanov et al., 
1987; Kabanov et al., 1989b; Alakhov et al., 1990; Chekhonin 
et al., 1991; Robert et al., 1993; Robert et al., 1995; Slepnev 
et al., 1995). Further studies of interactions of the fatty acyl-
ated polypeptides with cells were also conducted (Hashimoto 
et al., 1989; Kabanov et al., 1989b; Alakhov et al., 1990; Col-
sky and Peacock, 1991; Melik-Nubarov et al., 1993; Ekrami et 
al., 1995; Slepnev et al., 1995; Chopineau et al., 1998; Kozlova 
et al., 1999). Modification of water-soluble polypeptides, such 
as HRP, resulted in enhanced polypeptide binding with the cell 
membranes and internalization in many cell types (Slepnev 
et al., 1995). The point modification does not inhibit the spe-
cific activity of the polypeptides in the cells. To the contrary, 
in selected cases, when polypeptides are known to exhibit 
their effects in cells through binding with a cell surface recep-
tor (e.g. Staphylococcus aureus enterotoxin A and recombi-
nant α-interferon) the modification resulted in significant (10 
to 100 times) enhancement of these effects (Alakhov et al., 1990; 
Kabanov et al., 1992b). The increased activity of selected modi-
fied polypeptides in cells can possibly be explained by their 
concentration at the cell membrane, which promotes their bind-
ing with receptors (Kabanov et al., 1992b). Furthermore, insulin 
modified with one palmitic acid residue produced a prolonged 
hypoglycemic effect compared to the native insulin after intra-
venous injection and was shown to be less immunoreactive than 
the native insulin (Hashimoto et al., 1989).

The relevance of this technology to CNS delivery emerged 
from the studies by Chekhonin et al. (Chekhonin et al., 1991; 
Chekhonin et al., 1995). Those studies showed that modifica-
tion of the Fab fragments of antibodies against gliofibrillar 
acid protein (GFAP) and brain specific alpha 2-glycoprotein 
(alpha 2GP) with stearate led to an increased accumulation of 
the modified Fab fragments in the brain in a rat. Furthermore, 

a neuroleptic drug conjugated with the stearoylated antibody 
Fab fragments was much more potent compared to the free 
drug. In comparison, fatty acylated Fab fragments of non-specific 
antibodies did not accumulate in the brain but instead accumu-
lated in the liver, while stearoylated Fab fragments of brain-
specific antibodies displayed preferential accumulation in the 
brain (Chekhonin et al., 1991). The mechanism by which the 
stearoylated Fab-fragments were directed to the brain was not 
elucidated at that time. It was not clear also whether the Fab frag-
ments actually crossed the BBB or remained associated with 
the luminal surface of the brain capillaries. Subsequent studies 
using bovine brain microvessel endothelial cells (BBMEC) as 
an in vitro model of BBB (Chopineau et al., 1998) demon-
strated that stearoylation of ribonuclease A (approx. 13.6 kDa) 
increases the passage of this enzyme across the BBB by almost 
tenfold. Of the three fatty acid derivatives analyzed—myristic, 
palmitic and stearic, the latter was the most active. A possible 
mechanism for the entry of the fatty acylated polypeptides 
to the brain is adsorptive endocytosis. Given the characteris-
tics of the BBB transport for nonessential free fatty acids as 
reviewed elsewhere (Banks et al., 1997), it is unlikely that the 
modified polypeptides are able to use those transporters. Thus, 
use of free fatty acid receptor mediated transport by the modi-
fied polypeptides is not likely. However, if such a pathway 
is feasible, it should be more pronounced when the essential 
fatty acids, such as linoleic, are used to modify polypeptides 
(Edmond et al., 1998; Edmond, 2001).

A similar principle was used in the case of a protein modi-
fication with Pluronic block copolymers (Figure 47.5); the 
designed conjugates had different balance between hydro-
philic and lipophilic properties (Batrakova et al., 2005). The 
cell binding and transport of Pluronic P85 and L121 modi-
fied HRP were increased up to six and ten times, respectively, 
compared with the native HRP. A method of conjugation 
using biodegradable and non-biodegradable links was also 
varied. As expected, the modification of the protein via a 
biodegradable link (Figure 47.5A) resulted in the most effec-
tive transport of the protein across the brain microvessel 
endothelial cell monolayers. It is likely, that being highly 
hydrophilic the HRP molecule requires a highly lipophilic 
moiety to obtain the optimal hydrophilic-lipophilic balance 
of the conjugate. Such a lipophilic group has a tendency to 
remain associated with the cellular membrane as an anchor. 
Therefore, a biodegradable link allowed the polypeptide 
molecule to separate from its lipophilic moiety and enter the 
brain after the conjugate passed membranes of the barrier 
cells. Data obtained by confocal microscopy visualizes this 
effect. Modification of the protein with Pluronic P85 via bio-
degradable link drastically enhanced the transport of HRP 
into the cells and its accumulation in the cytoplasm, nuclei, 
and other cellular organelles (Figure 47.5B). It was suggested 
that the protein conjugate was initially bound to the cellular 
membrane through the Pluronic moiety incorporated into 
the lipid bilayer followed by cleavage of the HRP molecule 
from the Pluronic anchors. In vivo studies demonstrated that 

Figure 47.4. Chemical modification of the protein with a water-
insoluble reagent in the reverse micelles of Aerosol OT in octane. 
(1) Protein molecule incorporates into the inner water pool of the 
reverse micelle, acquiring a monolayer cover of the hydrated sur-
factant molecules. (2) The modifying reagent incorporates into the 
surfactant layer of the micelle coming into contact with the modified 
group of the protein. (3) Following the completion of the reaction the 
modified protein is precipitated and the surfactant and excess of the 
reagent are removed by adding cold acetone. Proteins modified with 
fatty acid residues with controlled and low degree of modification 
are obtained.
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1) hydrophobization with stearoyl group or 2) amphiphilic 
modification with a Pluronic block copolymer had increased 
the rate of HRP penetration across the BBB and increased 
accumulation of HRP by the brain (Figure 47.5C). Overall 
modification with Pluronic block copolymers appeared to be 
more promising for HPR delivery to the brain. In this case 
the permeability of modified protein in the BBB in vivo was 
increased almost fourfold with no statistically significant 
effects on the protein peripheral pharmacokinetics or entry 
into the parenchymal space.

Summary

Tremendous efforts in the last several decades have resulted 
in numerous inventions of CNS drug delivery systems. Many 
of these innovative systems have a significant potential for the 
development of new biomedical applications. The wide vari-
ety of strategies reflects the inherent difficulty in transport 
of therapeutic and imaging agents across the BBB. In fact, the 

effective combination of several approaches, such as encapsula-
tion of drugs into nanoparticles conjugated with vector moieties 
or using micelles of Pluronic block copolymers along with Plu-
ronic “unimers” that will inhibit drug efflux transporters in the 
BMVEC, may give the most promising therapeutic outcomes.

Review Questions/Problems

 1. What are the main features of the BBB that restrict 
drug transport to the brain?

 2. Describe the properties of polymers that are useful for 
drug delivery systems.

 3. What are the advantages of nanoscaled polymeric 
carriers?

 4. List types of nanocarriers for drug delivery. Describe 
their structure, principal differences, advantages and 
limitations.

 5. Describe cell-mediated drug delivery to the CNS.

 6. Explain how the drug efflux transporters affect drug 
transport to the brain? List examples of drug efflux 
transporters expressed in the BBB.

 7. Describe three generations of inhibitors of drug efflux 
transporters in the BBB.

 8. Describe the effects of Pluronic block copolymers on 
drug efflux transporters in the BBB.

 9. How is the chemical modification of polypeptides with 
fatty acids and amphiphilic block copolymers applied 
to increase delivery of polypeptides to CNS?

10. Which of the following molecules can penetrate across 
the BBB through passive diffusion?

a. Lipophilic low molecular weight compounds
b. Hydrophilic low molecular weight compounds
c. Lipophilic high molecular weight compounds
d. Hydrophilic high molecular weight compounds

11. What size of polymer nanocarriers is the most 
appropriate for drug delivery?

a. 0.1–1 nm
b. 1–100 nm
c. 100–1,000 nm
d. 1–100 µm

12. Which types of drugs can be incorporated into 
polymeric micelles?

a. lipophilic compounds
b. hydrophilic compounds
c. charged compounds
d. proteins compounds

Figure 47.5. Effect of HRP modification with Pluronic block copo-
lymer on transport across the BBB in an in vitro and in vivo models. 
A: HRP conjugated with Pluronic P85 via the biodegradable bond; 
B: confocal microphotograph of BBMEC monolayers treated with 
rhodamine-labeled HRP and Pluronic-HRP for 2 h; C: blood-to-brain 
transport of HRP and Pluronic-HRP in mice.
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13. What does CMC mean?

a. colloidal microemulsion complex
b. cell monocarrier
c. critical micelle concentration
d. contrast multi-compound

14. Which polymer is used to stabilize nanoparticles in an 
aqueous dispersion?

a. polystyrene
b. polymethacrylic acid
c. DNA
d. PEG
e. polycyanoacrylate

15. Which type of cells can be used for cell-mediated delivery?

a. brain microvessel endothelial cells
b. neurons
c. macrophages
d. astrocytes
e. erythrocytes
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48.1. Introduction

Central nervous system (CNS) diseases represent a class of 
complex disorders for which cures have been largely unmet 
due to the general lack of knowledge regarding underlying 
 pathogenic mechanisms. Gene-based therapies directed at 
 ameliorating neurodegenerative diseases exhibit great  potential 
due to rapid scientific advances made regarding delivery 
modalities, neurosurgical methods, neuroimaging, and molec-
ular biological manipulation. Given these  breakthroughs, the 
diseased CNS presents a neuroimmunological challenge as 
gene delivery many times requires invasive surgical  procedures 
and a majority of the gene delivery platforms incite transient, 
and sometimes, inflammatory events that possess the  potential 
to exacerbate disease-related processes. In this chapter, we 
will discuss the most current literature on gene therapy for 
CNS disorders by detailing the neuroimmunological profiles 
of presently available gene transfer platforms, approaches that 
have been made to minimize vector-mediated inflammation, 
and ways in which the immune system can be harnessed to 
prevent and/or treat neurodegenerative diseases via  gene-
based immunotherapy.

48.2. Vector Selection Rationale

To derive an informed decision in the selection of an appro-
priate gene therapeutic vehicle for the treatment of a specific 
neurologic disease, the following must be considered:  vector 
capacity, tropism, genome maintenance, vector-mediated 
transgene expression duration and levels, and safety profile. 

The size of the therapeutic transcription unit is many times 
employed as an initial criterion to focus vector choice. This 
 category also includes a given vector’s ability to  harbor  multiple 
 transcription units, thereby potentially affording reconsti-
tution of a complex biochemical pathway (i.e., dopamine 
 biosynthesis for Parkinson’s disease). Potential applications 
for several presently available vector platforms are restricted 
by insert size limitations and are sometimes excluded if  multi-
gene delivery is a prerequisite for therapy.

Cell type specificity is also an important issue when 
 developing a gene-based therapeutic intervention for 
 neurodegenerative disorders. It would be most beneficial if the 
vector of choice could transduce and express in cell types that 
comprise only the specific disease-affected  pathway. Vector 
tropism can be regulated through modulation of  cellular recep-
tor interactions by one or more of the following approaches: 
alteration of virus docking proteins, utilization of alternate viral 
serotypes, pseudotyping, and introduction of tethered ligands 
for cellular receptors into the viral envelope. Once a vector is 
optimally targeted to the brain region of interest, therapeutic 
transgene expression can be restricted to selected cell popula-
tions via the utilization of cell type- specific promoters and/or 
transcriptional elements (Wagner et al., 1992; Zatloukal et al., 
1992; Beer et al., 1998; Toyoda et al., 1998; Zabner et al., 
1999). Strict spatial control of transgene expression is vital 
to ensure the correct cells will manufacture the gene product. 
This control, in turn, reduces the risk that ectopic transgene 
expression will occur and lead to untoward effects on adjacent 
neurological pathways.

Most neurodegenerative disorders evolve insidiously over 
many years thus requiring gene-base modalities to impart thera-
peutic benefit for several decades of an individual’s lifetime. To 
this end, a vector genome should be stably maintained within 
the transduced cell for extended periods of time. Vector genome 
maintenance is, therefore, a critical factor in selection of an 
appropriate gene therapy vehicle for neurodegenerative diseases. 
Vector genomes can exist as episomes and/or integrated forms 
within nuclei of host cells. Mitotically active cells, such as those 
of the progenitor and glial lineages, eventually exhibit diminished 
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episomal vector-mediated transgene expression. However, the 
post-mitotic property of CNS  neuronal  populations does not 
exclude the utilization of episomal vectors since genomes can 
be maintained without progressive  therapeutic vector loss due 
to mitosis. Integrating vectors  circumvent this issue but their 
use raises safety concerns including their potential to transac-
tivate proximal proto-oncogenes and to  disrupt essential host 
genes via insertional mutagenesis.

Another similar issue regarding vector selection relates to 
the desired levels and duration of gene product expression for 
treatment of neurodegenerative disorders. Depending upon the 
vector and transcriptional elements chosen, pharmacologic or 
physiologic levels of transgene expression can be achieved for 
time periods of short or long duration. As with other  selection 
criteria, the decision of which level/duration of expression 
is preferred rests heavily on what aspect of the particular 
 disorder is to be targeted and at which time during the  disease 
course the intervention is to be implemented. Early interven-
tions may require maintenance of long-term  physiologic lev-
els of transgene expression (i.e., neuroprotective strategies) 
since the neural networks may be primarily intact at this 
time. A vector/promoter combination that safely and stably 
 maintains gene expression at nearly physiologic levels in the 
CNS would serve as a potential candidate for such early treat-
ment approaches. Treatment modalities that are implemented 
after presentation of clinical symptoms may require long-term 
pharmacologic levels of transgene product to restore function 
to a brain region decimated by disease.

Safety is of utmost concern regarding the application of 
novel gene therapeutic strategies within the brain. Many 
 presently available vectors trigger immunogenic and/or 
inflammatory responses when introduced into the CNS. 
These responses are known to arise from the humoral and/or 
 cell-mediated arms of the immune system, and the  magnitude 
differs depending upon which vector type is employed. For 
example, repeat administration of early generation viral 
 vectors has been shown to lead to lower transgene expres-
sion and serious inflammation, likely the result of a primed 
immune system (Byrnes et al., 1996). Therefore, a vector 
that is stably maintained and that can express its transgene 
for extended periods of time would be a more favorable 
choice as a gene therapeutic vehicle for neurodegenerative 
 conditions. Another aspect that is often overlooked regard-
ing gene therapy safety is the role of  transgene products in 
the elaboration of immune responses and toxicity. Transgene 
products that are of foreign origin, ectopically expressed, or 
pharmacologically expressed harbor the potential to induce 
cytotoxicity and/or immune responses. Research address-
ing these issues is imperative to elucidate the role of trans-
gene products in the  elaboration of these potentially harmful 
responses, and how such responses can be successfully 
circumvented. Utilization of regulatable transcriptional or 
post-transcriptional elements in delivery vectors to provide 
“fine-tuning” of therapeutic transgene expression levels is a 
way to minimize harmful clinical outcomes.

48.3. Gene Transfer Platforms

Genetic material can be delivered to cells by two broad 
classes of vectors: nonviral and viral. Nonviral gene transfer 
 modalities include the use of plasmid DNA directly or in an 
encapsulated state. Such approaches are deemed the safest 
due to the lack of inflammatory and/or immunogenic compo-
nents, but require repeated administration to maintain thera-
peutic gene  expression. Viral vectors exploit the evolutionary 
achievements of viruses to propagate, package and transfer 
genetic material from cell to cell and organism to organism. 
Via genetic modification of mammalian viruses, it is possi-
ble to specifically target gene expression in desired cellular 
 populations. Adenovirus, AAV, lentivirus, and HSV-based 
vectors as they have been utilized for CNS-directed gene 
 therapy will be discussed below. These vector types represent 
a subset of the more commonly used viral vectors for CNS 
gene delivery.

48.3.1. Nonviral Gene Transfer

Although viral gene delivery systems have proven more 
 efficient for use in the nervous system, viral vector produc-
tion requires special expertise and equipment, and remains 
time and labor intensive. As an alternative to viral vectors, 
 transfection techniques utilizing cationic lipids have shown 
promise for use with cells of the nervous system and may prove 
to exact fewer adverse effects. Conventional nonviral systems 
(reviewed in Anwer et al., 2000), which rely on  passive cell 
targeting through charge interactions, possess several practi-
cal advantages over viral delivery of transgenes. These include 
decreased production time and costs as well as greater safety, 
since there is no risk of viral vector recombination.

For more than a decade, there have been a variety of reports 
demonstrating the use of lipid reagents for transfection of 
cells comprising the nervous system with very modest trans-
fection efficiencies, even after optimization (Holt et al., 1990; 
Loeffler et al., 1990; Jiao et al., 1992; Matter-Sadzinski et al., 
1992; Kaech et al., 1996). However, more recently our labora-
tory showed dramatically improved transfection efficiencies 
in the mouse CNS using the cationic lipids Tfx-10 and Tfx-20 
(Promega) to deliver DNA with a microprocessor-controlled 
injector, suggesting further work towards optimization of 
lipid transfection is warranted for gene transfer applications 
 requiring direct intracranial administration of therapeutic 
DNA-lipid complexes (Brooks et al., 1998).

Less invasive methods of delivering nonviral vectors to 
the CNS would be more desirable. Despite the minimal 
 inflammatory profile of intracranial delivery of DNA-lipid 
complexes, the potential exists for surgery-induced adverse 
events, while the relatively limited volume of distribution 
obtained from stereotactic infusion makes the approach rather 
infeasible when attempting to treat diseases that involve 
expansive regions of the brain. To that end, methodologies 
have been developed to enable the injection of modified  
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DNA-lipid  complexes into the bloodstream that are designed 
to hone to the brain, and sub-regions thereof, to more widely 
deliver their therapeutic payload. Nonviral gene delivery sys-
tems in  particular lend themselves to targeting strategies aimed 
at achieving higher transfer efficiency and tissue  specificity, 
since they can withstand a wider range of chemical and physi-
cal conditions used to incorporate targeting moieties. They 
also allow for more flexibility and ease-of-use when mixing 
targeting ligands with plasmid DNA and the lipid delivery 
reagents.

To approach systemic infusion of targeted DNA-encapsulated 
liposomes, the liposome formulation requires further 
modification. Whereas in the case of direct stereotactic 
injections, cationic liposome-DNA complexes can be used, 
such complexes highly aggregate in physiological saline 
leading to inefficient and variable dissemination of the 
transfection  complex when delivered via the bloodstream 
(Mahato et al., 1997; Matsui et al., 1997). The use of  neutral 
(uncharged) liposomal mixtures in combination with inert 
and biocompatible polymer polyethylene glycol (PEG) pro-
duces sterically stabilized liposomal structures (Papahad-
jopoulos et al., 1991). Inclusion of PEG is also believed 
to prevent the  binding of opsonins circulating within the 
bloodstream, thereby  significantly decreasing phagocytic 
cell recognition and clearance (Moghimi and Patel, 1992). 
Physical targeting of these “pegylated liposomes” through 
the use of ligands and antibodies has been employed to 
enhance the efficiency of gene transfer to many specific cell 
types (reviewed in Anwer et al., 2000), including the CNS 
(Pardridge, 2003).

The blood-brain barrier (BBB) has long-served as a major 
obstacle to liposome-based gene delivery to the CNS via 
 systemic administration. Zhang and colleagues have employed 
a pegylated immunoliposome-mediated method for systemic 
administration of plasmids expressing tyrosine hydroxylase 
(TH) in a rodent 6-OHDA model of Parkinson’s disease [PD; 
(Zhang et al., 2004)]. A plasmid construct expressing TH, 
the rate-limiting enzyme in the dopamine biosynthetic path-
way, was encapsulated within pegylated  immunoliposomes 
and injected systemically into parkinsonian rats. High-
level  transgene expression within the striatum and transient 
 correction of apomorphine-induced rotation behavior were 
observed, indicating that these nonviral gene transfer reagents 
were capable of traversing the BBB. In addition, a time-course 
experiment showed that TH enzyme activity within the stria-
tum diminished substantially from Day 3 to 9 post-treatment. 
In a recent follow-up study, this group demonstrated that 
transient gene expression profiles derived from immunolipo-
some-targeted gene delivery appear to be the result of plasmid 
degradation in vivo (Chu et al., 2006). Immune responses gen-
erated against pegylated immunoliposomes are thought to be 
minimal in vivo, but if multiple injections are required to sub-
vert disease progression, then the adaptive immune response 
may play a role in clearing and/or degrading this gene-based 
therapeutic.

48.3.2. Adenovirus Vectors

Adenoviruses (Ad) are a family of non-enveloped, double-
stranded DNA viruses that generally cause mild respiratory 
infections in mammals. Over 50 serotypes have been  identified. 
Adenovirus-based vectors are attractive candidates for gene 
delivery to the CNS, as high vector titers can be generated, 
and these episomally maintained vectors can  efficiently infect 
and express transgenes in a variety of cell types including the 
non-dividing cells of the CNS (Akli et al., 1993;  Bajocchi 
et al., 1993; Davidson et al., 1993; Le Gal La Salle et al., 
1993; Smith et al., 1996a,b,c). First generation vectors con-
sisted of constructs that lacked genes for the potent  regulatory 
proteins E1A, E1B, and E3. Although high titers could be 
obtained (approximately 1013 viable particles per ml) the 
 immunological and physiological complications that resulted 
from Ad vector transduction in the CNS were serious. This 
robust response was due to enhanced cytotoxic T  lymphocyte 
(CTL)  activity to viral proteins and/or the expressed transgene 
product (Tripathy et al., 1996; Michou et al., 1997). Vigorous 
inflammation precludes repeated administration of this vector. 
As a consequence of these findings, second generation vectors 
were developed that additionally lacked the E2A gene. The 
resultant inflammatory response elicited by these vectors was 
reduced but still fairly substantial. In an effort to completely 
remove viral genes from the system, helper virus-dependent 
or so-called “gutless” forms of Ad vectors were developed 
(Mitani et al., 1995; Parks et al., 1996; Hardy et al., 1997; 
Morsy et al., 1998). These forms possess a large transgene 
capacity (up to 28 kb) and do not express any viral proteins. 
High multiplicities of infection (MOIs) have been used to 
infect greater than 85% of neurons with little if any cytotoxic-
ity or adverse physiological effects up to 7 days post-infection 
(Cregan et al., 2000). Gutless Ad vectors direct expression 
of therapeutic genes in vivo with moderately high efficiency 
among gene therapy vectors. Gutless Ad constructs, but not 
first-generation Ad vectors, mediate sustained transgene 
expression in the brain even in the presence of anti-Ad immu-
nity (Thomas et al., 2000, 2001). Another study, conducted 
by Zou and colleagues, compared transgene expression from 
first-generation Ad vectors to gutless Ad vectors in brain. Two 
months following transduction, the helper-dependent vectors 
exhibited higher transgene expression and elicited lower num-
bers of brain-infiltrating macrophages and T cells than first 
generation Ad vectors (Zou et al., 2000), further speaking to 
the improved safety profile of this Ad vector iteration.

48.3.3. Adeno-Associated Virus Vectors

Adeno-associated virus (AAV) is a non-pathogenic mem-
ber of the parvovirus family. Its single-stranded DNA viral 
genome requires co-infection with either adenovirus or HSV 
for its own replication/propagation. Wild-type AAV encodes 
two viral gene products, Rep and Cap, which function in rep-
lication/integration and structural stability, respectively. Vectors 
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derived from AAV can carry up to a 4.5-kb transgene that 
is flanked by inverted terminal repeats (ITRs). The relatively 
small payload capacity can be overcome by the co-injection 
of multiple vectors, each transducing a different therapeutic 
gene, and leading to co-expression of two linked  biochemical 
functions (Shen et al., 2000). The ITR sequences promote 
extrachromosomal replication and Rep-mediated genomic 
integration of the flanked transgene. Newer methods of pack-
aging have led to titers approaching 109 transducing units/
10 cm plate and have eliminated the need for helper Ad which 
assures that negligible levels of contaminating Ad helper virus 
are present in the preparation (Xiao et al., 1998). Once pack-
aged, the unique Cap protein of AAV allows for high-degree 
virion purification. Helper virus-free AAV vectors elicit tran-
sient and minimal inflammatory reactions when delivered 
in vivo, an observation likely due to the lack of associated 
viral gene expression and the facility to highly purify vector 
stocks (Kaplitt and Makimura, 1997; Xiao et al., 1997; Bueler, 
1999; Lo et al., 1999).

The existence of numerous characterized AAV serotypes 
allows for use of alternative capsid types in the event  serotype-
specific neutralizing antibodies are generated or extant, thus 
extending the utility of the vector platform in the setting of 
pre-existing AAV immunity. Moreover, each serotype exhibits 
distinct patterns of transduction within the major tissues of 
mammals (reviewed by Wu et al., 2006). In general, AAV1 
and 5 exhibit higher transduction efficiencies than vectors 
packaged with serotype 2 capsid in all regions assessed within 
the CNS (Alisky et al., 2000; Burger et al., 2004), while 
AAV4 transduces specific cell types, such as ependyma and 
astrocytes in the subventricular zone, with higher efficiency 
(Davidson et al., 2000). The varying serotypes not only dictate 
transduction efficiency, but they have been shown to modulate 
transgene expression kinetics. The underlying mechanism(s) 
is unknown, but may be due to differences in virion uncoat-
ing and intracellular trafficking within the transduced cell 
(Thomas et al., 2004).

AAV vectors when delivered into the CNS are capable of 
expressing transgene products for periods of time in excess 
of 4 years. This has been demonstrated in both rodent and non-
human primate studies [(Kaplitt et al., 1994; McCown et al., 1996; 
Guy et al., 1999; Lo et al., 1999; Bjorklund et al., 2000; 
Chirmule et al., 2000; During et al., 2001) and K. Bankiewicz, 
personal communication]. The pattern and duration of gene 
expression in these studies suggests that the AAV vectors once 
introduced into host cells adopt a transcriptional configuration 
that supports stable expression. This characteristic could lie 
in the physical status of the AAV vector genome (integrated 
vs. episomal) following transduction of a given host cell. 
The ability of wild-type AAV to specifically integrate into 
human chromosome 19 is intriguing if this property could be 
translated to AAV-derived vectors (Kotin et al., 1990). The 
ability to integrate creates the potential for stable, long-term 
 expression of a transgene for the treatment of neurological 
disorders. Wu and colleagues presented a method for detecting 

integrated AAV vector genomes and provided some evidence 
that  integration into CNS cells occurs, however, the speci-
ficity of this integration site is yet undetermined (Wu et al., 
1998). More recent data generated by the laboratory of Mark 
Kay suggest that concatenated, non-integrated AAV genomes 
exist in greater abundance than integrating forms (Chen 
et al., 2001). To this end, more thorough studies detailing the 
genome status of AAV vectors in vivo must be conducted.

The risk of integration-induced oncogenesis appears to 
still be a theoretical concern despite a recent report. In long-
term rodent studies with rAAV vectors there was a  significant 
increase in the incidence of hepatocellular carcinoma in mice 
treated with an AAV vector (Daly et al., 2001; Donsante 
et al., 2001). Systematic investigation was conducted to estab-
lish the genesis of the AAV vector/tumor association. These 
studies employing sensitive quantitative PCR failed to yield 
evidence that the tumors arose from an insertional mutagene-
sis event. In a separate study, mice were injected with  varying 
doses of AAV vectors with no evidence of hepatic tumors. 
These data argue that the hepatic malignancies likely arose by 
administration of contaminants with the AAV vector stocks 
and not because of genomic perturbations induced by the vec-
tor. However, more recent data compel reexamination of the 
propensity of rAAV to produce chromosomal alterations. 
In that study, which was entirely performed in cultured human 
HeLa cells, AAV vector proviral integrates were found  associated 
with chromosomal deletions and rearrangements most frequently 
on chromosome 19, nearby but not precisely at the site of wild-
type AAV integration (Miller et al., 2002). Multiple explana-
tions for this finding are unexplored and thus its significance is 
unclear. Assuming safe integration of AAV vectors is demon-
strated, a major limitation that will likely  persist is the limited 
transgene size capacity exhibited by these vectors. This short-
coming will prove troublesome when cell-specific promoters 
and/or transcriptional enhancer  elements must accompany the 
desired therapeutic gene for the purposes of directed expression. 
One group has attempted to circumvent this issue by develop-
ing heterodimeric AAV  vectors where transfer of a transcription 
unit of approximately 9 kb can be achieved (Sun et al., 2000).

48.3.4. Lentivirus Vectors

Replication-defective lentiviral vectors derived from HIV 
(rHIV) are another promising gene transfer vehicle for 
CNS applications as they can transduce both dividing and 
non-dividing cells, do not encode viral proteins, have an 
approximate 9-kb insert capacity, and are capable of sustain-
ing stable gene expression for greater than a year (Kordower 
et al., 1999, 2000; Wang et al., 2000; Reilly, 2001). To ensure 
against the generation of replication-competent HIV virions, 
the  packaging system has been divided into four plasmids 
and four accessory HIV genes have been deleted from those 
packaging-assisting plasmids. Titers with this approach yield 
stocks of 1–5 × 109 infectious units (Naldini et al., 1996b; 
Bensadoun et al., 2000).
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HIV-based lentiviral vectors when pseudotyped with the 
VSV-G protein are principally neurotropic (Desmaris et al., 
2001). Entry, proviral derivation and expression appear to 
occur efficiently in non-dividing neurons without the require-
ment for disruption of the nuclear envelope (Naldini et al., 
1996a,b). Whereas, lentiviral vectors integrate chromosomally 
in dividing cells, the status of the proviral genome in  neurons 
is less well studied. However, recent evidence garnered from 
the creation of feline immunodeficiency virus (FIV)-derived 
vectors devoid of integrase activity suggests that in  non-
dividing cells, transgene expression levels are equivalent to 
vectors capable of integrating into the host cell chromosome 
(Saenz et al., 2004). Efforts to test whether lentiviral vector 
proviral genomes can be rescued by HIV infection have also 
been informative. If the vectors retain necessary packaging 
sequences they are inefficiently rescued (Evans and Garcia, 
2000; Follenzi et al., 2000). However, self-inactivating or SIN 
vectors, which possess major deletions within the U3 and 
U5 regions of the long terminal repeat (LTR) regions of the 
 lentiviral genome, are unable to be rescued (Yu et al., 1986; 
Iwakuma et al., 1999).

Lentiviral vectors have been examined with respect to 
their potential elicitation of immune responses in the brain 
and within visceral organs. The data available indicate that 
in the CNS lentiviral vectors are minimally immunogenic, 
if optimized vector production and purification protocols 
are followed (Baekelandt et al., 2003). Systemic immuniza-
tion preceding injection of lentiviral vectors into the CNS 
 determined that pre-existing anti-lentiviral immunity, regard-
less of the transgene, did not affect transgene expression 
(Abordo-Adesida et al., 2005). Furthermore, Abordo-Adesida 
and colleagues showed that the transgene, but not the virion 
or vector components, is chiefly responsible for providing 
antigenic epitopes to the activated immune system, following 
systemic immunization with lentivirus.

Even though they are more limited in number, rodent and 
non-human primate studies performed to date have shown that 
rHIV vectors encoding for glial cell line-derived neurotrophic 
factor (GDNF) provide robust functional and structural neu-
ral protection in models of PD and provide an encouraging 
approach for gene therapy. Kordower and colleagues injected 
lentiviral vectors expressing GDNF into the striatum and sub-
stantia nigra of nonlesioned aged rhesus monkeys and young 
adult rhesus monkeys treated 1 week prior with the PD symptom-
inducing neurotoxicant, 1-methyl-4-phenyl-1,2,3,6-tetra-
hydropyridine (MPTP) (Kordower et al., 2000). Treatment 
with these vectors augmented dopaminergic functioning and 
reversed a set of behavioral deficits. More recently, Brizard 
et al. were able to utilize a similar GDNF-expressing lentiviral 
vector to demonstrate functional reinnervation from remain-
ing dopaminergic nerve terminals in the 6-hydroxydopamine 
(6-OHDA) rat model of PD (Brizard et al., 2006).

Lentivirus vectors have also been used in the development 
of potential AD therapeutics. Dodart and colleagues recently 
delivered varying alleles of the apolipoprotein E (apoE) gene, 

which encodes for a lipid-binding protein with Aβ fibrillogen-
esis modulation activity, to AD mouse models to determine 
if expression of different alleles led to differential amyloid 
deposition (Dodart et al., 2005). Lentiviral delivery of the ε4 
allele, one that is believe to enhance the risk of human AD, 
led to increased Aβ deposition as measured by immunocyto-
chemistry and ELISA. Conversely, lentiviral vector-mediated 
expression of the ε2 allele resulted in a significant reduction 
in amyloid burden, which is suggestive of a potent dominant 
negative effect of apoE2 over mouse apoE on brain Aβ depo-
sition. These findings are exciting but more experimentation 
is warranted to determine the actual biological function of 
apoE and how modulation of its activity could alter normal 
physiology.

48.3.5. Herpes Simplex Virus Vectors

Herpes simplex virus type 1 (HSV-1) is a naturally neurotropic 
virus capable of establishing latent infection within neurons, 
but also possesses the ability to infect a wide range of cellular 
targets. The cellular receptors responsible for virion docking 
and uptake have been cloned, including the herpesvirus entry 
mediator A (HveA) and HveC (nectin-1; (Montgomery et al., 
1996; Hsu et al., 1997; Kwon et al., 1997; Geraghty et al., 
1998; Warner et al., 1998) ). Not surprisingly, these receptors 
(or homologues) are expressed on a variety of cell types. The 
HSV life cycle involves long periods of latency, and to that 
end, the virus has evolved a number of elaborate and highly 
efficient mechanisms to avoid detection and elimination by 
immune cells (Banks and Rouse, 1992). These properties have 
led to the development of two forms of HSV-1-based delivery 
vectors capable of in vivo and in vitro gene transfer to the 
nervous system: recombinant and amplicon vectors (Dobson 
et al., 1990; Breakefield and DeLuca, 1991; Andersen et al., 
1992; Breakefield et al., 1992; Fink et al., 1992; Wolfe 
et al., 1992; Glorioso et al., 1994; Andersen and Breakefield, 
1995).

48.3.5.1. HSV Recombinant Vectors

Recombinant HSV vectors comprise a wild-type HSV genome 
rendered replication defective via disruption/deletion of an 
indispensable viral gene(s). Typically, the immediate-early 
gene loci, which encode for potent transactivation proteins 
that initiate the viral lytic cycle, are targeted for insertion of 
therapeutic transcription units via homologous recombination 
(Marconi et al., 1996, 1999). Following construction, recom-
binant vectors are packaged into infectious virions using an 
engineered eukaryotic cell line that supplies the absent viral 
gene product(s) in trans (Dobson et al., 1990; Andersen 
et al., 1992). The genome of recombinant vectors, at present, 
can accommodate approximately 30 kb of genetic material. 
Recombinant vectors are also attractive gene transfer vehicles 
for CNS disorders because they can be propagated to relatively 
high titers (108–109 plaque-forming units/ml). In addition, the 
threat of insertional mutagenesis is greatly diminished as the 
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vector genome persists episomally within post-mitotic cell 
nuclei.

Immune responses arising from infusion of recombinant 
HSV vectors can arise from any of the following sources: viral 
particle components, co-purified packaging cell debris, low-
level de novo viral gene product expression, and  transgene 
expression itself. What appears to be a major source of immune 
response elicitation is related to de novo  expression of the 
intact viral transcription units. Recombinant HSV  vectors, 
although replication-defective, harbor virtually intact segments 
of the HSV genome. These open reading frames (ORFs) are 
expressed at low levels even in the absence of immediate-early 
gene products, augmenting the potential for antigen processing 
and subsequent MHC Class I presentation (Johnson et al., 1992; 
Krisky et al., 1998). Detailed assessment of immune responses 
elicited against HSV recombinant vectors within the brain have 
been lacking. However, insights may be gleaned from studies 
employing the amplicon vector platform, which have received, 
immunologically speaking, more investigational attention.

48.3.5.2. HSV Amplicon Vectors

The HSV-1 amplicon is a uniquely designed eukaryotic expres-
sion plasmid that harbors two non-protein encoding virus-
derived elements: an HSV origin of DNA replication (OriS) 
and the cleavage/packaging sequence (“a” sequence) (Fren-
kel, 1981, 1982; Spaete and Frenkel, 1982, 1985; Stow and 
McMonagle, 1982; Geller and Breakefield, 1988;  Federoff 
et al., 1992; Geschwind et al., 1994). Both cis sequences are spe-
cifically recognized by HSV proteins to promote the replication 
and incorporation of the vector genome into viable viral particles, 
respectively. This highly versatile plasmid can be readily manipu-
lated to contain desired promoters, enhancers, and transgenes of 
substantial size (∼130 kb) (Wade-Martins et al., 2001). Heterologous 

transcription units either singly or in combination can be cloned 
into the amplicon plasmid using conventional molecular cloning 
techniques, and the resultant construct is packaged into enveloped 
viral particles for  subsequent transduction of cells or tissues.

Amplicon plasmids are dependent upon helper virus 
 function to provide the replication machinery and structural 
proteins necessary for packaging amplicon vector DNA into 
viral particles. An engineered replication-defective HSV 
derivative that lacks an essential viral regulatory gene has 
conventionally provided helper packaging function. These 
helper viruses are similar to the recombinant HSV vectors 
discussed above in that they retain a majority of the HSV 
genome. The final product of helper virus-based packaging 
contains a mixture of varying ratios of helper and amplicon 
virions. The titers obtained from helper virus-based amplicon 
packaging range from 108 to 109 expressing virus particles/ml. 
More recently, helper virus-free amplicon packaging meth-
ods have been developed by providing a packaging-deficient 
helper virus genome via a set of five overlapping cosmids or 
a bacterial artificial chromosome (Fraefel et al., 1996; Saeki 
et al., 1998, 2001 Stavropoulos and Strathdee, 1998). This 
packaging strategy requires the co-transfection of eukaryotic 
cells that are receptive to HSV propagation (i.e., BHK, Vero) 
with packaging-incompetent HSV genomic DNA, amplicon 
DNA, and any accessory HSV genes shown to enhance ampli-
con titers (Bowers et al., 2001) (Figure 48.1). Crude vector 
lysates are then purified by a series of ultracentrifugation 
steps and titered by expression or transduction-based method-
ologies (Bowers et al., 2000). The titers obtained from helper 
virus-free amplicon packaging typically range from 107 to 
108 expressing virus particles/ml. The lack of contaminating 
helper virus in these stocks, and thus loss of immunosuppres-
sive proteins like ICP47, has also made the HSV amplicon a 
powerful delivery platform for infectious disease and cancer 

Figure 48.1. The helper virus-free method of HSV-1 amplicon packaging involves the use of a bacterial artificial chromosome (BAC) that 
contains the entire HSV genome minus its cognate cleavage/packaging signals [pBAC-V2; (Stavropoulos and Strathdee, 1998)]. Co-transfection 
of pBAC-V2, an accessory plasmid encoding HSV virion host shutoff protein (Bowers et al., 2001) and an amplicon plasmid, into a cell line 
permissible to HSV virion propagation (e.g., Vero, baby hamster kidney cells) results in stocks composed specifically of amplicon-containing 
virions that exhibit low, if any, cytotoxicity (Olschowka et al., 2003). Titers of stocks produced by this method range from 106 to 107 transducing 
units per ml with a very low wild-type reversion frequency (<1 in 108).
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vaccines (Tolba et al., 2001, 2002; Willis et al., 2001;  Hocknell 
et al., 2002).

Similar to recombinant HSV vectors, immune responses 
arising from infusion of HSV amplicon stocks can arise from 
several sources and such responses are dependent upon the 
packaging system employed. Immune response-eliciting sources 
include viral particle components, co-purified  packaging cell 
debris, low-level de novo viral gene  product expression (helper 
virus-based packaging only), and the expressed transgene. 
Early generation helper virus-based packaging methods lead 
to vector stocks that contain substantive levels of contaminat-
ing helper virus. Due to the  identical physical properties of 
amplicon and helper virus particles, preferential purification 
of amplicon particles is not possible. The replication-defective 
helper virus, comparable to the recombinant HSV vectors 
described above, expresses viral proteins at low levels within 
transduced cells. These viral  proteins exhibit cytotoxic activity 
and can potentially undergo antigenic processing and subsequent 
immune presentation.

Wood and colleagues were the first investigators to  examine 
the immune responses elicited against early iterations of pack-
aged HSV amplicon stocks. For their studies they utilized an 
amplicon expressing the reporter gene product β-galactosidase 
and packaged using a recombinant HSV helper virus (tsK), 
which possessed a temperature-sensitive mutation in the ICP4 
gene locus (Wood et al., 1994). Although tsK is replication-
defective at the non-permissive temperature of 39° C, viral 
gene product-associated cytotoxicity remains observable. 
Administration of these amplicon stocks induced a vigorous 
inflammatory response. Elevated MHC Class I expression and 
microglial activation was evident by 2 days post- infection, 
which was followed by MHC Class II cell recruitment, T cell 
activation, and macrophage influx at 4 days following deliv-
ery of helper virus-contaminated amplicon stocks.

In a more recent study, our laboratory described the innate 
responses elicited upon stereotactic delivery of HSV  amplicon 
vectors packaged via two different methods (Olschowka 
et al., 2003). C57Bl/6 mice were injected with sterile saline, 
β-galactosidase-expressing amplicon (HSVlac) packaged by a 
conventional helper virus-based technique, or a helper virus-
free HSVlac preparation. Animals were sacrificed at 1 or 5 
days post-transduction and analyzed by immunocytochemistry 
and quantitative RT-PCR for various chemokine, cytokine, 
and adhesion molecule gene transcripts. All injections induced 
inflammation with blood-brain barrier opening on Day 1 that 
was similarly enhanced following all treatments. By Day 5, 
mRNA levels for the pro-inflammatory cytokines (IL-1β, 
TNF-α, IFN-γ), chemokines (MCP-1, IP-10) and an adhesion 
molecule (ICAM-1) had fully resolved in saline-injected mice 
and to near baseline levels in mice receiving helper virus-free 
HSVlac. In contrast, mice injected with helper virus- packaged 
amplicon stocks elicited elevated inflammatory molecule 
expression and immune cell infiltration even at Day 5. In 
aggregate, these studies demonstrated helper virus-free ampli-
con preparations exhibit a safer innate immune response pro-

file when delivered directly to the brain, presumably due to 
the absence of helper virus gene expression, and provide sup-
port for future amplicon-based CNS gene transfer  strategies. 
What remains to be assessed experimentally in greater detail 
is the role, albeit minor, that virion structural components, 
packaging cell-derived debris, and transgene product appear 
to play in the activation of the innate immune response by 
helper virus-free amplicon stocks. In addition, the role of 
pre-existing HSV immunity in modulating host responses to 
brain-delivered HSV vectors remains understudied.

48.4. Neuroimmunotherapy

Awareness of brain “immunocompetence” has increased 
 significantly in recent decades. Immunomodulatory molecules 
are expressed in the brain by microglia, astrocytes and neu-
rons in the presence of an inducing stimulus, including the 
infusion of gene transfer vectors. Additionally, macrophages, 
T cells, and B cells traverse the blood-brain barrier and survey 
the brain as part of their normal physiologic function (Hickey, 
2001). Furthermore, chronic activation of brain- resident 
inflammatory processes has been shown to underlie the patho-
physiology of several neurodegenerative diseases such as 
Alzheimer’s disease (AD) and Parkinson’s disease (PD). One 
of the central features of AD is the excessive accumulation 
of amyloid beta (Aβ

1–42
), a 42-amino acid peptide, in extra-

cellular senile plaques. Moreover, the AD brain is decorated 
with complement proteins that bind to Aβ peptides and aid in 
opsinization for eventual clearance by microglia. In response 
to accumulating Aβ, microglia in the AD brain express an array 
of potent cytokines and chemokines that are likely  neurotoxic 
and may contribute to cell loss (Strohmeyer and Rogers, 2001; 
Hanisch, 2002; McGeer and McGeer, 2003).

Inflammatory processes may also contribute to the 
 degeneration observed in PD brain. PD is characterized by 
the destruction of dopamine-containing neurons in the sub-
stantia nigra (SN), resulting in a loss of dopaminergic affer-
ents to the basal ganglia and eventual motoric dysfunction 
(Olanow, 2003; Olanow et al., 2003). Pathologically, PD 
brain  exhibits a region-specific accumulation of Lewy bod-
ies, which are  intraneuronal inclusions comprised of aggre-
gated α- synuclein and other cellular proteins (Hald and 
Lotharius, 2005). A variety of pro-inflammatory  mediators 
have been detected in human PD and animal models of the 
disease (reviewed by McGeer and McGeer, 2004). More-
over, epidemiological evidence has shown that chronic treat-
ment with nonsteroidal anti-inflammatory drugs (NSAIDs) 
reduces the risk of AD and PD compared to those who take 
NSAIDs on a non-regular dosing regimen (Schiess, 2003; 
Standridge, 2004). While it appears that numerous cytokine 
and chemokine molecules are closely associated with and 
likely contribute to neurodegeneration in AD and PD, it is 
uncertain whether these inflammatory mediators impart beneficial 
effects during pathogenesis.
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A promising, yet inherently complex, means of prevent-
ing Aβ accumulation in AD or α-synuclein in PD relates to 
the use of the host immune system to mount specific immune 
responses against the self-peptides, Aβ and α- synuclein 
( Klyubin et al., 2005; Masliah et al., 2005). The findings from 
a variety of immune-based strategies speak to the promise 
of such approaches, but also reveal the potential for mor-
bid  complications, especially in the case of AD  vaccination. 
Therefore, it is imperative that as immunotherapeutics are 
designed to prevent and/or treat neurodegenerative diseases the 
 underlying inflammatory processes are taken into account.

48.4.1. Immunotherapeutic Approaches 
to Treating Neurodegenerative Diseases

Two principal immunotherapeutic strategies for diseases 
afflicting the CNS have been pursued: passive and active 
vaccine-based approaches. Passive immunization involves 
the transfer of antiserum, purified antibodies, or an  antibody-
encoding gene via gene delivery to a recipient to prevent 
the accumulation of or to promote the removal of a  central 
 pathogenic factor. For example, passive immunization 
achieved by administration of Aβ-specific antibodies has 
shown promise in preclinical studies. The laboratories of Drs. 
Holtzman and Ashe have independently reported the benefits 
of systemic delivery of Aβ-specific antibodies to AD mice 
(Dodart et al., 2002; Kotilinek et al., 2002). Treated mice 
exhibited a marked reduction in amyloid accumulation and a 
significant improvement in memory-oriented behavioral tests. 
Using a similar passive immunization approach, Bard et al. 
showed that peripherally administered monoclonal antibodies 
against the Aβ enter the CNS of PDAPP mice (Bard et al., 
2000). Additionally, these passively administered antibodies 
promoted the clearance of pre-existing amyloid, thus reduc-
ing the plaque burden. Prophylaxis against amyloid pathol-
ogy required multiple injections of high-titer antibody in all 
studies. Approaches that provide for the stable  production of 
Aβ-specific antibody in situ, such as via gene transfer, may 
represent a more viable therapeutic option.

48.4.2. Single Chain Antibodies 
as Passive Immunotherapeutics

One gene-based passive vaccination approach that may serve 
in this capacity involves the use of single-chain antibodies 
(scFv’s). ScFv’s are composed of the minimal antibody-binding 
site formed by non-covalent association of the V

H
 and V

L
 

variable domains joined by a flexible polypeptide linker. 
Human scFv-phage libraries are available and allow for high 
affinity human scFv antibodies to be selected from combi-
natorial libraries. Thus far, phage display has proven to be a 
powerful tool for rapidly generating and isolating recombi-
nant antibodies. Selection by phage display entails binding of 
phage populations expressing antibody molecules on the tip of 
the phage particle to a specified antigen (i.e. α-Aβ peptide). 

The antigen is immobilized on a microtiter plate well, incu-
bated with phage and then washed to remove non- specifically 
bound phage. Phages are eluted from antigen,  re-expanded 
and the entire process is repeated for several more cycles, 
a process termed “panning.” At each cycle, the fraction of 
 specifically bound phage increases while the diversity of 
 antibody sequences decreases until the population consists 
of only phages that can bind antigen with roughly equivalent 
panning efficiencies (Malone and Sullivan, 1996). The phage 
clones identified with strong affinity to the target antigen are 
then amplified in E. coli (Haidaris et al., 2001).

Sequences encoding eukaryotic secretion signals (i.e., 
kappa light chain leader) can be appended to the scFv genes 
and subsequently be cloned into gene transfer vectors. Cells 
transduced by a given gene transfer vector will act as a nexus 
of scFv expression, leading to a gradient of secreted scFv to 
act extracellularly on pathogenic factors such as Aβ. Single-
chain antibodies are also being investigated for prion disease 
therapy as a single-chain has been developed that binds to 
PrPc and inhibits prion replication (Leclerc et al., 2000; Peretz 
et al., 2001). Further antibody engineering makes it pos-
sible to manipulate the genes encoding these antibodies to 
allow for expression within mammalian cells. Genetically 
fusing the scFv to intracellular targeting signals allows for 
specific  subcellular expression (Zhu et al., 1999). These 
intracellular antibodies, termed intrabodies, are capable of 
 modulating target protein function in at least three important 
ways. Intrabodies can: (1) block or stabilize macromolecular 
interactions; (2) modulate enzyme function by sequestering 
substrate, occluding an active site or keeping the enzyme in 
an active or inactive conformation; and (3) divert proteins to 
alternative intracellular compartments (for review Richardson 
and Marasco, 1995). Intrabodies have been utilized for both 
phenotypic and functional knockouts of target molecules. For 
example, scFv’s directed against the extracellular domain of 
ErbB-2 fused to an endoplasmic reticulum (ER) signaling 
domain have been expressed intracellularly and successfully 
target to the ER lumen. These targeted scFv’s were capable of 
binding newly synthesized ErbB-2 and preventing its transit 
through the ER to the cell surface resulting in functional inac-
tivation of this protein (Beerli et al., 1994).

Perhaps most relevant to the proposed use of scFv’s for 
a neurological disorder is the recent work from Lecerf et 
al. (2001). This group identified human scFv intrabodies 
capable of interacting in situ with huntingtin and reducing 
its  aggregation. These scFv’s were bound to the N-terminal 
residues of huntingtin and kept the normally aggregated pro-
tein in a soluble complex that then underwent normal protein 
turnover. Specificity of binding was further determined by 
fusing the anti-huntingtin scFv with a nuclear localization 
signal and the subsequent retargeting of soluble huntingtin 
to cell nuclei. This strategy is currently being used for Par-
kinson’s disease (PD) where single-chains targeted against 
synuclein are hypothesized to halt the oligomerization and 
formation of toxic oligomeric species (K. Maguire-Zeiss, 
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personal  communication). Given the relatively short half-life 
of scFv’s in vivo [<0.7–14 h depending upon the absence or 
presence of stabilizing agents, respectively; (Chapman, 2002)], 
the use of integrating viral vectors that exhibit long-term gene 
expression can provide the means to offer continuous passive 
immunization for neurodegenerative diseases with underlying 
abnormal protein accumulation/aggregation.

48.4.3. Active Vaccination

In contrast to passive means of preventing pathogenic protein 
accumulation in the CNS, active immunization involves using 
antigen to stimulate the host to produce vigorous immune 
responses, including the elicitation of antibodies and  cytotoxic 
cells. This more conventional immunization method is many 
times preferable since long-term immune memory to a  specific 
antigen can be readily maintained.

Recent publications have highlighted the potential of active 
Aβ peptide-based immunization in the treatment of AD 
(Schenk et al., 1999; Janus et al., 2000; Morgan et al., 2000). Schenk 
et al. used a transgenic model that  overexpresses a mutant 
APP (V717F) mini-gene driven by the platelet-derived growth 
factor promoter (PDAPP; (Schenk et al., 1999) ). PDAPP 
mice immunized and boosted with Aβ

1–42
 peptide with com-

plete and incomplete Freund’s adjuvant,  respectively, before 
the onset of AD-like pathology, were protected from develop-
ment of plaque formation, neuritic dystrophy, and astrogliosis. 
Treatment of older PDAPP animals (11 months) with exist-
ing pathology resulted in reduced plaque burden and slower 
progression of AD-like neuropathology. Aβ-directed vacci-
nation was assessed by other laboratories in a model of AD 
that overexpresses mutant human βAPP

695
 (K670N/M671L; 

Swedish mutation) and PS1 mutations under the control of the 
hamster prion promoter (PSAPP) (Morgan et al., 2000; Takeuchi 
et al., 2000). Neuropathologically, these animals demonstrate 
compact amyloid plaques but no dramatic neuronal loss in 
either the hippocampus or association cortices. Behaviorally, 
PSAPP mice exhibit learning and age-related memory defi-
cits as amyloid accumulates. Following vaccination with Aβ, 
PSAPP mice were protected from learning and age-related 
deficits as well as a partial reduction in amyloid burden. There 
were no apparent deleterious effects of the vaccination.

These groundbreaking studies provided impetus for the 
implementation of Phase I and II clinical trials where human 
aggregated Aβ and a potent adjuvant (QS-21) was used to 
immunize individuals with advanced AD. While some of 
the patients enrolled in the Phase II trial generated anti-Aβ 
antibody titers (Lee et al., 2005), the trial was halted due to 
the occurrence of aseptic meningoencephalitis in a subset of 
responders (based on the antibody titer) and non-responders. 
Postmortem analyses of two patients that died showed that the 
encephalitic response was characterized by infiltrating CD4 
cells but not CD8s, giant nucleated cells, or macrophages 
(Ferrer et al., 2004; Gilman et al., 2005). Most intriguing 
was the observation that these brains harbored low Aβ plaque 

load strongly suggesting that active Aβ immunization could 
alter Aβ accumulation patterns (Nicoll et al., 2003). This trial 
not only demonstrated that immunization against Aβ may be 
effective but underscored the requirement that AD vaccines 
require fine-tuning to greatly diminish the likelihood of elicit-
ing brain inflammation.

48.4.4. Immune Shaping: Th1 and Th2 
Responses and Antibody Isotypes

A successful immune response against a pathogenic entity as 
induced by active vaccination, such as in the case of an amyloid-
containing plaque in AD, must include at least four major 
features. These include recognition of the antigens unique 
to the plaque; induction of the correct effector  mechanisms 
to dissolve the plaque; mobilization of the response in the 
 correct location; and protection of surrounding CNS tissue 
from excess immune-mediated damage. Different  phenotypes 
of CD4 T cells secreting distinct cytokine patterns have a 
major role in regulating the type of immune effector func-
tions deployed against pathogens, and protecting host tissues 
against damage. Th1 cells secrete IL-2, IFNγ, and lympho-
toxin and are most useful against intracellular pathogens that 
are best attacked by a cell-mediated response involving mac-
rophage and granulocyte activation (Sher and Coffman, 1992). 
Th2 cells secrete IL-4, IL-5, and IL-10, and induce antibody 
and allergic responses that are useful for combating infections 
(Finkelman et al., 1997). Although the Th1/Th2 dichotomy is 
important in a number of mouse and human diseases,  several 
other T cell cytokine secretion phenotypes also exist. Th0 
cells secrete both Th1 and Th2 cytokines. Th3 cells (secreting 
TGFβ; (Chen et al., 1994) ), and Treg1 cells [secreting IL-10 
but not IL-4; (Groux et al., 1997)] inhibit Th1 responses, and 
may suppress inflammatory responses that would otherwise 
cause excessive tissue damage during infections or autoim-
munity. CD4 T cells may also remain in an uncommitted state 
even after activation and proliferation in response to antigen 
(Sad and Mosmann, 1994; Akai and Mosmann, 1999; 
Sallusto et al., 1999). These primed precursor cells continue 
to express IL-2 but not other cytokines, and retain the ability 
to differentiate into either Th1 or Th2 cells. This expanded 
pool of antigen-specific cells might then differentiate rap-
idly in subsequent infections to provide the correct effector 
functions. In addition to attacking the pathogen, a successful 
immune response must include regulatory mechanisms that 
limit  damage to host tissues. For example, during Toxoplasma 
infection in mice, IFNγ is required to defeat the pathogen 
(Scharton-Kersten et al., 1996), and IL-10 is required to pro-
tect the host from an excessive, lethal Th1 response (Gazzinelli 
et al., 1996). For both mouse and human T cells, IL-4 induces 
differentiation of naïve CD4 T cells into Th2 cells, and IL-12 
induces differentiation of naïve CD4 T into Th1 cells (Seder 
and Mosmann, 1999). IFNγ also enhances Th1 differentiation, 
at least partly by enhancing expression of the IL-12 receptor 
β2 chain. Once differentiated, the Th1 and Th2 effector 



718 William J. Bowers et al.

phenotypes are relatively stable, and so it is difficult to sub-
sequently convert a strongly polarized immune response to a 
different set of effector functions.

In parallel with the diversity of T cell responses, sev-
eral antibody responses are possible. The specificity of the 
 antibodies for different antigens, or different epitopes on 
the same antigen, can markedly affect the usefulness of the 
 antibodies, and the isotype of the antibodies is also important. 
Under the regulation of T cells and other cytokines, B cells 
switch to the production of IgA, IgE, or different subsets of 
IgG, all with unique sets of functions. IgE initiates allergy via 
triggering of degranulation from mast cells, IgA is selectively 
secreted at mucosal surfaces, and IgG1 and IgG3 (human) or 
IgG2a (mouse) are the major isotypes that fix complement 
and  opsonize cells for phagocytosis by macrophages.

48.4.5. Evaluating an Appropriate Active 
Vaccine Response for Alzheimer’s Disease

The ability of APP peptide immunization to reduce plaque 
formation and improve memory behavior (Schenk et al., 
1999; Janus et al., 2000; Morgan et al., 2000) may be 
explained by solubilization of the protein precipitates by bind-
ing of  antibody. If this simple model is correct, then an ideal 
 vaccine for Alzheimer’s disease should induce a strong anti-
body response, mainly of isotypes that can cross the blood/
brain barrier. Helper T cell function, normally required for 
a good antibody response, should be limited to Th2-biased 
responses, because a strong Th1 response carries the risk of 
inducing a local inflammatory response to the APP antigen, if 
T cells  penetrate the blood/brain barrier for any reason. CTL 
responses would also be undesirable for similar reasons. In 
contrast, a concurrent Th3/Treg1 response including TGFβ 
and IL10 synthesis might be desirable, as these cytokines 
would help to control any inflammatory response that might 
develop. Complement activation by antibody/antigen com-
plexes may have either useful or deleterious effects – complement 
 deposition may help to solubilize antigen/antibody complexes 
that develop in the plaques as a result of antibody binding 
(Miller and Nussenzweig, 1975), but complement activation 
may also initiate inflammation. Recruitment of macrophages 
may also enhance solubilization of precipitates or immune 
complexes, but activation of the macrophages may lead to 
local inflammation and tissue damage. It appears as though at 
least a subset of these negative immune outcomes were at play 
in the AN-1792 Phase II human clinical trial.

Despite this initial clinical setback, Aβ-directed active 
 vaccination continues to warrant further assessment via care-
ful step-wise refinement and testing of novel immunotherapeu-
tic approaches. It is clearly important to evaluate the antibody 
 isotypes that are induced by candidate vaccine constructs, as 
well as determining the types of CD4 and CD8 T cell immunity 
that are elicited. This information will undoubtedly facilitate the 
design of safer active vaccination strategies to direct the resul-
tant immune response towards more desired effector functions.

48.5. Future Outlook

The future of gene-based immunotherapy for neurologi-
cal disease remains mired in many unknowns. The most 
informed choice of vector platform, gene regulation system, 
and  immunotherapeutic strategy will depend on numerous 
non-mutually exclusive factors: the specific neurodegenera-
tive disease, the disease stage, the underlying inflammatory 
mechanisms associated with the disease, the interplay between 
those events and those inherent to the proposed vector systems 
following CNS delivery, and the therapeutic transgene itself. 
Another major challenge that faces this field involves the 
 heterogeneity of human immune responses. For example, why 
did only a subset of individuals enrolled in the AN-1792 Phase 
II clinical trial present with an encephalitic condition while a 
majority of others did not? These adverse events may have 
occurred due to the differing immune profiles of each patient 
and not specifically a result of disease stage or circulating 
anti-Aβ antibody titers or isotypes. It is therefore imperative 
that research continues to be conducted in the area of immune 
profiling in order to derive highly sensitive measures that are 
predictive of potential adverse immune-related symptoms. 
This would facilitate pre-screening of clinical trial  participants 
and may allow for the derivation of custom immunotherapies 
based on a given patient’s immune profile (O’Toole et al., 
2005; Rosenberg, 2005). These considerations will be impor-
tant in the conceptual design and the clinical implementation 
of gene-based immunotherapeutics for diseases afflicting an 
organ system formerly regarded, and unfortunately so, as an 
immunopriviledged region of the human body.

Summary

Clinical implementation of gene-based therapeutics and 
immunotherapeutics for prevention and/or amelioration of 
human neurologic diseases eventually will be realized, but 
this goal inherently presents a series of significant challenges, 
one of which relates to issues of immune system involvement. 
Devising gene therapeutics for the diseased central nervous 
system is particularly challenging from a neuroimmunologi-
cal perspective given that many targeted neurologic disorders 
possess an underlying inflammatory component. Presently, 
direct gene-based delivery to the brain requires invasive sur-
gical procedures and a majority of the gene delivery platforms 
incite transient, and sometimes, inflammatory events that 
have the potential to exacerbate disease-related processes. 
Moreover, peripheral administration of a gene-based immu-
notherapeutic designed to target pathologic antigens within 
the brain also carry the untoward potential to amplify extant 
disease-related inflammation. Studying the immunobiology 
of viral and nonviral gene delivery platforms in the context 
of the neurodegenerative condition is therefore imperative 
to fully appreciate the inflammatory mechanisms at play and 
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provide potential avenues to prevent and/or counter adverse 
anti- vector immune responses.

Review Questions/Problems

Note: For the following multiple choice questions, there may 
be more than one correct answer.
You have been recently hired as a consultant at a reputable 
biotechnology company that develops novel therapies for Sly 
Syndrome, a lysosomal storage disorder, caused by the absence 
of an enzyme called β-glucuronidase. Individuals lacking this 
enzyme exhibit a progressive accumulation of lysosome-har-
bored undegraded glycosaminoglycans, leading to mental 
retardation, loss of hearing and vision, joint abnormalities, 
and enlargement of the liver. This company wants to pursue 
a gene therapy-based approach to treat the central nervous 
system-related symptoms of the disease. The stipulations in 
the company’s directive are that the therapy be long lasting 
(>2 yrs, but preferably life-long), directed to neurons, and be 
safe and effective. The vector platform the company will even-
tually pursue needs to effectively deliver a neuron specific eno-
lase (NSE) promoter-driven β-glucuronidase transcription unit 
(~7 kb in total size). Given your expertise in employing several 
virus-based gene therapy vector types for in vivo applications, 
you form an opinion on how the company should proceed.

1. Which of the following vectors would be able to carry 
the designed transcription unit?

a. HSV amplicon vector
b. Recombinant AAV vector
c. Lentivirus-based vector
d. Adenovirus-based vector
e. All of the above

2. Which of the following vectors would be most appro-
priate for this disease application given the description 
shown above?

a. HSV amplicon vector
b. Recombinant AAV vector
c. Lentivirus-based vector
d. Adenovirus-based vector

3. Select the viral vector(s) that would be able to harbor a 
2 kb transcription unit?

a. Adenovirus vectors
b. Adeno-associated virus vectors
c. Murine oncoretrovirus vectors
d. Lentivirus vectors
e. Recombinant HSV vectors
f. HSV amplicon vectors

4. Select the viral vector(s) that would be able to harbor a 
15 kb transcription unit?

a. Adenovirus vectors
b. Adeno-associated virus vectors

c. Murine oncoretrovirus vectors
d. Lentivirus vectors
e. Recombinant HSV vectors
f. HSV amplicon vectors

 5. Which of the following considerations takes into 
account transcriptionally regulating what cell type a 
particular transgene is expressed within?

a. Focal tissue delivery
b. Promoter selection
c. Transgene glycosynthesis
d. Trypan blue
e. Virus tropism

 6. Which of the following viral vector(s) delivers a 
genome that is episomally maintained in the trans-
duced host cell nucleus?

a. Adenovirus vectors
b. Murine oncoretrovirus vectors
c. Lentivirus vectors
d. Recombinant HSV vectors
e. HSV amplicon vectors

 7. Which of the following viral vector(s) delivers a genome 
that integrates in the transduced host cell genome?

a. Adenovirus vectors
b. HSV amplicon vectors
c. Lentivirus vectors
d. Replication-restricted HSV vectors
e. Recombinant HSV vectors

 8. Delivery of viral vectors in vivo presents a series of safety 
and immunological concerns. Name the source(s) of each 
of the potential dangers that can arise.

 9. Name the two non-coding sequences derived from 
HSV that are included in HSV amplicon vectors.

10. What is a single-chain antibody?
11. What is the difference between active and passive 

immunization?
12. Based upon the scientific data available at present, 

what would be the ideal immune responses elicited by 
a vaccine for Alzheimer’s disease?

References

Abordo-Adesida E, Follenzi A, Barcia C, Sciascia S, Castro MG, 
Naldini L, Lowenstein PR (2005) Stability of lentiviral vector-
mediated transgene expression in the brain in the presence of 
systemic antivector immune responses. Hum Gene Ther 16:741–
751.

Akai PS, Mosmann TR (1999) Primed and replicating but uncom-
mitted T helper precursor cells show kinetics of differentiation 
and commitment similar to those of naive T helper cells. Microbes 
Infect 1:51–58.

Akli S, Caillaud C, Vigne E, Stratford-Perricaudet LD, Poenaru 
L, Perricaudet M, Kahn A, Peschanski MR (1993) Transfer of a 



720 William J. Bowers et al.

foreign gene into the brain using adenovirus vectors. Nat Genet 
3:224–228.

Alisky JM, Hughes SM, Sauter SL, Jolly D, Dubensky TW, Jr., Staber 
PD, Chiorini JA, Davidson BL (2000) Transduction of murine 
 cerebellar neurons with recombinant FIV and AAV5  vectors. Neu-
roreport 11:2669–2673.

Andersen JK, Breakefield XO (1995) Gene delivery to neurons of 
the adult mammalian nervous system using herpes and adenovi-
rus vectors. In: Somatic Gene Therapy (Wolfe J, ed), pp 135–160. 
Boca Raton: CRC Press, Inc.

Andersen JK, Garber DA, Meaney CA, Breakefield XO (1992) Gene 
transfer into mammalian central nervous system using herpes virus 
vectors: Extended expression of bacterial lacZ in neurons using the 
neuron-specific enolase promoter. Hum Gene Ther 3:487–499.

Anwer K, Kao G, Proctor B, Rolland A, Sullivan S (2000) Optimiza-
tion of cationic lipid/DNA complexes for systemic gene transfer to 
tumor lesions. J Drug Target 8:125–135.

Baekelandt V, Eggermont K, Michiels M, Nuttin B, Debyser Z 
(2003) Optimized lentiviral vector production and purification 
procedure prevents immune response after transduction of mouse 
brain. Gene Ther 10:1933–1940.

Bajocchi G, Feldman SH, Crystal RG, Mastrangeli A (1993) Direct 
in vivo gene transfer to ependymal cells in the central nervous sys-
tem using recombinant adenovirus vectors. Nat Genet 3:229–234.

Banks TA, Rouse BT (1992) Herpesviruses–immune escape artists? 
Clin Infect Dis 14:933–941.

Bard F, Cannon C, Barbour R, Burke RL, Games D, Grajeda H, 
Guido T, Hu K, Huang J, Johnson-Wood K, Khan K, Kholodenko D, 
Lee M, Lieberburg I, Motter R, Nguyen M, Soriano F, Vasquez N, 
Weiss K, Welch B, Seubert P, Schenk D, Yednock T (2000) 
Peripherally administered antibodies against amyloid beta-peptide 
enter the central nervous system and reduce pathology in a mouse 
model of Alzheimer disease. Nat Med 6:916–919.

Beer SJ, Matthews CB, Stein CS, Ross BD, Hilfinger JM, Davidson 
BL (1998) Poly (lactic-glycolic) acid copolymer encapsulation of 
recombinant adenovirus reduces immunogenicity in vivo. Gene 
Ther 5:740–746.

Beerli RR, Wels W, Hynes NE (1994) Intracellular expression of 
 single chain antibodies reverts ErbB-2 transformation. J Biol Chem 
269:23931–23936.

Bensadoun JC, Deglon N, Tseng JL, Ridet JL, Zurn AD, Aebischer P 
(2000) Lentiviral vectors as a gene delivery system in the mouse 
midbrain: Cellular and behavioral improvements in a 6-OHDA 
model of Parkinson’s disease using GDNF. Exp Neurol 164:15–24.

Bjorklund A, Kirik D, Rosenblad C, Georgievska B, Lundberg C, 
Mandel RJ (2000) Towards a neuroprotective gene therapy for 
Parkinson’s disease: Use of adenovirus, AAV and lentivirus vec-
tors for gene transfer of GDNF to the nigrostriatal system in the rat 
Parkinson model. Brain Res 886:82–98.

Bowers WJ, Howard DF, Federoff HJ (2000) Discordance between 
expression and genome transfer titering of HSV amplicon vec-
tors: Recommendation for standardized enumeration. Mol Ther 
1:294–299.

Bowers WJ, Howard DF, Brooks AI, Halterman MW, Federoff HJ 
(2001) Expression of vhs and VP16 during HSV-1 helper virus-
free amplicon packaging enhances titers. Gene Ther 8:111–120.

Breakefield XO, DeLuca NA (1991) Herpes simplex virus for gene 
delivery to neurons. New Biol 3:203–218.

Breakefield XO, Huang Q, Andersen JK, Kramer MF, Bebrin WR, 
Davar G, Vos B, Garber DA, Difiglia M, Coen DM (1992) Gene 

transfer into the nervous system using recombinant herpes virus 
vectors. In: Gene Transfer and Therapy in the Nervous System 
(Gage, FH, Christen, Y, ed), pp 45–48. Heidelberg: Springer-Verlag.

Brizard M, Carcenac C, Bemelmans AP, Feuerstein C, Mallet J, 
Savasta M (2006) Functional reinnervation from remaining DA 
terminals induced by GDNF lentivirus in a rat model of early 
 Parkinson’s disease. Neurobiol Dis 21:90–101.

Brooks AI, Halterman MW, Chadwick CA, Davidson BL, Haak-
Frendscho M, Radel CA, Porter C, Federoff HJ (1998) Reproducible 
and efficient murine CNS gene delivery using a microprocessor-
controlled injector. J Neurosci Meth 80:137–147.

Bueler H (1999) Adeno-associated viral vectors for gene transfer and 
gene therapy. Biol Chem 380:613–622.

Burger C, Gorbatyuk OS, Velardo MJ, Peden CS, Williams P, 
 Zolotukhin S, Reier PJ, Mandel RJ, Muzyczka N (2004) Recombi-
nant AAV viral vectors pseudotyped with viral capsids from sero-
types 1, 2, and 5 display differential efficiency and cell tropism 
after delivery to different regions of the central nervous system. 
Mol Ther 10:302–317.

Byrnes AP, MacLaren RE, Charlton HM (1996) Immunological 
instability of persistent adenovirus vectors in the brain: Peripheral 
exposure to vector leads to renewed inflammation, reduced gene 
expression, and demyelination. J Neurosci 16:3045–3055.

Chapman AP (2002) PEGylated antibodies and antibody frag-
ments for improved therapy: A review. Adv Drug Deliv Rev 54:
531–545.

Chen Y, Kuchroo VK, Inobe J, Hafler DA, Weiner HL (1994) Reg-
ulatory T cell clones induced by oral tolerance: Suppression of 
autoimmune encephalomyelitis. Science 265:1237–1240.

Chen ZY, Yant SR, He CY, Meuse L, Shen S, Kay MA (2001)  Linear 
DNAs concatemerize in vivo and result in sustained transgene 
expression in mouse liver. Mol Ther 3:403–410.

Chirmule N, Xiao W, Truneh A, Schnell MA, Hughes JV, Zoltick P, 
Wilson JM (2000) Humoral immunity to adeno-associated virus 
type 2 vectors following administration to murine and nonhuman 
primate muscle. J Virol 74:2420–2425.

Chu C, Zhang Y, Boado RJ, Pardridge WM (2006) Decline in 
 exogenous gene expression in primate brain following intravenous 
administration is due to plasmid degradation. Pharm Res 23:1586–
1590.

Cregan SP, MacLaurin J, Gendron TF, Callaghan SM, Park DS, 
Parks RJ, Graham FL, Morley P, Slack RS (2000) Helper-dependent 
adenovirus vectors: Their use as a gene delivery system to neurons. 
Gene Ther 7:1200–1209.

Daly TM, Ohlemiller KK, Roberts MS, Vogler CA, Sands MS 
(2001) Prevention of systemic clinical disease in MPS VII mice 
following AAV-mediated neonatal gene transfer. Gene Ther 
8:1291–1298.

Davidson BL, Allen ED, Kozarsky KF, Wilson JM, Roessler BJ 
(1993) A model system for in vivo gene transfer into the central 
nervous system using an adenoviral vector. Nat Genet 3:219–223.

Davidson BL, Stein CS, Heth JA, Martins I, Kotin RM, Derksen TA, 
Zabner J, Ghodsi A, Chiorini JA (2000) Recombinant adeno-asso-
ciated virus type 2, 4, and 5 vectors: Transduction of variant cell 
types and regions in the mammalian central nervous system. Proc 
Natl Acad Sci USA 97:3428–3432.

Desmaris N, Bosch A, Salaun C, Petit C, Prevost MC, Tordo N, 
 Perrin P, Schwartz O, de Rocquigny H, Heard JM (2001) Produc-
tion and neurotropism of lentivirus vectors pseudotyped with lys-
savirus envelope glycoproteins. Mol Ther 4:149–156.



48. Gene Therapy and Vaccination 721

Dobson A, Margolis TP, Sedarati F, Stevens J, Feldman LT (1990) 
A latent, nonpathogenic HSV-1 derived vector stably expresses 
β-galactosidase in mouse neurons. Neuron 5:353–360.

Dodart JC, Bales KR, Gannon KS, Greene SJ, DeMattos RB, Mathis C, 
DeLong CA, Wu S, Wu X, Holtzman DM, Paul SM (2002) Immu-
nization reverses memory deficits without reducing brain Abeta 
 burden in Alzheimer’s disease model. Nat Neurosci 5:452–457.

Dodart JC, Marr RA, Koistinaho M, Gregersen BM, Malkani S, 
Verma IM, Paul SM (2005) Gene delivery of human apolipopro-
tein E alters brain Abeta burden in a mouse model of Alzheimer’s 
disease. Proc Natl Acad Sci USA 102:1211–1216.

Donsante A, Vogler C, Muzyczka N, Crawford JM, Barker J, Flotte T, 
Campbell-Thompson M, Daly T, Sands MS (2001) Observed incidence 
of tumorigenesis in long-term rodent studies of rAAV vectors. 
Gene Ther 8:1343–1346.

During MJ, Kaplitt MG, Stern MB, Eidelberg D (2001) Subthalamic 
GAD gene transfer in Parkinson disease patients who are candi-
dates for deep brain stimulation. Hum Gene Ther 12:1589–1591.

Evans JT, Garcia JV (2000) Lentivirus vector mobilization and 
spread by human immunodeficiency virus. Hum Gene Ther 
11:2331–2339.

Federoff HJ, Geschwind MD, Geller AI, Kessler JA (1992) Expres-
sion of nerve growth factor in vivo, from a defective HSV-1  vector 
prevents effects of axotomy on sympathetic ganglia. Proc Natl 
Acad Sci USA 89:1636–1640.

Ferrer I, Boada Rovira M, Sanchez Guerra ML, Rey MJ, Costa-Jussa 
F (2004) Neuropathology and pathogenesis of encephalitis fol-
lowing amyloid-beta immunization in Alzheimer’s disease. Brain 
Pathol 14:11–20.

Fink DJ, Sternberg LR, Weber PC, Mata M, Goins WF, Glorioso 
JC (1992) In-vivo expression of β-galactosidase in hippocampal 
 neurons by HSV mediated gene transfer. Hum Gene Ther 4:11–19.

Finkelman FD, Shea-Donohue T, Goldhill J, Sullivan CA, Morris 
SC, Madden KB, Gause WC, Urban JF (1997) Cytokine regula-
tion of host defense against parasitic gastrointestinal nematodes: 
Lessons from studies with rodent models. Annu Rev Immunol 
15:505–533.

Follenzi A, Ailles LE, Bakovic S, Geuna M, Naldini L (2000) Gene 
transfer by lentiviral vectors is limited by nuclear translocation 
and rescued by HIV-1 pol sequences. Nat Genet 25:217–222.

Fraefel C, Song S, Lim F, Lang P, Yu L, Wang Y, Wild P, Geller AI 
(1996) Helper virus-free transfer of herpes simplex virus type 1 
plasmid vectors into neural cells. J Virol 70:7190–7197.

Frenkel N (1981) Defective interfering herpesviruses. In: The Human 
Herpesviruses—an Interdisciplinary Prospective (Nahmias A, 
Dowdle W, Scchinazy R, eds), pp 91–120. New York: Elsevier-
North Holland, Inc.

Frenkel N, Spaete RR, Vlazny DA, Deiss LP, Locker H (1982) The 
herpes simplex virus amplicon—a novel animal-virus cloning vec-
tor. In: Eucaryotic Viral Vectors (Gluzman Y, ed), pp 205–209. 
New York: Cold Spring Harbor Laboratory.

Gazzinelli RT, Wysocka M, Hieny S, Scharton-Kersten T, Cheever A, 
Kuhn R, Muller W, Trinchieri G, Sher A (1996) In the absence of 
endogenous IL-10, mice acutely infected with Toxoplasma gondii 
succumb to a lethal immune response dependent on CD4+ T cells 
and accompanied by overproduction of IL-12, IFN-gamma and 
TNF-alpha. J Immunol 157:798–805.

Geller AI, Breakefield XO (1988) A defective HSV-1 vector 
expresses Escherichia coli β-galactosidase in cultured peripheral 
neurons. Science 241:1667–1669.

Geraghty RJ, Krummenacher C, Cohen GH, Eisenberg RJ, Spear 
PG (1998) Entry of alphaherpesviruses mediated by poliovirus 
receptor-related protein 1 and poliovirus receptor. Science 280:1618–
1620.

Geschwind MD, Kessler JA, Geller AI, Federoff HJ (1994) Transfer 
of the nerve growth factor gene into cell lines and cultured neurons 
using a defective herpes simplex virus vector. Transfer of the NGF 
gene into cells by a HSV-1 vector. Mol Brain Res 24:327–335.

Gilman S, Koller M, Black RS, Jenkins L, Griffith SG, Fox NC, 
 Eisner L, Kirby L, Rovira MB, Forette F, Orgogozo JM (2005) 
Clinical effects of Abeta immunization (AN1792) in patients with 
AD in an interrupted trial. Neurology 64:1553–1562.

Glorioso JC, Goins WF, Meaney CA, Fink DJ, DeLuca NA (1994) 
Gene transfer to brain using herpes simplex virus vectors. Ann 
Neurol Suppl 35:S28-S34.

Groux H, O’Garra A, Bigler M, Rouleau M, Antonenko S, de 
Vries JE, Roncarolo MG (1997) A CD4+ T-cell subset  inhibits 
antigen-specific T-cell responses and prevents colitis. Nature 
389:737–742.

Guy J, Qi X, Muzyczka N, Hauswirth WW (1999) Reporter expres-
sion persists 1 year after adeno-associated virus-mediated gene 
transfer to the optic nerve. Arch Ophthalmol 117:929–937.

Haidaris CG, Malone J, Sherrill LA, Bliss JM, Gaspari AA, Insel 
RA, Sullivan MA (2001) Recombinant human antibody single 
chain variable fragments reactive with Candida albicans surface 
antigens. J Immunol Methods 257:185–202.

Hald A, Lotharius J (2005) Oxidative stress and inflammation 
in  Parkinson’s disease: Is there a causal link? Exp Neurol 193:
279–290.

Hanisch UK (2002) Microglia as a source and target of cytokines. 
Glia 40:140–155.

Hardy S, Kitamura M, Harris-Stansil T, Dai Y, Phipps ML (1997) 
Construction of adenovirus vectors through Cre-lox recombina-
tion. J Virol 71:1842–1849.

Hickey WF (2001) Basic principles of immunological surveillance 
of the normal central nervous system. Glia 36:118–124.

Hocknell PK, Wiley RD, Wang X, Evans TG, Bowers WJ, Hanke T, 
Federoff HJ, Dewhurst S (2002) Expression of human immuno-
deficiency virus type 1 gp120 from herpes simplex virus type 
1-derived amplicons results in potent, specific, and durable cellu-
lar and humoral immune responses. J Virol 76:5565–5580.

Holt CE, Garlick N, Cornel E (1990) Lipofection of cDNAs in the 
embryonic vertebrate central nervous system. Neuron 4:203–214.

Hsu H, Solovyev I, Colombero A, Elliott R, Kelley M, Boyle WJ (1997) 
ATAR, a novel tumor necrosis factor receptor family member, sig-
nals through TRAF2 and TRAF5. J Biol Chem 272:13471–13474.

Iwakuma T, Cui Y, Chang LJ (1999) Self-inactivating lentiviral 
 vectors with U3 and U5 modifications. Virology 261:120–132.

Janus C, Pearson J, McLaurin J, Mathews PM, Jiang Y, Schmidt SD, 
Chishti MA, Horne P, Heslin D, French J, Mount HT, Nixon RA, 
Mercken M, Bergeron C, Fraser PE, St George-Hyslop P, Westaway D 
(2000) A beta peptide immunization reduces behavioural impair-
ment and plaques in a model of Alzheimer’s disease. Nature 
408:979–982.

Jiao S, Acsadi G, Jani A, Felgner PL, Wolff JA (1992) Persistence of 
plasmid DNA and expression in rat brain cells in vivo. Exp Neurol 
115:400–413.

Johnson PA, Miyanohara A, Levine F, Cahill T, Friedmann T (1992) 
Cytotoxicity of a replication-defective mutant of herpes simplex 
virus type I. J Virol 66:2952–2965.



722 William J. Bowers et al.

Kaech S, Kim JB, Cariola M, Ralston E (1996) Improved lipid-mediated 
gene transfer into primary cultures of hippocampal neurons. Brain 
Res Mol Brain Res 35:344–348.

Kaplitt MG, Makimura H (1997) Defective viral vectors as agents 
for gene transfer in the nervous system. J Neurosci Methods 
71:125–132.

Kaplitt MG, Leone P, Samulski RJ, Xiao X, Pfaff DW, O’Malley 
KL, During MJ (1994) Long-term gene expression and phenotypic 
correction using adeno-associated virus vectors in the mammalian 
brain. Nat Genet 8:148–154.

Klyubin I, Walsh DM, Lemere CA, Cullen WK, Shankar GM, Betts V, 
Spooner ET, Jiang L, Anwyl R, Selkoe DJ, Rowan MJ (2005) 
Amyloid beta protein immunotherapy neutralizes Abeta oligomers 
that disrupt synaptic plasticity in vivo. Nat Med 11:556–561.

Kordower JH, Bloch J, Ma SY, Chu Y, Palfi S, Roitberg BZ, Emborg M, 
Hantraye P, Deglon N, Aebischer P (1999) Lentiviral gene transfer 
to the nonhuman primate brain. Exp Neurol 160:1–16.

Kordower JH, Emborg ME, Bloch J, Ma SY, Chu Y, Leventhal L, 
McBride J, Chen EY, Palfi S, Roitberg BZ, Brown WD, Holden 
JE, Pyzalski R, Taylor MD, Carvey P, Ling Z, Trono D, Hantraye P, 
Deglon N, Aebischer P (2000) Neurodegeneration prevented by 
lentiviral vector delivery of GDNF in primate models of Parkinson’s 
disease. Science 290:767–773.

Kotilinek LA, Bacskai B, Westerman M, Kawarabayashi T, Younkin 
L, Hyman BT, Younkin S, Ashe KH (2002) Reversible memory 
loss in a mouse transgenic model of Alzheimer’s disease. J Neu-
rosci 22:6331–6335.

Kotin RM, Siniscalco M, Samulski RJ, Zhu XD, Hunter L, Laughlin 
CA, McLaughlin S, Muzyczka N, Rocchi M, Berns KI (1990) Site-
specific integration by adeno-associated virus. Proc Natl Acad Sci 
USA 87:2211–2215.

Krisky DM, Wolfe D, Goins WF, Marconi PC, Ramakrishnan R, Mata 
M, Rouse RJ, Fink DJ, Glorioso JC (1998) Deletion of  multiple 
immediate-early genes from herpes simplex virus reduces cyto-
toxicity and permits long-term gene expression in neurons. Gene 
Ther 5:1593–1603.

Kwon BS, Tan KB, Ni J, Oh KO, Lee ZH, Kim KK, Kim YJ, Wang 
S, Gentz R, Yu GL, Harrop J, Lyn SD, Silverman C, Porter TG, 
Truneh A, Young PR (1997) A newly identified member of the 
tumor necrosis factor receptor superfamily with a wide tissue 
 distribution and involvement in lymphocyte activation. J Biol 
Chem 272:14272–14276.

Le Gal La Salle G, Robert JJ, Berrard S, Ridoux V, Stratford-Perricaudet 
LD, Perricaudet M, Mallet J (1993) An adenovirus vector for gene 
transfer into neurons and glia in the brain. Science 259:988–990.

Lecerf JM, Shirley TL, Zhu Q, Kazantsev A, Amersdorfer P, Housman 
DE, Messer A, Huston JS (2001) Human single-chain Fv intrabod-
ies counteract in situ huntingtin aggregation in cellular models of 
Huntington’s disease. Proc Natl Acad Sci USA 98:4764–4769.

Leclerc E, Liemann S, Wildegger G, Vetter SW, Nilsson F (2000) 
Selection and characterization of single chain Fv fragments 
against murine recombinant prion protein from a synthetic human 
antibody phage display library. Hum Antibodies 9:207–214.

Lee M, Bard F, Johnson-Wood K, Lee C, Hu K, Griffith SG, Black 
RS, Schenk D, Seubert P (2005) Abeta42 immunization in 
Alzheimer’s disease generates Abeta N-terminal antibodies. Ann 
Neurol 58:430–435.

Lo WD, Qu G, Sferra TJ, Clark R, Chen R, Johnson PR (1999) 
Adeno-associated virus-mediated gene transfer to the brain: Dura-
tion and modulation of expression. Hum Gene Ther 10:201–213.

Loeffler JP, Barthel F, Feltz P, Behr JP, Sassone-Corsi P, Feltz A 
(1990) Lipopolyamine-mediated transfection allows gene expres-
sion studies in primary neuronal cells. J Neurochem 54: 1812–
1815.

Mahato RI, Rolland A, Tomlinson E (1997) Cationic lipid-based 
gene delivery systems: Pharmaceutical perspectives. Pharm Res 
14:853–859.

Malone J, Sullivan MA (1996) Analysis of antibody selection by 
phage display utilizing anti-phenobarbital antibodies. J Mol 
Recognit 9:738–745.

Marconi P, Krisky D, Oligino T, Poliani PL, Ramakrishnan R, Goins 
WF, Fink DJ, Glorioso JC (1996) Replication-defective herpes 
simplex virus vectors for gene transfer in vivo. Proc Natl Acad Sci 
USA 93:11319–11320.

Marconi P, Simonato M, Zucchini S, Bregola G, Argnani R, Krisky D, 
Glorioso JC, Manservigi R (1999) Replication-defective herpes 
simplex virus vectors for neurotrophic factor gene transfer in vitro 
and in vivo. Gene Ther 6:904–912.

Masliah E, Rockenstein E, Adame A, Alford M, Crews L, Hashimoto M, 
Seubert P, Lee M, Goldstein J, Chilcote T, Games D, Schenk D 
(2005) Effects of alpha-synuclein immunization in a mouse model 
of Parkinson’s disease. Neuron 46:857–868.

Matsui H, Johnson LG, Randell SH, Boucher RC (1997) Loss of 
binding and entry of liposome-DNA complexes decreases trans-
fection efficiency in differentiated airway epithelial cells. J Biol 
Chem 272:1117–1126.

Matter-Sadzinski L, Hernandez MC, Roztocil T, Ballivet M, Matter JM 
(1992) Neuronal specificity of the alpha 7 nicotinic  acetylcholine 
receptor promoter develops during morphogenesis of the central 
nervous system. EMBO J 11:4529–4538.

McCown TJ, Xiao X, Li J, Breese GR, Samulski RJ (1996) Differen-
tial and persistent expression patterns of CNS gene transfer by an 
adeno-associated virus (AAV) vector. Brain Res 713:99–107.

McGeer EG, McGeer PL (2003) Inflammatory processes in 
Alzheimer’s disease. Prog Neuropsychopharmacol Biol Psychiatry 
27:741–749.

McGeer PL, McGeer EG (2004) Inflammation and neurodegen-
eration in Parkinson’s disease. Parkinsonism Relat Disord 1(10 
Suppl):S3–S7.

Michou AI, Santoro L, Christ M, Julliard V, Pavirani A, Mehtali M 
(1997) Adenovirus-mediated gene transfer: Influence of  transgene, 
mouse strain and type of immune response on persistence of 
 transgene expression. Gene Ther 4:473–482.

Miller DG, Rutledge EA, Russell DW (2002) Chromosomal effects of 
adeno-associated virus vector integration. Nat Genet 30:147–148.

Miller GW, Nussenzweig V (1975) A new complement function: 
Solubilization of antigen-antibody aggregates. Proc Natl Acad Sci 
USA 72:418–422.

Mitani K, Graham FL, Caskey CT, Kochanek S (1995) Rescue, 
propagation, and partial purification of a helper virus-dependent 
adenovirus vector. Proc Natl Acad Sci USA 92:3854–3858.

Moghimi SM, Patel HM (1992) Opsonophagocytosis of liposomes 
by peritoneal macrophages and bone marrow reticuloendothelial 
cells. Biochim Biophys Acta 1135:269–274.

Montgomery RI, Warner MS, Lum BJ, Spear P (1996) Herpes sim-
plex virus-1 entry into cells mediated by a novel member of the 
TNG/NGF receptor family. Cell 87:427–436.

Morgan D, Diamond DM, Gottschall PE, Ugen KE, Dickey C, Hardy J, 
Duff K, Jantzen P, DiCarlo G, Wilcock D, Connor K, Hatcher J, 
Hope C, Gordon M, Arendash GW (2000) A beta peptide 



48. Gene Therapy and Vaccination 723

 vaccination prevents memory loss in an animal model of Alzheimer’s 
disease. Nature 408:982–985.

Morsy MA, Gu M, Motzel S, Zhao J, Lin J, Su Q, Allen H, Franlin L, 
Parks RJ, Graham FL, Kochanek S, Bett AJ, Caskey CT (1998) 
An adenoviral vector deleted for all viral coding sequences results 
in enhanced safety and extended expression of a leptin transgene. 
Proc Natl Acad Sci USA 95:7866–7871.

Naldini L, Blomer U, Gage FH, Trono D, Verma IM (1996a)  Efficient 
transfer, integration, and sustained long-term expression of the 
transgene in adult rat brains injected with a lentiviral vector. Proc 
Natl Acad Sci USA 93:11382–11388.

Naldini L, Blomer U, Gallay P, Ory D, Mulligan R, Gage FH, Verma 
IM, Trono D (1996b) In vivo gene delivery and stable transduction 
of nondividing cells by a lentiviral vector. Science 272:263–267.

Nicoll JA, Wilkinson D, Holmes C, Steart P, Markham H, Weller 
RO (2003) Neuropathology of human Alzheimer disease after 
immunization with amyloid-beta peptide: A case report. Nat Med 
9:448–452.

O’Toole M, Janszen DB, Slonim DK, Reddy PS, Ellis DK, Legault 
HM, Hill AA, Whitley MZ, Mounts WM, Zuberek K, Immermann 
FW, Black RS, Dorner AJ (2005) Risk factors associated with 
beta-amyloid(1–42) immunotherapy in preimmunization gene 
expression patterns of blood cells. Arch Neurol 62:1531–1536.

Olanow CW (2003) Present and future directions in the management 
of motor complications in patients with advanced PD. Neurology 
61:S24–33.

Olanow CW, Schapira AH, Agid Y (2003) Neuroprotection for 
Parkinson’s disease: Prospects and promises. Ann Neurol 3(53 
Suppl):S1–S2.

Olschowka JA, Bowers WJ, Hurley SD, Mastrangelo MA, Federoff 
HJ (2003) Helper-free HSV-1 amplicons elicit a markedly less 
robust innate immune response in the CNS. Mol Ther 7:218–227.

Papahadjopoulos D, Allen TM, Gabizon A, Mayhew E, Matthay K, 
Huang SK, Lee KD, Woodle MC, Lasic DD, Redemann C, et al. 
(1991) Sterically stabilized liposomes: Improvements in pharma-
cokinetics and antitumor therapeutic efficacy. Proc Natl Acad Sci 
USA 88:11460–11464.

Pardridge WM (2003) Gene targeting in vivo with pegylated 
 immunoliposomes. Methods Enzymol 373:507–528.

Parks RJ, Chen L, Anton M, Sankar U, Rudnicki MA, Graham FL 
(1996) A helper-dependent adenovirus vector system: Removal 
of helper virus by Cre-mediated excision of the viral packaging 
 signal. Proc Natl Acad Sci USA 93:13565–13570.

Peretz D, Williamson RA, Kaneko K, Vergara J, Leclerc E, Schmitt-
Ulms G, Mehlhorn IR, Legname G, Wormald MR, Rudd PM, 
Dwek RA, Burton DR, Prusiner SB (2001) Antibodies inhibit 
prion propagation and clear cell cultures of prion infectivity. 
Nature 412:739–743.

Reilly CE (2001) Glial cell line-derived neurotrophic factor (GDNF) 
prevents neurodegeneration in models of Parkinson’s disease. J 
Neurol 248:76–78.

Richardson JH, Marasco WA (1995) Intracellular antibodies: Devel-
opment and therapeutic potential. Trends Biotechnol 13:306–310.

Rosenberg RN (2005) Translational research on the way to effective 
therapy for Alzheimer disease. Arch Gen Psychiatry 62:1186–1192.

Sad S, Mosmann TR (1994) Single IL-2-secreting precursor CD4 T 
cell can develop into either Th1 or Th2 cytokine secretion pheno-
type. J Immunol 153:3514–3522.

Saeki Y, Ichikawa T, Saeki A, Chiocca EA, Tobler K, Ackermann M, 
Breakefield XO, Fraefel C (1998) Herpes simplex virus type 1 

DNA amplified as bacterial artificial chromosome in Escherichia 
coli: Rescue of replication-competent virus progeny and packag-
ing of amplicon vectors. Hum Gene Ther 9:2787–2794.

Saeki Y, Fraefel C, Ichikawa T, Breakefield XO, Chiocca EA (2001) 
Improved helper virus-free packaging system for HSV amplicon 
vectors using an ICP27-deleted, oversized HSV-1 DNA in a bacte-
rial artificial chromosome. Mol Ther 3:591–601.

Saenz DT, Loewen N, Peretz M, Whitwam T, Barraza R, Howell KG, 
Holmes JM, Good M, Poeschla EM (2004) Unintegrated lentivirus 
DNA persistence and accessibility to expression in nondividing 
cells: Analysis with class I integrase mutants. J Virol 78:2906–
2920.

Sallusto F, Lenig D, Forster R, Lipp M, Lanzavecchia A (1999) Two 
subsets of memory T lymphocytes with distinct homing potentials 
and effector functions. Nature 401:708–712.

Scharton-Kersten TM, Wynn TA, Denkers EY, Bala S, Grunvald E, 
Hieny S, Gazzinelli RT, Sher A (1996) In the absence of endog-
enous IFN-gamma, mice develop unimpaired IL-12 responses 
to Toxoplasma gondii while failing to control acute infection. J 
Immunol 157:4045–4054.

Schenk D, Barbour R, Dunn W, Gordon G, Grajeda H, Guido T, 
Hu K, Huang J, Johnson-Wood K, Khan K, Kholodenko D, Lee M, 
Liao Z, Lieberburg I, Motter R, Mutter L, Soriano F, Shopp G, Vasquez N, 
Vandevert C, Walker S, Wogulis M, Yednock T, Games D, 
Seubert P (1999) Immunization with amyloid-beta attenuates 
Alzheimer-disease-like pathology in the PDAPP mouse. Nature 
400:173–177.

Schiess M (2003) Nonsteroidal anti-inflammatory drugs protect 
against Parkinson neurodegeneration: Can an NSAID a day keep 
Parkinson disease away? Arch Neurol 60:1043–1044.

Seder RA, Mosmann TR (1999) Differentiation of effector pheno-
types of CD4+ and CD8+ T cells. In: Fundamental Immunology 
(Paul WE, ed), p 879.

Shen Y, Muramatsu S-I, Ikeguchi K, Fujimoto K-I, Fan D-S, Ogawa M, 
Mizukami H, Urabe M (2000) Triple transduction with adeno-
associated virus vectors expressing tyrosine hydoxylae, aromatic-
l-amino-acid decarboxylae, and GTP cyclohydolase I for gene 
therapy of Parkinson’s disease. Hum Gene Ther 11:1509–1519.

Sher A, Coffman RL (1992) Regulation of immunity to parasites 
by T cells and T cell-derived cytokines. Annu Rev Immunol 10:
385–409.

Smith GM, Hale J, Pasnikowski EM, Lindsay RM, Wong V, Rudge JS 
(1996a) Astrocytes infected with replication-defective adenovirus 
containing a secreted form of CNTF or NT3 show enhanced sup-
port of neuronal populations in vitro. Exp Neurol 139:156–166.

Smith K, Ying B, Ball AO, Beard CW, Spindler KR (1996b) Interac-
tion of mouse adenovirus type 1 early region 1A protein with cel-
lular proteins pRb and p107. Virology 224:184–197.

Smith TA, White BD, Gardner JM, Kaleko M, McClelland A 
(1996c) Transient immunosuppression permits successful repeti-
tive intravenous administration of an adenovirus vector. Gene Ther 
3:496–502.

Spaete RR, Frenkel N (1982) The herpes simplex virus amplicon: 
A new eucaryotic defective-virus cloning-amplifying vector. Cell 
30:305–310.

Spaete RR, Frenkel N (1985) The herpes simplex virus amplicon: 
Analyses of cis-acting replication functions. Proc Natl Acad Sci 
USA 82:694–698.

Standridge JB (2004) Pharmacotherapeutic approaches to the treat-
ment of Alzheimer’s disease. Clin Ther 26:615–630.



724 William J. Bowers et al.

Stavropoulos TA, Strathdee CA (1998) An enhanced packaging sys-
tem for helper-dependent herpes simplex virus vectors. J Virol 
72:7137–7143.

Stow ND, McMonagle E (1982) Propagation of foreign DNA 
sequences linked to a herpes simplex virus origin of replication. 
In: Eucaryotic Viral Vectors (Gluzman Y, ed), pp 199–204. Cold 
Spring Harbor: Cold Spring Harbor Laboratory.

Strohmeyer R, Rogers J (2001) Molecular and cellular mediators of 
Alzheimer’s disease inflammation. J Alzheimers Dis 3:131–157.

Sun L, Li J, Xiao X (2000) Overcoming adeno-associated virus 
 vector size limitation through viral DNA heterodimerization. Nat 
Med 6:599–602.

Takeuchi A, Irizarry MC, Duff K, Saido TC, Hsiao Ashe K, Hasegawa M, 
Mann DM, Hyman BT, Iwatsubo T (2000) Age-related amyloid 
beta deposition in transgenic mice overexpressing both Alzheimer 
mutant presenilin 1 and amyloid beta precursor protein Swedish 
mutant is not associated with global neuronal loss. Am J Pathol 
157:331–339.

Thomas CE, Schiedner G, Kochanek S, Castro MG, Lowenstein PR 
(2000) Peripheral infection with adenovirus causes unexpected 
long-term brain inflammation in animals injected intracrani-
ally with first-generation, but not with high-capacity, adenovirus 
 vectors: Toward realistic long-term neurological gene therapy for 
chronic diseases. Proc Natl Acad Sci USA 97:7482–7487.

Thomas CE, Schiedner G, Kochanek S, Castro MG, Lowenstein 
PR (2001) Preexisting antiadenoviral immunity is not a barrier to 
 efficient and stable transduction of the brain, mediated by novel 
high-capacity adenovirus vectors. Hum Gene Ther 12:839–846.

Thomas CE, Storm TA, Huang Z, Kay MA (2004) Rapid uncoating of 
vector genomes is the key to efficient liver transduction with pseu-
dotyped adeno-associated virus vectors. J Virol 78:3110–3122.

Tolba KA, Bowers WJ, Hilchey SP, Halterman MW, Howard DF, 
Giuliano RE, Federoff HJ, Rosenblatt JD (2001) Development 
of herpes simplex virus-1 amplicon-based immunotherapy for 
chronic lymphocytic leukemia. Blood 98:287–295.

Tolba KA, Bowers WJ, Eling DJ, Casey AE, Kipps TJ, Federoff HJ, 
Rosenblatt JD (2002) HSV amplicon-mediated delivery of LIGHT 
enhances the antigen-presenting capacity of chronic lymphocytic 
leukemia. Mol Ther 6:455–463.

Toyoda K, Ooboshi H, Chu Y, Fasbender A, Davidson BL, Welsh 
MJ, Heistad DD (1998) Cationic polymer and lipids enhance 
adenovirus-mediated gene transfer to rabbit carotid artery. Stroke 
29:2181–2188.

Tripathy SK, Black HB, Goldwasser E, Leiden JM (1996) Immune 
responses to transgene-encoded proteins limit the stability of gene 
expression after injection of replication-defective adenovirus vec-
tors. Nat Med 2:545–550.

Wade-Martins R, Smith ER, Tyminski E, Chiocca EA, Saeki Y (2001) 
An infectious transfer and expression system for genomic DNA 
loci in human and mouse cells. Nat Biotechnol 19:1067–1070.

Wagner E, Zatloukal K, Cotten M, Kirlappos H, Mechtler K, Curiel 
DT, Birnstiel ML (1992) Coupling of adenovirus to transferrin-
polylysine/DNA complexes greatly enhances receptor-mediated 
gene delivery and expression of transfected genes. Proc Natl Acad 
Sci USA 89:6099–6103.

Wang X, Appukuttan B, Ott S, Patel R, Irvine J, Song J, Park JH, 
Smith R, Stout JT (2000) Efficient and sustained transgene expression 

in human corneal cells mediated by a lentiviral vector. Gene Ther 
7:196–200.

Warner MS, Geraghty RJ, Martinez WM, Montgomery RI, Whitbeck 
JC, Xu R, Eisenberg RJ, Cohen GH, Spear PG (1998) A cell 
surface protein with herpesvirus entry activity (HveB) confers sus-
ceptibility to infection by mutants of herpes simplex virus type 
1, herpes simplex virus type 2, and pseudorabies virus. Virology 
246:179–189.

Willis RA, Bowers WJ, Turner MJ, Fisher TL, Abdul-Alim CS, 
Howard DF, Federoff HJ, Lord EM, Frelinger JG (2001) Dendritic 
cells transduced with HSV-1 amplicons expressing prostate- specific 
antigen generate antitumor immunity in mice. Hum Gene Ther 
12:1867–1879.

Wolfe JH, Deshmane SL, Fraser NW (1992) Herpesvirus vector gene 
transfer and expression of β-glucuronidase in the central nervous 
system of MPS VII mice. Nat Genet 1:379–384.

Wood MJA, Byrnes AP, Pfaff DW, Rabkin SD, Charlton HM (1994) 
Inflammatory effects of gene transfer into the CNS with defective 
HSV vectors. Gene Therapy 1:283–291.

Wu P, Phillips MI, Bui J, Terwilliger EF (1998) Adeno-associated 
virus vector-mediated transgene integration into neurons and other 
nondividing cell targets. J Virol 72:5919–5926.

Wu Z, Asokan A, Samulski RJ (2006) Adeno-associated Virus Sero-
types: Vector Toolkit for Human Gene Therapy. Mol Ther 14:316–
327.

Xiao X, Li J, Samulski RJ (1998) Production of high-titer recom-
binant adeno-associated virus vectors in the absence of helper 
adenovirus. J Virol 72:2224–2232.

Xiao X, Li J, McCown TJ, Samulski RJ (1997) Gene transfer by 
adeno-associated virus vectors into the central nervous system. 
Exp Neurol 144:113–124.

Yu SF, von Ruden T, Kantoff PW, Garber C, Seiberg M, Ruther U, 
Anderson WF, Wagner EF, Gilboa E (1986) Self-inactivating ret-
roviral vectors designed for transfer of whole genes into mamma-
lian cells. Proc Natl Acad Sci USA 83:3194–3198.

Zabner J, Chillon M, Grunst T, Moninger TO, Davidson BL, Gregory R, 
Armentano D (1999) A chimeric type 2 adenovirus vector with a 
type 17 fiber enhances gene transfer to human airway epithelia. J 
Virol 73:8689–8695.

Zatloukal K, Wagner E, Cotten M, Phillips S, Plank C, Steinlein P, 
Curiel DT, Birnstiel ML (1992) Transferrinfection: A highly effi-
cient way to express gene constructs in eukaryotic cells. Ann N Y 
Acad Sci 660:136–153.

Zhang Y, Schlachetzki F, Zhang YF, Boado RJ, Pardridge WM 
(2004) Normalization of striatal tyrosine hydroxylase and reversal 
of motor impairment in experimental parkinsonism with intrave-
nous nonviral gene therapy and a brain-specific promoter. Hum 
Gene Ther 15:339–350.

Zhu Q, Zeng C, Huhalov A, Yao J, Turi TG, Danley D, Hynes T, 
Cong Y, DiMattia D, Kennedy S, Daumy G, Schaeffer E, Marasco 
WA, Huston JS (1999) Extended half-life and elevated steady-state 
level of a single-chain Fv intrabody are critical for specific intra-
cellular retargeting of its antigen, caspase-7. J Immunol Methods 
231:207–222.

Zou L, Zhou H, Pastore L, Yang K (2000) Prolonged transgene 
expression mediated by a helper-dependent adenoviral vector 
(hdAd) in the central nervous system. Mol Ther 2:105–113.



49
Proteomics and Genomics
Wojciech Rozek and Pawel S. Ciborowski

Keywords Proteomics; Genomics; Neuroproteomics; 2 
dimensional electrophoresis;   Protein profi ling;  Protein fi n-
gerprinting; Biomarker;  Systems biology; Tissue profi ling; 
Bioinformatics 

49.1. Introduction

Successful completion of sequencing of the human genome 
showed considerably smaller number of genes (20,000 to 
25,000 protein coding genes) (International Human Genome 
Sequencing Consortium. Lander ES, 2004) than expected 
and the number of proteins greatly exceeding the number of 
genes. This had a big impact on how we envision human and 
other proteomes and how we will approach proteomic and 
genomic analyses in the future. Isoforms, products of one 
gene  modified by posttranslational modifications or alterna-
tive splicing, is only one part of complexity because function 
and biological role can also depend on cytoplasmic, subcel-
lular compartments, and/or extracellular localization. Interac-
tions with other proteins and nonproteinacious molecules add 
yet another layer of complexity.

49.2. Proteomics and Genomics—
Technologies for Global Oversight 
of Complex Biological Systems

Proteomics as a scientific field emerged in mid-1990 along with 
technological advances in analysis of proteins and peptides. 
Two-dimensional polyacrylamide gel electrophoresis (2D 
SDS-PAGE) originally developed in late 70s (Barritault 
et al., 1976) rapidly advanced to the next level when immo-
bilized pH gradient (IPG strips) gels were introduced (Gelfi 
and Righetti, 1983) facilitating analysis of gene products 
containing over 2,000 proteins in a  mixture (Gianazza, 1995) 
with much higher reproducibility. Mass spectrometry of pro-
teins and peptides is developing fast and providing new meth-

ods and reagents for quantitative analysis such Isotope Coded 
Affinity Tags (ICAT). Recently, protein microarrays have 
emerged, adding yet another powerful tool in global screen-
ing of gene products in complex biological  systems. Develop-
ment of user friendly kits for protein sample preparation and 
extraction enabled nonprotein chemists to isolate proteins, 
fractionate complex samples, and develop their own proto-
cols in a similar way as development of expression vectors 
and systems (Feuerstein et al., 2005). Growth of all kind of 
databases, new and improved algorithms for database searches 
opened the door for high throughput experiments with sub-
stantially increased quality of protein identification and quan-
titative measurements (Ku and Yona, 2005). Thus it became a 
reality to identify fingerprints of changes induced by infection, 
malignant transformation, exposure to toxic agents, or differ-
entiation (Pang et al., 2006). Therefore, substantial progress in 
prognosis and  monitoring of disease progression and discov-
ery of new biomarkers and drug targets is widely expected.

Until now proteomic analysis delivered less than expected 
new drug targets and biomarkers. Nevertheless, proteomic 
approach made it possible to accumulate unprecedented 
amounts of new and original data within a short period of 
time, which on the other hand, created demand for better and 
faster tools for data analysis. Another issue is how to man-
age such large amounts of data and information and how to 
navigate, for example, through thousands of collected spectra. 
In response to this demand, Laboratory Information Manage-
ment Systems (LIMS) became commercially available, yet 
smaller laboratories in many instances cannot afford expensive 
softwares and high capacity servers to fully utilize medium to 
high throughput proteomic analysis.

Advancement in high throughput technology in proteomics 
and genomics led to studies of systems biology (for defini-
tion http://en.wikipedia.org/wiki/Systems_biology), meaning 
to monitor changes of thousands of individual components 
within the system at the same time. Thus, top-down approach 
deals with system modeling leading to hypothesis, predic-
tion, and simulation of behavior of an organism under vari-
ous physiological conditions. Bottom-up approach will study 
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individual pieces on a discovery basis and combine all the 
information to understand how the system in question works 
(Figure 49.1).

The same concept in proteomics studies has techno-
logical implications, e.g., which method, sample prepara-
tion  protocols, and instrumentation will be used. Again, 
  top-down analysis will be based on isolation,  analysis, 
and  characterization of an intact protein to reveal its 
 function.  Fourier transformed ion cyclotron resonance mass 
 spectrometry (FT-ICR) (Marshall et al., 1998)  facilitates 
such approach in protein identification as a result of 
 random fragmentation of an intact molecule. In contrary, 
bottom-up approach is based on up-front fragmentation of 
the protein in question using  various proteolytic enzymes 
with known specificity ( Chalmers et al., 2005; Millea 
et al., 2006). In these experiments, trypsin is most commonly 
used. An important question that remains is whether more 

information will be obtained from bottom-up approach, 
which is protein  identification on a cost of protein charac-
terization, or from top-down approach, which is distinguish-
ing differences between two similar proteins/isoforms. Of 
course, the ideal situation is to obtain both answers from 
one type of analysis. Handling mixtures of peptides gener-
ated from complex a protein mixture (bottom-up approach) 
will be very different from sample processing at the pro-
tein level prior to analysis (top-down approach). Therefore, 
integration of these two will be a technological challenge 
in coming years because to make significant contributions, 
both approaches will require collaboration of scientists with 
diverse  expertise with cross-disciplinary nature.

Regardless of the approach, bottom-up or top-down, 
cells, their compartments and organelles (nucleus, mitochon-
dria, endosomes etc.) as well as body fluids are complex and 
dynamic systems comprising of multiple networks of interacting 

Figure 49.1. Top-down and bottom-up approach in studying systems biology. There are three components contributing equally to study 
 biology systems: theoretical, conceptual, and experimental approaches. All of these approaches more and more heavily depend on implemen-
tation of effective bioinformatics tools. Hypothesis driven and discovery driven project equally participate in studying systems biology.
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molecules of various natures: proteins,  glycoproteins, glyco-
lipids, nucleic acids, metabolites etc. An overview, more-
over understanding of these components and their mutual 
interactions and communications, requires specific bioin-
formatics tools which start emerging. This issue is further 
amplified by the amount of data/information accumulated in 
every experiment of a high throughput analyses. Full under-
standing of interactions between different types of mole-
cules such as DNA, RNA, and proteins in any biological 
system will require coordination of multiple experimental 
techniques at the same time which will either require more 
sample or reduction of sample size for each individual test. 
Development of application of microfluidics in new analyti-
cal instrumentation will definitely facilitate miniaturization 
efforts in proteomics.

Gene array techniques and gene sequencing which 
have been used in studying biological systems for many 
years  provided enormous amount of valuable information, 
just to mention the completion of Human Genome Project 
(International Human Genome Sequencing Consortium. 
Lander ES, 2004). Gene arrays are also much more mature 
 technology, with Affymetrix as a leader in this category, 
than those used in proteomics (Reimers et al., 2005). This 
 technology platform is easy to use in variety of experi-
mental designs and it is the best standardized among other 
systems. Gene arrays, similarly to proteomic profiling, 
struggles with reproducibility and number of false posi-
tive results (Reimers et al., 2005). Proteomics, on the other 
hand, offers a number of additional and unique benefits. 
For example, proteins which are functional products of an 

expressed gene can be posttranslationally modified, and 
their subcellular localization can be altered in a different 
physiological state. This important information cannot be 
obtained using gene arrays.

Results from studies of biology systems lead to the con-
clusion that individualized diagnosis, clinical evaluation, and 
treatment will be inevitable. In many instances, amount of 
 sample available for diagnostic purposes is and will be limited 
demanding more sensitive techniques and instrumentation 
on one hand, and development of single cell analysis on the 
other hand. Automated and simple steps of sample processing 
combined with highly sensitive and specific measurements 
will improve what currently contributes to loss of important 
 markers in a limited sample.

49.3. Proteomics Technologies

New and improved technologies are being developed to 
address important issues in proteomics as a global overview 
of protein makeup (Rohlff and Southan, 2002; Petricoin and 
Liotta, 2003). Increasing resolution, sensitivity, speed of anal-
ysis (high throughput), and reproducibility are the major areas 
of concurrent improvements. Summary of technologies most 
commonly used in proteomics is presented in Table 49.1.

2D SDS-PAGE which combines two modes of separation: 
 isoelectric focusing and polyacrylamide gel elctrophoresis 
has been on the market for about 30 years (O’Farrell, 1975; 
 Barritault et al., 1976). Initially this technique did not gain much 
of popularity due to obstacles in part originating from poor 

Table 49.1. Summary of analytical and preparative methods most commonly used in proteomic studies.

Method Description Applications

SDS PAGE Fractionation based on approximate  Preparative/analytical
  molecular weight (m.w.).

IEF Fractionation based on  Preparative/analytical
  isoelectric point (pI).

2 D electrophoresis  High resolution separation/fractionation based  Preparative/analytical
(IEF/SDS PAGE)  on pI and m.w., long and complex procedure.

Capillary electrophoresis (CE) Fractionation based on m.w. or pI, possible  Preparative/analytical
  direct connection to MS.

HPLC/FPLC Fractionation based on physico-chemical  Preparative/analytical
  features of protein (m.w., pI, hydrophobic profile).

SELDI-TOF Fractionation based on selective binding  Analytical
  to activated surfaces followed by MS determination
  of m.w., automatic fast sample processing
 combined with mass spectrometry.

Protein arrays Identification/separation techniques based  Analytical
  on protein-protein interactions including
  antigen-antibody interactions.

LC-MS/MS Chromatographic one or two dimensional  Analytical
  fractionation followed by mass spectrometric
  peptide sequencing and protein identification.

MALDI-TOF Requires high resolution mass spectrometry for  Analytical
  protein identification based on peptide fingerprinting.
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reproducibility. It was also not very suitable method for typi-
cal routine analyses (Jellum and Thorsrud, 1986) and remained 
as research tool until early 90s. Development of immobilized 
pH gradient (IPG) strips made this method much more user 
friendly, and most importantly, much more reproducible. This 
allowed creation of computerized protein databases based on 
two-dimensional separation (Celis et al., 1990). Although the 
resolution, thus reproducibility, of 2D SDS-PAGE remains 
a limitation especially in high molecular mass range or for 
hydrophobic proteins, advancement in protein sequencing by 
electrospray ionization-mass  spectrometry/mass spectrometry 
(ESI-MS/MS) made possible to identify proteins directly from 
the protein “spots.” Matrix Assisted Laser Desorption Ioniza-
tion Time-of-Flight (MALDI-TOF) fingerprinting is another 
approach for protein identification from a mixture of tryptic 
digested proteins. Further on, development of specialized 
softwares for analysis of 2D SDS-PAGE gels facilitated auto-
mated comparison and quantitation of experiments consisting 
of multiple gels with large number of proteins separated in a 
single separation. A disadvantage of 2D SDS-PAGE such as 
concurrent analysis of high and low molecular weight proteins 
can be overcome by using a combination of various technolo-
gies. This aspect of proteomic analysis is discussed in more 
detail below in a paragraph describing hyphenated techniques 
(methods). Difference Gel Electrophoresis (DIGE) from 
GEHealthcare/Amersham, Inc. is another example of further 
technological advances. Two samples, one is labeled with 
1-(5-carboxypentyl)-1′-methylindodi-carbocyanine halide 
N-hydroxyl-succinimidyl ester (Cy 5) while the other sample 
is labeled with 1-(5-carboxypentyl)-1′-propylindo-carbocyanine 
halide N-hydroxyl-succinimidyl ester (Cy 3) fluorescent dyes. 
Next, these two samples are mixed together and analyzed in 
one 2D SDS-PAGE experiment. Common proteins are repre-
sented by yellow spots while differentially expressed proteins 
are represented by different color spots detected with laser 
based scanner.

Another tool for protein profiling is Surface Enhanced 
Laser Desorption Ionization Time-of-Flight (SELDI-TOF) 
(Weinberger et al., 2000; Purohit et al., 2006). This technol-
ogy utilize MALDI-TOF mass spectrometer as a detection 
mode and one step chromatography by utilizing proprietary 
Protein Chips (Ciphergen, Inc.) to reduce complexity of 
analyzed sample. It is an analytical tool with relatively low 
resolution and mass accuracy in addition to high variability 
of intensities. Nevertheless, a big advantage of this method 
is ease of use for fast screening as compared to, e.g., 2D 
SDS-PAGE, which requires larger amounts of a sample for 
analysis. Another advantage of SELDI-TOF is information 
regarding properties and conditions of binding of proteins of 
interest to ion-exchange, hydrophobic, IMAC, and/or normal 
phases which can be utilized with success in translation to
preparative methods using corresponding HPLC column (Enose 
et al., 2005). This technology is also susceptible to relatively 
high variability in analyses of multiple SELDI-TOF spectra. 
Jeffries et al. (Jeffries, 2005) developed an algorithm which 

greatly improved spectra alignment thus improved reproduc-
ibility. MALDI-TOF instruments with higher resolution than 
SELDI-TOF combined with various chromatographic tech-
niques has been also used but did not produce convincingly 
better results then SELDI-TOF (Coombes et al., 2005). Other 
mass spectrometers, such as FT-ICR are currently being evalu-
ated for better reproducibility (Johnson et al., 2004).

Other technology platforms used for protein profiling 
include 2-dimentional HPLC, capillary electrophoresis inter-
faced with mass spectrometry, tissue profiling and imaging 
mass spectrometry (Reyzer et al., 2004; Caldwell and Caprioli, 
2005), and a combination of IEF (chromatofocusing) in the first 
dimension followed by reverse-phase high performance liquid 
chromatography (RP-HPLC) (ProteomeLab PF 2D from Beck-
man Coulter, Inc.) (Billecke et al., 2006; Soldi et al., 2005). 
The ProteomeLab PF 2D workstation seems to be a promising 
alternative to 2D SDS-PAGE because it offers direct connec-
tion to an electrospray source of ESI-MS instrument or direct 
deposition onto MALDI-TOF target (Sheng et al., 2006; Shin 
et al., 2006). It has been proposed to complement already used 
profiling methods (Soldi et al., 2005). It may take some time, 
however, until these methods become more mature and reliable 
and will gain broader interest in the field of proteomics.

Multidimensional fractionation combined with removal of 
most abundant proteins is an essential step in detecting low 
abundant proteins in complex samples, in particular serum, 
plasma, or cerebrospinal fluid (CSF) (Chromy et al., 2004; 
Fountoulakis et al., 2004; Ramstrom et al., 2005). Recently 
published report of Human Proteome Organization (HUPO) 
Human Plasma Protein Project (HPPP) showed that almost 
all laboratories participating in this international effort used 
some mean of sample pre-fractionation. Eventually, 3,020 
proteins were included in a database set from 15,677 proteins 
reported (Omenn et al., 2005). The same approach applies to 
biomarker discovery based on SELDI-TOF analysis. HPLC 
pre-fractionation of cell lysates using various columns 
enhanced sensitivity and specificity of SELDI-TOF deter-
minations. Ciphergen Inc. (Freemont, CA), SELDI-TOF 
manufacturer recognized the necessity of pre-fractionation 
and developed spin columns for that purpose. Although such 
approach seems to be very attractive, it should be used with 
caution. Fractionation may significantly increase number of 
samples to be tested substantially increasing costs and time 
for data analysis.

Recent fast development of nanotechnology not only in 
drug delivery but also in diagnostics and monitoring com-
bined with the technological boom of miniaturization made 
it possible to use lower amounts of sample for analysis and 
sustain at the same level of sensitivity and specificity. Single 
cell analysis is becoming a reality, although we have to be 
aware that not all proteins or their modified forms can be 
effectively detected at this level (Zhang et al., 2001; Diks 
and Peppelenbosch, 2004). Unlike in genomics, proteomics 
approach does not have luxury of in vitro amplification of 
proteins. Besides improving the yield of protein of interest 
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during sample preparation, detection limits in laboratory 
tests lowered by using multi-layered ELISA type of assays 
in which secondary antibodies labeled with enzyme bind at 
higher numbers to primary antibodies reacting in 1:1 ratio 
with specific epitope (Kim et al., 2005). This of course car-
ries a risk of increased background, but for example chemilu-
minescent detection systems increased sensitivity of western 
blot analysis by more than order of magnitude comparing to 
color based detection systems (Sandhu et al., 1991b; Bak-
kali et al., 1994). There are numerous examples in which 
proteomics was used to discover new biomarkers while com-
mercial tests are based on assays using different principles, 
e.g. ELISA (Sandhu et al., 1991a; Hampel et al., 2004).

49.4. Biomarkers

Biomarker in disease can be defined as quantifiable analyte(s) 
or factor(s) reflecting usually multiple changes in individual’s 
physiological state. These changes, or better said, biological 
responses are at the molecular, cellular, or whole organism 
levels. They play critical role in assessing of disease outcome, 
in particular in patient treatment, and how these treatments 
will be individualized and/or modified in future clinical trials 
and how they will affect directions in drug development. 
Therefore, biomarkers must provide objective measures of 
normal versus pathogenic processes, responses to treatment 
whether it leads to a cure, improvement, or only maintenance 
of patient’s health. Thus, biomarkers are absolutely essential 
for early diagnosis of any disease whether it is slowly progress-
ing pathological process or acutely developing infection.

HIV-1-associated dementia (HAD) is a good example to 
discuss importance and qualities of good biomarker. HAD is 
a brain pathology developing in the late stage of HIV-1 infec-
tion and it is slowly progressing disease which once started 
ultimately leads to death. Currently, it is impossible to predict 
and measure the time of onset and progression of HAD, the 
two critical parameters determining course of treatment. The 
main reason of such situation is lack of appropriate biomark-
ers, which will inform us about mechanism of brain injury 
caused by mechanisms triggered by HIV-1 in the brain. What 
will be a good and reliable biomarker of HAD? We expect 
that whether biomarker is found in CSF or plasma sample of 
diseased people, it will give us also an insight into cellular 
mechanisms of an ongoing infection. This part of biomarker 
characteristics is also important for those who are designing 
new clinical trials or regimes of existing treatments. Entering 
clinical trial is based on vague measures, which might be influ-
enced by subjective impact of examiner carries additional risk 
of inaccurate results. Thus the ideal biomarker should inform 
us as precisely as possible about the mechanism, status, and 
prediction of therapy and disease and help in designing of 
“individualized” therapy for the most effective result. In our 
example of HAD, an activation of mononuclear phagocytes 
recruited in high numbers due to ongoing inflammation will 

lead to conclusions that up- or down regulated proteins origi-
nating from these cells due to HIV-1 infection might be good 
candidates for biomarkers. Such approach, however, should 
be considered with caution. Our recent findings (Ciborowski 
et al., 2004) showed that although HIV-1 downregulates 
MMP-9 expression in monocyte derived macrophages in 
in vitro studies, the net level of this protein in CSF of HAD 
individuals as well as its net proteolytic activity is increased 
due to recruitment of high numbers of these cells to the 
inflamed brain (Ghorpade et al., 2001).

It is important to note that effective and good biomarker can 
be a specific fragment of protein which is present in diseased 
state but not under normal conditions. Currently, existing bio-
marker of this type is Aβ

42
 fragment of α-amyloid protein in 

Alzheimer’s Disease (AD) (Olsson et al., 2003).

49.5. Proteomics in Biomarker Discovery

There are four key components which are necessary for per-
forming proteomic (global) type of experiments: (i) identifica-
tion of differences generated within the system under various 
physiological conditions, (ii) fractionation of complex mix-
tures of proteins and other molecules, (iii) identification dif-
ferentially expressed proteins and their interacting partners, 
and (iv) data analysis including statistical analysis, algorithms 
for database searches, and protein networks. The choice of 
methods, instrumentation, and experimental approaches, 
however, should be selected based on the questions which are 
asked and answers which are sought. A separate field of so 
called “hyphenated methods” is being developed and deals 
with combining two or more methods, first one is separa-
tion/fractionation of analyzed sample and the second one is 
in-line connected detection system. Hyphenated techniques 
were developed and were popular in 70s and 80s—more 
than 20 years ago and remain vital part of current technologi-
cal advancement (Murray et al., 1975; Lee et al., 1976). An 
example of the most commonly used in proteomics is LC-MS 
(liquid chromatography combined with mass spectrometry) or 
in other global screening approaches are GC-MS (gas chro-
matography combined with mass spectrometry) (Kazakevich 
et al., 2005) and LC-UV-SPE-NMR (liquid chromatography, 
UV detection, solid phase extraction, and nuclear magnetic 
resonance) (Exarchou et al., 2006). Sample fractionation prior 
to detection and/or analysis usually leads to enhanced analyti-
cal outcome.

Hyphenated techniques (methods) are meeting a big chal-
lenge of proteomic analyses which is an extremely large and 
dynamic range of protein levels (Julka and Regnier, 2005; 
Kusnezow et al., 2006). Proteins in serum/plasma may range 
from 10 to 1012 fold difference in abundance making it impossible 
to observe all proteins in one experiment (Jacobs et al., 2005). 
Therefore, fractionation of complex mixtures such as whole 
cell lysates into a reasonable number of samples becomes 
inevitable and new methods of enriching low abundance pro-
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teins are required. Rapidly developing technology of protein 
arrays discussed in more details below is an attempt to address 
this issue. From a technical point of view, this technology leads 
to objective similar to genomic arrays: effective and sensitive 
protein analysis using automated instrumentation to perform 
a large number of parallel measurements. This also makes 
possible to screen functions such as protein-antibody, protein-
protein, protein-ligand, protein-drug, and enzyme-substrate 
interactions, and perform multianalyte diagnostic assays.

A second major challenge for proteomics is transitioning 
from global analysis and profiling to focused studies on one 
or several proteins whose function(s) and/or interaction(s) are 
significant in biological processes and to further use of gener-
ated results for more focused screening and developing com-
mercial diagnostic tests. Thus success of proteomic type of 
analysis is using data and information accumulated from all 
kind but most importantly from high throughput experiments, 
to address very specific questions of biological importance. 
These answers will determine how we will manipulate experi-
mental conditions applied to the systems we study and to these 
parts of broad proteomics methods, which will be applied as a 
read-out of changes.

Proteomics cannot exist without interdisciplinary research, 
grouping experts from a wide variety of specialities, who 
understand and are able to communicate issues related 
to protein chemistry and to bring proteomics to a level of 
functional studies. Currently, research teams combining 
a relatively narrow group of scientists including protein 
chemists, mass spectrometrists, and bioinformaticians push 
the levels of sensitivity and accuracy of analytical instru-
mentation to unprecedented levels but experiments remain 
at the stage of cataloging proteins. One example of global 
proteomics analysis such as the HPPP (Omenn et al., 2005), 
can be accomplished only through international collabora-
tions of laboratories equipped with various types of mass 
spectrometers and capable of performing complex analyses. 
Long term goals of this initiative are to perform compre-
hensive analysis of plasma and serum protein constituents in 
people, identify biological sources of variation within indi-
viduals over time, across populations and within populations 
including such factors as age, sex, menstrual cycle, exercise, 
with validation of biomarkers. Selected diseases, special 
cohorts, and common medications are also being discussed 
as parts of HPPP (for more information go to http://www.
hupo.org/research/hppp/). Human Brain Proteome Proj-
ect (HBPP) is even more ambitious in its goals. It includes 
defining and deciphering normal brain proteome, correlation 
of the expression pattern of brain proteins and mRNA, iden-
tification, validation, and functionally characterization dis-
ease-related proteins involved in neurodegenerative diseases 
and aging by differential protein expression profiling, and 
establishing a neuroproteomic database accessible to all par-
ticipating laboratories and the scientific community, just to 
mentione the few. More details can be found at http://www.
hupo.org/research/hbpp/.

Undoubtedly, efforts of this and other currently ongoing 
international initiatives, will build a foundation for new dis-
coveries and functional studies. Everyone in the broad research 
community will benefit from this work, particularly a rapidly 
growing number of smaller proteomics laboratories and pro-
grams with research goals focused on specific question(s) of 
biological importance. The most exciting future lies in func-
tional studies combining proteomic and genomic approaches. 
However, to link results of genomic and proteomic studies 
will require innovative approaches because posttranslational 
modification making protein product biologically active may 
depend on distant genes and their products but on gene coding 
for polypeptide of this protein. New tools for profiling focused 
groups of modifying enzymes such as phosphatases or kinases 
are emerging and will be effectively used for better under-
standing of an impact of posttranslational modifications.

49.6. Proteomics of CSF

Total volume of CSF in adult human is about 130–150 ml and 
production rate is relatively constant under normal physiological 
conditions, approximately 0.4 ml/ min (more than 500 ml daily). 
This means that turn over of CSF is at the rate of 4 volumes 
daily. The significant decrease in CSF secretion and turn over 
is associated with neurological diseases such as Alzheimer dis-
ease and chronic hydrocephalus (Tsunoda et al., 2002; Silverberg 
et al., 2004) reflecting physiological status of central nervous sys-
tem (CNS).

CSF surrounds the brain and spinal cord and acts as an 
intermediate between blood and nervous tissues. Functions 
of the CSF include buoyancy, acid base buffering and deliv-
ery of electrolytes, signaling molecules, transport molecules 
and micronutrients to the brain parenchyma (Silverberg et al., 
2004). CSF is produced predominantly by choroids plexus, 
specialized vascular tissue located in the brain ventricles 
(Serot et al., 2003). Choroid plexus tissues are intraventricu-
lar structures composed of villi covered by a single layer of 
ciliated, cuboid epithelium. The plexuses secrete CSF, syn-
thesize numerous molecules, carry nutrients from the blood 
to CSF, reabsorb brain metabolism by-products and partici-
pate in brain immunosurveillance (Serot et al., 2003). Active 
transport across the choroid plexus is bidirectional so there is 
also macromolecular transport out of CSF. Blood flow to the 
choroid plexus is approximately six–times greater than that of 
the equal volume of brain tissue, suggesting that the choroid 
plexus is very metabolically active (Silverberg et al., 2004).

Changes in biochemical composition of CSF could serve as 
a useful tool for investigations of pathological processes in the 
CNS. CSF is also in contact with the blood plasma through the 
blood-brain barrier, thus resembling an ultrafiltrate of plasma 
in its protein constituents. CSF contains sugars, lipids, elec-
trolytes and proteins. Protein concentration in CSF ranges 
from 0.2 mg/ml to 0.8 mg/ml (0.3 – 1% of serum protein con-
centration) with more than 70% of the proteins in CSF 



49. Proteomics and Genomics  731

being isoforms of albumin, transferrin and immunoglobulins 
(Ogata et al., 2005; Wittke et al., 2005). The proteome of CSF 
contains proteins that are expressed in, and secreted from cir-
cumventricular CNS structures. Therefore, the CSF proteome 
could provide unique biomarkers for early-stage diagnosis or 
the staging of a neuronal disease, offer potential insight into 
the biochemical characterization of affected neuronal popu-
lation, and clarify the molecular basis of CNS pathologies 
(Yuan and Desiderio, 2003, 2005).

Previous studies have used proteome comparisons to study 
such neurological disorders as Alzheimer’s disease (AD), 
Parkinson’s disease (PD), frontotemporal dementia, schizo-
phrenia, and Creutzfeldt-Jacob disease. Some examples of uti-
lizing proteomics approaches for discovery of biomarkers 
for neurological disorders in human CSF are given in Table 
49.2.

Investigation of biomarkers in CSF has some important 
limitations. Availability of larger volumes of CSF samples is 
limited by the need for invasive lumbar punctures. The large 
dynamic range of protein concentrations, which can be up to 
twelve orders of magnitude between the highest and the lowest 
expressed proteins, makes the analysis difficult (Maccarrone 
et al., 2004). Various schemes of sample pre-fractionation 
have been used to circumvent these problems. The widely used 
albumin removal method is affinity chromatography on Ciba-
cron Blue resins (e.g. Cibacron Blue F3-A agarose); however, 
this method is not specific only to albumin and it is known to 
bind numerous other proteins (Gianazza and Arnaud, 1982; 
Maccarrone et al., 2004). Cibacron blue based depletion could 
be coupled with utilizing protein G resins to bind immuno-
globulins from biological samples (BioRad, Hercules, CA). 
A newer approach is to use immunoaffinity methods utilizing 
monoclonal or polyclonal antibodies to deplete not only albu-
min, but also other highly abundant proteins from biological 
samples. Resins coupled with antibodies could be packed in 
HPLC columns for depletion most abundant proteins (e.g. 
Multiple Affinity Removal System, Agilent Technologies, 
Inc., Palo Alto, CA) for simultaneous depletion of 6 proteins. 

Application of that column for CSF preparation before 2D 
electrophoresis and shotgun mass spectrometry was com-
pared with Cibacron Blue and protein G resins by Maccarrone 
et al. (2004). Immunoaffinity column showed less nonspecific 
binding of CSF proteins. Another example of pretreatment 
CSF samples before proteomic analysis is using the IgY anti-
body microbeads and spin filters for depletion of most abun-
dant proteins (Seppro Mixed 6, GenWay, San Diego, CA). 
Comparison of IgY microbeads and immunoaffinity column 
for pretreatment of CSF samples was performed by Ogata et 
al (Ogata et al., 2005), the column format removed the major 
proteins more effectively and approximately 50% more spots 
were visualized when compared to the 2D gel of CSF without 
protein depletion. Two other commercially available kit for 
removing of HSA and HSA/ IgG were used by Ramstrom et al. 
(2005) for CSF preparation prior to Liquid Chromatography 
FT-ICR Mass Spectrometry (LC-FTICR MS). Both deple-
tion methods provided a significant reduction of HSA, and 
the identification of lower abundant components was clearly 
facilitated.

Every method of removing high abundant proteins from 
CSF samples before proteomic analysis facilitates identi-
fication of discrete proteins, which could be important as a 
biomarker of physiological stage of CNS. However, the possi-
bility of nonspecific removing of important peptides (through 
nonspecific binding to resins or forming complexes with tar-
get proteins) should be taken into account. Therefore, albumin 
fraction with co-purified proteins should not be discarded and 
should be analyzed in separate experiments. One-dimensional 
electrophoresis followed by mass spectrometric analysis can 
be applied for such analyses.

49.7. Neuroproteomics

Proteomic studies of the brain pose significant challenges. 
Brain tissue collection, dissection, preservation, biochemical 
and molecular integrity are all critical aspects of neuropro-

Table 49.2. Summary of protein biomarkers of neurodegenerative disorders discovered using proteomics approach.

Disease Biomarker (protein) Applied method Lit.

Alzheimer’s disease Cystatin C, B-2 microglobulin isoforms, 4.8 kDa 
VGF polypeptide, unknown 7.7 kDa polypeptide

SELDI-TOF and LC/MS (Carrette et al., 2003)

Apolipoprotein A1, apolipoprotein E, apolipopro-
tein J, B-trace, retinol binding protein, kininogen, 
alpha-1 antitrypsin, cellcycle progression 8 
protein, alpha 1B glycoprotein, alpha - 2 – HS 
glycoprotein

2D SDS-PAGE and MALDI-TOF (Puchades et al., 2003)

Frontotemporal dementia Transthyretin, fragment of VGF S-cysteinylated 
transthyretin, truncated cystatin C, fragment of 
chromogranin B

SELDI-TOF and MS/MS (Ruetschi et al., 2005)

Creutzfeldt-Jacob disease 14-3-3 protein cystatin C 2D SDS-PAGE, SELDI-TOF and 
LC-MS/MS

(Harrington et al., 1986; Sanchez 
et al., 2004)

Schizophrenia Apolipoprotein A-IV 2D SDS-PAGE and LC/MS (Jiang et al., 2003)
Multiple sclerosis Cartilage acidic protein, tetranectin, SPARC-like 

protein, autotaxin t
2D SDS-PAGE and LC -MS/MS (Hammack et al., 2004)
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teomics and neurogenomics. Despite of the fact that many 
proteins and nucleic acids are stable postmortem (Yates 
et al., 1990) rapid degradation of other proteins may result in 
changes in overall protein composition (Abbott, 2003; Choud-
hary and Grant, 2004). Protein profile can change rapidly 
within minutes after death making very difficult to sort out 
changes related to disease from those related to death itself. 
In many studies done so far, protein extract of entire brain 
was used without distinguishing specific regions (Wang et al., 
2005). To address these issues a variety of techniques of brain 
dissection have been developed (Sanna et al., 2005). Manual 
dissection methods are still very useful yielding enough mate-
rial for microarray analysis with somewhat limited “contami-
nation” of sample of interest with neighboring region which 
may affect reproducibility of genomic and proteomic analy-
ses. Ultimately, laser dissection technique will be the method 
of choice for retrieving small, region(s), even single cell of 
interest, from brain tissue to improve anatomical accuracy 
(Evans et al., 2003). CSF obtained postmortem might be also 
valuable source of information, however, it has to be ana-
lyzed with caution because of brain necrosis following death 
(Lescuyer et al., 2004). Nevertheless, Lescuyer et al. found in 
postmortem collected CSF samples three proteins which have 
been reported as potential markers of various neurodegenera-
tive disorders. These proteins are prostaglandin D synthase, 
glial fibrillary acidic protein, and cathepsin D. Other proteins 
include ubiquitin C-terminal hydrolase L1, peroxiredoxin 5 
(Lescuyer et al., 2004).

While some neurological disorders such as AD, PD, HAD, 
Multiple Sclerosis (MS), or Amyotropic Lateral Sclerosis 
(ALS) are slowly developing diseases, brain injury due to 
stroke, trauma, exposure to toxic substances, or hypoxia require 
immediate intervention. Nevertheless, in all these cases cen-
tral nervous system is affected and to various extents damaged 
irreversibly. Thus fast diagnosis and medical intervention are 
absolutely critical for the outcome of acute diseases such as 
stroke and bacterial/viral meningitis. Slowly developing dis-
eases such as AD, PD, HAD, MS at this time are diagnosed 
based on physiological tests, which are not very precise and 
do not provide precise evaluation of disease progression or 
treatment efficiency. In both scenarios there is a great need 
for new, reliable, and accurate biomarkers aiding in objective 
measurements of disease progression and treatment.

Proteomic and genomic technologies, and in particular 
when combined as functional genomics are new and promis-
ing experimental approaches in creating expression profiles 
of proteins and their connection with disease specific changes 
starting with transcription and ending at the level of posttrans-
lational modifications and subcellular localization. Although 
this area of research is relatively new, it seems to be more 
convincing that molecular mechanisms underlying many 
neurodegenerative disorders may have common features. 
Aggregated and modified proteins (α-synculein in PD and 
tau in AD), deregulation of mitochondrial functions leading 
to overproduction of toxic ROS, overproduction of gluta-

mate are factors responsible for neuronal death are observed 
in many neurodegenerative disorders (Sultana et al., 2006). 
Nevertheless, triggers of neurotoxic mechanisms are vastly 
unknown and various proteomic techniques are employed to 
address these questions. High-throughput shotgun analysis 
used by Soreghan et al. (2005) to identify targets of protein 
carbonylation in PS1 + APP transgenic mouse model pointed 
iNOS-integrin signaling, CRE/CBP transcription regulation, 
and rab-lyst vesicular trafficking pathways as future research 
directions on neurodegeneration.

Another neurodegenerative disorder ultimately leading 
to death is HAD. Despite of dramatic effect of antiretroviral 
therapy (ART) on slowing disease progression, HAD contin-
ues to be major cause of morbidity and death (Gendelman 
et al., 1998; McArthur et al., 2003) suggesting that ART does 
not provide complete protection against neurological damage in 
HIV-infected brains. Laboratory measures of HIV-1 associated 
inflammation of the brain, HIV Encephalitis (HIVE), or HAD 
progression developed so far, although valuable, are not diag-
nostic of HAD (Tornatore et al., 1991; Gendelman et al., 1998; 
Anderson et al., 2002). This new situation creates a demand for 
more accurate and reliable markers for monitoring HAD pro-
gression. Proteomic analyses of CSF samples obtained from 
HIV demented individuals is one approach taken by us and 
others. Another approach is based on the hypothesis that in vitro 
HIV-1 infected macrophage will secrete specific proteins which 
will be present in CSF samples of HAD patients. Combining 
both approaches should result in discovering new biomarkers. 
We also postulate that future diagnosis of HAD progression will 
be based on a set of multiple markers which levels will be mea-
sured based on background levels characteristic for individual 
being diagnosed and will be combined with psychological and 
brain imaging tests.

49.8. Functional Genomics

Genomics is the study of genes and their function. It is a 
broad definition of understanding the structure and molecular 
mechanisms underlying function of the genome. As the field 
of genomics is maturing, subfileds emerge. Thus, functional 
genomics will incorporate protein products into gene character-
ization, structural genomics will include structural features of 
genes and chromosomes, comparative genomics will deal with 
evolutionary aspects of genomic organization and their inter-
species relationship, epigenomics is focused on DNA methyla-
tion and pharmacogenomics will study targets for new drugs.

Genomics as a scientific field as well as a technology plat-
form is much more advanced than proteomics. Availability of 
relatively fast sequencing of large sets of genes, in fact entire 
genomes, is today’s reality and the major factor slowing our 
progress in this area lies in financial resources. Neverthe-
less, more genomes are sequenced expanding our knowledge 
which is not only focused on collecting and cataloging of data 
but mostly on studying how the genome functions.
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Sequencing genome primates who are a link to the devel-
opment of Homo sapiens is a challenging and intriguing 
task. If we can answer a question how our brains evolved 
and how different they are on the functional level from those 
of chimpanzees or maccacs, our ability to understand mental 
disorders would be greatly expanded. There is no doubt that 
two avenues of genomics, evolutionary and developmen-
tal, will be rapidly expanding in the next decade. However, 
the third avenue, which is our understanding of pathologi-
cal processes resulting from inflammation and/or trauma 
(e.g. stroke injury), is much more complex and challenging. 
Recruitment of mononuclear phagocytes from the periph-
ery and their responses beyond the blood brain barrier add 
another substantial level of complexity. Do these cells con-
stitute part of the brain or do they switch from bystanders to 
a role of active players? One of limitations in neurogenom-
ics is the lack of good models to study variety of aspects of 
brain function. For example, a stimulus leading to change in 
reaction, e.g. from friendly to aggressive can be quite differ-
ent between humans and rodents which are very often used 
in such studies. Another important question is whether these 
changes occur at the genome level or maybe downstream 
at the level of activation of certain enzymes without much 
change in the levels of expression.

49.9. Gene Arrays

In genomic studies microarray technology is used for the 
rapid quantitative measurement of gene expression in a tissue. 
mRNA which is directly transcribed from DNA template not 
only reflects levels of gene expression but also is used directly 
for hybridization on DNA chip. Levels of complementary 
hybridization are measured by laser scanning of fluorescently 
labeled RNA molecules bound to the chips and data are fur-
ther subjected to computational processing for quality control 
(sources of errors) and detection of altered gene expression. 
Multiple experiments can be performed using this experimen-
tal approach in which data are combined, normalized, and ana-
lyzed for elucidation of distinct pattern characteristic for the 
studied system. Implementation of chips in microarray assays 
led to real multiplexing increasing throughput and speed of 
experimental progress. Miniaturization, improved manufac-
turing with better quality and affordability make microarray 
technology widely available. Group effort of technological 
advancement of more than twenty companies and numerous 
academic and other laboratories resulted in high density chips 
becoming available. For example, Affymetrix chips contain 
400,000 groups of nucleotides in an area of ∼1.6 cm2. Chips 
with wide range of genes, focused microarrays narrowed 
to specific groups of genes as well custom made products 
make this technology platform suitable for addressing ques-
tions of biological importance, for clinical diagnostics and in 
biomarker discovery. Therefore, microarray technology has 
broad applications in such areas as expression profiling, func-

tional genomics, pharmacogenomics (Meschia, 2004), and 
developmental (Jensen et al., 2004) and evolutionary biology 
(Sikela, 2006).

Despite the fundamental importance of genomic experi-
ments, this technology platform provides only initial and far 
from completion results. Proteomics, on the other hand, is 
a follow-up approach, and when results acquired from both 
technology platforms are combined, more comprehensive 
picture of functional significance arises. Integration of these 
two experimental platforms is another challenge because of 
complexity of systems biology. First, a bottom-up or a top-
down strategy has to be chosen for experimental strategy. 
Second, which part will be a driving force, genomics or pro-
teomics? Third, an integrated bioinformatics platform has to 
be secured for complementary and coherent transformation 
of data into information. A possibility to produce custom 
made DNA microarrays designed and manufactured by com-
mercial entities and/or individual investigators to address 
specific biological question(s) provide enormous support to 
such integrated strategies. Extensive literature can be found 
reviewing technical issues related to gene arrays including 
hybridization, post-hybridization quality control, normal-
ization and data processing, (Boes and Neuhauser, 2005; 
Hartmann, 2005; Reimers, 2005). These specific tools allow 
performing genomic experiments based on results generated 
in initial proteomic studies. Our experience with such stud-
ies, show that experimental design and depth of data mining 
are critical.

49.10. Genomics in Neuroinflammation

Along with increasing human life expectancy, it is believed 
that in the next 50 years neurological disorders will exceed 
as a human health problem such diseases as cancer or heart 
diseases. Neurological disorders associated with age, e.g., AD 
PD, ALS, and other diseases such as HIV-1-associated cog-
nitive impairment are correlated with inflammatory response 
of innate immunity system in the CNS. Response to insult 
such as bacterial or viral infection, stroke, cancer metastasis, 
or abnormal expression and accumulation of self proteins is 
associated not only with activation of resident macrophages, 
but is also associated with recruitment of large pool of mono-
nuclear phagocytes (MP) from the periphery. These cells 
migrate through blood brain barrier to clear the insult and 
protect brain from further damage. In reality, the phenotype 
of MPs can produce neurotoxic outcome at the site of injury. 
The traditional approach to study human diseases has been to 
focus research projects on the study of important pathogenic 
factors: relevant microorganisms (Qureshi et al., 1999) and 
other agents linked to pathogenesis such as β-amyloid in AD 
or α-synuclein in PD with hope for development of effective 
treatment. This approach limited our progress in understand-
ing of molecular basis of host defense mechanisms. Therefore, 
understanding what precisely regulates macrophage responses 
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in the brain and how they interact with other types of cells is 
critical for more effective therapies (Ciborowski and Gendel-
man, 2006; Foti et al., 2006). New experimental approaches 
such as gene microarrays now can be used to overcome previ-
ous limitations of experimental manipulation and large sets of 
data, and facilitate genomewide analyses.

Genomics is one approach that can discover new clues 
leading to better understanding of MPs’ function. Under 
normal conditions, monocytes derived from bone marrow 
circulate in the blood for approximately 48 h and migrate to 
tissues where they differentiate into macrophages. Differen-
tiation will be driven by local tissue environment and is not 
completely reversible when macrophages are removed from 
various tissues and grown in vitro under the same conditions 
(Enose et al., 2005). Nevertheless, principal functions of these 
cells – clearance of debris, antigen presentation, phagocyto-
sis, production reactive oxygen and nitrogen species to fight 
infection will remain the same regardless of tissue localiza-
tion. Therefore, design of experimental conditions to study 
MPs’ responses will play a critical role in data interpretation 
and in drawing conclusions. We may expect that genomic 
studies of, e.g., alveolar macrophages exposed to tobacco 
smoke (Wu et al., 2005), macrophage from cells generated in 
vitro by treatment of monocyte-derived macrophages (MDM) 
with oxidized low-density lipoprotein (LDL) (van Duin et al., 
2003), or MDM exposed to aggregated α-synuclein will lead 
to understanding critical similarities and differences under-
lying inflammatory immune responses. Such comparative 
genomic studies (Heller et al., 1997) will produce vast amount 
of data critical for understanding neuroinflammation, which 
suffers from the lack of a good animal model.

The genomic approach has proven to be indispensable as an 
initial step in determining any given function. After all genes 
are coding proteins. On the other hand, the role of gene is fin-
ished as soon as transcription is completed. In the following 
steps, transcripts undergo a complex process leading to func-
tional protein, a product that eventually performs a task. But 
we have to keep in mind that if an error occurs at transcrip-
tion level and is reproduced over and over again, a faulty final 
product is made regardless how good and precise downstream 
machinery is. Brain is an organ from which biopsies are taken 
under very specific circumstances, e.g., brain tumors. Such 
material is further examined for histopathological evalua-
tions. In future, this now well-accepted method will be com-
bined with genomic, proteomic, and metabolomic signatures 
of tumor cells (Petrik et al., 2006).

Another obstacle in studying brain functions is our limited 
ability to purify specific populations of cells from either ani-
mals or postmortem from human brains. This limitation con-
cerns both proteomics and genomics in a very similar way. 
Many brain cells such as neurons are terminally differentiated 
and do not proliferate. On the other hand astrocytes can be 
grown in vitro, therefore, neurons are always “contaminated” 
with other types of cells (Zheng et al., 1999, 2001). Ability to 
amplify mRNA in a preparation obtained from cell culture or 

cell preparation may lead to false conclusions. In situ hybrid-
ization can be used for verification; however, this method is 
laborious and cannot be used in a high throughput analyses.

49.11. Protein Microarrays

Over the last two decades DNA microarrays showed applica-
bility of high throughput studies of gene expression and regu-
lation under various experimental conditions (DeRisi et al., 
1996; Khan et al., 1999). Therefore, the idea of developing 
similar technique for easy analysis of multiple protein samples 
in parallel was very attractive (Haab et al., 2001). Advancing 
miniaturization quickly translated to smaller samples required 
for analysis along with decreasing costs of spotted membranes 
boosted the demand. Early approach utilized phage displayed 
of relatively short sequences of amino acids for probing com-
plex mixtures of proteins and screening their binding capaci-
ties (Scott and Smith, 1990; Smith and Scott, 1993). Protein 
microarrays based on antigen-antibody interaction meet such 
criteria and it obvious that this technology is rapidly filling a 
gap between genomics and proteomics. The ability of protein 
quantitation makes this approach even more attractive. Recent 
years brought a rapid development of various forms of protein 
microarrays (Templin et al., 2003; Poetz et al., 2005). Limi-
tation of protein microarrays lies in requirement of highly 
specific capture and detection antibodies or other interacting 
molecules. Although in DNA microarrays this pre-requisite 
was accomplished due to high selectivity of hybridization 
of complementary sequences, they still suffer from some 
percentage of ambiguous results. In proteomics, posttransla-
tional modifications add another level of molecular diversity 
and complexity. For example, many proteins, although dif-
ferent, share common modifications such as phosphorylated 
tyrosines. In these cases it is necessary to identify location of 
phosphorylated residue on the protein of interest.

Protein microarrays is a powerful tool when proteomic anal-
ysis is narrowed to a group of proteins such as growth factors, 
chemokines, cytokines etc. These classes of proteins already 
have a great number of pre-required well-characterized and 
highly specific antibodies reacting with high affinity. Such 
protein arrays (chips) were immediately developed and are 
successfully used in monitoring markers of immune responses 
(Kastenbauer et al., 2005) complementing DNA arrays (Ho 
et al., 2005). Ho et al. showed that complementation of cDNA 
and protein arrays in search of biomarkers of Alzheimer’s dis-
ease can be consistent. Similarly to ELISA system, quality 
of protein microarrays will depend on the background signal 
from nonspecific adsorption of labeled protein increasing 
along with protein concentration. Detection limit of protein 
of interest will be determined not only by its absolute level 
in tested sample, but also by the high levels of other proteins 
with ability to cross-react in a nonspecific manner. Levels of 
detergents and other components of lysis buffers used prior to 
analysis have to be taken into account. The latter issue is of 
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critical importance when sample needs to be concentrated and 
analyzed by MALDI type of mass spectrometer.

Accuracy and reproducibility of protein array data further 
depends on proper experimental design, normalization proce-
dures, eliminating systematic bias, and appropriate statistical 
analysis. Eckel-Passow and co-authors made several excellent 
suggestions how experiments should be designed and ana-
lyzed to avoid false results (Eckel-Passow et al., 2005). For 
example the authors propose to use several different cluster-
ing tools instead of single cluster analysis for verification of 
results in discovering differences in a class of molecules, e.g. 
cytokines. Another obstacle in working with protein microar-
rays is stability of protein structure which is critical for proper 
folding thus interaction with binding partner. Another side of 
this problem is exposure of interacting surface/epitope while 
immobilized on the chip. Protein microarrays suffered from 
skepticism and criticism during early stages of development. 
Nevertheless, this technology is gaining ground in biomedi-
cal research with increasing potential of application in clinical 
diagnosis. Similarly to DNA microarrays, one can find com-
mercially available protein arrays specific for various micro-
organisms and diseases, user friendly kits with improved and 
sophisticated fluorescent tags. For those working in the area 
of drug developments, protein microarrays are vehicles of 
accelerated discoveries. For others, protein microarrays are 
envisioned as tools for exploration and understanding path-
ological processes, kinetics of changes on molecular level, 
interactions with molecules different in nature such as lipids, 
nucleic acids, carbohydrates, drug candidates etc.

49.12. Proteomics and Tissue Profiling

Can tissue be examined for a global protein expression directly 
and without time consuming sample preparation? Can such 
profiling be used effectively in a rapid clinical diagnostics to 
aid pathologists in their work? Can section of tissue be placed 
on target, covered with matrix and profiled directly in mass 
spectrometers? If this appealing but challenging idea becomes 
real, it would be a breakthrough in modern clinical diagnosis.

Early attempts to develop patterns of specific compounds 
and proteins were based on tissue homogenates (Burns, 1982; 
Jimenez et al., 1997; Mitchell et al., 1997). Tissue profiling, 
or more accurately called tissue imaging, based on direct 
mass spectrometry measurements is a much younger area 
of research which started being developed in late 90s when 
MALDI-TOF-MS measurements were performed on intact 
tissue sections (Chaurand et al., 1999).

MALDI-TOF types of mass spectrometers with high reso-
lution and sensitivity reaching attomolar range is a class of 
instrumentation of choice for direct tissue analyses. Spectra 
are generated very fast, a wide range of mass is acquired. 
Hundreds and even thousands of spots can be analyzed using 
one tissue section which further processed by computers will 
create an image. Besides the high throughput of this type of 

analysis, a major advantage is that collected spectra can be 
assigned to the localization on the tissue section, thus can 
localize molecules in question to tissue structures. This, 
in turn, is important for monitoring such processes as dis-
tribution of therapeutics, which can be small molecules as 
well as peptides and/or proteins. Questions that remain to 
be addressed in tissue imaging are whether and how impor-
tant structural analysis (peptide sequence, drug structure) of 
identified species since downstream processing of spectra 
is based on the presence, intensity, and signal-to-noise ratio 
data. Scattered presence of another molecule(s) with close 
m/z (mass-to-charge ratio) can lead to misleading results. 
If the analyte’s m/z is within 2000, identification based on 
sequencing can be performed in instruments equipped with 
post-source decay mode (Stoeckli et al., 2002). Another 
question is absolute quantitation, which is the weakness of 
MALDI-TOF comparing to other types of mass spectrom-
eters. Nevertheless, meaningful information can be acquired 
if the system is properly validated. Validation of proteins 
can be accomplished using other methods, e.g., fluorescence 
immunochemistry and co-registartion. It is more challeng-
ing to quantitate small molecules (pharmaceuticals) by 
mass spectrometry without some kind of sample processing. 
Therefore, proper methods of validation need to be devel-
oped. Despite challenges discussed above, application of 
this technology is advancing resulting in reports such 
as classification of tumor samples using this technology 
platform (Chaurand et al., 1999) or single cell analysis (Li 
et al., 1999).

49.13. Bioinformatics and Information 
Networks

Expression of proteins and genes on a global scale requires 
new and efficient tools for database searches and data analy-
sis. Such tools are advanced in genomics because this area 
of global analysis is much more advanced, while analysis of 
proteomic data is still in its early development. Algorithms 
used for proteomic database searching are being constantly 
improved. Currently, the mostly used algorithms for mass 
spectrometric peptide sequencing are MASCOT and SEA-
QUEST. Recently published report from the pilot phase of 
HPPP experiment compares results from MS/MS spectra 
analysis using not only MASCOT and SEQUEST but also 
Spectrum Mill, and X!Tandem concluded that no one of 
these algorithms outperforms other and much improvement is 
needed in this area. New approaches were also applied such 
as processing very large numbers of raw spectra to generate 
clusters of spectra followed by SEQUEST-like analysis.

An important issue that arouse during early development of 
proteomic technology is proper comparison of data generated 
by different centers, laboratories, even individuals. SELDI-
TOF is an example of how difficult it was to cross-validate data 
from laboratory to laboratory which used the same technology 
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platform and instrumentation. Mass spectrometry data can be 
very susceptible to errors originated from sample processing 
(Baggerly et al., 2004). The same applies to algorithms used 
for database searches and accuracy of protein identification 
based on mass spectrometric sequencing of peptides.

Summary

Proteomics is maturing from its early stages of fascination 
with ability of high numbers of protein identifications in a 
single experiment. Quantitative mass spectrometry of proteins 
is becoming standard method in proteomics laboratories. 2D 
SDS-PAGE supported by sophisticated software and increas-
ing computer power along with more user friendly supplies 
providing better reproducibility is another technology advanc-
ing global protein outlook. Further technological develop-
ments of, i.e. tissue profiling by mass spectrometry and 
protein arrays, will facilitate a more precise view of changes 
occurring in proteomes resulting from alterations in biological 
system. New technology platforms and tools emerging almost 
every day will overcome current problems and limitations of 
proteomics such as sample processing, sample availability, 
reproducibility, quantitation, validation etc. We expect that 
significant biological advances: biomarker and drug discov-
ery, disease and treatment monitoring, will be made during 
the coming decade.

This will be very important for understanding mechanisms 
leading to neurodegeneration such as HAD, AD, PD, ALS, 
and others. Another big step will be to go beyond slowing 
down or completely stopping the neurodegenerative pro-
cess, and pushing immune system to repair the damage and 
promote regeneration. How much is it possible and how 
soon it can be accomplished remains an open question. It is 
without question, however, that understanding functions of 
complex biological systems such as duality of neurotoxic/
neurothrophic functions of MPs in the brain during inflam-
mation will require coordinated monitoring of large number 
of parameters at the same time and well-designed proteomics, 
genomics, transcriptomics, metabolomics, as well as neuro-
imaging experiments.

Review Questions/Problems

 1. What is proteomics?

 2. What is genomics?

 3. How does studying the proteome compare to studying 
the genome?

 4. Review the challenges in proteomics research?

 5. What is the difference between biomarker and risk 
marker?

 6. Explain in which cases SELDI-TOF technology 
will be more advantageous than LC-MS/MS and/or 
MALDI-TOF.

 7. What are the approaches used in the development of 
clinical proteomics?

 8. Advantages and disadvantages in using protein 
arrays.

 9. What are biomarkers and how are they identified and 
validated for use in the clinical setting?

10. Describe strategies of sample prefractionation for 
genomic and proteomic analysis.

11. Mathematical models of the molecular pathways in 
cells will facilitate:

a. prediction of previously unknown interactions
b. combining genomic and proteomic data
c. discover novel proteins, cellular functions, and path-

ways
d. all of the above

12. Successful translation of results from laboratory to 
clinic depends on:

a. exploratory research studies
b. validation
c. prospective screening studies on large-scale 

population
d. all of the above

13. Weakness of 2-dimensional SDS-PAGE is:

a. lack of superior reproducibility
b. lack of protection of proteins from structural de-

stabilization
c. inability of obtaining protein sequencing data
d. lack of superior methods of protein labeling

14. Major difficulty in proteomic studies of certain type of 
samples such as CSF:

a.  contamination with drugs penetrating through blood 
brain barrier

b. size and availability of the sample
c. lack of correlation with clinical diagnosis
d.  contamination with red blood cells during spinal 

tap

15. Top-down approach in studies of systems biology is 
preferential over bottom-up approach because:

a. it provides more global view
b. it allows for faster conclusions which will lead to 

direct development of clinical tests
c. requires less sophisticated technology and instrumen-

tation
d. both approaches are equal
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16. Major question to be addressed when considering 
application of genomics and proteomics to screening 
and testing include selection of:

a. mouse species
b. non-radioactive reagents
c. reputable provider of proteomics and genomics tech-

nologies
d. conditions which are true reflections of in vivo bio-

logical function

17. Commercially available antibody arrays technology 
has many of the same problems observed with genom-
ics because of problems associated with:

a. data analysis, interpretation, storage, and retrieval
b. high background created by not well developed reagents
c. necessity of using radioactive materials
d. inaccuracy of chips readers

18. The best approach to determine the sensitivity and 
specificity of these methodologies, and to validate and 
standardize these technologies?

a. to reduce “biological noise” in the samples and reduce 
number of replicates

b. to link data obtained from database searches to 
biological effects via fast computers

c. to develop a standard approach to understanding and 
communicating variability in experimental data

d. none of the above

19. While planning proteomics experiments, a researcher 
should:

a. have available all types of mass spectrometers
b. mandatory access to protein microarrays
c. be aware of strength and weaknesses of each technology
d. always be an expert in statistics and computer pro-

gramming for solving problems associated with 
bioinformatics

20. Neuroproteomics analysis is most conclusive when

a. experiments are done using entire brain so that all cell 
types are used in one assay

b. only in vitro models are conclusive
c. selected types of cell from a brain are obtained and 

manipulated
d. two or more cell types are mixed together to facilitate 

interaction mimicking in vivo situation
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50.1. Introduction

A wide range of neuroimaging techniques have been devel-
oped which aid in clinical diagnosis of neurological diseases 
and are valuable tools for research into basic physiological 
mechanisms and effects of new therapies to combat neurological dis-
ease. This is a rapidly evolving field as new imaging tech-
niques with enhanced sensitivity and specificity are constantly 
being developed and made available to the clinician and 
research community. This chapter will provide an introduc-
tion to the basic mechanisms, capabilities and applications of 
neuroimaging methods, allowing the neuroscience student to 
gain an appreciation of the range of available imaging techniques 
and the potential for use as serial non-invasive monitors of 
the progression and treatment of neurodegenerative disease in 
animals and humans.

Neuroimaging techniques include nuclear medicine studies 
such as positron emission tomography (PET) and single pho-
ton emission computed tomography (SPECT). Morphological 
imaging methods include magnetic resonance imaging (MRI) 
and computed tomography (CT). Studies of brain physiology 
and biochemistry include PET, SPECT, CT perfusion, MRI 
perfusion, magnetization transfer MRI (to assess myelin loss), 
1H and 31P magnetic resonance spectroscopy (MRS) and mag-
netic resonance spectroscopic imaging (MRSI). These methods 
provide a broad array of techniques for serial non-invasive 
measurement of alterations in brain physiology and biochemistry, 
which are early and sensitive indicators of many neurological diseases. 
Although structural imaging techniques are not always sensi-
tive indicators of neurological disease, functional and molecu-
lar imaging methods, including SPECT, PET and physiological 
MR techniques, have great value as they can reveal abnormali-
ties before structural atrophy or focal CNS lesions are visible.

Neuroimaging techniques can be broadly classified by the 
information content of the images. Morphological information 
can be obtained from MRI and CT, sensitivity and specificity 

of MRI for detecting brain lesions is improved over CT (Brugieres 
et al., 1995) due to improved soft tissue contrast of MRI (Ell 
et al., 1987; Kim et al., 1996). In addition, MRI or CT can be 
combined with nuclear medicine techniques to provide ana-
tomical detail allowing clear identification of the location of 
radioactive probes. Physiological information, including tissue 
perfusion mapping, mapping of receptor densities, and map-
ping of tissue biochemistry can be accomplished using MRI, 
MRSI, SPECT, and PET. Functional information, mapping of 
neuronal activity, can be obtained using functional MRI and 
PET, as well as other imaging modalities not covered in 
this chapter including electroencephalography (EEG), which 
records the electrical activity of the brain and magnetoenceph-
alography (MEG) which provides spatially resolved maps of 
the electrical activity of the brain. This chapter will cover the 
basics of signal generation, signal acquisition and some examples 
of the information obtained in MRI, MRSI, SPECT and PET 
as an introduction to this broad and fascinating field.

50.2. Principles of Imaging

50.2.1. Basic Principles of MRI

MRI methodology is a complex and intriguing field of study. 
In this chapter, the basic mechanisms of MRI signal produc-
tion and acquisition are introduced to allow the student of 
the neurosciences to develop a base understanding. Excellent 
textbooks are available for more advanced study of the details 
(Slichter, 1996; Haacke et al., 1999; Liang and Lauterbur, 
2000; Gillard et al., 2005).

50.2.1.1. Signal Source

The signal in magnetic resonance imaging (MRI) and spec-
troscopy (MRS) rely on the magnetic properties of nuclei 
(Baier-Bitterlich et al., 1998). Nuclei with a non-zero spin 
quantum number (I ≠ 0) will posses a magnetic moment vector 
µ. The magnetic moments are a result of the paramagnetic 
fields produced by the interaction of charged particles within 
the nucleus. The spin quantum number of the nucleus will be 
zero (I = 0) if both the mass number and the atomic number 
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of the nucleus are even. These nuclei will not have a nuclear 
magnetic moment and hence are not observable using mag-
netic resonance techniques. Any nucleus with an odd atomic 
number or and odd mass number will have a non-zero spin 
quantum number (I ≠ 0). These nuclei will have a nuclear 
magnetic moment and thus can produce a signal.

For nuclei with I = 1/2, including 1H observed in MRI, the 
magnetic moment vector µ of the nuclei will either be parallel or 
anti-parallel to the externally applied magnetic field (Figure 50.1). 
The magnetic moment of a nucleus can be related to its angu-
lar moment by the magnetogyric ratio of that nucleus defined 
by (Harris, 1983; Krane, 1987):

 g
m

=
I

 (1)

where µ is the nuclear magnetic moment vector of a nuclear 
isotope, and I is the angular momentum (spin) quantum number of 
a nucleus. The magnetogyric ratio is constant for each nuclear 
isotope. The sum of all magnetic moments is the macroscopic 
magnetic moment, named the Net Magnetization Vector M, 
which is defined as:

 M = +∑ + −
( )m m  (2)

where m
+
 and m

−
 represent magnetic moments in the parallel 

and anti-parallel state for a two quantum states (m
I
 = ±1/2) of 

a spin 1/2 magnetic nucleus (I = 1/2) such as the proton.

50.2.1.2. Precession and the Larmor Equation

The two states of different energy are not exactly parallel 
and anti-parallel to the external magnetic field. The magnetic 
moments are at an angle q relative to the magnetic field due 
to the quantized energy states of the subatomic particles. The 
force of the magnetic field B0 on the magnetic moments m 
forces these nuclear magnetic moments into a precessional 
motion (Figure 50.1). The frequency of precession, also 
called Larmor frequency, is proportional to the magnetic field 
according to the Larmor equation:

 w = g x B
0 

(3)

where ω is the rotational frequency of the net magnetization 
produced by excitation of the nuclear magnetic moments 
(rad/s), and γ is the gyromagnetic ratio, constant for a given 
nucleus. B0 is the magnetic field strength at the nucleus 
measured in Tesla (T) or Gauss (G). 1 T = 10,000 G. As 
an example, the resonance frequency of protons is 64 MHz 
at 1.5 T.

The net magnetization vector M is the source of MR signal. 
The time evolution of the net magnetization vector M is the 
signal source in magnetic resonance. Motion of M will create 
an oscillating magnetic field. This oscillating magnetic field 
will create an induced voltage in a receiving coil. This induced 
voltage in the receiving coil over time is the signal.

50.2.1.3. Resonance

When a nucleus is exposed to a secondary magnetic field (B1) 
that has an oscillation identical in frequency and direction to 
its own Larmor precession, the nuclei absorb energy from 
the external source. The secondary magnetization is applied 
at the Larmor frequency, which is typically in the radiofre-
quency (RF) range, thus the brief application of the B

1
 field 

is referred to as an RF pulse. Absorption of energy from the 
RF pulse results in a phase coherence in individual nuclei 
during the process of changing from the low energy to the 
high energy state. The net effect of B1 is a tipping of M0 (net 
equilibrium magnetization) away from the Z (longitudinal) 
axis (parallel to B0) towards the X,Y (transverse) plane. The 
force of B0 on the transverse component of M now rotates 
Mxy at the Larmor frequency. The rotating magnetization 
causes a voltage in a coil “tuned” to the Larmor frequency to 
pick up the signal by magnetic induction (Figure 50.2). The 
resulting angle between the Z axis and M (typically 90°) is 
called flip angle and depends upon the amplitude and duration 
of the RF pulse.

50.2.1.4. Signal Detection and Time Evolution

Faraday’s law of induction states that if a receiver coil is mag-
netically coupled to an oscillating magnetic field, a voltage is 
induced in the receiver coil. Therefore, as M precesses at the 
Larmor frequency in the transverse plane, a voltage is induced 
in the coil. This voltage constitutes the MR signal. The magni-
tude of the signal depends on the magnitude of M in the trans-
verse plane. The amount of magnetization in the longitudinal 
plane gradually increases (T

1
 relaxation). At the same time, 

but independently, the net magnetization in the transverse 
plane gradually decreases due to loss of phase coherence 
(T

2
 relaxation). As the magnitude of transverse magnetization 

decreases, so does the magnitude of the voltage induced in 
the receiver coil (Figure 50.2). The evolution and decay of 
the net magnetization, M is picked up by the receiver coil 
resulting in the magnetic resonance signal, the free induction 
decay (FID).

Figure 50.1. The precession of the nuclear magnetic moment vec-
tors µ about the static magnetic field vector B

0
. The angle of the 

precessional cone is given by θ. The precessional frequency is given 
by the Larmor frequency ω.
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When the RF pulse is switched off, M realigns with the 
Z axis at a rate (1/T

1
) slower than the rate of signal loss 

(1/T
2
). In order to do so, M must transfer the energy gained 

to the surrounding molecules. This process is referred to as T
1
 

relaxation (spin-lattice relaxation). As T
1
 relaxation occurs, 

M returns to equilibrium (M0).

50.2.1.5. Magnetic Field Gradient Used to Generate MRI

The magnetic field dependence of the signal’s frequency is 
used as a basis for spatial encoding of the magnetic resonance 
signal. This is done using magnetic field gradients. Magnetic 
field gradients cause a linear shift in magnetic field with posi-
tion. This allows one to use a single chemical species, such 
as water, as a signal source for imaging (MRI). Sophisticated 
spatial encoding schemes have been developed to allow multi 
dimensional spatial encoding.

The Larmor equation demonstrates the basis of these 
encoding schemes. As the magnetic field changes, so does the 
frequency. In one dimension, application of a magnetic field 
gradient of 10 gauss/cm [1 Tesla (T) = 10,000 gauss (g)] pro-
duces a field shift in the water frequency of 64 MHz (1.5 T) of 
42667 Hz/cm. The basis of the use of the magnetic field gradient 
for spatial encoding is displayed in Figure 50.3.

50.2.1.6. Fourier Transform: Frequency Analysis 
of the Time Domain MR Signal

The time domain MR signal is difficult to visually interpret; 
hence, the signal is transformed into a spectrum, which is intensity 

on the vertical axis and frequency on the horizontal axis. This 
is performed mathematically by the Fourier transform. The 
Fourier transform is performed according to the equation:

 
f f t e ti t( ) ( )w d

-

w= ∫ −

∞

∞  
(4)

where w = frequency (radians/s), t = time (s), i = Ö–1, f(w) is the 
frequency domain signal (spectrum) and f(t) is the time domain 
signal (MR signal, free induction decay or spin echo).

50.2.1.7. Spin Echo

Signal loss in the free induction decay (FID) can be par-
tially refocused using a second application of B

1
 with a 

duration and amplitude that produces an 180° flip angle of 
M (180° pulse). This has the effect of placing individual 
magnetic moments, which are no longer in phase with the 
central frequency, in a position to realign with spins at the 
central frequency.

Pulsed magnetic resonance experiments are represented by 
parallel time lines of the applied pulses and the signal (Figure 
50.4A). We will introduce this formalism here to explain the 
spin-echo and, in the next section, the spin-echo MRI pulse 
sequence. The first line is the time line of the applied B

1
 pulses, 

also referred to as radiofrequency, or RF pulses because they 
are applied at the Larmor frequency, which are typically in the 
radiofrequency range.

Figure 50.2. Application of a secondary magnetic field (B
1
) rotating at the Larmor frequency has the effect of tipping the net magnetization 

(M) away from the equilibrium position (M
0
) along the longitudinal axis and towards the transverse plane. After the brief application of B

1
, 

rotation of M in the transverse (X-Y) plane at the Larmor frequency (B) induces a Free Induction Decay (FID) signal in a pickup coil (C).
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50.2.1.8. Spin-Echo Magnetic Resonance Imaging (MRI)

Three dimensions of spatial encoding are required for MRI. 
These three dimensions are independently applied by (1) sig-
nal production from a thin slice by using a frequency selective 
excitation in the presence of a magnetic field gradient (slice 
selection), (2) acquiring the spin-echo signal in the presence 
of a magnetic field gradient (frequency or read-out gradient) 
and acquiring the spin-echo signal after producing a spatially 
dependent phase shift which is incremented in the second 
dimension (phase encoding gradient). The pulse sequence 
diagram showing the application of the frequency selective 
RF pulses, the slice, phase and frequency encoding gradients 
and the spin-echo signal acquired are shown in Figure 50.5. 
The spin-echo acquisition is repeated for each value of phase 
encoding gradients to fill in the second dimension of the single 
slice MRI, requiring repetition of the sequence 256 times for 
256 × 256 image resolution. The raw MRI is acquired in the 
time domain, which requires Fourier transform of the signal 
into the frequency domain for display (Figure 50.6).

50.2.2. Modification of Signal Intensity

The power and versatility of magnetic resonance techniques 
lie in the ability to modify signal intensity based on the bio-
physical properties of the spins of interest (primarily tissue 
water). Signals can be “weighted” (signal amplitude altered) 
based on the magnetic relaxation properties (T

1
 and T

2
), water 

diffusion (random molecular motion), or the interaction of the 
hydration layers of membranes and proteins with free water 
(magnetization transfer). Tissue perfusion can be mapped 
by the introduction of contrast agents or inversion of signal 
from water in arterial blood supply of the tissue. In addition, 
signal can be suppressed from tissue based on frequency (fat 

Figure 50.3. Magnetic field gradients used for frequency encoding spatial position. A: Magnetic field strength as a function of position in the 
magnet for three gradient strengths. B: Arbitrary object within the MRI system (center) and the frequency readout (signal) from a gradient 
applied during signal acquisition along the x-axis (rear) and the y-axis (right).

Figure 50.4. Time evolution of the spin-echo signal. A: Pulse 
sequence diagram showing (top) the timing of the applied 90 and 
180° RF pulses (B

1
) and (bottom) the time evolution of the spin-echo 

signal. B: Vector diagram of the time evolution of the spin-echo sig-
nal. Clockwise from top-left: Equilibrium magnetization is rotated 
by the 900 RF pulse, signal evolves and individual spins lose phase 
coherence, reducing signal intensity, a 180° RF pulse is applied 
which places out of phase magnetic moments in position to rephase 
at a time (τ) equal to the time of dephasing before the 180° pulse, 
allowing the refocusing of the signal (spin-echo).
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or water suppression), position (suppressing motion artifacts 
from unwanted tissue), or preferentially viewed based on 
moving vs static water (angiography or suppression of signal 
from flowing blood).

50.2.2.1. Magnetic Relaxation, T1 and T2

50.2.2.1.1. Spin-Lattice Relaxation (T
1
)

T
1
 relaxation is the process of releasing the energy absorbed 

by the magnetic nuclei during the application of the RF pulse. 
This process occurs by releasing the energy to the surrounding 
molecules (lattice) returning the spin system to the equilibrium 
condition (M

0
). The rate at which this process occurs in tissue 

depends on the molecular environment and varies with tissue 
type, providing a means of generating contrast between 
tissues with otherwise similar signal intensities (water con-
tent). T

1
 relaxation occurs exponentially after an RF pulse 

with a time constant of T
1
 according to the equation:

 Mz (t) = M
0 
(1 – e-t / T1) (5)

where: M
z
(t) is the time dependent amplitude of the Z com-

ponent of the magnetization (along B
0
), which approaches the 

equilibrium magnetization (M
0
) over time (t) with the time 

constant T
1
. Since MRI acquisition typically requires multiple 

excitations, adjusting the repetition time (TR) between suc-
cessive excitations reduces the net magnetization according to 
TR/T

1
 and alters the T

1
 based contrast. As a result, signal inten-

sity within each volume element in the MR image (voxel) has 
intensity modified by the average T

1
 of tissue within the voxel 

according to the repetition time of the acquired image. This 
occurs as illustrated in Figure 50.7A. Figure 50.7A shows the 
Z-magnetization recovery curves for two different tissues, one 
with a T

1
 of 400 ms and one with a T

1
 of 900 ms. In order to 

recover full magnetization, a delay (TR) of 5xT
1
 is required. 

Using a short TR (500 ms, dashed lines) the tissue with the 
400 ms T

1
 has recovered to 71% of M

0
 while the tissue with 

the 900 ms T
1
 has only recovered to 43% of M

0
. The signal 

intensity will be proportional to the recovery of the net magne-
tization after the second 90° RF pulse, providing a signal that is 
65% more intense for the shorter T

1
 tissue even if the original 

signal intensity (M
0
, proportional to water content) is identi-

cal, providing improved tissue contrast and a mechanism for 
detecting altered cell content (pathology) within tissue.

50.2.2.1.2. Spin-Spin Relaxation (T
2
)

The spin echo (Section 50.2.1.6) demonstrates that the 180° 
RF refocusing pulse reverses off-resonance effects (spins at a 
slightly different frequency than the Larmor frequency) after 
the 90° RF pulse allowing a signal to be generated at a time 
after the original signal loss. However, the natural process of 
energy exchange between adjacent molecules causes a loss 
of signal coherence by exchange of spin states with loss of 
phase coherence. This loss of signal cannot be refocused. The 
exchange of spin states with no net loss of energy in the spin 
system is referred to as spin-spin relaxation (T

2
). Signal loss 

as a function of echo time (or TE) is given by:

 M = M
0
e-TE / T2 (6)

where TE = echo time and T
2
 is the average T

2
 of the tissue. As 

a result, signal intensity within each volume element in the MR 
image (voxel) has intensity reduced by the average T

2
 of tissue 

within the voxel according to the echo time of the acquired 
image. T

2
 effects on the signal intensity in two  different 

Figure 50.6. MRI signal, two dimensional Fourier transform and grey scale representation of the Fourier transformed data. Left: grey scale 
representation of the single slice MRI of a spherical phantom filled with water. Center: spectral representation of the Fourier transformed 
data. Right: image represented in gray scale, the standard viewing method.

Figure 50.5. Pulse sequence for the generation of spin-echo MRI
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tissues with the same water content (M
0
) at an echo time of 

100 ms is shown by the dashed lines in Figure 50.7B. Tissue 
with shorter T

2
 (100 ms) refocuses 37% while the longer T

2
 

tissue (250 ms) refocuses 67% of the original signal, demonstrat-
ing significant contrast between tissues of different T

2
 using 

a long echo time acquisition. This demonstrates the contrast 
available in tissue of similar water content (M

0
) with different 

T
2
 by increasing TE. It should also be noted that the signal 

intensity will be modified at the same time by TR and T
1
 

through the choice of TR, thus a long TR is typically chosen 
for purely T

2
 weighted images. An example of T

2
 weighted 

imaging and calculation of a T
2
 map from multiple TE images 

from mouse brain can be seen in Figure 50.8.
Multiple echoes may be refocused from one excitation by 

application of multiple 180°- RF pulses, allowing the acquisi-
tion of a series of echoes within one TR. For example, if one 
echo is acquired at a very early echo time and a second echo is 
acquired at 100 ms, two images can be acquired. If a long TR 
is used so that the second echo is purely T

2
 weighted, then the 

first echo with almost no T
2
 weighting due to short TE and no 

T
1
 weighting because of the long TR will have contrast based 

purely on the tissue water content (M
0
). This image would be 

referred to as proton density weighted, as the signal intensity 
in each voxel is proportional to the free water content.

50.2.2.2. Diffusion

Symmetrical application of magnetic field gradients around the 
refocusing pulse in a spin echo will refocus the signal from static 
molecules. However, microscopic molecular motion (Brownian 
motion) will cause dephasing of individual magnetic moments to 
a degree which is dependent on the freedom of the molecular 
motion of the water in cells. Freedom of the molecular motion 

is affected by the size and shape of the cell and is modified in 
different cell types. Signal intensity is modified by:

 
ADC

S

S
bw = ⎛

⎝⎜
⎞
⎠⎟

log 0 ×
 

(7)

where b is the strength of the diffusion weighting, and ADCω 
is the apparent diffusion coefficient of water. A high b-
value produces low signal intensity in tissue with a high 
ADCω. ADCω is given in mm2/s, a value which depends on 
the temperature and viscosity of the liquid or solid under mea-
sure. Since we are typically looking at water in MRI, the dif-
fusion of water is what is measured. Free water, at typical 
body temperature (38°C) is approximately 2.2 × 10−3 mm2/s. 
However, water in tissue is not free to diffuse as a result of 
barriers, the cell membrane, and is reduced according to the 
size and shape of the cell. Shorter distances between cell walls 
result in a lower diffusion rate. Areas of free water in tissue, 
such as cerebral spinal fluid or large arteries and veins, show 
similar diffusion rates to free water. Tissue diffusion values in 
cells range from 0.6 to 1.0 × 10−3 mm2/s. In addition, if the cell 
is not spherical, which is typically the case in brain, ADCω is 
dependent on the direction of diffusion weighting.

Diffusion can be measured separately in various directions by 
application of diffusion gradients in different directions during 
individual measurements. In order to obtain an approximation 
of the average diffusion of water in an asymmetrical cell, 
measurement of diffusion in three orthogonal directions (for 
example, along X, Y, and Z directions) are obtained and averaged. 
However, this is an approximation and a true value can only be 
obtained by determination of the diffusion tensor. This requires a 
minimum of six individual measurements. This can be understood 
once the student is familiar with the definition of a tensor.

Figure 50.7. T
1
 and T

2
 relaxation curves. A: Recovery of the net magnetization along the Z (B

0
) axis after a 90° RF pulse. Dotted lines 

demonstrate the amount of Z magnetization after a 500 ms delay (TR), proportional to the signal intensity after the second 90° RF pulse. 
This demonstrates the contrast available in tissue of similar water content (M

0
) with different T

1
 by reducing TR. B: decay of signal in the 

transverse plane (X-Y) with echo time (TE). Dotted lines demonstrate the amount of longitudinal (X-Y) magnetization (signal) with a 100 ms 
spin echo (TE), proportional to the signal intensity during the acquisition of a 100 ms echo. This demonstrates the contrast available in tissue 
of similar water content (M

0
) with different T

2
 by increasing TE.
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Figure 50.8. T
2
 mapping data set, 3/8 T

2
 weighted images with (A) TE = 15 ms, (B) TE = 60 ms, (C) TE = 120 ms and (D) T

2
 map created by 

fitting eight echo imaging sequence to Eq. 6.

A tensor is a mathematical representation of a three dimen-
sional shape using a three by three matrix (Figure 50.9, Eq. 8). 
The matrix represents the total magnitude of the object in each 
of nine directions, three of which are equal due to symmetry (e.g. 
Dxy = Dyx) of the other three cross components, reducing the 
problem to six dimensions. Hence, six directions of diffusion 
measurement are the minimum needed to define the diffusion 
tensor. More measures can be used to improve the accuracy of 
the measurement through cross correlation of multiple measures.

 

D

D D D

D D D

D D D
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(8)

The diffusion tensor can than be diagonalized to generate a 
diffusion tensor of the form:

 

D
→

2

3

=
⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

l
l

l

1 0 0

0 0

0 0

 

(9)

to determine the primary eigenvalues (λ
1
, λ

2
, λ

3
) as designated 

in Figure 50.9. These data can are used to generate pixel by 
pixel maps of mean diffusivity [D

av
 = 1/3 × (λ

1
 + λ

2
 + λ

3
)] and 

fractional anisotropy (FA), which is given by the equation:

 

FA =
− + − + −

+ +
1 2 3 31

2

2
2

2
1

2

1
2

2
2

3
2

( ) ( ) ( )l l l l l l
l l l

 (10)

FA ranges from zero for a spherical cell to one for an infi-
nitely long cell with zero cross sectional area.

Determination of the principle eigenvalues (λ
1
, λ

2
, λ

3
) also 

allows determination of the principle direction of the cell 
orientation, which is the orientation of λ

1
 in the laboratory 

(X, Y, Z) frame. Principle direction of the cell can be used 
to determine fiber orientation in white matter tracts and pro-
vide additional delineation of anatomical structure. A map of 
λ

1
 orientation is produced using a red-green-blue encoding in 

each pixel to represent the direction of the primary eigenvalue, 
with red representing L-R orientation, blue representing inferior-
superior (foot to head) direction and green representing the 
anterior-posterior direction. Intermediate angles are repre-

Figure 50.9. Example of a non-spherical cell with directional depen-
dence of diffusion. Primary laboratory frame of reference is given by 
x, y and z axes, while the primary axes of diffusion are given as λ

11
 

(major), λ
22

 (intermediate) and λ
33

 (minor). Determination of the values 
of elements of the diffusion tensor allows determination of the magni-
tude and direction of the primary axes of diffusion (eigenvalues)



750 Michael D. Boska and Matthew L. White

sented by linear combinations of the three primary colors. An 
example of DTI from a mouse brain showing the D

av
, FA, and 

RGB encoded λ
1
 direction maps are displayed in Figure 50.10.

50.2.2.3. Magnetization Transfer

T
2
 of protons on molecules are dependent on molecular motion. 

Large molecules such as membranes and proteins with slow 
molecular motion have a very short T

2
 (<1 ms). As a result, the 

linewidth of these molecules is very broad compared to free 
water. The relationship between linewidth (full width at half 
maximum) and the T

2
 of molecules is given by:

 
∆n

p
=

×
1

2T

 
(11)

where ∆ν = linewidth (full width at half maximum). As a 
result, selective saturation of the protons on large molecules 
and membranes without affecting the magnetization of free 
water can be accomplished by a narrow bandwidth RF pulse 
4–20 kHz off resonance from the free water signal. Application 
of the saturation pulse for several seconds is required for a 
steady state to develop between the saturated macromolecules 
and exchange of the free water with the hydration layer of 
the macromolecules, developing a partial saturation (signal 
loss) in the free water. Signal loss by this mechanism is pro-

portional to the exchange rate of water in the hydration layer 
of the membranes and macromolecules (Figure 50.11). 
Determination of the degree of magnetic saturation is done 
using two images, one without the saturation pulse and one 
with the saturation pulse. The two images are then divided to 
determine the spatial distribution of the magnetization trans-
fer ratio (MTR) according to the equation:

 
MTR

M M

M
ss=

−0

0

 (12)

where M
ss
 = signal intensity in the presence of steady state 

saturation and M
0
 = signal intensity in the absence of the off-

resonance macromolecule saturation. A more complete description 
of the magnetization transfer effect can be found in a review 
article by Henkelman (Henkelman et al., 2001).

50.2.2.4. Perfusion

Cerebral perfusion is a marker for metabolic activity of the 
brain with normal hemodynamic function. Cerebral perfusion 
has been used extensively for detection of disease and map-
ping of brain activation in health and disease. MRI methods 
for mapping cerebral perfusion include (1) qualitative bolus 
tracking after injection of magnetic contrast agents and (2) 
quantitative arterial spin-tagging. Each method is described 
along with the relative strengths and weaknesses, below.

Figure 50.10. Diffusion tensor imaging results from a mouse brain imaging study at 7 T. (A) mean diffusisivity (D
av

) (B) Fractional Anisot-
ropy (FA), (C) Color coded FA orientation map.

Figure 50.11. Magnetization transfer MRI. A: Off-resonance application of a saturation pulse will saturate the signal from macromolecules 
with short T2 (broad line) while leaving the narrow water resonance (center line) uneffected. B: Saturation of macromolecules (spin pool A) 
causes reduction of the free water signal (spin pool B) measured as reduction in intensity of MRI (M

zBss
/M

zB0
) inversely proportional to the 

exchange rate of free water with the water in the macromolecular hydration layer (k
BA

) times the T
1
 of free water (T

1B
).
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50.2.2.4.1. Bolus Tracking Perfusion MRI

Injection of a bolus (typically in 5s or less) of magnetic con-
trast agent causes signal intensity changes in tissue as the 
bolus passes through the tissue. Magnetic contrast agents used 
are typically chelated gadolinium (e.g. Gd-DTPA) complexes, 
which reduce T

1
 and T

2
* of blood and tissue, increasing signal 

in T
1
 and reducing signal in T

2
* weighted images. Advanced 

rapid magnetic resonance imaging techniques, such as echo 
planar imaging (EPI) are capable of acquiring multiple slices 
covering the human brain in 1–3 s, allowing the dynamic 
tracking of the spatial distribution of the injected contrast 
agent. Signal intensity versus time is then analyzed for each 
voxel (volume element) in each acquired image to determine 
(1) time to peak contrast (mean transit time, MTT) and (2) 
area under the bolus passage signal, proportional to cerebral 
blood volume (CBV). By mass analysis, cerebral blood flow 
(CBF) can then be determined by the relation:

 
MTT

CBF
CBV

=
 (13)

Examples of the signal change over time after bolus injection 
is shown in Figure 50.12 for a representative normal flow area 
(MTT

1
) and an area with compromised cerebral perfusion 

(MTT
2
). While this method is robust, it suffers from a number 

of issues related to absolute quantitation of the CBF including, 
but not limited to partial volume effects, nonlinear relationship 
between signal intensity change and contrast agent concentration, 
and determination of the input function of the bolus required for 
accurate quantitation. In clinical practice, MTT maps are the 
preferred method for visualizing areas of reduced CBF.

50.2.2.4.2. Arterial Spin-Tagged Perfusion MRI

Quantitation of the CBF can be an important factor in studies 
of therapeutic intervention. The method of arterial spin-labeled 
(ASL) perfusion MRI allows quantitative determination of the 
perfusion rate in units of ml/100 g tissue/min. However, the 
technique requires exceptional instrumental stability, as the 
result depends on accurate determination of the difference 
between two images on the order of a few percent. With the 
appropriate acquisition parameters to achieve sufficient sig-
nal to noise ratio (>100) and current instrument stability, this 
technique is feasible, especially in high field clinical systems. 
Currently, arterial spin-tagged perfusion measures are not 
widely used in clinical settings.

Arterial spin-tagged perfusion MRI is performed by invert-
ing the water protons in the blood of the arteries supplying 
blood to the tissue of interest. Typically, in brain, the carotid 
arteries are used as the supply. The original description of the 
method (Detre et al., 1992; Williams et al., 1992) uses a con-
tinuous narrow band RF inversion of the protons in the arterial 
blood, outside of the imaged slice, before and after excitation 
to cause a steady-state loss of signal in cerebral tissue. The sig-
nal loss is related to tissue perfusion(Detre et al., 1992) by:

 
f = −

l
Τ1app

ssM

M
( )1

0

 (14)

where:

 1
T T1app 1

= +
1 f

l

 
(15)

Figure 50.12. Simulated examples of the time course of signal changes after Gd-bolus administration. Voxelwise analysis of the time series 
of images is used to create maps of mean transit time (MTT), cerebral blood volume (CBV), corresponding to the area under the curve, and 
cerebral blood flow (CBF) according to Eq. 13. The delayed curve (MTT

2
) corresponds to an area of compromised CBF.
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And: f = flow rate, λ = water extraction fraction of tissue 
from blood (0.8–1.0), M is the MRI signal intensity with (M

ss
 

= steady state) and without (M
0
) inversion of the protons in 

the water of the inflowing blood. One potential complication 
with this method is the effect of magnetization transfer, which 
occurs with the continuous inversion pulse. This can be bal-
anced by reversing the gradient so that the spatial location of 
the inversion is above the head when acquiring the M

0
 image. 

This effect is reduced, but not eliminated using more recent 
pulsed arterial spin labeling techniques(Kim, 1995; Kwong 
et al., 1995).

50.2.2.5. Relaxometry, Quantitative DWI 
and Quantitative MT

Perfusion is not the only quantitative method available using 
magnetic resonance techniques. T

1
, T

2
, apparent diffusion 

coefficient of water (ADCω), and MT effects can be quantita-
tively mapped using the appropriate series of measurements. 
For example, acquisition of MRI data collected in a series of 
echo times can be processed to create an image, which is a 
quantitative map of T

2
 (Figure 50.8). Each effect requires its 

own set of measures, but in principle all methods for modify-
ing signal intensity in MR can be quantified. With the excep-
tion of DWI, quantitative mapping is not typically done in a 
clinical setting due to the time required for additional measures 
and additional processing required for these data. Advances 
in MRI are increasing the speed of acquisition, which may 
allow quantitative techniques to precisely define alterations 
in neuronal cell, physiology and metabolism as research into 
multidimensional quantitative MRI defines the sensitivity and 
specificity of combining these methods to diagnose neuro-
logical disease.

50.2.3. Magnetic Resonance Spectroscopy 
and Spectroscopic Imaging

Prior to the development of MRI in the 1970s magnetic 
resonance was a well-developed technique used for chemi-
cal analysis by spectroscopic analysis of chemicals in sample 
preparations. This capability has been extended to image guided 
localized magnetic resonance spectroscopy of tissue in-vivo. 
Localized spectroscopy uses frequency selective pulses in the 
presence of a gradient for volume selective excitation and spec-
troscopic imaging uses phase encoding gradients for spatial 
encoding of the spectroscopic signals. Many sophisticated 
pulse sequences have been developed for in-vivo localized 
spectroscopy and are in use in research and clinical MRI sys-
tems worldwide. The difficulty of in-vivo spectroscopy is pri-
marily low spatial resolution due to the low signal intensity. 
As a result long acquisition times are required to overcome 
the low signal intensity by signal averaging. Despite this diffi-
culty, in-vivo spectroscopy is unique in the ability to perform 
non-invasive analysis of chemical composition of tissue with-
out biopsy and allows the serial non-invasive determination 

of tissue chemistry with treatment. While any nucleus with a 
magnetic moment can be studied using MRS and/or MRSI, 
here we will focus on the most frequently used nucleus for 
study of brain, the proton (1H).

Frequency shifts of nucleii on different molecules (spec-
troscopy) are caused by the electron cloud of a molecule. 
Electron cloud density, and hence field shifts due to the elec-
tron cloud, are specific to each molecule. According to the 
Larmor equation, this results in a frequency shift of the 1H 
signal for each proton on each molecule, developing a specific 
“frequency fingerprint” for each molecule. The areas of the 
peaks are proportional to the concentration of each molecule 
in the region sampled. These areas are analyzed by fitting the 
peak areas with one of a variety of spectroscopic analysis soft-
ware packages. An example of the spectrum from a region of 
mouse brain acquired at 7 Tesla is shown in Figure 50.13.

1H MRS applies frequency selective pulses in order to gen-
erate signal from a single volume of interest defined using 
MRI. The signal is acquired in the absence of a magnetic field 
gradient in order to detect the minor frequency shifts due to 

Figure 50.13. Example of a 1 H MR spectrum from a 1 H MRSI 
data set with a nominal spatial resolution of 2.34 µl (1.5 × 1.25 × 
1.25 mm) in mouse brain. Original: Spectrum obtained from the 
region. Fit: Overall fit using models of known spectra of metabolites 
including, but not limited to N-acetyl aspartate (NAA), glutamate 
(Glu), glutamine, creatine (Cre), choline (Cho) and myoinosti-
tol (mI). Components: Individual peaks contributing to the overall 
spectra of metabolites and Residual: Subtraction of the fit from the 
original spectrum. The frequency scale is given in ppm [(frequency/
Larmor frequency) × 106] to create a frequency scale insensitive to 
the magnetic field strength.
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the electron clouds around atoms (chemical shift).1H MRSI 
uses either a slice selective excitation or volume selective 
excitation with spatial encoding over the region using phase 
encoding gradients. This produces an array of volume selec-
tive spectra over the region selected. This technique provides 
improved spatial resolution and the ability to reformat data 
post-acquisition to allow precise localization of spectra within 
the slice or volume selected. These advantages come at the 
expense of acquisition time (typically 15–30 min in human 
clinical systems).

Several technical challenges need to be overcome for suc-
cessful application of 1H MRS/MRSI. The range of metabo-
lite frequencies are relatively narrow, requiring excellent B

0
 

homogeneity over the region from which data are obtained. 
This requirement is significantly more difficult to achieve in 
MRSI (collecting multiple spatially resolved spectra simulta-
neously over large brain regions) than localized MRS (single 
spectrum from a small region in the brain). While MRSI is 
in general used in research laboratories, localized 1H MRS is 
most frequently used in clinical applications due to speed of 
acquisition and reduced technical challenges.1H MRS/MRSI 
requires the suppression of water, as the metabolite concen-
trations are in the millimolar (mM) concentration range while 
pure water is 55 M, each water molecule having two equiva-
lent protons, produces a signal intensity of 110 M, five orders 
of magnitude greater than the signals from the metabolites. 
Water suppression requires excellent system stability and the 
elimination of “stimulated echoes” from residual water after 
application of the suppression technique(s).

Most MRS/MRSI studies of brain use creatine as an inter-
nal concentration standard, as creatine has a long T

2
 and has 

relatively constant concentration in most cell types. Advanced 
methods exist to allow quantitation of the metabolites mea-
sured using MRS/MRSI. These methods include the refer-
encing of signal to the internal water signal and referencing 
in-vivo signal amplitude to signal amplitudes from chemical 
samples of known concentration. Quantitation requires the 
correction of signal amplitude for T

1
 and T

2
 of the metabolites 

for each acquisition technique. Ideal acquisition parameters 
for quantitative measurements employ minimum echo time 
(TE) and a long repetition time (TR) to minimize magnetic 
relaxation corrections and reduce the chance that changes in 
relaxation times with pathology could effect the determination 
of metabolite concentrations.

50.2.4. Computed Tomography Methods, X-Ray 
Computed Tomography, Single Photon Emission 
Computed Tomography and Positron Emission 
Tomography

Computed tomography (CT) techniques share a common 
mechanism for spatial encoding. A two dimensional projec-
tion of the object (similar to a standard x-ray or a single read 
out in MRI without phase encoding) at multiple angles can 
be reconstructed into two or three dimensional images. Data 

are acquired by rotation of a set of detectors either oppo-
site a radiation source as in CT, or around the subject in the 
case of internal radiation sources as in Single Photon Emis-
sion Computed Tomograph (SPECT) and Positron Emission 
Tomograph (PET). This method can also be used with MRI 
by combining gradients to provide a series of readouts at mul-
tiple angles (typically from 64 to 256), however modern MRI 
acquisition techniques are more efficient, therefore this tech-
nique is rarely used in MRI.

Reconstruction of images from tomographic methods are 
performed using the reverse Radon transform (Herman, 1980) 
which uses the series of angular projections to reconstruct 
images. The resulting data set can be displayed as a rotating 
three-dimensional movie or resliced in any direction to dis-
play a series of two-dimensional slices.

X-ray CT uses a high intensity X-ray beam and a series of 
detectors that rotate around the subject. Modern CT scanners 
use multiple sets of X-ray sources and detectors to simulta-
neously acquire multiple slices (currently, up to 64) to speed 
acquisition. This allows full brain coverage at high spatial 
resolution in a matter of seconds. High doses of X-ray (about 
5 rads) are typical exposures for this type of exam.

SPECT detects emitted gamma rays from radioactively 
labeled molecules or cells. The position of the emitted gamma 
ray is determined by an array of crystal detectors covered 
by a collimator, which limits the angles from which gamma 
rays can enter the detector. Collimators consist of either a 
lead shield with a pinhole for three-dimensional tomographic 
acquisitions or a series of slots for two dimensional, planar 
(2D) acquisitions. Sensitivity of SPECT is limited by the area 
of the collimators opening. This concept can be understood 
by thinking of a pinhole collimator placed at a distance from 
the center of the subject being scanned. For example, if a 
1 mm diameter pinhole is placed 10 cm from a mouse, the area 
covered on the surface of the sphere prescribed by the open-
ing of the collimator (radius = 10 cm) is 1257 cm2 (4πr2). The 
gamma ray capture area of a 1 mm pinhole (0.5 mm = 0.05 cm 
radius) is 0.008 cm2 (πr2). Emission of gamma rays from the 
radioactive tracers is isotropic (equal probability of travel in 
any direction) the fraction of total gamma rays captured by 
the pinhole will be 0.008/1257 = 6 × 10−6. Sensitivity can be 
increased by increasing the size of the pinhole, at the expense 
of spatial resolution or increasing the number of detectors in 
order to increase the counts for each angular projection. Recent 
technical developments have introduced multiple pinhole col-
limators (9–12) per detector array and multiple detectors for a 
significant increase (factor of 40) in detection sensitivity. The 
relatively low sensitivity of SPECT is typically compensated 
by using high doses of radioactive label, typically 50–500 
microcuries to allow detection of labeled molecules or cells 
down to the nanomolar (10−9 M) concentration range.

PET uses positron emission to increase sensitivity of detec-
tion over SPECT. Once a positron is emitted from the radioac-
tive atom on the labeled molecule, it travels a short distance 
(2–5 mm, depending on the energy of the emitted positron) 
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and undergoes an annihilation reaction with an electron. Anni-
hilation, occurs because the positron is antimatter to the elec-
tron. The reaction creates two 0.511 MeV gamma rays which 
then travel 180° away from each other. PET scanners employ 
a ring of detectors (typically 1024) and coincidence detection 
(simultaneous detection of two gamma rays) to improve detec-
tion sensitivity and filter out background radiation. As a result 
of the high capture cross section of the ring of detectors and 
the virtual elimination of background radiation, sensitivity is 
enhanced approximately four orders of magnitude compared 
to SPECT. This allows detection of lower concentrations of 
tagged molecules and cells down to the picomolar (10−12 M) 
concentration range with lower doses of radioactivity injected 
into the subject (typically around 10 microcuries).

Positron emitting nuclides have very short half lives, on 
the order of minutes to two hours. This makes operation of a 
cyclotron and a radiochemistry laboratory essential to the use 
of PET scanners.18F is the longest radionuclide with a half-
life of 1.87 h, making a central production facility within a 
city feasible for radiopharmaceuticals employing this nuclide. 
Most clinical PET facilities have on-site cyclotrons and radio-
pharmaceutical laboratories to allow the use of short-lived iso-
topes in clinical studies.

One difficulty with some SPECT and PET images is the 
potential lack of anatomical detail, especially in studies of 
receptor distribution where widespread distribution of the 
label in tissue may not occur. Two methods are used to over-
come this problem, coregistration to anatomical images and 
simultaneous acquisition of anatomical images. Coregistra-
tion is typically performed for images lacking anatomical 
detail using fiducial markers visible in both scan sets to allow 
spatial registration of the SPECT or PET images to anatomi-
cal images such as CT or MRI. A more robust and time effi-
cient method is the use of SPECT/CT or PET/CT scanners in 
which anatomical and tracer studies are acquired simultane-
ously providing anatomical images acquired simultaneously 
with SPECT or PET image acquisition.

50.3. Information Content

Effective use of imaging methods requires the understand-
ing of the type of information available from each scanning 
technique. As neuroscientists, it is necessary to consider 
pathophysiological correlates of disease when designing and 
interpreting imaging studies. Some current research is focus-
ing on correlation of histopathology and neuroimaging in ani-
mal models of neuronal disease (Boska et al., 2005; Nelson 
et al., 2005) which will serve to validate and refine the inter-
pretation of imaging results. Consideration of expected pathol-
ogy is required for experimental design and application of the 
most appropriate imaging methods to specifically address a 
particular physiological question. In the previous section, the 
basic principles of imaging methods were presented to allow 
the neuroscience student to understand the signal source and 

methods used to obtain imaging information. We will build 
on this to obtain a broad view of the basic capabilities of each 
imaging method and examples of the information available by 
use of the method.

50.3.1. Magnetic Resonance Techniques

The wide variety of morphological, physiological, and bio-
chemical information available from the multitude of MR 
techniques, which allow sophisticated combinations of meth-
ods to be applied to individual neurological studies. This is 
one reason that MRI is often the best choice for neuroimaging 
studies, as the combination of multiple methods in one study 
can provide a wide array of coregistered information on the 
effects of disease and experimental therapies on brain func-
tion and biochemistry.

50.3.1.1. T
1
, T

2
, and Proton Density Weighted MRI

The use of T
1
, T

2
 and proton density weighted images comprise 

the bulk of clinical MRI scans due to the ability to detect cel-
lular alterations in tissue and determine morpholgical changes 
with exquisite soft tissue contrast. As a result, brain lesions, 
especially white matter lesions, tumors, and damaged regions 
from vascular disease are visible typically as dark areas on T

1
 

and bright areas on T
2
 weighted images.

While these imaging modalities are sensitive to cell type, 
the combination of T

1
, T

2
 and proton density are not specific 

to cell type or the type of alteration in normal cell physiology. 
Improved specificity can be obtained by combining these MRI 
scans with other types of information including clinical mani-
festations of disease, other neuroimaging scans and advanced 
analytical methods to improve diagnostic accuracy.

Use of T
1
 and T

2
 weighted images can be used to determine 

grey matter, white matter, and CSF content in neuroimages and 
determine the volume of multiple brain structures. Reduced 
volumes of gray matter, basal ganglia, and subthalamic nuclei 
have been found in various neurological diseases, the details 
of which are beyond the scope of this chapter. Good reviews 
are available for findings from HIV dementia (Boska et al., 
2004), Alzheimer’s disease (Kantarci and Jack, 2004; Chong 
and Sahadevan, 2005; Masdeu et al., 2005), Parkinson’s dis-
ease (Krabbe et al., 2005; Seppi and Schocke, 2005) and the 
hippocampus in a wide range of neurological diseases (Geuze 
et al., 2005). Generally, decreased volumes of affected brain 
structures, such as the substantia nigra in Parkinson’s disease 
and atrophy of the grey matter in dementia such as Alzheimer’s 
disease have been found in these studies. Scientific investigation 
continues into this area and as imaging and analysis software 
improves and the definition of changes due to disease are 
better defined, the use of these data in clinical diagnosis and 
patient management will be put into practice.

Recent studies have also shown that neuronal depolar-
ization will cause increases in T

1
 and T

2
. T

1
 was shown to 

increase by 13% while T
2
 increased by 88% at 1.5 T in a rat 

model of spreading depression (Stanisz et al., 2002). While 
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this effect has not been studied in great detail, it is possible 
that this effect could be a source of detecting abnormalities in 
neuronal polarization with careful quantitation of T

1
 and T

2
 in 

neuronal diseases.
It will be apparent to the neurosciences student that this field, 

even in the case of one of the best characterized and most stud-
ied imaging modalities, standard MRI, that new information is 
acquired rapidly, advanced through the acquisition of data in 
biologically characterized animal studies and translated to well 
characterized human disease states. This process is cyclical, as 
advances in imaging methods will improve the classification of 
human neurological disease, leading to improved characteriza-
tion and more refined human study. Advances in data processing 
methods through computer science advances, developments of 
imaging data correlated with biological data, and advanced sta-
tistical analyses will be primary areas of imaging research for the 
advancement of disease characterization and detection sensitivity 
and specificity of imaging methods for many years to come.

50.3.1.2. Diffusion Weighted Imaging (DWI)

The primary use of DWI in clinical practice is detection of 
acute stroke lesions. Within minutes after a stroke, a low dif-
fusion area of brain is visible in the majority of stoke cases. 
In a diffusion weighted image, this appears as a bright area, 
as tissues with low diffusion lose less signal during the dif-
fusion weighting. Signal abnormalities usually do not appear 
before 16 h on T

1
 and 8 h on T

2
 weighted images (Yuh et al., 

1991). Diffusion weighting requires a long echo acquisi-
tion, so the appearance of bright areas on DWI can be either 
from low diffusion or increased T

2
 signal which occurs in 

late acute to chronic infarcts. In order to eliminate confusion 
from this effect, two images are acquired, one with no diffu-
sion weighting and one (or more) with high diffusion weight-
ing. This allows the calculation of a parametric image of the 
apparent diffusion coefficient of water (ADCω). Acute stroke 
lesions typically appear as bright on DWI and dark on ADCω 
maps. As stroke lesions age, the cells in the lesion begin to 
break down after cell death and leave an area of edema. As 
the stroke lesion progresses towards cellular breakdown and 
edema, both diffusion and T

2
 increase. After days to weeks, 

the diffusion “pseudonormalizes” to a value equivalent to nor-
mal brain tissue, progressing to high diffusion. A combination 
of ADCω, T

1
 and T

2
 maps can be used to characterize the age 

of the stroke lesion (Nagesh et al., 1998; Welch et al., 2001).
Diffusion is altered in other types of brain lesions and is not 

specific for stroke (Wang et al., 1998). The range and types of 
diffusion alterations are an area of active research. Combina-
tion of DWI, T

1
, T

2
, MT and perfusion may serve to more 

precisely characterize lesions from neurological diseases 
(Dijkhuizen and Nicolay, 2003).

50.3.1.3. Diffusion Tensor Imaging

Multiple metrics can be calculated from diffusion tensor imaging 
(DTI) data, typically mean diffusivity (D

av
) and fractional 

anisotropy (FA). Analysis of brain pathology using DTI met-
rics can be performed by lesion analysis, whole brain histo-
grams of FA and D

av
, tractography and analysis of otherwise 

normal appearing white matter. Fractional anisotropy has 
been studied in numerous diseases and detects abnormalities 
in otherwise normal appearing white matter by conventional 
MRI. This demonstrates the increased sensitivity to disease 
within the brain that DTI metrics can resolve. Abnormal FA 
in normal appearing white matter has been found to occur in 
multiple sclerosis, radiation injury, aging, schizhophrenia, and 
amyotropic lateral sclerosis (Foong et al., 2000; Filippi et al., 
2001; Cosottini et al., 2005; Kitahara et al., 2005; Salat et al., 
2005). Fractional anisotropy maps or DTI in general for acute 
stroke analysis has not been found to add significant clinical 
information in the setting of acute stroke therapy, although, 
active investigation in this area continues.

Brain lesion analysis is also an active area of research. DTI 
metrics have been found to help differentiate between tumor 
types and promises to provide a sensitive method for abnor-
mal tissue characterization. Fractional anisotropy has already 
been found to correlate with the cell density of brain tumors 
(Beppu et al., 2003; Beppu et al., 2005). The ability of FA to 
correlate with cell density likely accounts for the sensitivity of 
FA to tissue typing in brain lesions. Fractional anisotropy has 
been found to differentiate between low grade and anaplastic 
astrocytomas, to help differentiate between brain metastasis 
and high grade gliomas, and there is evidence that FA may 
help to detect tumor infiltration not visible by conventional 
MRI (Holmes et al., 2004; Tsuchiya et al., 2005; Goebell 
et al., 2006). Other DTI metrics have been utilized in brain 
lesion analysis and the early findings point to the breadth of 
future possibilities.

The diffusion tensor data can also be utilized to perform 
white matter tractography (Jellison et al., 2004). Tractogra-
phy is the virtual dissection of white matter tracts within the 
brain and provides a novel method to analyze the white mat-
ter tracts in disease states. Tractography in combination with 
other DTI metrics and other MRI techniques such as perfusion 
and spectroscopy opens the door for currently uncharted areas 
of research. Previously there was nearly no indication of the 
intricate connections present in the white matter on conven-
tional MRI. DTI tractography can be used to map out numer-
ous fiber tracts including but not limited to the corticospinal 
tracts, superior occipitofrontal fasciculus, inferior occipito-
frontal fasciculus, uncinate fasciculus, superior longitudinal 
(arcuate) fasciculus, inferior longitudinal (occipitotemporal) 
fasciculus, (Jellison et al., 2004). With advancements and 
refinements in aquisition of DTI, performing tractography 
provides further advances in the “virtual dissection” of the 
white matter tracts.

A very exciting and innovative application of DTI and 
tractography that will have profound clinical application is 
analysis of brain lesions. There has already been early work 
defining tumor growth and metastases within major white 
matter tracts (Witwer et al., 2002; Yu et al., 2005; Hlatky et al., 
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2006). This application will provide measures of white mat-
ter tract displacement and tumor invasion that will be defined 
with great specificity. Previously estimates of white matter 
tract invasion could only be made by gross estimates of where 
the white matter tracts were expected to lie based on cross-
sectional MRI or CT studies. However, current mothods of 
DTI tractography can not reproducibly demonstrate the the 
true size of fiber bundles (Kinoshita et al., 2005).

50.3.1.4. Magnetization Transfer (MRI)

Magnetization Transfer (MT) MRI is sensitive to areas of 
demyelination, as the MT effect from myelin is particularly 
strong. The use of MT MRI for the detection and characteriza-
tion of lesions due to multiple sclerosis has been well studied 
(Atalay et al., 2005). Quantitative analysis of the magnetiza-
tion transfer ratio (MTR) of gray matter in the earliest stages 
of the disease demonstrate statistically significant reduction 
in the basal ganglia of these patients (Audoin et al., 2004). 
In general multiple advanced MR techniques, including MTR 
maps, 1H MRSI, quantitative T

1
 and T

2
 mapping, diffusion 

tensor imaging, and studies of blood flow have lead to a more 
sophisticated understanding of the disease from the early view 
of simply an immune mediated demyelination process to the 
understanding of disease effects on neurons, axons, and oligo-
dendrocytes (Minagar et al., 2005).

MT MRI has been shown to be sensitive to other minor 
structural abnormalities caused by neurological disease. MTR 
maps were analyzed with a statistical package demonstrated 
that areas of epileptic activity which were not detected visu-
ally had statistically reduced MTR in the epileptic focus 
(Rugg-Gunn et al., 2003). When MT MRI was combined with 
DWI, reductions in both MTR and ADCω were found in the 
epileptic focus of patients (Ferini-Strambi et al., 2000).

More advanced quantitation methods for MT MRI have 
been shown to be sensitive to white matter tracts and axonal 
density (Yarnykh and Yuan, 2004) as well as being sensi-
tive to the earliest events in stroke lesions (Jiang et al., 2001) 
including early detection of ruptures in the blood-brain bar-
rier which may be susceptible to hemorrhagic transformation 
(Knight et al., 2005).

50.3.1.5. Perfusion MRI

Perfusion in cerebral tissue with normal vasculature is con-
trolled by metabolic demand, allowing use of regional quan-
titative perfusion measures to detect neurodegeneration in a 
variety of diseases. Perfusion measures have been a corner-
stone of nuclear medicine (SPECT and PET) studies for char-
acterizing brain regions affected in neurological disease.

MRI perfusion studies have been used primarily to study 
perfusion deficits in stroke lesions. The mismatch between 
DWI and perfusion deficit may represent tissue at risk for 
damage (Neumann-Haefelin et al., 1999) which may be sal-
vaged using thrombolytic therapy. However this interpretation 
of mismatch between DWI and perfusion MRI is controversial 

and study of this effect is an area of active research (Rowley, 
2005).

Brain tumor imaging is a growing area of clinical appli-
cation of MRI perfusion studies. MRI perfusion studies have 
been found to provide valuable information when evaluating 
multiple facets of the imaging of gliomas, metastatic disease, 
abscesses, radiation necrosis, and meningiomas. The grading 
of gliomas pre-operatively has been found to be enhanced by 
utilizing MRI perfusion (Law et al., 2003; Law et al., 2004). 
Also, the determination if a lesion is a high-grade glioma or 
a metastatic lesion, the differentiation of which is markedly 
important clinically, can be facilitated utilizing MRI perfu-
sion as well as MRS (Law et al., 2002). The differentiation 
of an abscess from a ring enhancing glioma is also potentially 
facilitated by MRI perfusion (Holmes et al., 2004). A signifi-
cant problem that can occur with MRI perfusion is leakage of 
the contrast through the blood brain barrier on the first pass 
so that the appearance of the perfusion curve is distorted and 
a true evaluation of the tumor perfusion is not obtained. This 
is unfortunately a potentially frequent occurrence since blood 
brain barrier disruption is a hallmark of high-grade gliomas.

Studies of perfusion deficits in other neurological diseases 
have been hindered in MRI by the difficulties in quantitation of 
cerebral perfusion in bolus tracking perfusion measures. Arte-
rial spin-labeling techniques have been successfully employed 
in recent studies of human disease including Alzheimer’s dis-
ease (Alsop et al., 2000; Johnson et al., 2005). Arterial spin-
labeling perfusion measures are greatly enhanced at high field 
due to increased signal to noise and increased T

1
, improving 

reliability of the technique (Wang et al., 2002). Increased 
availability of high field (3 T and above) clinical MRI systems 
will allow greater use of quantitative perfusion measures to 
assess neurodegenerative disease in clinical practice.

50.3.1.6. 1H MRSI

Proton MRS detectable metabolites are primarily N-ace-
tyl aspartate (NAA), choline (Cho), creatine (Cre), gluta-
mate (Glu), glutamine (Gln), and myoinostitol (mI). NAA 
is found predominately in the neurons and the typical physi-
ological intraneuroanal concentrations is 9–12 mM (Ure-
njak et al., 1992), and as such is widely used as a marker of 
neuronal density. However, biochemical studies suggest the 
possibility of multiple roles for the metabolite NAA includ-
ing an energy metabolism reserve (Heales et al., 1995; Bates 
et al., 1996), a supply of acetyl-Coenzyme-A for the tricar-
boxylic acid cycle in mitochondria (Mehta and Namboodiri, 
1995; Miller et al., 1996), a source of N-acetyl-aspartylglutamate 
(a neuropeptide that is involved in neurotransmission), a 
source of glutamate (a neuroexcitatory molecule which itself 
is a source for gamma-amino butyric acid) (Miller et al., 1996) 
and a role as an osmotic regulator (Taylor et al., 1995). NAA 
is synthesized exclusively in the mitochondria of neurons and 
decreases in NAA may be due, at least in part, to mitochon-
drial dysfunction (Goldstein, 1969; Heales et al., 1995; 
Mehta and Namboodiri, 1995). Neuronal cell death induces 
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an irreversible loss of NAA due to localization of NAA in the 
neuron (Urenjak et al., 1992), while reversible loss of NAA is 
likely associated with reversal of mitochondrial dysfunction 
or replacement of damaged mitochondria within the neurons. 
The choline peak (Cho) is due to total levels of mobile choline 
containing compounds. Cho mainly consists of glycerophos-
phocholine and phosphocholine, compounds involved in phos-
pholipid metabolism in brain tissue. Choline concentrations 
are known to be elevated in multiple sclerosis (MS) during 
periods of active demyelination (Simone et al., 2001). Total 
creatine (Cre) concentration [Cre] is the amount of creatine 
plus phosphocreatine in brain tissue. Cre is part of the cre-
atine kinase energy metabolism buffer system used to main-
tain ATP levels in times of acute mismatch between oxidative 
adenosine triphosphate (ATP) supply and ATP demand. The 
[Cre] reflects the health of systematic energy use and stor-
age (Miller, 1991). Total [Cre] tends to remain relatively con-
stant in most cell types, although the [Cre] in glial cells is four 
times that in neuronal cells (Petroff et al., 1995) and is known 
to be elevated in multiple sclerosis and epilepsy where gliosis 
is significant. mI may also act as a marker of glial cell numbers 
(Chang et al., 1999) and as an osmoregulator or intracellular 
messenger (Ross, 1991).

Lactate [Lac] is seen as a result of numerous etiologies 
such as secondary to anaerobic glycolysis in tumors. Hypoxic 
insult can also cause an elevation of Lac. Lipid occurs in the 
same spectral region as Lac and can obscure Lac. It is often 
difficult to separate these two peaks from each other but lac-
tate has a classic doublet appearance. The presence of lactate 
can be confirmed by utilizing a TE of 136 ms causing the 
lactate doublet to invert (appear upside down in the spectrum) 
due to j-coupling (Yablonskiy et al., 1998). Lipids indicate the 
presence of necrosis or disruption of myelin sheaths. A higher 
level of lipid in a brain tumor generally indicates a high-
grade malignancy. Lipids are best seen on spectra obtained 
with short TEs. However, contamination of the spectrum with 
scalp fat or bone marrow in the skull can result in a lipid peak, 
so care must be taken to interpret spectra with an understand-
ing of the technical details of the acquisition.

1H MRS and MRSI have been demonstrated to be sensitive 
methods for early detection of neuronal dysfunction or loss, 
reflected by loss of NAA. The application of MRS adds specific-
ity to the diagnosis of a lesion relative to MR imaging alone (Ross 
and Michaelis, 1994; Howe and Opstad, 2003; Nelson, 2003).

MR spectroscopy is used extensively in clinical practice 
to help differentiate tumor from non-tumor lesions in the 
brain. The Cho/Cr and NAA/Cho ratios can be utilized to help 
accomplish this task (Poptani et al., 1995; Moller-Hartmann 
et al., 2002). Increased Cho/Cr and decreased NAA/Cho are 
positive inidications of a brain tumor (Poptani et al., 1995; 
Moller-Hartmann et al., 2002). The lipid and lactate peaks are 
more variable in tumor and non-tumor lesions but can also aid 
in tumor diagnosis. There are a number of disease processes, 
such as multiple sclerosis plaques, that cannot always be dif-
ferentiated by spectroscopy from a brain tumor.

Tumor grading can be challenging with MR spectroscopy 
and there are overlaps between the appearance of the spectra 
from different grades of astrocytomas and oligodendroglio-
mas. The Cho peak and the Lip/Lac peaks tend to demonstrate 
increases as an astrocytoma progresses from low-grade to 
glioblastoma multiforme (GBM) (Nelson et al., 2002; Howe 
et al., 2003). Due to the complexity and necrosis in GBMs the 
peak values are somewhat variable (Howe et al., 2003). The 
Cr and the NAA peaks are decreased in low-grade GBM (Nelson 
et al., 2002). Myo-inositol is increased in low grade astrocy-
tomas and is decreased in high grade astrocytomas(Castillo 
et al., 2000). The Lip and Lac peaks can be used to separate 
low-grade from high-grade (anaplastic) oligodendrogliomas 
in which they have been found to be significantly elevated 
(Rijpkema et al., 2003). In low grade oligodendrogliomas, 
glutamate and glutamine have been found to be elevated and 
this may help to differentiate oligodendrogliomas from other 
brain tumors such as astrocytomas (Rijpkema et al., 2003).

Gliomatosis cerebri can demonstrates subtle changes on 
MR spectroscopy. The subtle changes likely result in part 
from the infiltrative nature of the tumor and that a compo-
nent of the spectrum represents normal brain. It has been 
described that the Cho/Cr levels may be normal and that 
only an elevated MI level will be detected in gliomatosis 
cerebri (Mohana-Borges et al., 2004). Also, there may be 
normal Cho/Cr levels, associated decreased NAA and Lip/
Lac present (Pyhtinen, 2000).

It can be critical to obtain a MRSI study over the entire com-
plex heterogeneous areas of a brain lesion in order to institute 
appropriate therapy, plan surgeries and accurately diagnose 
the brain lesion (Nelson, 2003). MRSI helps to define the 
spatial heterogeneity that is present in brain lesions and also 
contributes to defining the spatial extent of brain lesions. Two-
dimensional MRSI performed at multiple levels or a single three-
dimensional MRSI sequence can be performed to accomplish 
this task. MRSI can be used to help differentiate infiltrating 
primary brain tumors from metastatic disease. With metastatic 
tumors in the brain the spectral abnormality will not extend 
beyond the area of enhancement but with primary infiltrating 
brain tumors the spectral abnormality will persist outside of 
the area of enhancement.

Diagnosing radiation necrosis versus tumor recurrence is 
also a useful and accurate application of intracranial MR spec-
troscopy (Schlemmer et al., 2001; Nelson, 2003). Radiation 
necrosis will have large Lip and Lac peaks without elevated 
Cho whereas tumor would have elevated Cho. MRSI is par-
ticularly useful for distinguishing recurrent tumor versus 
radiation necrosis given its ability to spatially sample multiple 
areas of a lesion (Chernov et al., 2005).

50.3.2. Computed Tomography

Computed tomography (CT) of the brain revolutionized the 
care of neurological patients and was instrumental in help-
ing to elucidate many disease processes after its introduction. 
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However, the advantages of utilizing CT to image the brain 
have been greatly reduced by MRI’s markedly better CNS 
contrast, MRI’s physiologic imaging abilities and the meta-
bolic information obtainable from PET or SPECT imaging. 
CT still plays an important role in the setting of trauma due to 
its proven ability to detect hemorrhages that require surgical 
intervention. CT also is advantageous in the trauma setting 
since it is often too difficult to adequately screen a patient 
for an emergent MRI and to monitor the acute trauma patient 
in the MRI scanner. Hemorrhages appear hyperdense acutely 
on CT and CT can accurately demonstrate subdural, epidu-
ral, parenchymal, intraventricular, and subarachnoid hemor-
rhages. CT exquisitely demonstrates the skull and skull base 
and is unsurpassed in detecting fractures.

CT has limited ability to differentiate the type of insult 
occurring in the brain and usually a brain lesion results in a 
lower density than the surrounding tissues. Lesions with calci-
fication, hemorrhage, or high cellularity (such as lymphoma, 
primitive neural ectodermal tumors, medulloblastomas or 
small cell lung cancer metastasese) will result in increased 
density. Iodinated contrast agents help evaluate lesions in the 
brain for blood brain barrier breakdown and contrast helps 
improve lesion conspicuity. However, a gadolinium contrast 
enhanced MRI is more sensitive to detecting evidence of 
blood brain barrier breakdown than a contrast enhanced CT 
(Mihara et al., 1989).

CT has been shown to be able to detect early changes in the 
development of Alzheimer’s disease (de Leon et al., 1993), 
although it has been found that other technologies, such as 
MRI and PET imaging, show changes better than CT. Also, in 
the analysis of seizure patients CT can demonstrate numerous 
parenchymal pathologies but a MRI examination is often a 
better evaluation (Heinz et al., 1989). CT is particularly useful 
when evaluating seizure patients for detecting small calcified 
lesions such as in neurocysticersosis, periventricular calcifica-
tions of tuberous sclerosis, or the cortical calcifications pres-
ent in Sturge-Weber syndrome.

A non-contrasted CT is often performed as the initial 
evaluation of the brain in the stroke patient secondary to CTs 
availability and CTs ability to exclude hemorrhage. The non-
contrasted brain CT is also the neuroimaging study that was 
utilized in major stroke treatment studies (Furlan et al., 1999). 
The non-contrasted brain CT offers limited information com-
pared to MRI but recently with the development of CT perfu-
sion of the brain additional information can now be obtained. 
CT perfusion moves CT imaging from static morphological 
imaging to providing physiological data that has already been 
shown to be useful for stroke imaging (Lev et al., 2001; 
Wintermark et al., 2006).

Multiple parameters can be calculated with CT perfusion 
imaging of the brain and include cerebral blood flow, cerebral 
blood volume, time-to-peak, and mean transit time (Wintermark 
et al., 2006).

The information obtainable with CT perfusion is very power-
ful especially when combined with computed tomographic 

 angiography (CTA). These data can be used as a substitute for 
MRI when evaluating stroke patients (Schramm et al., 2004).

CTA is a method for relatively non-invasively imaging the 
arteries and veins of the brain. The ability to create a CTA 
examination of the circle-of-Willis became possible with the 
advent of spiral CT, however, the quality of the examinations 
and the robustness of the techniques were greatly improved 
with the advent of multislice CT. The speed of acquisition 
continues to advance at a remarkable rate. With a 64-slice 
CT scanner the whole brain can be imaged in seconds with 
submillimeter slice thickness. The ability to scan fast when 
performing CTA of the brain cannot be overstated given that 
a main application is evaluating patients with subarachnoid 
hemorrhage for the presence of cerebral aneurysms. Patients 
with subarachnoid hemorrhage often have mental status 
changes that make it difficult or impossible for them to follow 
directions and lie still for an extended period of time. CTA is 
now often used to screen patients with subarachnoid hemor-
rhage for cerebral aneurysms in order to determine if an aneu-
rysm is present and what type of therapy (surgical clipping or 
intravascular coiling) is appropriate.

The evaluation of acute stroke patients with CTA is being 
performed to evaluate for the underlying vascular etiology 
(Smith et al., 2006). CTA can nicely demonstrate areas of ste-
nosis or thrombosis in the arteries. The presence of a large ves-
sel intracranial occlusion in an acute stroke patient has been 
found to even be an independent predictor of poor outcome 
(Smith et al., 2006). Also, computed tomographic venography 
has been found to be beneficial for evaluating patients for the 
presence of venous thrombosis.

50.3.3. Single Photon Emission Computed 
Tomography

Single Photon Emission Computed Tomography (SPECT) in 
general has a greater clinical availability compared to Positron 
Emission Tomography (PET). Secondary to SPECT’s greater 
availability, proven capabilities and its lower cost it is an often 
used clinical and research imaging modality. SPECT is very 
useful for evaluating brain perfusion and has demonstrated 
utility for evaluating the brain perfusion of many disease 
processes including stroke, Alzheimer’s disease and other 
dementias, Parkinson’s disease, seizure patients, and brain 
tumors. Perfusion is just one parameter that can be measured 
with SPECT and there are many different radiotracers that 
can be used with SPECT for neurotransmitter system imaging 
(Kegeles and Mann, 1997).

Thallium-201 SPECT and fluoro-deoxyglucose (FDG) PET 
are both used to help differentiate residual brain tumor and 
brain tumor recurrence from radiation necrosis. Thallium-201 
SPECT has been found to be just as good or even better for 
tumor detection than FDG PET (Kahn et al., 1994; Maria 
et al., 1998; Stokkel et al., 1999). Thallium-201 SPECT can 
also be utilized to help differentiate lymphoma from toxoplas-
mosis which is an important question in immunocompromised 
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patients particularly patients with human immunodeficiency 
virus (Young et al., 2005). Difficulties have been found when 
evaluating immunocompromised patients in the clinical set-
ting and this may in part be due to the difficulty of evaluating 
small lesions (Licho et al., 2002).

There are numerous psychiatric applications of SPECT and 
these include evaluation of major depressive disorder, obsessive 
compulsive disorder, and schizophrenia (Novak et al., 2005; 
Topcuoglu et al., 2005; Alves et al., 2006). Studies have been 
performed evaluating these diseases and other psychiatric disor-
ders at their initial presentations, during disease progression, and 
what the associated imaging changes are with medical interven-
tion. There are many continued opportunities for investigation 
utilizing SPECT in psychiatry particularly whether it is utilizing 
a newly formulated radiotracer, utilizing advanced analytical 
techniques or combining SPECT data with MRI data.

SPECT has been found to be quite useful when evaluating 
patients with seizures (McNally et al., 2005; Tae et al., 2005). 
SPECT imaging is commonly used for the ictal study of sei-
zure patients in order to define areas that are the seizure focus. 
It has in general been much easier to perform ictal SPECT than 
ictal PET. Advanced analytical techniques of SPECT imaging 
have helped to improve the data analysis and utilization of the 
SPECT data in the evaluation of seizure patients but further 
improvements and validation of the techniques are required 
(Knowlton et al., 2004).

50.3.4. Positron Emission Tomography

The information obtained from a Positron Emission Tomogra-
phy (PET) scan depends on the radiotracer used and there is a 
wide array of radiotracers that can be used by the neuroscientist when 
analyzing the brain. PET using fluoro-deoxyglucose (PET-
FDG) has wide clinical and research availability and has many 
applications in the neurosciences. PET-FDG can be used to 
study numerous pathologies including tumors, strokes, demen-
tia, addiction disorders, schizophrenia, depression, seizures, 
and developmental abnormalities. There are a greater number 
of tracers that have been developed for PET than SPECT that 
allow in-vivo mapping of numerous neurotransmitter systems 
in humans (Kegeles and Mann, 1997).

PET-FDG has been used extensively to investigate brain 
tumors including astrocytomas, oligodendrogliomas, menin-
giomas, lymphomas, metastatic disease, and the differentia-
tion of tumor necrosis from tumor recurrence. In the evaluation 
of brain tumors PET-FDG has been found to help determine 
the grade of malignancy and can provide predictive prognos-
tic information (Kaschten et al., 1998; De Witte et al., 2000; 
Borgwardt et al., 2005). Carbon-11-methionine has also been 
found useful, if not better, than PET-FDG for predicting his-
tological grade and the prognosis of gliomas (Kaschten et al., 
1998). Carbon-11-methionine is felt to be superior to FDG 
secondary to its sensitivity and clearer delineation of tumors 
(Pirotte et al., 2004; Van Laere et al., 2005), although, it is not 
as readily available for clinical use and investigation as FDG. 

Thallium-201 SPECT as mentioned in the previously section 
also has been shown to perform as good if not better than PET-
FDG in brain tumor analysis (Kahn et al., 1994; Maria et al., 
1998; Stokkel et al., 1999).

Evaluating dementias with PET imaging is another area that 
has generated a lot of attention as well as clinical and research 
applications. The ability of PET scanning to help differenti-
ate whether a patient has Alzheimer’s disease has generated 
great interest due to the large number of individuals affected. 
PET-FDG is the radiotracer that is routinely utilized in the 
evaluation of dementias. PET-FDG can help to determine if a 
patient has Alzheimer’s disease, mild cognitive impairment, 
and if a patient with mild cognitive impairment is likely to 
convert to Alzheimer’s disease (Mosconi et al., 2004; Anchisi 
et al., 2005). Frontal-temporal dementia, vascular dementia 
and lewy body dementia diagnosis can also be facilitated with 
PET-FDG (Mirzaei et al., 2003; Higdon et al., 2004; 
Kerrouche et al., 2006).

The utility of imaging patients who have or potentially have 
Parkinson’s disease can be valuable in multiple ways including 
early confirmation of the diagnosis, predicting clinical course, 
and to evaluate the results of therapies. When evaluating Par-
kinson’s disease both PET-FDG and 6-[(18)F]fluoro-L-dopa 
(FDOPA), a common presynaptic dopaminergic radiotracer, 
can be effectively utilized (Kaasinen et al., 2006). FDG and 
FDOPA PET has been shown to be an indicator of the sever-
ity of Parkinson’s disease and at patient’s initial evaluations 
can be used to predict the clinical prognosis (Kaasinen et al., 
2006). The differentiation by PET-FDG of Parkinson’s dis-
ease, progressive supranuclear palsy and multiple system atro-
phy may also be facilitated given differences of metabolism 
that have been found (Juh et al., 2004). Therapeutic induced 
changes of brain metabolism can be evaluated for both surgi-
cal and medical interventions (Hilker et al., 2002; Hershey et 
al., 2003; Zhao et al., 2004). These type of inquiries provide 
knowledge that can be used to judge an intervention’s success, 
how an intervention’s success may have been produced, and 
potentially to predict early on in a treatment paradigm what 
long term success may be obtained.

There are several possible applications of PET imaging for 
seizure evaluation. PET-FDG again has been the predomi-
nant radiotracer that has been utilized for seizure evaluation, 
although, numerous radiotracers have been studied. Pre-
operative evaluation of temporal lobe epilepsy is a frequently 
performed application of PET-FDG and PET-FDG is able to 
help predict the success of surgical intervention and can help 
guide the type of surgical resection (Theodore et al., 1997; Kim 
et al., 2003). PET as already mentioned usually studies the 
seizure patient in the interictal state since it is difficult to per-
form ictal PET studies. PET-FDG can also be a predictor of 
verbal decline after anterior temporal lobectomy – a surgery 
performed to help control complex partial seizures (Griffith 
et al., 2000). It has also been shown that PET-FDG is beneficial 
for evaluating for seizure foci in a general epilepsy population 
(Swartz et al., 2002).
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Summary

This chapter has presented an overview of the mechanisms and 
applications of neuroimaging for the student of neuroscience 
with a view towards providing an understanding of the poten-
tial of neuroimaging techniques in neuroscience research. As 
the field progresses, methods for whole brain analyses, development 
of new detection methods and new radiotracers combined and 
coregistered will provide whole brain non-invasive histology for 
diagnosis of disease and tracking the effects of new therapies in 
animal models of neurological disease and, eventually, human 
subjects. Research techniques being developed will combine 
multiple coregistered techniques combined with molecular and 
histological analyses to provide sensitive and specific charac-
terization of the gamut of combined neuroimaging methods for 
diagnosis and monitoring of neurological diseases.

Review Questions/Problems

1. Diffusion weighted images become positive in acute 
stroke in:

a. 16 h
b. minutes
c. 8 h
d. 1 day

2. Advantages of diffusion tensor imaging include:

a. demonstrates abnormalities when conventional MRI is 
normal.

b. provides functional maps of brain activity.
c. it is indispensable for planning stroke therapy.
d. can be used to calculate perfusion metrics.

3. Perfusion imaging data can be used to create maps that:

a. allow for “virtual dissection” of white matter tracts.
b. are used for creating MR angiograms.
c. can be utilized to determine tissue at risk for damage in 

patients with stroke.
d. show peaks of lactate in tissue damaged by stroke.

4. Magnetic resonance spectroscopic imaging (MRSI) does not:

a. help define the spatial heterogeneity of brain lesions.
b. provide less useful information than single voxel spec-

troscopy for distinguishing radiation necrosis versus 
recurrent tumor.

c. allow for accurate diagnosis of brain lesions.
d. demonstrate the same metabolic peaks as single voxel 

spectroscopy.

5. Computed tomographic brain imaging:

a. continues to have great utility when evaluating trauma 
patients.

b. demonstrates acute hemorrhages as hypodense.

c. has replaced MRI for many imaging applications.
d.  provides better metabolic information than PET or SPECT.

 6. Computed tomographic perfusion imaging:

a. has already been utilized in major stroke treatment studies.
b. can be utilized to evaluate brain diffusion.
c. has limited utility for evaluating stroke patients.
d. allows multiple parameters such as cerebral blood vol-

ume and mean transit time to be calculated.

 7. When evaluating seizure patients CT is particularly 
useful for:

a. demonstrating the periventricular calcifications of 
tuberous sclerosis.

b. demonstrating small soft tissue cortical lesions not 
detected by MRI.

c. demonstrating the cortical tubers in patients with tuber-
ous sclerosis.

d. demonstrating the brainstem calcifications of Sturge-
Weber syndrome.

 8. SPECT imaging of the brain:

a. is more expensive than PET imaging.
b. has been nearly replaced with PET imaging.
c. availability is a major problem in the United States.
d. is very useful for evaluating brain perfusion.

 9. SPECT imaging does not have:

a. many radiotracers that can be utilized.
b. many brain perfusion applications.
c. the ability to analyze brain tumors with Thallium-201.
d. undisputed ability to evaluate for lymphoma in patients 

with human immunodeficiency virus.

10. PET imaging:

a. has fewer radiotracers that can be utilized than SPECT.
b. has few imaging applications for which FDG is used.
c. has the ability to differentiate tumor necrosis from 

tumor recurrence.
d. lacks clear ability to differentiate Alzheimer’s disease 

from mild cognitive impairment.

11. Which of these statements is true:

a. T2-weighted images become positive in a stroke at 
around 24 h.

b. Diffusion images allow for an estimation of the mean 
transit time.

c. MR spectroscopy utilizes radiotracers.
d. CTA is used to screen for cerebral aneurysms.

12. MR spectroscopy does not:

a. demonstrate increased myo-inositol in high grade astro-
cytomas.

b. potentially only demonstrates subtle findings for glio-
matosis cerebri.
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c. demonstrate increased myo-inositol in low grade astro-
cytomas.

d. show glutamate and glutamine elevations in low-grade 
oligodendrogliomas.
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D9THC: tetrahydrocannabinol is the major psychoactive 
ingredient in the Cannabisplant. D9THC is responsible for 
both the psychiatric and therapeutic effects obtained from 
marijuana. Its receptor, the cannabinoid receptor, is located 
mainly tat the presynaptic gap. The areas of the brain most 
affected are the basal ganglia, cerebellum, cerebral cortex, 
and the hippocampus. The acute effects consist of degrada-
tion in short term memory, changes in sensory perception, 
reduced concentration, disturbances in motor abilities, hypo-
thermia, increased blood pressure and heart rate, and reduced 
pain perception.

6-Hydroxydopamine: a neurotransmitter analogue that depletes 
noradrenergic stores in nerve endings and reduces dopamine 
levels in brain. Its mechanism of action is linked to cytolytic 
free-radical production.

A

ACAID: Anterior chamber-associated immune deviation-
a unique form of immune tolerance. ACAID is a selective, 
systemic immune deficiency where Antigen-specific delayed 
hypersensitivity and complement-fixing antibody responses 
are impaired by lymphocyte responses while other immune 
effectors are left preserved.

Ach: Acetylcholine is the chemical responsible for transmit-
ting impulses between neurons in the central and peripheral 
(parasympathetic and somatic) nervous systems. It is the 
chemical that allows nerve cells to communicate with one 
another.

acetylcholinesterase: the enzyme responsible for the 
destruction of acetylcholine at the synaptic cleft (region 
between nerve cells) after its neuronal release during neu-
rotransmission.

action potential: Is a spike of electrical discharge that is propa-
gated alone the cell membrane. It is essential for information 
transmission amongst and from nerve cells to tissues through-
out the body.

active transport: movement of materials across cell mem-
branes and epithelial layers against an electrochemical gra-
dient, requiring the expenditure of metabolic energy. The 
process involves the use of cellular energy and commonly 
ATP to actively pump substances into or out of the cell.

active vaccination: the process of injecting a protein (an 
antigen) into a host, usually together with an adjuvant (a 
molecule to enhance immunity) for the purpose of preventing 
disease. In response, the host immune system generates an 
immune response that includes specific cells and antibodies 
against the antigen. Although most commonly used to pre-
vent microbial infections, active vaccination has been used to 
ameliorate disease.

active zone: specialized region of the cortical cytoplasm of 
the presynaptic nerve terminal that faces the synaptic cleft. It 
is the place for synaptic vesicle docking and neurotransmitter 
release.

ADEM: acute disseminated encephalomyelitis is an immune 
mediated disease of brain. It is brief but significant and results 
in direct myelin damage. It usually occurs following a viral 
infection or vaccination (commonly for measles, mumps or 
rubella), but it may also appear spontaneously.

acute flaccid paralysis: loss of voluntary motion, due to tem-
porary or permanent dysfunction of lower motor neurons or 
associated nerve fibers, neuromuscular junction, or muscle 
fibers. It is the most common sign of acute polio but is also 
associated with West Nile Virus infection. In chronic cases 
of permanent flaccid paralysis muscle tone is decreased and 
muscle atrophy may occur.

adaptive immune system: the adaptive immune system 
evolved in early vertebrates and allows for a specific and tar-
geted response based upon immunological memory of anti-
gens or related antigens previously encountered by the host 
innate immune systems. This requires the recognition of 
specific “non-self” antigens. The effectors of the adaptive 
immune response include T cells and B cells.
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adenoviruses: these are a family of non-enveloped medium-
sized (90–100 nm), icosahedral double-stranded DNA viruses 
that infect various mammalian species, including humans. 
These viruses commonly cause mild respiratory infections. 
Adenovirus-based vectors have been used for gene delivery 
into the nervous system, as high vector titers can be generated, 
and these episomally maintained vectors efficiently infect and 
express transgenes in a variety of cell types including the non-
dividing cells.

AAV: adeno-associated virus is a non-pathogenic member of 
the parvovirus family that harbors a single-stranded DNA viral 
genome. Vectors derived from AAV can carry up to a 4.5-kb 
transgene and stably express a transgene in vivo months to 
several years.

adjunctive: something joined or added to another thing 
but not essentially a part of it, used in this context to refer 
to additional therapies for HIV-related neurological condi-
tions.

adjuvant: a formulation of substances that is used to enhance/
potentiate immune response to an antigen. Complete adju-
vants are water in oil emulsions composed of inactivated or 
killed mycobacteria-usually Mycobacteriumm tuberculosis. 
Whereas incomplete adjuvants are the same adjuvants, but 
without the mycobacterial components.

(adsorptive) endocytosis: cellular uptake of extracellular 
materials within membrane-limited vacuoles or microvesicles. 
ENDOSOMES play a central role in endocytosis.

ACTH: adrenocorticotrophic hormone is a peptide hormone 
released by anterior pituitary cells in response to stressful 
stimuli that causes the synthesis and release of cortisol (corti-
costeroid) from the adrenal cortex. It is an important compo-
nent of the hypothalamic-pituitary-adrenal (HPA) axis. ACTH 
is released from pro-opiomelanocortin and secreted from 
corticotropes in response to corticotropin-releasing hormone 
(CRH) released by the hypothalamus.

(Adsorptive) transcytosis: a mechanism for transcellular 
transport in which a cell encloses extracellular material in 
an invagination of the cell membrane to form a vesicle, then 
moves the vesicle across the cell to eject the material through 
the opposite cell membrane by the reverse process.

adult stem cell: a cell found in adult somatic tissue that can 
differentiate into the cells of the particular tissue in which it 
resides and can self-renew while maintaining its differential 
capability.

AIDS: Acquired Immunodeficiency Syndrome (AIDS) is an 
acquired 1defect of cellular immunity associated with infec-
tion by the human immunodeficiency virus (HIV), a CD4-
positive T-lymphocyte count under 200 cells/µL or less than 
14% of total lymphocytes, and increased susceptibility to 
opportunistic infections and malignant neoplasms. Clinical 
manifestations also include emaciation (wasting) and demen-

tia. These elements reflect criteria for AIDS as defined by the 
CDC in 1993.

Akt: serine/threonine protein kinase that is a cellular homo-
logue of the viral oncogene v-Akt. There are three genes in 
the Akt family: Akt1, Akt2, and Akt3. Akt1 is involved in cell 
survival pathways by inhibiting apoptosis. Akt2 is an impor-
tant signaling molecule in the Insulin signaling pathway, and 
is required to induce insulin transport. The role of Akt3 is 
unknown, but it is predominately expressed in the brain.

alkylosing spondylitis: literally “stiff vertebra” is an auto-
immune inflammatory disease that primarily affects the 
intervertebral joints (joints of the spine) and the sacro-iliac 
joint.

allele: the name given to a specific polymorphic variation.

allele association: association with a specific allele but not 
necessarily a genotype.

allograft: tissue transplanted from the same species but of a 
different genotype.

alpha adrenergic receptor: one of two general classes of G 
protein-coupled receptors that can be further sub-classified 
and responds to the neurotransmitter norepinephrine.

a-MSH: alpha melanocyte stimulating hormone is a tride-
capeptide derived from proopiomelanocortin that stimulates 
production of melanin and acts on melanocortin-1 receptors 
found on immune cells.

alpha synuclein: an abundant presynaptic neuronal protein 
found in the brain of uncertain function, but thought to act as a 
molecular chaperone involved in vesicular transport. Mutation 
and/or oxidation of alpha-synuclein increase its propensity to 
aggregate and is a major component of Lewy bodies that plays 
a role in neurodegeneration and neuroprotection.

AD: Alzheimer’s disease is the most common degenerative 
brain disease of unknown cause resulting in progressive 
mental deterioration with disorientation, memory distur-
bance and confusion. AD leads to progressive dementia, 
often accompanied by dysphasia and/or dyspraxia. The 
condition may also give rise ultimately to spastic weakness 
and paralysis of the limbs, epilepsy and other variable neu-
rological signs. Alzheimer disease is marked histologically 
by the degeneration of brain neurons especially in the cere-
bral cortex and by the presence of neurofibrillary tangles 
and plaques comprised of highly insoluble β-amyloid pep-
tides in the CNS.

amacrine cell: lateral inhibitory interneuron in the inner ret-
ina located at the inner plexiform layer where bipolar cells 
and ganglion cells synapse. Amacrine cells deliver the major-
ity of the ganglion cells input, and also regulate the output of 
the cone bipolar cells. These cells are thus responsible for the 
complex processing of the retinal image by adjusting bright-
ness as well as detecting motion.
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amphetamine: a central nervous stimulant that increases neu-
ronal activity by releasing norepinephrine, dopamine and/or 
serotonin from nerve endings.

amygdala: an almond-shaped mass of gray matter, one in 
each hemisphere of the brain, associated with feelings of 
fear and aggression and important for visual learning and 
memory.

Ab: Amyloid-beta is a peptide of 39–43 amino acids that 
is the main constituent of amyloid plaques in the brains of 
Alzheimer’s disease patients. Similar plaques appear in some 
variants of Lewy body dementia and in inclusion body myosi-
tis, a muscle disease. Aβ also forms aggregates coating cere-
bral blood vessels in cerebral amyloid angiopathy.

APP: amyloid precursor protein is a single transmembrane 
molecule, a causative gene of FAD, and is acted upon by pro-
teases to form the amyloid-β peptide.

ALS: Amyotrophic lateral sclerosis is a rare fatal progres-
sive degenerative disease of unknown cause that affects 
motor neurons, usually begins in middle age, and is char-
acterized by muscular weakness; called also Lou Gehrig’s 
disease.

amyloid: an abnormal aggregation of proteins or protein frag-
ments with a beta-pleated sheet secondary structure.

animal models: normal animals modified mechanically, 
genetically or chemically to create laboratory paradigms with 
infrahuman species (usually rodents) which study behavior, 
neurochemistry, or physiology to demonstrate all or part of 
the characteristics of a disease.

antibodies repertoire: antibody genes are pieced together 
from widely scattered bits of DNA. The possible combina-
tions are nearly endless. As this gene forms, it assembles 
segments that will determine the variable-V, diversity-D, 
joining-J, and constant-C segments of this antibody mol-
ecule. For example, variable-region and joining-region rear-
rangements of the immunoglobulin light chain called V

L
J

L
 

rearrangements.

antibody titer: the concentration of a specific antibody in 
blood.

antidepressant drugs: pharmacological agents used for 
ameliorating symptoms of depressive disorders, including 
monoamine oxidase inhibitors, selective serotonin reuptake 
inhibitors, serotonin/norepinephrine reuptake inhibitors, and 
other agents.

anti-ganglioside antibodies: circulating autoantibodies 
directed against gangliosides. Anti-ganglioside antibodies 
are associated with axonal forms of GBS and can be induced 
experimentally in laboratory animals.

antigen presenting cells (APC): a cell that displays foreign 
antigens complexed with MHC on its surface. T-cells may 
recognize this complex using their T-cell receptor (TCR).

antigen: the molecule against which an immune response is 
raised.

anti-inflammatory cytokines: a series of immunoregulatory 
molecules that suppress proinflammatory responses.

antipsychotic drugs: pharmacological agents used to treat 
psychotic disorders, including schizophrenia, mania, and 
psychotic depression. These drugs are usually classified as 
“typical” or “atypical,” depending on their affinity for the 
dopamine D

2
 receptor, lack of extrapyramidal side effects, 

and action upon serotonin receptors.

antiretroviral therapy: use of anti-HIV agents to treat dis-
ease by lowering viral titer and reducing viral replication, usu-
ally in combination of at least three drugs.

antithymocyte globulin: purified gamma globulin from the 
serum of rabbits immunized with human thymocytes. It is 
used for induction of immunosuppression in the treatment of 
acute renal transplant rejection.

apoE: apolipoprotein E is a component of lipoprotein com-
plex both in plasma and cerebrospinal fluid, responsible for 
cholesterol transport in the blood stream. One copy of the 
ApoE4 allele is an established risk factor of AD.

apoptosis: a genetically determined process resulting in 
cell self-destruction that is marked by the fragmentation 
of nuclear DNA, and is a normal physiological process 
eliminating DNA-damaged, superfluous, or unwanted cells 
(as immune cells targeted against the self in the develop-
ment of self-tolerance). Apoptosis may occur prematurely 
in neurodegenerative conditions; also called programmed 
cell death.

arbor: dendritic arbor, a single dendrite, the arbor density is 
called arborization.

association: describes a relationship between a disease and a 
specific allele or haplotype of a polymorphism.

astrocytes: major glial cells in the CNS (star-shaped cell as of 
the neuroglia). Astrocytes are characterized by histopathologi-
cally by glial fibrillary associated protein (GFAP). Astrocytes 
perform many functions including formation of the blood 
brain barrier, provide neurotrophic factors and metabolic sup-
port to the CNS, and have a role both in the repair and scarring 
process in the brain.

atropine: an alkaloid isolated from the belladonna plant that 
blocks the action of acetylcholine on muscarinic cholinergic 
receptors.

autonomic nervous system: the portion of the peripheral ner-
vous system which acts autonomously through either of two 
divisions (parasympathetic and sympathetic) and regulates the 
action of smooth muscle, exocrine glands and the heart.

axon: the long extension of a neuron that carries nerve 
impulses away from the cell body.
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axonal transport: bidirectional transport process, consisting 
of anterograte (transport of presynaptic molecules) and ret-
rograte transport systems (neurotrophic signaling).

axon terminals: the hair-like ends of the axon.

atherosclerosis: characterized by the formation of plaques 
within the innermost layer of artery walls and narrowing of the 
vessel lumen. Vascular occlusion in the brain leads to stroke 
and in the coronary arteries leads to heart attack.

autoantibodies: immunoglobulins directed against self-
antigens, representing an autoimmune process.

autoimmune disease: a condition in which a person’s immune 
cells recognize self-produced molecules (self-antigens), leading 
to the inappropriate destruction of host tissue, e.g. rheumatoid 
arthritis, multiple sclerosis, and possibly Addison’s disease.

autoimmune T cells: T cells that recognize self-antigens and 
are responsible for cell-mediated destruction of host tissue in 
an autoimmune disease.

autoimmunity: a condition in which an individual’s immune 
system reacts against his or her own tissues, causing diseases 
such as lupus erythemathosus.

axonal damage: via inflammation not only the myelin sheath, 
but also the axon itself is destroyed.

B

Bad: a pro-apoptotic member of the Bcl-2 gene family 
involved in initiating apoptosis. BAD-Bcl-2-associated death 
promoter protein.

b-amyloid peptide (Ab): a principal component of senile 
plaque, a pathological hallmark of AD, which is generated by 
β and γ-processing of APP.

barbiturates: a group of sedative-hypnotic agents that also have 
anti-anxiety effects. Barbiturates act on GABA-A receptors.

basiliximab: humanized monoclonal antibody directed 
against the IL-2 receptor on T cells. It is used for the prophy-
laxis of acute organ rejection in adult patients.

Bax: a protein of the Bcl-2 gene family that promotes apopto-
sis by competing with Bcl-2.

Bcl2: the prototype for a family of mammalian proteins 
located in the membranes of the endoplasmic reticulum (ER), 
nuclear envelope, and in the outer membranes of the mito-
chondria. They can be either pro-apoptotic (Bax, BAD, Bak 
and Bok among others) or anti-apoptotic.

BCR: B cell receptor is an antigen-specific receptor is a sam-
ple of the antibody it is prepared to manufacture; it recognizes 
antigen in its natural state.

Bcl11a: C2H2 type zinc-finger protein. The correspond-
ing mouse gene is a common site of retroviral integration in 

myeloid leukemia, and may function as a leukemia disease 
gene, in part, through its interaction with BCL6. During hema-
topoietic cell differentiation, this gene is down-regulated. It is 
possibly involved in lymphoma pathogenesis since transloca-
tions associated with B-cell malignancies also deregulate its 
expression.

BDNF: brain derived neurotrophic factor is a member of the 
nerve growth factor family of trophic factors. In the brain, 
BDNF has a trophic action on retinal, cholinergic, and dopa-
minergic neurons, and in the peripheral nervous system it acts 
on both motor and sensory neurons. (From Kendrew, The 
Encyclopedia of Molecular Biology, 1994).

belladonna alkaloid: any of several compounds that block the 
effect of acetylcholine on muscarinic cholinergic receptors.

benzodiazepines: a group of anti-anxiety agents that can 
also produce sedation, hypnosis and that have anti-convulsant 
effects. In the CNS, benzodiazepines act on GABA-A recep-
tors. They also act on peripheral benzodiazepine receptors in 
the immune system.

beta-amyloid precursor protein converting enzyme 
(BACE): a single transmembrane aspartic proteinase, which 
processes APP at β-site; the β-secretase.

beta adrenergic receptor: one of two general classes of G 
protein-coupled receptors that can be further sub-classified 
and responds to the neurotransmitter norepinephrine.

beta-pleated sheet: a molecular structure where proteins 
spontaneously fold into a layered shape, analogous to the 
accordion folds of a fan.

bethanechol: a derivative of acetylcholine with stimulant 
effects primarily on the smooth muscle of the gastrointestinal 
tract and the urinary bladder.

bipolar cell: retinal interneuron that transfers visual informa-
tion from photoreceptors to ganglion cells.

biogenic amine hypothesis: the hypothesis that major depres-
sive disorder and bipolar disorder are functionally related to 
abnormal levels of catecholamines and/or serotonin.

Bioinformatics: field of science in which biology and com-
puter science merge into a single discipline to create, manage 
and interpret massive sets of complex biological data.

Biomarker: distinctive biological indicator of biological 
state, process or condition.

bipolar disorder: a mental disorder characterized by cyclic 
episodes of mania or hypomania, usually accompanied by 
depressive episodes.

block copolymer: a polymer in which all of one type of 
monomer are grouped together, and all of the other type are 
grouped together. A block copolymer can be thought of as two 
homopolymers joined together at the ends.
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block ionomer complex: a complex between two oppositely 
charged block copolymers.

blood-brain barrier: specialized non-fenestrated tightly-
joined ENDOTHELIAL CELLS with TIGHT JUNCTIONS 
that form a transport barrier for certain substances between 
the cerebral capillaries and the BRAIN tissue.

BLIMP1: a protein that acts as a repressor of beta-interferon 
gene expression. The protein binds specifically to the PRDI 
(positive regulatory domain I element) of the β-IFN gene 
promoter. Transcription of this gene increases upon virus 
induction.

botulinum toxin: a group of zinc proteases that can 
degrade one or more of the key proteins required for the 
process of exocytosis thus preventing the neuronal release 
of acetylcholine.

brain: the part of the central nervous system contained within 
the cranium, comprising the prosencephalon, mesencephalon, 
and rhombencephalon. It is derived from the anterior part of 
the embryonic neural tube.

brain endothelial cell: highly specialized cells that form the 
blood-brain barrier.

butoxamine: an antagonist of norepinephrine action selective 
for the subtype two beta adrenergic receptor.

C

C5a: the 74-residue anaphylatoxin derived from C5 during 
complement activation that possesses inflammatory and 
immune stimulatory properties causing the accumulation of 
white blood cells at the site of complement activation.

C5a agonist: a peptide mimetic of natural C5a that exhibits 
certain C5a-like activities.

Ca2+ signaling: signal transduction mechanism in which Ca2+ 
is recruited from extracellular or intracellular stores to the 
cytoplasm in response to external stimuli. Elevation of intra-
cellular Ca2+ activates a series of enzymes.

CAG repeats: primary determinant of the onset of HD and 
other neurodegenerative disorders, including SBMA, DRPLA, 
SCA 1–3, 6, 7 and 17. CAG codes for the amino acid Gluta-
mine, and extra repeats is thought to lead to a “toxic gain of 
function,” and increased propensity of the translated protein 
to form aggregates. Genetic testing of the HD CAG repeat is a 
useful tool for clinical diagnosis.

calcium excitability: refers to the dynamics of calcium 
homeostasis.

cAMP signaling: signal transduction cascade initiated by the 
action of external stimuli on binding to a G-protein couple 
receptor (Gs) resulting in activation of adenylyl cyclase, pro-
duction of cyclic AMP and activation of cyclic AMP-dependent 
protein kinase.

Campylobacter jejuni: Gram-negative bacterium, which is 
one of the most frequent causes of bacterial gastroenteritis 
world-wide. Campylobacter jejuni gastroenteritis is the most 
frequently recognized preceding infection in GBS.

cannabinoids: substances that bind to cannabinoid 
receptors.

case-control: study describes an association study that com-
pares allele frequencies using unrelated affected cases and 
matched controls.

caspase: known as proteases, which play essential roles in 
apoptosis (cell death) and inflammation.

CD1d: the sole group-2 member of the CD1 family of major 
histocompatibility (MHC)-like glycoproteins.

CD3: complex of delta, epsilon, gamma, zeta and eta chains 
of integral membrane glycoproteins that associates with T 
cell antigen receptor (TCR), and is required for TCR cell 
surface expression and signal transduction. CD3 is a uni-
versally expressed by T cells. Member of immunoglobulin 
superfamily.

CD4: nonpolymorphous glycoproteins belonging to immu-
noglobulin superfamily. Expressed on surface of T helper 
cells, accessory cells, macrophages and serves as co-receptor 
in MHC class II-restricted antigen induced T cell activation. 
Major receptor for HIV-1.

CD5: belongs to ancient scavenger receptor superfamily. 
CD5+ B cells, which may arise from B-1 cells (subset of B 
cells) produce “generalist antibodies”—polyreactive low 
affinity “natural” antibodies to exogenous antigens (tetanus 
toxoid, lipopolysaccharide) as well as autoreactive antibod-
ies. CD5 may serve as a dual receptor, giving either stimula-
tory or inhibitory signals depending both on the cell type and 
the development stage. Key regulator of immune tolerance; 
abnormalities may produce autoimmunity.

CD8: cell surface glycoprotein, member of immunoglobu-
lin superfamily. Heterodimer of an alpha and a beta chain 
linked by two disulfide bonds; heterodimer on thymocytes 
and homodimer on peripheral blood T cells MHC class I 
restricted receptor; binds to nonpolymorphic region of class 
I molecules; may increase avidity of interactions between 
cytotoxic T cell and target cell during antigen-specific activa-
tion. Can kill target cells by recognizing peptide-MHC com-
plexes on them or by secreting cytokines capable of signaling 
through death receptors on target cell surface. CD8 alpha cells 
promote survival and differentiation of activated T cells into 
memory CD8+ T cells, which may become clonal (but not 
malignant) in the elderly.

CD11b: member of integrin receptor family; also called 
integrin alpha M, Mac-1. Mediates adhesion to substrates by 
opsonization with iC3b and subsequent phagocytosis, neutro-
phil aggregation, and chemotaxis. Ligands include fibrinogen, 
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Factor X, ICAM1, iC3b, some bacteria. CD11b is a marker 
for both macrophages and microglia, and expression increases 
with cell-activation.

CD11c: member of b2 of integrin receptor family; also called 
integrin alpha X, CR4, LeuM5. Clears opsonized particles and 
immune complexes; also binds to fibrinogen and is involved 
in adhesion of monocytes and neutrophils to endothelium. 
Myeloid cell marker.

CD19: response regulator that plays a dominant role in estab-
lishing signaling thresholds for antigen receptors and other 
surface receptors on B cells; also regulates B cell development, 
activation and differentiation. Assembles with the antigen 
receptor of B lymphocytes in order to decrease the threshold 
for antigen receptor-dependent stimulation. Co-receptor with 
CD21. Earliest B cell antigen in fetal tissue. B cell marker.

CD21: complement component receptor-2 (CR2) that binds 
to C3d.

CD25: IL-2 receptor alpha chain; exists in at least three forms. 
Limited expression may safeguard against catastrophic T-cell 
proliferation by immunogenic stimulus. Expressed, typically 
at high levels, on PHA-stimulated T cells, and is commonly 
used as a marker for activated T cells. Expressed on B cells 
stimulated with anti-IgM antibody. Expressed on monocytes/
macrophages stimulated with LPS. Full signaling of IL-2 
requires trimer with CD122 (IL-2R beta) and CD132 (IL-2R 
gamma) chains.

CD27: marker of T cell activation. CD27/CD70 interactions 
also regulate B cell proliferation and T cell differentiation. 
The protein is a member of the TNF-receptor superfamily. 
This receptor is required for generation and long-term main-
tenance of T cell immunity. It binds to ligand CD70, and 
plays a key role in regulating B-cell activation and immuno-
globulin synthesis. This receptor transduces signals that lead 
to the activation of NF-kappaB and MAPK8/JNK. Adaptor 
proteins TRAF2 and TRAF5 have been shown to mediate 
the signaling process of this receptor. CD27-binding protein 
(SIVA), a pro-apoptotic protein, can bind to this receptor and 
is thought to play an important role in the apoptosis induced 
by this receptor.

CD28: cell adhesion molecule; co-receptor for B cell-T cell 
cooperation. Promotes T cell activation. Receptor for CD80 
(B7.1) & CD86 (B7.2), found on activated B cells. Constitu-
tive, high abundance, low affinity receptor; opposite signals 
are mediated by CTLA4 (CD152). Result of T cell antigen 
stimulation depends on sum of effects of T cell receptor, 
CD28 and its ligand, CTLA4 and its ligand. CD8+, CD28+ 
T cells mediate antigen specific cytotoxic T cells (class I 
restricted) (90% of CD8+ T cells). CD8+, CD28− T cells 
mediate suppressor T cells (10% of CD8+ T cells). CD28 
costimulation is essential for CD4-positive T-cell prolifera-
tion, survival, interleukin-2 production, and T-helper type-2 
(Th2) development.

CD30: tumor necrosis factor receptor superfamily, member 8, 
is a member of the TNF-receptor superfamily. This receptor 
is expressed by activated, but not by resting, T and B cells. 
TRAF2 and TRAF5 can interact with this receptor, and mediate 
the signal transduction that leads to the activation of NF-
kappaB. This receptor is a positive regulator of apoptosis, 
and also has been shown to limit the proliferative potential of 
autoreactive CD8 effector T cells and protect the body against 
autoimmunity. Two alternatively spliced transcript variants of 
this gene encoding distinct isoforms have been reported.

CD34: cell-cell adhesion molecule and cell surface glycopro-
tein. May mediate attachment of stem cells to bone marrow 
extracellular matrix or directly to stromal cells. Constitutively 
expressed on endothelial cells.

CD38: a multifunctional ectoenzyme widely expressed in 
cells and tissues especially in leukocytes and endothelial 
cells. CD38 also functions in cell adhesion, signal transduc-
tion and calcium signaling. Positive and negative regulator 
of cell activation and proliferation, depending on the cellular 
environment.

CD40: member of the TNF-receptor superfamily. This recep-
tor has been found to be essential in mediating a broad variety 
of immune and inflammatory responses including T cell-
dependent immunoglobulin class switching, memory B cell 
development, and germinal center formation. AT-hook tran-
scription factor AKNA is reported to coordinately regulate 
the expression of this receptor and its ligand, which may be 
important for homotypic cell interactions. Adaptor protein 
TNFR2 interacts with this receptor and serves as a mediator 
of the signal transduction. The interaction of this receptor and 
its ligand is found to be necessary for amyloid-beta-induced 
microglial activation, and thus is thought to be an early event 
in Alzheimer disease pathogenesis. Two alternatively spliced 
transcript variants of this gene encoding distinct isoforms 
have been reported.

CD44: family of cell surface glycoproteins with isoforms 
generated by alternate splicing of mRNA. CD44 is important 
in epithelial cell adhesion (cell-cell and cell-matrix) to hyal-
uronate in basement membranes and in maintaining polar ori-
entation of cells; also binds laminin, collagen, osteopontin, 
matrix metalloproteinases (MMPs) and fibronectin. Involved 
in leukocyte attachment and rolling on endothelial cells, 
homing to peripheral lymphoid organs and sites of inflam-
mation and leukocyte aggregation, hematopoiesis, and tumor 
metastasis.

CD45: leukocyte common antigen (LCA); a protein tyrosine 
phosphatase. Critical requirement for T and B cell antigen 
receptor-mediated activation. Expressed on all hematopoietic 
cells except ethrocytes and platelets at different levels. Some 
isoforms of CD45 are CD45RO, CD45RA, and CD45RB. Each 
CD45 isoform is distinguished from one another depending 
on the type of exon the CD45 has or the exons the CD45 does 
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not have. The CD45RA isoform contains the A exon only and 
the CD45RB has the B exon only whereas the CD45RO has 
neither the none of the exons: A, B, or C.

CD45RA: CD45RA—expressed by naive/resting T cells, 
medullary thymocytes

CD45RO: CD45RO—expressed by memory/activated T 
cells, cortical thymocytes

CD56: N-CAM (neuronal adhesion molecule). Regulates 
homophilic (like-like) interactions between neurons and 
between neurons and muscle. Also associates with fibroblast 
growth factor receptor and stimulates tyrosine kinase activ-
ity of receptor to induce neurite outgrowth. When neural crest 
cells stop making N-CAM and N-cadherin and start displaying 
integrin receptors, cells separate and migrate. Contributes to 
cell-cell or cell-matrix adhesion during development. Lympho-
cyte activated killer phenomenon mediated by IL-2 activated 
CD56+, CD3-, NK cells. Prototypic marker of NK cells, also 
present on subsets of CD4+ and CD8+ T cells.

CD62L: L selectin; LECAM-1. Mediates lymphocyte hom-
ing to high endothelial venules of peripheral lymphoid tissue, 
leukocyte rolling on activated endothelium at inflammatory 
sites.

CD64: high affinity receptor binds to Fc region of IgG. CD64 
is important in phagocytosis via receptor-mediated endocyto-
sis of IgG-antigen complexes. Mediates antigen capture for 
presentation to T cells, antibody-dependent cellular cytotoxic-
ity, release of cytokines and reactive oxygen intermediates.

CD68: a 110-kDa transmembrane glycoprotein that is highly 
expressed by human monocytes and tissue macrophages. It 
is a type I integral membrane protein with a heavily glyco-
sylated extracellular domain. May have a role in macrophage 
phagocytic activities. Specific to lysosomes, not cell lineage. 
Expressed by macrophage/monocytes, basophils, dendritic 
cells, mast cells, myeloid cells, CD34+ progenitor cells, neu-
trophils, osteoclasts, activated platelets, B and T cells.

CD117 (c-Kit): the tyrosine kinase type receptor. The c-Kit 
gene encodes a 145-kDa transmembrane protein that is a 
member of the receptor tyrosine kinase subclass III family that 
includes platelet-derived growth factor receptor (PDGF-R), 
macrophage colony-stimulating factor receptor (M-CSF-R or 
c-fms), and fms-like tyrosine kinase-3/fetal liver kinase-2 (Flt-3
/Flt-2). The ligand for c-Kit, Steel factor (SF) or kit ligand, 
stem cell factor, and mast cell growth factor, exists both as a 
secreted and membrane-bound form where the latter appears 
to be most important for biologic activity in vivo. Important 
for development and survival of mast cells, hemopoietic stem 
cells, melanocytes, germ cells, and interstitial cells of Cajal.

CD122: IL-2 receptor beta chain.

CD123: interleukin 3 receptor, alpha (low affinity). The 
receptor is comprised of a ligand specific alpha subunit and 
a signal transducing beta subunit shared by the receptors for 

interleukin 3 (IL-3), colony stimulating factor 2 (CSF2/GM-
CSF), and interleukin 5 (IL-5). The binding of this protein to 
IL-3 depends on the beta subunit. The beta subunit is activated 
by the ligand binding, and is required for the biological activi-
ties of IL-3.

CD134 (OX40): tumor necrosis factor receptor superfamily, 
member 4. This receptor has been shown to activate NF-kap-
paB through its interaction with adaptor proteins TRAF2 and 
TRAF5. Knockout studies in mice suggest that this receptor 
promotes the expression of apoptosis inhibitors BCL2 and 
BCL2lL1/BCL2-XL, and thus suppresses apoptosis. The 
knockout studies also suggest the roles of this receptor in 
CD4+ T cell response, as well as in T cell-dependent B cell 
proliferation and differentiation.

CD154: CD40 ligand (TNF superfamily, member 5, hyper-
IgM syndrome) is expressed on the surface of T cells. 
It regulates B cell function by engaging CD40 on the B 
cell surface. A defect in this gene results in an inability 
to undergo immunoglobulin class switch and is associated 
with hyper-IgM syndrome.

CD278: inducible T-cell co-stimulator, belongs to the CD28 
and CTLA-4 cell-surface receptor family. It forms homodi-
mers and plays an important role in cell-cell signaling, immune 
responses, and regulation of cell proliferation.

cell body: the body of the neuron containing the nucleus (also 
called the soma or perikaryon).

cell-mediated delivery: delivery of therapeutic agents to the 
site of action inside carrier cells.

central memory t cells: Memory T cells that express L-
selectin and CC-chemokine receptor 7 (CCR7) and have the 
capacity to circulate from the blood to the secondary lym-
phoid organs. They have a nonpolarized differentiation state 
in that they secrete IL-2 but not IFN-γ or IL-4; however, on 
restimulation, they rapidly differentiate into cytokine-produc-
ing effector cells.

central nervous system (CNS): The main information-
processing organs of the nervous system, consisting of the 
brain, spinal cord, and meninges that controls and coordinates 
most function of the body and mind.

centroblast: a proliferating germinal-center B cell, which 
undergoes somatic hypermutation and immunoglobulin class 
switching.

centrocyte: the non-dividing progeny of a centroblast. These 
cells need to be selected on the basis of affinity for antigen, 
following interaction with immune complexes that are associ-
ated with follicular dendritic cells, and ability to elicit help 
from follicular B helper T (T

FH
) cells.

ceramide: a sphingosine-based lipid molecule that regulates 
a wide spectrum of biological processes such as cellular dif-
ferentiation, proliferation, apoptosis and senescence.
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CSF: cerebrospinal fluids are fluid in the ventricles of the 
brain, between the arachnoid and pia mater, and surrounding 
the spinal cord that absorbs shocks and maintains uniform 
pressure.

cerebral amyloid angiopathy: the deposition of β-amyloid 
in brain blood vessels.

chemoattractant-receptor homologous molecule expressed 
by th2 cells (crth2): A cell-surface marker for human T helper 
2 cells.

chemokines: a group of secreted proteins within the family of 
cytokines that by definition relate to the induction of migra-
tion. These “chemotactic cytokines” are produced by and tar-
get a wide variety of cells, but primarily address leukocyte 
chemoattraction and trafficking of immune cells to locations 
throughout the body via a concentration-dependent gradi-
ent. Chemokines are categorized on the basis of the protein 
structure according to the types of cysteine motifs (e.g., C–C, 
C–X–C)

chemotaxis: attraction and trafficking of cells to locations via 
a gradient.

choline acetyltransferase: the enzyme present in nerve 
endings that is responsible for the esterification of choline 
yielding the neurotransmitter acetylcholine.

cholinergic receptors: one of two general classes of recep-
tors (either G protein-coupled or ligand-gated) that can be 
further sub-classified and responds to the neurotransmitter 
acetylcholine.

chorea: an abnormal voluntary movement disorder, and sub-
category of dyskinesias, which are caused by overactivity of 
the neurotransmitter dopamine in the areas of the brain that 
control movement. Chorea is a primary feature of HD and 
important diagnostic symptom.

chromogranin A: a type of chromogranin which was first iso-
lated from chromaffin cells of the adrenal medulla but is also 
found in other tissues and in many species including human, 
bovine, rat, mouse, and others. It is an acidic protein with 431 
to 445 amino acid residues. It contains fragments that inhibit 
vasoconstriction or release of hormones and neurotransmitter, 
while other fragments exert antimicrobial actions.

chronic inflammatory neuropathy: a chronic autoimmune 
neuritis, which involves demyleination of peripheral nerves 
and spinal roots. This disease is thought to be mediated by 
autoantibody production to peripheral myelin. The effector 
cell types include macrophages, B cells, and CD4+ T cells.

choroid: a layer of the eye adjacent to the RPE contain-
ing a dense bed of fenestrated capillaries (also called the 
choriocapillaris).

clade: a group of biological taxa (as species) that includes all 
descendants of one common ancestor.

class-switch recombination: the process by which proliferat-
ing B cells rearrange their DNA to switch from expressing 
IgM (or another class of immunoglobulin) to expressing a dif-
ferent immunoglobulin heavy-chain constant region, thereby 
producing antibody with different effector functions.

clinical trials: an experiment to test quality, value, or useful-
ness of a therapeutic agent in human subjects.

CNPase: refers to 2′,3′-cyclic nucleotide 3′-phosphodihydro-
lase that is present in myelin.

CNS homeostasis: level of maintenance needed for normal 
central nervous system health and function.

combination therapy: the use of two or more therapies, espe-
cially drugs, to treat a disease or condition.

cocaine: a compound present in the leaves of coca trees that 
is a central nervous stimulant, which increases neuronal activ-
ity by lengthening the duration of action of norepinephrine, 
dopamine and/or serotonin in the neuronal synapse.

complement system: a host defense mechanism made up of 
a group of serum proteins involved in the control of inflam-
mation, the activation of humoral and acquired immune 
responses, and the lytic attack on cell membranes.

complex disease: is a disease due to the interaction of mul-
tiple susceptibility genes and/or environmental risk factors. 
Most common medical problems fall within this category

cone: photo-sensitive retinal cell mediating color vision and 
responsive to higher light levels than rods.

connexins (Cx): connexins, or gap junction proteins, are a 
family of structurally-related transmembrane proteins that 
assemble to form vertebrate gap junctions.

corticosteroids: a group of natural and synthetic hormones 
that are immunosuppressive agents and are used for treat-
ment of transplant rejection and autoimmune disorders. 
Natural corticosteroids are synthesized from cholesterol in 
the adrenal cortex and are involved in the stress response 
and regulation of inflammation, carbohydrate metabolism, 
protein catabolism, blood electrolyte levels, and behavior. 
Corticosteroids are further classified as glucocorticoids and 
mineralocorticoids.

CRH: corticotropin releasing hormone is a peptide hormone 
produced by cells in the hypothalamus in response to stressful 
stimuli that causes the synthesis and release of ACTH from 
anterior pituitary cells.

Creutzfeldt-Jakob disease (CJD): the most common prion 
disease of humans and can have a sporadic, familial or 
acquired etiology.

Crohn’s disease: is a chronic autoimmune disease affect-
ing the gastrointestinal tract, and can affect any region from 
mouth to anus.
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CXCR4 receptor: the receptor for the chemokine stromal 
cell-derived factor (SDF-1).

cyclic nucleotide 3¢ phosphohydrolase (CNPase): a compo-
nent of myelin that demonstrates increased activity in active 
stages of MS:

cyclooxygenase-2 (COX-2): an inducibly-expressed subtype 
of prostaglandin-endoperoxide synthase. It plays an important 
role in many cellular processes and inflammation. It is the tar-
get of cox2 inhibitors.

cyclophosphamide: a nitrogen mustard alkylating agent that 
is used as an anticancer agent and immunosuppressive agent 
mainly in the treatment of autoimmune diseases.

cyclosporine: a cyclic polypeptide that acts as a calcineurin 
inhibitor. It is an immunosuppressive agent that is used in 
organ transplantation and autoimmune diseases.

cytokines: regulatory soluble glycoproteins (8–30 kDa), such 
as interleukins and lymphokines, secreted by inflammatory 
leukocytes and some non-leukocytic cells that act as intercellu-
lar mediators. They differ from classical hormones in that they 
are produced by a number of tissue or cell types rather than by 
specialized glands. They generally act locally in a paracrine 
or autocrine rather than endocrine manner, and facilitate com-
munication among immune system cells and between immune 
system cells and the rest of the body.

cytotoxic T lymphocytes (CTL): T cells that can kill other 
cells. Most cytotoxic T cells are MHC class I-restricted CD8+ 
T cells. Cytotoxic T cells are important in host defense against 
cytosolic pathogens.

D

daclizumab: humanized monoclonal antibody directed 
against the IL-2 receptor on T cells. It is used for the prophy-
laxis of acute organ rejection in adult patients.

delusions: fixed false beliefs

dementia: a term describing memory loss and other cogni-
tive impairments that result from a number of causes, includ-
ing Alzheimer’s disease; marked by the development of 
multiple cognitive deficits (including memory impairment, 
aphasia, and inability to plan and initiate complex behavior). 
Deteriorated mentality is often accompanied by emotional 
apathy.

demyelination: the act of demyelinating, or the loss of the 
myelin sheath insulating the nerves, and is the hallmark of 
some neurodegenerative autoimmune diseases, including: 
multiple sclerosis, transverse myelitis, chronic inflammatory 
demyelinating polyneuropathy, Guillain-Barre Syndrome, and 
adrenoleukodystrophy. When myelin degrades, conduction of 
signals along the nerve can be impaired or lost, and the nerve 
eventually withers.

dendrites: the branching structures projecting from the cell 
body of a neuron that receive messages from other neural cells 
and work to transmit these messages via electrical impulses to 
the cell body from which they project.

dendritic spine: a small protrusion from the dendrite com-
prised of a head that forms one half of a synapse and a thin-
ner neck that connects the head to the dendrite. Responsible 
for the controlled diffusion of molecules from the synapse to 
the dendrite. They contain the highest concentrations of actin, 
which retains dynamic activity and can drive rapid changes in 
its shape and therefore its function.

dentate granule cell layer: tiny neurons (10 µm in diameter) 
located in the dentate gyrus of the hippocampus, which con-
tain glutamatergic projection axons, and are one of only two 
major types of adult neuronal populations to undergo neuro-
genesis.

dentate gyrus: a subfield in hippocampus.

depression: mood disorder (clinically, major depressive dis-
order or a milder form referred to as dysthymia) characterized 
by persistent sadness, hopelessness, cognitive impairment and 
other symptoms that interfere with work, sleep, etc. and in 
severe cases can lead to suicide.

dexamethasone suppression test: measures cortisol levels 
in response to dexamethasone (synthetic cortisol) adminis-
tration. Specifically, it tests the response of adrenal glands to 
ACTH (adrenocorticotropic hormone which is secreted from 
the anterior pituitary gland of the brain). Cortisol levels should 
decrease following dexamethasone administration. Abnor-
mally high cortisol levels are seen following dexamethasone 
administration in up to 50% of patients with a major depres-
sive disorder.

differentiation: the ability of a pluripotent cell to become a 
specialized cell type by expressing distinct lineage specific 
genes and undergoing morphological changes.

dobutamine: a norepinephrine derivative that mimics norepi-
nephrine action primarily at the subtype one beta adrenergic 
receptor.

dopamine: one of the catecholamine neurotransmitters in the 
brain. It is derived from tyrosine and is the precursor to nor-
epinephrine and epinephrine. Dopamine is a major transmitter 
in the extrapyramidal system of the brain, and important in 
regulating movement. A family of receptors (receptors, dopa-
mine) mediate its action.

dopamine hypothesis: the hypothesis that schizophrenia is 
functionally related to excessive dopamine activity. Evidence 
for this is the observation that many antipsychotics have DA-
antagonistic effects.

dopaminergic neurons: neurons that utilize dopamine as a 
neurotransmitter.
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doublecortin: binds to the microtubule cytoskeleton, stabiliz-
ing them and causing bundling of microtubules.

drug delivery: the transport of therapeutic agents to the site 
of action.

d-tubocurarine: an alkaloid that blocks the action of acetyl-
choline on skeletal muscles causing paralysis

dynorphins: endogenous opioid peptides, 17 amino acids in 
length, derived from prodynorphin.

dysthymia: minor depression, with fewer and less intense 
symptoms as major depressive disorder.

E

E2A: immunoglobulin enhancer binding factors, also E12/
E47. Binds the immunologlobulin κ chain enhancer and is 
involved in promoter regulation.

EAE: experimental allergic/autoimmune encephalitis is an 
animal model for demyelinating diseases, such as multiple 
sclerosis. It is induced by injection of myelin basic protein or 
whole CNS tissue together with adjuvants.

EBF: early B-cell factor.

effector memory t cells: cells that have an L-selectin− CCR7 
phenotype. They have immediate effector functions, includ-
ing rapid production of cytokines (IFN-γ or IL-4), and they 
migrate to sites of inflammation, such as the skin and the gut. 
They recognize foreign invaders with a faster and stronger 
immune response than the initial immune response.

embryonic germ cell (EG): a totipotent cell that can dif-
ferentiate into all the cells of the organism, self-renew while 
maintaining its differential capability, the precursor for adult 
germ cells, and can be isolated from primordial germ cells of 
5–9-week human fetuses.

embryonic stem cell (ES): a multipotent stem cell that can dif-
ferentiate into all the cells of the organism except the trophoblast, 
self-renew while maintaining its differential capability, and is iso-
lated from the inner cell mass of the blastocyst stage embryo.

encephalopathy: a disease of the brain; especially one involv-
ing alterations of brain function and/or structure.

endocytosis: uptake of molecules that cannot readily pass 
through the cell membrane through engulfment by the mem-
brane resulting in the formation of a vesicle. This process is 
employed for a variety of functions within the cell such as 
reloading of synaptic vesicles with vesicular components at 
the active site through receptor-mediated endocytosis.

endorphins: endogenous opioid peptides, 31 amino acids in 
length, derived from proopiomelanocortin.

endothelins: 21-Amino-acid peptides produced by vascular 
endothelial cells and functioning as potent vasoconstrictors. 

The endothelin family consists of three members, ENDO-
THELIN-1; ENDOTHELIN-2; and ENDOTHELIN-3. All 
three peptides contain 21 amino acids, but vary in amino acid 
composition. The three peptides produce vasoconstrictor and 
pressor responses in various parts of the body. However, the 
quantitative profiles of the pharmacological activities are con-
siderably different among the three isopeptides.

enkephalins: short endogenous opioid peptides derived from 
proenkephalin and proopiomelanocortin.

epidemiology: science of the incidence, distribution, and con-
trol of disease in a population.

epidermal growth factor (EGF): a 6-kDa polypeptide growth 
factor initially discovered in mouse submaxillary glands. 
Human epidermal growth factor was originally isolated from 
urine based on its ability to inhibit gastric secretion and called 
urogastrone. EGF exerts a wide variety of biological effects 
including the promotion of proliferation and differentiation of 
mesenchymal and epithelial cells.

epinephrine: an analog of norepinephrine that is formed in 
the adrenal medulla and acts primarily as a hormone on either 
alpha or beta adrenergic receptors. Responsible for the “fight 
or flight” response to danger.

EPSC: excitatory postsynaptic currents are the flow of ions 
resulting in EPSP

EPSP: excitatory postsynaptic potentials are temporary 
increases in postsynaptic membrane potentials caused by 
the flow of positively charged ions into the postsynaptic cell. 
The influx of positively charged ions leads to an excitatory 
response therefore simplifying the neuron’s generation of an 
action potential.

Epstein Barr virus (EBV): a gamma human herpesvirus.

exocytosis: vesicles carrying molecules to be secreted from the 
cell merge with the cell membrane resulting n the vesicular con-
tents being released to the exterior of the cell. Thi is the method 
by which neurotransmitters are released at the active site.

experimental allergic encephalomyelitis (EAE): an animal 
model of brain inflammation, used mostly with rodents, and 
serves as a model of the human disease multiple sclerosis.

experimental allergic neuritis (EAN): animal model of 
acute inflammatory demyelinating polyradiculoneuropathy 
that shares many features with human GBS. EAN can be 
induced in rodents, rabbits, and monkeys by immunization 
with peripheral nerve homogenate, myelin, and myelin pro-
teins such as P0.

F

facilitated diffusion: A process of passive transport where 
molecules move across membranes with the assistance of 
transport proteins
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family-based association study: is an association study that 
uses families as the source, where the parents are the controls 
and affected are their offspring.

Fas: Fas/APO-1/CD95 (36 kDa) is a member of the tumor 
necrosis factor (TNF) receptor superfamily. Fas has been 
shown to be an important mediator of apoptotic cell death, as 
well as being involved in inflammation.

fatal insomnia: rare prion disease of humans that is initially 
characterized by sleeplessness, later developing into hal-
lucinations, followed by extreme weight loss, dementia and 
finally death

ferritin: iron-containing proteins that are widely distributed 
in animals, plants, and microorganisms. Their major function 
is to store iron in a nontoxic bioavailable form. Each ferritin 
molecule consists of ferric iron in a hollow protein shell (apo-
ferritins) made of 24 subunits of various sequences depending 
on the species and tissue types.

fibroblast growth factor (FGF)-2: a single-chain polypep-
tide growth factor that plays a significant role in the process 
of wound healing and is a potent inducer of physiologic 
angiogenesis. Several different forms of the human protein 
exist ranging from 18–24 kDa in size due to the use of alterna-
tive start sites within the fgf-2 gene. It has a 55% amino acid 
residue identity to fibroblast growth factor 1 and has potent 
heparin-binding activity. The growth factor is an extremely 
potent inducer of DNA synthesis in a variety of cell types 
from mesoderm and neuroectoderm lineages. It was originally 
named basic fibroblast growth factor based upon its chemical 
properties and to distinguish it from acidic fibroblast growth 
factor (Fibroblast Growth Factor 1).

fetal liver kinase (Flk)-2: a member of the tyrosine kinase 
receptor family, this 135–150-kDa molecule is expressed 
by multipotential progenitor cells including primitive B cell 
and myelomonocytic progenitors in fetal liver and adult bone 
marrow. Also called as Fms-like tyrosine kinase 3 (Flt3) and 
CD135 in human.

follicular dendritic cells (FDCs): cells found in lymph fol-
licles that present immune complexes to B cells, aiding in B 
cell maturation.

fovea: the high acuity region of the retina upon which the cen-
ter of the visual image is focused. The fovea contains only 
cones.

G

gadolinium: a radio-opaque dye injected in conjunction with 
magnetic resonance imaging (MRI) to evaluate the brain 
parenchyma for breaches in the cerebrovascular system.

ganglia: a collection of cell bodies of the postganglionic 
motor neurons which join synapse with nerves from the 
central nervous system; they act as relay stations for CNS 

impulses to peripheral effector cells and as control loops for 
reflex actions.

gangliosides: sialic acid-containing glycosphingolipids 
which are widely distributed in mammalian tissues but highly 
enriched in the nervous system, due to their incorporation 
into the myelin sheath. Gangliosides consist of a tetraose core 
to which variable numbers of sialic acids are attached; the 
ceramide or lipid portion of the molecule is attached to the 
internal glucose. GM1, GD1b, GD1a, and GT1b are the most 
abundant complex gangliosides in the nervous system.

gap junctions: gap junction or nexus is a junction between 
certain animal cell-types that allows cell-to-cell passage of 
ions, hormones, and neurotransmitters. One gap junction is 
composed of two connexons (or hemichannels), which con-
nect across the intercellular space, therefore connecting the 
cytoplasm of the cells. They are analogous to the plasmodes-
mata that join plant cells.

GATA3: binding protein 3. GATA-3 expression inhibits the 
differentiation of Th1 cells in vivo, induces Th2 cell differ-
entiation, and increases functional capacity to secrete Th2 
cytokines and enhance surface expression of markers for anti-
gen-experienced Th2-committed cells. GATA-3 expression 
must be sustained to maintain the Th2 phenotype.

GDNF: glial cell line-derived neurotrophic factor is the found-
ing member of the glial cell line-derived neurotrophic factor 
family. It was originally characterized as a nerve growth fac-
tor promoting the survival of midbrain dopaminergic neurons, 
and it has been studied as a potential treatment for Parkinson 
disease.

general anesthestics: a group of diverse agents used in surgery 
to produce loss of pain perception and loss of consciousness. 
They depress most CNS modalities, including respiration.

gene arrays: high throughput technique used to analyze dif-
ferent expression profiles using a collection of gene-specific 
nucleic acids.

gene modifiers: are genes that affect the expression of the 
phenotype of a trait.

genetic heterogeneity: describes when a disorder has more 
than one genetic cause that causes the same clinical presenta-
tion.

genome: one haploid set of chromosomes with the genes they 
contain; broadly: the genetic material of an organism.

genomic convergence: a process in which multiple indepen-
dent genomic research techniques are used to identify possi-
ble causal genes, with the overlap between the results in each 
technique converged to produce the genes with the highest 
likelihood of being involved in the disorder.

Genomics: field of science that combines genetics and molec-
ular biology techniques to create genetic maps and DNA 
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sequences; analyze and organize genetic information into 
databases.

genotype association: association with a specific genotype 
but not necessarily an allele.

germinal center: a lymphoid structure that arises within 
follicles after immunization with, or exposure to, a T-cell-
dependent antigen. It is specialized for facilitating the devel-
opment of high-affinity, long-lived plasma cells and memory 
B cells.

Gerstmann-Straussler-Scheinker (GSS): syndrome is a 
prion disease linked to germ line mutations or insertions in 
the human prion protein gene resulting in a neurodegenerative 
brain disorder.

GFAP: glial fibrillary acidic proteins form the main inter-
mediate filament in astrocytes and are therefore used as the 
marker protein of astrocytes.

glatiramer acetate: an FDA approved therapy for relapsing 
remitting multiple sclerosis that

consists of acetate salts of polypeptides that are found in 
myelin and contains four naturally

occurring amino acids randomly synthesized: L-glutamic 
acid, L-alanine, L-tyrosine, and L-lysine; available as Copax-
one, 20 mg of glatiramer acetate and 40 mg of mannitol for 
subcutaneous injection daily.

glia: non-neural cellular element that has diverse functions in 
the nervous system including participation in innate immu-
nity, myelin formation, signal transmission, and homeostasis 
maintenance.

glial activation: refers to activation of glial cells (astro-
cytes and microglia) in response to proinflammatory stimuli 
triggered by injury or disease. This can usually be detected 
by the presence of glial fibrillary acidic protein (GFAP) in 
astrocytes.

glial scar: scar formed due to insults to the CNS.

glucocorticoids: steroid hormones (esp. cortisol in humans) 
produced by the adrenal cortex in response to stressful 
stimuli.

glutamate: the most important excitatory neurotransmitter 
in the CNS. Glutamate binds to either metabotropic, or iono-
tropic receptors. Ligation of glutamate at the NMDA recep-
tor—one of the ionotropic receptors—induces calcium influx 
into the neuron. Astrocytes are crucially involved in glutamate 
metabolism, storage and re-uptake.

glutamine: an amino acid that is formed from glutamate. Glu-
tamine in excess is toxic for the brain.

growth factor: growth factors stimulate cell proliferation 
and/or differentiation during embryonic development, tissue 
growth and wound healing. The term “growth factors,” used in 

this chapter, also refers to a broad range of structurally diverse 
molecular families and individual proteins.

guanine nucleotide binding proteins (G-proteins): 
membrane-associated, heterotrimeric proteins composed of 
three subunits: alpha, beta and gamma subunits. G proteins 
and their receptors (GPCRs) form one of the most prevalent 
signaling systems in mammalian cells, regulating systems as 
diverse as sensory perception, cell growth and hormonal regu-
lation Binding of ligands such as hormones and neurotransmit-
ters to a G-protein coupled receptors causes a conformational 
change, which in turn activates the bound G protein on the 
intracellular-side of the membrane. The activated receptor 
promotes the exchange of bound GDP for GTP on the G 
protein alpha subunit.

Guillain Barré syndrome: an acute monophasic neuropa-
thy characterized by an autoimmune response to peripheral 
myelin, and is the most common acquired demyelinating 
peripheral neuropathy. Pathogenesis involves mononuclear 
cell infiltration in the peripheral nerves, along with both B 
cells and CD4+ helper T cells. Symptoms begin as tingling 
sensations and weakness in the legs and in extreme cases can 
lead to the development of total paralysis. Current treatment 
include high-dose intravenous Ig and plasma exchange.

H

hallucinations: sensory misperceptions in which a person 
will experience an auditory, visual, or other sensory experi-
ence in the absence of an observable stimuli

haplogroup: a haplotype of the mitochondrial genome.

Haplotype: with two polymorphisms in linkage disequilib-
rium the alleles of those two polymorphisms travel together as 
a single combined allele or haplotype.

herpes simplex virus (HSV): A naturally neurotropic virus 
capable of establishing latent infection within neurons, but 
also possesses the ability to infect a wide range of cellu-
lar targets. Recombinant HSV vectors comprise a wild-type 
HSV genome rendered replication defective via disruption/
deletion of an indispensable viral gene(s). Typically, the 
immediate-early gene loci, which encode for potent transac-
tivation proteins that initiate the viral lytic cycle, are targeted 
for insertion of therapeutic transcription units via homolo-
gous recombination. The HSV-1 amplicon, another type 
of HSV vector, is a uniquely designed eukaryotic expres-
sion plasmid that harbors two non-protein encoding virus-
derived elements: an HSV origin of DNA replication (OriS) 
and the cleavage/packaging sequence (“a” sequence). Both 
cis sequences are specifically recognized by HSV proteins 
to promote the replication and incorporation of the vector 
genome into viable viral particles, respectively. This highly 
versatile plasmid can be readily manipulated to contain 
desired promoters, enhancers, and transgenes of substantial 
size (∼130 kb).
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hemorrhagic stroke: accounts for 15–20% of all strokes. 
Rupture of a blood vessel into the brain parenchyma results in 
an intracerebral hemorrhage (ICH); this is commonly caused 
by hypertension-induced vascular disease of the small perfo-
rating intracranial arteries. Rupture of a vessel into the sub-
arachnoid space results in a subarachnoid hemorrhage; this 
most commonly results from rupture of a brain aneurysm or 
an arteriovenous malformation.

high endothelial venules (hevs): specialized venules found in 
lymphoid tissues, which are the site of entry for lymphocytes 
from the bloodstream into lymph nodes and Peyer’s patches.

hippocampus: part of the brain located inside the temporal 
lobe. It forms a part of the limbic system and plays a part in 
memory and spatial navigation.

histone acetyl transferase: enzymes that acetylate conserved 
lysine residues on histone proteins by transferring an acetyl 
group from acetyl CoA to form -N-acetyl lysine.

histone deacetylase: a class of enzymes that remove acetyl 
groups from an -N-acetyl lysine on histones.

HIV-1 associated dementia: HIV-1 associated dementia is a 
cognitive disorder specific to HIV, HAD is the clinical con-
sequence of HIV-1 infection in the CNS and chronic inflam-
matory response that ultimately causes neuronal damage. 
horizontal cell: lateral inhibitory interneuron in the outer 
retina.

HTLV-I-associated myelopathy/tropical spastic parapare-
sis (HAM/TSP): a chronic progressive inflammatory disor-
der of the CNS caused by infection with HTLV. This disorder 
affects 0.25–3% of HTLV-I-infected individuals.

human herpes virus 6 (HHV-6): a beta human herpesvirus, 
which is a common opportunistic viral infection for the immu-
nosupressed.

hypothalamo-pituitary-adrenocortical (HPA) axis: the 
major endocrine route in stress response. Activation of the 
HPA axis results in the secretion of corticotropin-releasing 
factor (CRF) from the hypothalamic paraventricular nucleus 
(PVN), adrenocorticotropin (ACTH) from the pituitary, and 
glucocorticosteroids (cortisol) from the adrenal cortex. Cyto-
kines such as IL-1, IL-6, TNF-α are known to activate the 
HPA axis.

human leukocyte antigen (HLA): the genetic designation 
for the human major histocompatibility complex (MHC). This 
group of genes resides on chromosome 6, and encodes cell-
surface antigen-presenting proteins and many other genes. 
Individual loci are designated by upper-case letters, as in 
HAL-A, and alleles are designated by numbers, as in HLA-
A0201. HLA-B27 is a genetic marker present in patients 
alkylosing spondylitis and Reiter’s syndrome

human T cell lymphotropic virus type I (HTLV-I): an 
exogenous human retrovirus that infects 10–20 million people 

worldwide. Endemic areas of HTLV-I infection include south-
ern Japan, certain regions of Africa and South American, 
and the Caribbean. HTLV-I is the etiologic agent of both an 
aggressive T cell leukemia and an inflammatory disorder of 
the CNS.

Huntingtin (htt): a causative gene of Huntington’s Disease 
(HD), with its N-terminal CAG trinucleotide repeat expansion 
correlated with the onset of the disease. Predicted to function 
as a scaffolding molecule for multiple transporting/transcrip-
tional molecules in cytoplasm and nucleus. Inclusion of htt 
and/or its N-terminal polyglutamine tract have been proposed 
as a potential mechanism of neurodegeneration in HD.

Huntington Disease: a progressive neurodegenerative disor-
der that is inherited as an autosomal dominant trait, that usu-
ally begins in middle age, that is characterized by choreiform 
movements (involuntary, rapid, jerky movements) and mental 
deterioration leading to dementia. Histologically, Huntington 
disease shows atrophy of the caudate nucleus and the loss of 
brain cells with a decrease in the level of several neurotrans-
mitters—called also Huntington’s—abbreviation HD:

hydrophilicity: a physico-chemical characteristic of a com-
pound attributed to its ability to dissolve in water solutions.

hyphenated techniques:combination of individual tech-
niques, such as liquid chromatography (LC) and mass spec-
trometry (MS), to create one encompassing method (LC-MS) 
capable of new analytical possibilities.

hypomania: a less severe and less persistent form of mania. 
Seen in such disorders as bipolar II and cyclothemia.

hypothalamic-pituitary-adrenal (HPA) axis: neuroendo-
crine pathway that mediates the stress response by regulating 
systemic cortisol levels and brain CRH levels.

I

ID2: a helix-loop-helix protein that can inhibit transcription 
factors with a basic helix-loop-helix motif. Besides its role in 
lymphoid organogenesis, ID2 is required for the generation of 
natural killer cells.

IFNb-1a: an FDA approved therapy for relapsing remitting 
multiple sclerosis. IFNβ-a is available as Avonex (Biogen-
Idec) 33 mcg for intramuscular injection (IM) once a week 
and Rbif (Serono) with doses of 22 mcg and 44 mcg for sub-
cuntaneous (SQ) injection 3×/week.

IFNb-1b: an FDA approved therapy for relapsing remitting 
multiple sclerosis, available as Betaseron for subcutaneous 
injection 22 µg (6 MIU) per dose for 66 µg/week and 44 µg 
(12 MIU) per dose for 132 µg/week.

IKAROS: this gene encodes a family of zinc-finger transcrip-
tion factors that regulate transcription required for the devel-
opment of all lymphoid lineages, as well as lymph nodes and 
Peyer’s patches.
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IL-7R: a receptor for interleukine 7 (IL-7). The function of 
this receptor requires the interleukin 2 receptor, gamma chain 
(IL2Rγ), which is a common gamma chain shared by the 
receptors of various cytokines, including interleukines 2, 4, 
7, 9, 15, 21. This protein has been shown to play a critical 
role in the V(D)J recombination during lymphocyte develop-
ment. This protein is also found to control the accessibility 
of the TCR gamma locus by STAT5 and histone acetylation. 
Knockout studies in mice suggested that blocking apoptosis 
is an essential function of this protein during differentiation 
and activation of T lymphocytes. The functional defects in this 
protein may be associated with the pathogenesis of the severe 
combined immunodeficiency (SCID).

imipramine: an agent effective in the treatment of depres-
sion that acts to increase neuronal activity by lengthening the 
duration of action of norepinephrine and/or serotonin in the 
neuronal synapse.

immune deviation: modification of cells having or producing 
antibodies or lymphocytes capable of an immune response to 
an antigen after prior exposure to that antigen.

immune neuropathies: heterogeneous group of neuropathies 
with an assumed autoimmune pathogenesis. This includes 
acute forms such as Guillain-Barré Syndrome (GBS) and 
chronic conditions such as chronic inflammatory demyelinat-
ing polyneuropathy (CIDP) as well as polyradiculoneuropa-
thies associated with monoclonal paraprotein.

immune neuropathy: disease of the peripheral nerves that is 
mediated by autoimmune processes, either cellular or humoral 
autoimmunity

immune privileged: organs or tissues where entry of effec-
tor lymphocytes is blocked by anatomic barriers and is not 
recognized by immune cells due to absence or low levels of 
expression of MHC class I and II antigens.

immunoglobulins: natural immunomodulatory compounds 
that provide passive immunization and are used in a variety 
of diseases.

immunomodulator: a type of adjuvant that directly activates 
cells of the immune system, usually via cytokine release

immunosuppression: a decrease in any functional assay 
of immune competence from its baseline level in normal 
animals.

immunotherapy: the treatment of a disease by vaccination or 
by administering antibodies.

infliximab: chimeric anti-TNF-α monoclonal antibody. It is 
used in the treatment of rheumatoid arthritis and other autoim-
mune diseases.

innate immune system: the dominant system of host defense 
in most organisms. Innate immune defenses are non-specific, 
and do not confer long-lasting immunity against a pathogen.

inflammation: a local response to cellular injury that is 
marked by capillary dilatation, leukocytic infiltration, and 
often loss of function. Inflammation serves as a mechanism 
initiating the elimination of noxious agents and of damaged 
tissue:

insulin degrading enzyme (IDE): responsible for the deg-
radation of the β–chain of insulin, expressed abundantly in 
microglia and also other neuronal cells in brain.

insulin like growth factor: resembles insulin but is contained 
in part of a complex used to communicate with their physio-
logic environment, contributing to cell such processes as pro-
liferation and inhibition of cell death. The complex consists of 
two cell-surface receptors, two ligands, and six high affinity 
binding proteins.

intercellular adhesion molecule 1 (ICAM-1): molecules 
that promote adhesion between cells.

interferon-gamma: the major interferon produced by mito-
genically or antigenically stimulated lymphocytes. It is struc-
turally different from type I interferon and its major activity 
is immunoregulation. It has been implicated in the expression 
of class II histocompatibility antigens in cells that do not nor-
mally produce them, leading to autoimmune disease.

interferons (IFNs): natural and recombinant compounds 
with important immunomodulatory activities, such as inflam-
mation, antigen presentation, and antiviral activity. IFN type 
I binds to IFN-α receptor complex, and IFN type II binds to 
IFN-γ receptor complex.

interleukin: a group of cytokines (secreted signaling mol-
ecules) that mediate autocrine, paracrine and endocrine com-
munication between cells of the immune system and other 
systems of the body. They enhance cell proliferation and 
differentiation, proteins DNA produced by the cells of the 
immune system of most vertebrates in response to challenges 
by foreign agents such as viruses, bacteria, parasites and tumor 
cells. They were first seen to be expressed by white blood 
cells (leukocytes, hence the -leukin) as a means of commu-
nication (inter-). The name is something of a relic though; it 
has since been found that interleukins are produced by a wide 
variety of bodily cells. The function of the immune system 
depends in a large part on interleukins. They are designated 
by IL and a number. IL-1 causes fever. IL-12 biases towards a 
Th1 response. IL-10 is anti-inflammatory. IL-8 is chemotac-
tic. The interleukins are comprised of some of the cytokines 
and some of the chemokines.

interleukin-2-recombinant form of IL-2: an immunostimu-
lant used to treat adults with metastatic renal carcinoma and 
melanoma.

intraocular pressure: a measurement of the fluid pressure 
inside the eye. This fluid, or aqueous humor, nourishes the 
cornea, iris, and lens, and it helps the eye maintain its globular 
shape. Normal eye pressure, as measured by an eye doctor, 
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usually ranges between 10 and 21 mm of mercury, with an 
average of 16.

ion channel: protein that mediates the transport of ions across 
membranes through the formation of a pore in the cell mem-
brane, therefore allowing for the establishment of a voltage 
gradient across the cell membrane.

ipratropium: a derivative of atropine that blocks the action of 
acetylcholine on muscarinic cholinergic receptors.

IRF4 and IRF8: IFN regulatory factors (IRFs) are a family of 
transcription factors involved in the regulation of both innate 
and adaptive immunity. By gene knockout studies, IRF1, 
IRF4, and IRF8 have been found to be essential for the proper 
differentiation and functions of immune cells. Lymphocyte 
development requires IRF1 and IRF4, whereas IRF7 and IRF8 
are needed for monocyte-to-macrophage differentiation, and 
together with IRF1, IRF8 orchestrates the development of Th1 
immune responses by regulating the gene expression of IL-12, 
the major Th1 immune response-inducing cytokine. Recently, 
IRF4 and IRF8 have also been shown to participate in DC dif-
ferentiation and functions. An interesting feature of IRF4 and 
IRF8 is their ability to function as transcriptional activators 
and repressors, depending on the promoter context.

ischemic stroke: account for around 80–85% of all strokes 
and are nearly always caused by arterial vascular occlusions; 
rarely occlusion in the cerebral venous system may result in 
ischemic and/or hemorrhagic stroke.

isoproterenol: an analog of norepinephrine that mimics nor-
epinephrine action primarily at the beta adrenergic receptors. 
It is used to treat asthma, chronic bronchitis, and emphysema; 
by relaxing the airways to allow for increased airflow.

isotypes: classification of various immunoglobulins by the 
type of chain they are composed of. This classification varies 
between species.

J

JAK–STAT pathway: a signaling pathway utilized by cells 
to respond to cytokines and growth factor stimuli. This path-
way transduces the signals carried by cytokines to the cell 
nucleus, where activated STAT proteins modify gene expres-
sion. JAKs—Janus Kinases; STATs—Signal Transducers and 
Activators of Transcription.

K

keratinocytes: epithelial cells dividing in the stratum basale 
of the epidermis, they accumulate keratin, undergo apoptosis 
and are sluffed off at the skin surface. In psoriasis, the cycle is 
accelerated from 30 days to 7–10 days.

KIRs: killer immunoglobulin like receptors are MHC-
binding receptors on NK cells that triggers NK cell-mediated 
responses. KIRs diversify human natural killer cell populations 

and T cell subpopulations. Ly49, the analogous system in 
rodents.

Kuru: a prion disease of the Fore speaking tribes in the New 
Guinea highlands in which disease was transmitted via endo-
cannibalism.

kynurenic acid: the only known endogenous NMDA receptor 
antagonist. Kynurenic acid is the end product of a side arm of 
the kynurenine pathway. Besides its neuroprotective NMDA 
binding properties, kynurenic acid also blocks the α7 nico-
tinic acetylcholine receptor.

kynurenine pathway: more than 95% of tryptophan in the 
organism are metabolized through the kynurenine pathway, 
which is entitled by the first stable intermediate, kynuren-
ine. The activity of one of the key enzymes, indoleamine 
2,3-dioxygenase, is regulated by cytokines: IFN-γ and 
TNF-α are inducers, while IL-4 and IL-10 are inhibitors 
of IDO. Neuroactive kynurenine pathway intermediates 
include the free-radical generators 3-hydroxykynurenine, 
3-hydroxyanthranilic acid, and quinolinic acid. The latter 
is also an excitotoxic NMDA receptor agonist. The major 
end product of the kynurenine pathway is nicotinamide 
adenine dinucleotide phosphate (NADP+/NADPH), a major 
source of electrons e.g. for reductive biosynthesis.

L

learned helplessness: a condition induced by inescapable, 
unavoidable, unpleasant stress, in which impaired coping and 
maladaptive behavior results.

LEF1: lymphoid enhancer-binding factor 1 is a 48-kDa nuclear 
protein expressed in pre-B and T cells. LEF1 binds to a func-
tionally important site in the T-cell receptor-alpha enhancer 
and confers maximal enhancer activity. LEF1 belongs to a 
family of regulatory proteins that share homology with high 
mobility group protein-1.

lentivirus: a member of the retrovirus family of enveloped 
RNA viruses associated with causing serious immunosup-
pressive diseases (i.e., AIDS). Vectors derived from lentivi-
ruses can harbor a transgene up to 9 kb in size and express the 
transgene in vivo months to years.

leucine-rich repeat kinase-2 (LRRK2): a complex protein 
with multiple domains, including a leucine-rich repeat (LRR), 
a ROC-COR GTPase, a mitogen-activated protein kinase 
kinase kinase, and WD40 domains. Mutations have been 
found in all domains in LRRK2 and have been identified as 
the cause of the late-onset, autosomal-dominant Park8 type of 
Parkinson’s disease.

Lewy body: Intracytoplasmic neuronal inclusions which are 
intensely eosinophilic under routine haematoxylineosin stain. 
Immuocytochemically, Lewy bodies share epitopes with phos-
phorylated and non-phosphorylated α-synclein, neurofilament 
subunits, tubulin, microtubule-associated protein 1 and 2, and 
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positively immunostain with ubiqiutin. Lewy bodies are clas-
sically associated with Parkinson’s disease, but also are pres-
ent in a distinct form of dementia termed diffuse Lewy body 
disease, described recently in the elderly.

limbic system: an interconnected system of brain nuclei asso-
ciated with basic needs and emotion, for example hunger, 
pain, pleasure, satisfaction and instinctive motivation.

lin: lineage marker negative cells are those lacking distinc-
tive antigen associated with lymphoid, myeloid, erythroid or 
natural killer cells.

linkage: describes the relationship between two measur-
able traits that travel together through a pedigree more than 
expected by chance, suggesting the two lie physically near 
each other.

linkage disequilibrium: two genetic variations that lie 
physically close to each other (linkage) and travel together 
through multiple generations in a population unchanged. 
This means the allele of one variation will be on the same 
piece of DNA as a specific allele of another variation, and 
thus they are correlated. This correlation can be measured 
and is referred to as linkage disequilibrium. The actual term 
comes from the fact that these variations do not follow the 
expectations of Hardy-Weinberg equilibrium and thus are in 
disequilibrium do to linkage.

lipophilicity: a physico-chemical characteristic of a nonpo-
lar compound attributed to its ability to dissolve in organic 
solvents.

lipopolysaccharide (LPS): large molecule consisting of 
a lipid and a polysaccharide (carbohydrate) joined by a 
covalent bond. LPS is a major component of the outer 
membrane of Gram-negative bacteria, contributing greatly 
to the structural integrity of the bacteria, and protect-
ing the membrane from certain kinds of chemical attack. 
LPS is an endotoxin, and induces a strong response from 
normal animal immune systems. LPS acts as the proto-
typical endotoxin, because it binds the CD14/TLR4/MD2 
receptor complex, which promotes the secretion of proin-
flammatory cytokines in many cell types, particularly in 
macrophages.

liposome: a spherical vesicle with a membrane composed of 
a phospholipid and cholesterol bilayer.

long terminal repeat: a region of the retroviral genome prin-
cipally involved in mediating insertion of the viral genome 
into the host chromosome.

long-term potentiation: a long-lasting enhancement of syn-
aptic efficacy. Regarded as a primary mechanism in memory 
formation.

Ly49: killer cell lectin-like receptor subfamily A, mem-
ber 1. Analogous for human KIRs. A natural killer cell 
receptor.

lymphoid chemokines (CCL-13, -21): these chemotactic 
cytokines are constitutively expressed in lymphoid tissues and 
mediate the formation and maintenance of micro-domains in 
lymphoid organs. (See chemokines)

lymphotoxin (lt): protein belongs to the tumor-necrosis factor 
family and can be produced as a secreted homotrimer, LTβ, or 
as a membrane-bound heterotrimer, LTα

1
β

2
. The heterotrimer 

LTα
1
β

2
 binds to the lymphotoxin-receptor (LTR). LTβ is an 

inducer of the inflammatory response system and involved in 
normal development of lymphoid tissue.

M

macrophage: a phagocytic cell of the reticuloendothelial sys-
tem or mononuclear phagocyte system that may be fixed or 
freely motile. Myeloid-derived cell of the innate immune sys-
tem matures from a monocyte, and functions in the protection 
of the body against infection and noxious substances.

magnetic resonance imaging (MRI): the use of a nuclear 
magnetic resonance spectrometer to non-invasively produce 
electronic images of specific atoms and molecular structures 
in solids, especially human cells, tissues, and organs.

magnocellular ganglion cells: large retinal ganglion cells 
with low resolution but high sensitivity to intensity changes 
and motion.

major depressive disorder: a mental illness characterized by 
a persistent low mood and decreased interest and pleasure, as 
well as symptoms such as loss of energy and sleep and appe-
tite disturbances

major histocompatibility complex (MHC): a large 
genomic region with the primary immunological function 
to bind and “present” antigenic peptides on the surfaces of 
cells for recognition (binding) by the antigen-specific T cell 
receptors (TCRs) of lymphocytes. Differential structural 
properties of MHC class I and class II molecules account 
for their respective roles in activating different populations 
of T lymphocytes. Class I molecules play a central role in 
the immune system by presenting peptides derived from 
the endoplasmic reticulum lumen. They are expressed in 
nearly all cells. The class II molecule plays a central role 
in the immune system by presenting peptides derived from 
extracellular proteins. Class II molecules are expressed in 
antigen presenting cells (APC: B lymphocytes, dendritic 
cells, macrophages).

mania: a phase of bipolar disorder characterized by elevated 
or irritable mood, as well as symptoms such as increased high 
risk behavior and decreased need for sleep.

mantle zone: the area of a secondary follicle that surrounds 
the germinal center and contains IgD+ naive, resting B cells.

mass spectrometry: technique used to measure the mass-to-
charge ratio of ions to identify the components of a sample.
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MAP kinase pathways: signaling pathway utilized by cells 
to respond to extracellular stimuli. Activation of this pathway 
regulates varied cellular activities including gene expression, 
mitosis, differentiation, and cell survival/apoptosis.

MDR inhibitor: a compound terminating multidrug resis-
tance in cells.

mecamylamine: a synthetic compound which blocks the 
effect of acetylcholine at autonomic ganglia.

medium spiny neurons (MSNs): the most numerous and 
principal projection neurons from the striatum. The death of 
GABAergic MSNs in the striatum is associated with Hunting-
ton’s Disease.

melanocortin-1 receptors: G-protein-coupled receptors 
that are stimulated by α-MSH (melanocyte stimulation hor-
mone). These receptors are found in pigmented cells as well 
as immune cells.

melanopsin: the photopigment found in intrinsically 
light-sensitive ganglion cells involved in setting circadian 
rhythms.

mendelian disease: a disease caused by a single gene muta-
tion such as sickle-cell anemia.

meningitis: inflammation of the meninges and especially of 
the pia mater and the arachnoid.

metallothionein(MT)-I/II: a family of Cys-rich, low molec-
ular weight (MW ranging from 3500 to 14000 Da) proteins. 
MTs have the capacity to bind both physiological (such as Zn, 
Cu, Se) and xenobiotic (such as Cd, Hg, Ag) heavy metals 
through the thiol group of its cysteine residues, which repre-
sents nearly the 30% of its amino acidic residues. Important to 
uptake, transport and retention of metals.

mGluR6: type III metabotropic glutamate receptor that medi-
ates responses of ON type bipolar cells in the vertebrate retina. 
mGluR6 couples to the G protein, G

o
, stimulating a signaling 

cascade that causes the closing of cation channels.

micelle: an aggregate of surfactant molecules dispersed in a 
liquid colloid. A typical micelle in aqueous solution forms 
an aggregate with the hydrophilic “head” regions in contact 
with surrounding solvent, sequestering the hydrophobic tail 
regions in the micelle center.

microglia: cells derived from myeloid progenitor cells (as are 
macrophages and dendritic cells) which come from the bone 
marrow and are key cellular mediators of neuroinflammatory 
processes in the CNS.

mitogen: A substance that induces cell division in lympho-
cytes in an antigen nonspecific way. Concanvalin A (Con 
A) is extracted from the Jack Bean plant and triggers T cell 
proliferation. Lipopolysaccharide (LPS) is part of the outer 
membrane of Gra-mnegative bacteria and triggers B cell 
proliferation.

mitoxantrone: FDA approval for use in progressive MS; avail-
able as (Novantron) with recommended dosage of 5–12 mg/
mL IV every 3 months. Because of cumulative cardiotoxicity, 
the drug can be used for only 2–3 years for a cumulative dose 
of 120–140 mg/m2.

molecular adjuvant: an adjuvant comprised of a single 
molecular entity that targets antigens to and/or activates spe-
cific pathways of antigen processing and presentation.

molecular mimicry: immunological mechanism, whereby 
epitopes incidentally shared by microbial antigens and target 
tissues elicit an autoreactive T- or B-cell response in the wake 
of an infective illness. This autoimmune response then injures 
the “self” target tissues.

monoclonal antibody: a laboratory-produced antibody clone 
of one isotype that reacts to a single epitope.

mononuclear phagocytes (MP): phagocytic cells that typi-
cally initiate the host immune response. Mononuclear phago-
cytes include monocytes, mature macrophage, microglia and 
dendritic cells. These cells are widely distributed through-
out the body in blood, tissue, and immune tissue identifying 
pathogens and steering the immune response, as well as clear-
ing debri.

mood disorders: mental disorders characterized by inappro-
priate or abnormal emotional states, such as depression and 
bipolar disorder.

mood stabilizers: pharmacological agents used to treat bipo-
lar disorder, including lithium, valproate, carbamazepine, and 
lamotrigine.

morphine: an alkaloid present in opium, an extract of the 
poppy plant, which binds principally to the mu opioid recep-
tor and relieves pain.

MPP+: a product of MPTP metabolism, capable of inducing 
a Parkinson like state through inhibition of complex I of the 
electron transport chain. (see MPTP)

MPTP: 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine, a 
lipophilic pro-neurotoxin that is metabolized by monoamine 
oxidase B to the active dopaminergic toxin, 1-methyl-4-
phenylpyridinium (MPP+).

muromonab-CD3: a monoclonal antibody directed at 
the epsilon chain of CD3 adjacent to the T cell receptor 
on human T lymphocytes, preventing T-cell activation. 
It is indicated for the treatment of acute organ transplant 
rejection.

muscarine: an alkaloid which blocks the effects of acetylcho-
line at G protein-coupled cholinergic receptors in the periph-
eral (parasympathetic) and central nervous systems.

Muller cell: A radial glial cell that is the predominant glial 
cell type in retina.
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multidrug resistance: the ability of pathologic cells to with-
stand chemicals that are designed to aid in the eradication of 
such cells.

Multiple Sclerosis: (abbreviated MS, also known as dis-
seminated sclerosis or encephalomyelitis disseminata) a 
chronic, inflammatory, demyelinating disease that affects 
the central nervous system (CNS). MS can cause a variety of 
symptoms, including changes in sensation, visual problems, 
muscle weakness, depression, difficulties with coordination 
and speech, severe fatigue, cognitive impairment, problems 
with balance, overheating, and pain.

mutation: is a genetic change so severe that the disrup-
tion in the processing or gene function causes a disease by 
itself.

mycophenolate mofetil: a prodrug that is hydrolyzed to the 
active agent mycophenolate. Mycophenolate inhibits de novo 
purine synthesis and is indicated for prophylaxis of transplant 
rejection.

myelin: ensheathes the axons of the nervous system

myelin associated glycoprotein (MAG): a myelin protein 
that is a candidate autoantigen in multiple sclerosis.

myelin basic protein (MBP): an abundant component of 
myelin that is a candidate autoantigen in MS.

myelin inhibitors: adult mammalian central nervous system 
(CNS) lack the ability to regenerate after injury. This is due in 
part to inhibitors within myelin, These inhibitors are myelin–
Nogo, myelin-associated glycoprotein (Mag) and oligoden-
drocyte myelin glycoprotein (Omgp).

MOG: myelin oligodendrocyte glycoprotein is a glycopro-
tein believed to be important in the process of myelination 
of nerves in the central nervous system. The gene for MOG, 
found on chromosome 6, was first sequenced in 1995. It is 
a transmembrane protein expressed on the surface of oli-
godendrocyte cell and on the outermost surface of myelin 
sheaths. Interest in MOG has centered on its role in demy-
elinating diseases, particularly MS. Several studies have 
shown a role for antibodies against MOG in the pathogen-
esis of MS.

myelin sheath: the fatty substance that surrounds and protects 
some nerve fibers.

myelination: the formation of the myelin sheath around a 
nerve fiber.

N

NADPH oxidase: nicotinamide adenine dinucleotide phos-
phate oxidase, a primary producer of reactive oxygen 
species.

nanofiber: a microscopic fiber whose diameter is measured 
in nanometers.

nanogel: a nanoscale size polymer network of cross-linked 
chains.

nanoparticle: a microscopic particle whose size is measured 
in nanometers.

nanosphere: a microscopic hollow particle whose size is 
measured in nanometers.

nanosuspension: a colloidal dispersion (mixture) in which 
a finely-divided species of a nanoscale size does not rapidly 
settle out.

nanotube: a microscopic tube whose diameter is measured in 
nanometers.

natalizumab: Tysabri is a recombinant humanized monoclo-
nal antibody that binds to the α4 subunits of α4β1 and α4β7 
integrins that are expressed on the surface of all leukocytes 
except neutrophils and inhibit the <4 mediated adhesion to 
their receptors. Effective in phase I/II FDA trials for MS it was 
withdrawn due to deaths from progressive multifocal Leuko-
encephalopathy

natural killer cell: a lymphocyte (white blood cell) that can 
kill target cells that express nonself proteins, such as viral 
antigens or tumor antigens.

neostigmine: an inhibitor of acetylcholinesterase which pro-
longs the actions of acetylcholine.

neprilysin: a neutral zinc metallopeptidases and important 
Aβ degrading enzyme, which is involved in the clearance of 
Ab in the brain.

nerve conduction: salutatory propagation of nerve impulses 
along the axon

nestin: a large (200 kDa) intermediate filament protein found 
in developing rat brain. Often used as a specific marker of 
neuronal progenitor cells.

neural progenitor cells (NPC): the term progenitor cell is 
used to refer to immature or undifferentiated cells, typically 
found in post-natal animals. While progenitor cells share 
many common features with stem cells, the term is far less 
restrictive.

neuritis: inflammation of the peripheral nerve

neurodegeneration: a progressive loss of brain tissue struc-
ture or function due to a disease process; in the case of 
Alzheimer’s and Parkinson’s disease, due to accumulation of 
aggregated cellular products.

neurodegenerative diseases: the subset of neurological dis-
orders that include neuron pathologies, but exclude diseases 
of the nervous system due to cancer, edema, hemorrhage, 
trauma, poisoning, hypoxia, etc.

neurofibrillary tangle (NFT): intraneuronal protein aggre-
gates and a pathological hallmark of AD, composed of 
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filamentous hyperphosphorylated tau (PHF-tau) and other 
ubiquitinated proteins.

neurogenesis: the formation of nervous tissue through a pro-
cess that involves proliferation, migration, differentiation, and 
survival of neural stem cells.

neuroimmune process: the biochemical and electrophysi-
ological interactions between the NERVOUS SYSTEM and 
IMMUNE SYSTEM that result in regulation of the immune 
system by the nervous system.

Neuroinflammation: chronic, CNS-specific, inflammation 
that is mediated predominantly by microglia that may engen-
der neurodegenerative events.

Neuroinvasion: the process by which prions enter the ner-
vous system.

neuromelanin: A modified form of melanin pigment nor-
mally found in certain neurons of the nervous system, espe-
cially in the substantia nigra and locus ceruleus.

neuromyelitis optica: also known as Devic’s disease, is a 
severe variation of a demyelinating disease affecting the optic 
nerve and spinal cord.

neuron: nerve cell that transmits nerve signals to and from the 
brain, consisting of a cell body, axon(s) and dendrite(s).

neuronal apoptosis: death of neurons via programmed cell 
death.

neuronal plasticity: refers to the changes that occur in the 
organization and/or function of the brain as a result of experi-
ence.

neuropeptides: endogenous compounds made of amino acids 
that act upon receptors within the nervous system.

neuroprotection: mechanisms that protect the brain from 
apoptosis (programmed cell death) or degeneration, following 
a brain injury or in the course of a neurodegenerative disor-
der.

neuroproteomics: analysis of proteins and protein complexes 
of the nervous system (see Proteomics).

neuropsychology: the science of integrating psychologi-
cal observations on behavior and the mind with neurological 
observations of the brain and nervous system.

neuroregeneration: the regrowth or repair of the nervous 
system or its components: tissues, cells or cell products.

neurosphere: a spherical group of neural progenitor cells 
growing in a suspension culture.

neurotoxin: a toxic complex typically of protein that acts 
preferentially on the nervous system.

neurotransmitter: chemical that mediates information trans-
fer between neurons.

neurotrophin: a small secretory molecule needed for growth, 
maintenance, or repair in the nervous system

neurovascular unit: a composition of endothelial cells, astro-
cytes, neurons, and a contractile apparatus of either smooth 
muscle cells or pericytes that form a functionally integrated 
network.

NF-kB: transcription factor found in all cell types and is 
involved in cellular responses to stimuli such as stress, cyto-
kines, free radicals, ultraviolet irradiation, and bacterial or 
viral antigens.

NG2: expressed by a variety of immature glia in the CNS 
including oligodendrocyte progenitor cells, paranodal astro-
cytes and perisynaptic glia. The protein has a large extracel-
lular domain with two LNS/Lam G domains at the N-terminus 
and a short intracellular tail with a PDZ-recognition domain 
at the C-terminus.

nicotine: an alkaloid that blocks the effects of acetylcholine at 
ligand-gated ion channels in the peripheral (parasympathetic 
and somatic) and central nervous systems.

nigrostriatal pathway: the neural pathway connecting the 
substantia nigra to the striatum.

nitric oxide: a free radical gas produced endogenously by 
a variety of mammalian cells, synthesized from arginine by 
nitric oxide synthase. Nitric oxide is one of the endothelium-
dependent relaxing factors released by the vascular endo-
thelium and mediates vasodilation. It also inhibits platelet 
aggregation, induces disaggregation of aggregated platelets, 
and inhibits platelet adhesion to the vascular endothelium. 
Nitric oxide activates cytosolic guanylate cyclase and thus 
elevates intracellular levels of cyclic gmp.

nitric oxide signaling: nitric oxide is a gaseous molecule 
released from the vascular endothelium in response to a 
variety of chemical and physical stimuli. It triggers smooth 
muscle cells in the vessel wall to relax by activating soluble 
guanylate cyclases (sGC), increasing the cyclic guanosine 
monophosphate (cGMP) concentration and activating the 
protein kinase G.

NMDA hypothesis: based on the observation that NMDA 
receptor antagonists like phencyclidine frequently induce 
schizophrenia-like psychotic symptoms, the NMDA hypothesis 
of schizophrenia proposed an endogenous NMDA receptor 
antagonist that may be expressed in higher amounts in individ-
uals suffering from schizophrenia. Because of the close func-
tional relationship between glutamatergic nerurotransmission 
via NMDA receptors and dopaminergic neurotransmission, 
the NMDA hypothesis includes the generally accepted distur-
bance of dopamine signaling in schizophrenia.

NMDA receptor: n-methyl-d-aspartate receptor, named for 
the chemical agonist NMDA. The receptor is a heterodimer, 
forming an ionic channel that opens upon the binding of agonists 
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glutamate and glycine. NMDA receptors are permeable to a 
number of ions, but primarily sodium and calcium. NMDA 
function is fundamental to proper CNS function, but over-
stimulation is harmful resulting in excitotoxicity.

nociception: pain perception.

nociception/orphanin FQ: an endogenous opioid peptide 
that acts on the nociceptin/Orphanin FQ receptor.

node of ranvier: one of the many gaps in the myelin sheath—
this is where the action potential occurs during saltatory con-
duction along the axon.

norepinephrine: the chemical responsible for transmitting 
impulses between neurons in the central and peripheral (sym-
pathetic) nervous systems and acts on either alpha or beta 
adrenergic receptors.

notch: family of evolutionarily conserved proteins that regulates 
a broad spectrum of cell-fate decisions and differentiation pro-
cesses during fetal and post-natal development. The best charac-
terized role of Notch signaling during mammalian hematopoiesis 
and lymphopoiesis is the essential function of the Notch1 recep-
tor in T-cell lineage commitment. More recent studies have 
addressed the roles of other Notch receptors and ligands, as well 
as their downstream targets, revealing additional novel functions 
of Notch signaling in intra-thymic T-cell development, B-cell 
development and peripheral T-cell function.

nuclear hormone receptor: receptor in which hormone bind-
ing is required to control the activity of the nuclear receptor.

nucleus: the organelle in the cell body of the neuron that con-
tains the genetic material of the cell.

O

ocular immunology: a branch of immunology studying 
immune processes in the eye

ocular inflammation: an inflammatory process affecting the 
eye:

olfactory bulb: ovoid body resting on the cribriform plate of the 
ethmoid bone where the olfactory nerve terminates. The olfac-
tory bulb contains several types of nerve cells including the mitral 
cells, on whose dendrites the olfactory nerve synapses, forming 
the olfactory glomeruli. The accessory olfactory bulb, which 
receives the projection from the vomeronasal organ via the vom-
eronasal nerve, is also included here.

oligoclonal bands (OCB): bands of immunoglobulins that 
are seen when a patient’s blood plasma or cerebrospinal fluid 
(CSF) is analyzed by protein electrophoresis:

oligodendrocytes: are myelin-synthesizing cells of the CNS.

opiate peptides: endogenous peptides with opiate-like 
activity. The three major classes currently recognized 
are the ENKEPHALINS, the DYNORPHINS, and the 

ENDORPHINS. Each of these families derives from 
different precursors, proenkephalin, prodynorphin, and PRO-
OPIOMELANOCORTIN, respectively. There are also at least 
three classes of OPIOID RECEPTORS, but the peptide fami-
lies do not map to the receptors in a simple way.

opioids: substances typically used to relieve pain through the 
binding of opioid receptors.

opioid receptors: G-protein-coupled receptors that are the 
targets of the endogenous opioid peptides and of the opioid 
drugs, such as morphine.

opiopeptins: a general name for the whole class of endog-
enous peptides acting upon opioid receptors.

opsin: G-protein coupled receptor activated by light in pho-
toreceptor outer segments. Cones have cone opsins and rods 
possess rhodopsin.

ORL-1 receptor: also known as the nociceptin/orphanin FQ 
receptor—a G-protein-coupled receptor for which the endog-
enous ligand is nociceptin.

oxidative damage: the oxidation of proteins, lipids, and DNA, 
which results in neuronal dysfunction. An important compo-
nent of neuronal damage and aging, where neuroinflammation 
is significantly involved.

oxidative stress: an imbalance between formation and neu-
tralization of reactive oxygen species.

outer segment: photoreceptor cell structure that contains visual 
pigments and the enzymatic machinery for phototransduction.

P

p53: protein 53 (TP53) is a transcription factor critical factor 
to the prevention of mutation that regulates the cell cycle and 
hence functions as a tumor suppressor.

p75NTR signaling: a member of the tumor necrosis factor 
receptor superfamily that facilitates apoptosis during devel-
opment and after injury to the CNS. It activates Jun kinase 
(JNK), caspases 9, 6, and 3 and accumulates cytochrome c 
within the cytosol.

paraquat: trade name for the herbicide N,N′-dimethyl-4,4′-
bipyridinium dichloride. Dangerously poisonous to humans as the 
compound is easily reduced resulting in superoxide generation.

parasympathetic: the division of the autonomic nervous sys-
tem that regulates various body functions and is active primarily 
during periods of rest.

Parkin: an E3 ligase in the ubiquitin-proteasome system. Parkin 
mutations have been associated with famial Parkinson’s disease.

Parkinson’s Disease (PD): a chronic progressive neurodegen-
erative disease chiefly of later life that is linked to decreased 
dopamine production due to loss of dopaminergic neurons in 
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the substantia nigra. The clinical features are tremor of resting 
muscles, rigidity, slowness of movement, impaired balance, 
and a shuffling gait—called also paralysis agitans. Current 
therapies include L-DOPA and deep brain stimulation.

Pax-5: paired box gene 5 (B-cell lineage specific  activator). 
The PAX proteins are important regulators in early devel-
opment, and alterations in the expression of their genes are 
thought to contribute to neoplastic transformation. The PAX5 
gene encodes the B-cell lineage specific activator protein 
(BSAP) that is expressed at early, but not late stages of B-cell 
differentiation. Its expression has also been detected in devel-
oping CNS and testis. Therefore, PAX5 gene product may not 
only play an important role in B-cell differentiation, but also 
in neural development and spermatogenesis.

parvocellular ganglion cells: small retinal ganglion cells that 
possess the high resolution and color sensitivity required for 
fine feature analysis and color vision.

passive immunization: administering antibodies for tempo-
rary immune protection against an antigen. Immunity exists 
as long as the antibodies remain in the body.

PASAT: paced auditory sequential addition test is a segment 
of the multiple sclerosis functional composite that tests one 
component of cognitive function.

pathogen-associated molecular patterns (PAMPs): small 
molecular motifs consistently found on pathogens; recognized 
by toll-like receptors and other pattern recognition receptors 
(PRRs) in plants and animals.

peripheral benzodiazepine receptor: a G-protein-coupled 
receptor for benzodiazepines found primarily in the periph-
ery, particularly in the immune system, such as microglia 
in brain.

peripheral blood mononuclear cells (PBMC): lymphocytes 
and monocytes isolated from the peripheral blood, usually by 
Ficoll Hypaque density centrifugation.

peripheral nervous system: part of the nervous system con-
sisting of the nerves and neurons outside the central nervous 
system.

phenylephrine: a norepinephrine analog that mimics norepi-
nephrine action primarily at the alpha adrenergic receptors.

photoreceptor: principle photo-sensitive cell in the retina

physostigmine: an inhibitor of acetylcholinesterase which 
acts to prolong the actions of acetylcholine.

PI-3 kinase Phosphoinositide 3-kinases: a family of enzymes 
that are capable of phosphorylating the 3 position hydroxyl 
group of the inositol ring of phosphatidylinositol.

PK11195: 1-(2-chlorophenyl-N-methylpropyl)-3-isoquinoline-
carboxamide, a ligand for peripheral benzodiazepine receptors.

PLP: refers to proteolipid protein that is present in myelin.

polymorphism: a genetic variation in a base pair, repeat, 
deletion or duplication that is neutral or acts as a susceptibil-
ity allele

postsynaptic density: an electrondense region located oppo-
site the active zone on the postsynaptic plasma membrane.

pralidoxime: a reactivator of acetylcholinesterase that has 
been inhibited by organophosphorus compounds.

prazosin: synthetic compound that blocks the action of nor-
epinephrine on alpha adrenergic receptors.

preproenkephalin: a precursor peptide for the enkephalins. 
It is processed into proenkephalin before being converted to 
multiple enkephalin molecules.

presenilin-1 (PS1): a principal component of γ-secretase 
complex, processes APP at the γ-site, and a causative gene of 
the early onset of FAD. The γ-secretase complex is also criti-
cally involved in Notch processing and its signaling.

prion: infectious protein agent that induces a fatal neurode-
generative disease in animals and humans that is character-
ized by the accumulation of the abnormal isoform of the prion 
protein.

progenitor/precursor cell: a cell that can differentiate into 
multiple cell types and has limited self-renewal capacities, so 
that the cell can proliferate while maintaining its differential 
capability for a short period of time but not for the entire life 
of the organism.

proinflammatory cytokines: cytokines that induce an inflam-
matory response such as IFN-γ, IL-1(β), IL-18, and TNF-α. 
some authors also include IL-6, though this cytokine has an 
extremely broad range of actions.

proliferation: the ability to multiply cell population numbers 
by undergoing self-renewal or division.

proopiomelanocortin: a large precursor peptide that is the 
source of many active peptides, including some endorphins, 
enkephalins, alpha-MSH and others.

propranolol: a synthetic compound that blocks the action of 
norepinephrine on beta adrenergic receptors.

protein fingerprinting: method of classifying new protein 
families based on conserved regions within alignments of 
related proteins.

protein microarrays: high throughput technology to detect 
differentially expressed proteins using protein-protein inter-
actions.

protein-only hypothesis: proposed by Dr. Stanley Prusiner 
to describe the novel properties of prions; prions are protein-
aceous infectious particles that lack an agent-specific nucleic 
acid genome.
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protein profiling: identification of proteins in a sample.

proteolipid protein (PLP): the most abundant myelin pro-
tein; a candidate autoantigen in MS:

proteomics: field of science using high throughput profiling 
techniques to analyze proteins expressed under a certain set of 
conditions within an individual cell or organism.

PU.1: spleen focus forming virus (SFFV) proviral integra-
tion oncogene spi1. The PU.1 plays indispensable and dis-
tinct roles in hematopoietic development through supporting 
HSC self-renewal as well as commitment and maturation of 
myeloid and lymphoid lineages.

R

radial glia: neuronal progenitor cells that arise from neu-
roepithelial cells after the onset of neurogenesis with more 
restricted differentiation abilities. In the developing nervous 
system, radial glia function both as neuronal progenitors and 
as a scaffold upon which newborn neurons migrate. In the 
mature brain, the cerebellum and retina retain characteristic 
radial glial cells. In the cerebellum, these are Bergmann glia, 
which regulate synaptic plasticity. In the retina, the radial 
Müller cell is the principal glial cell, and participates in a bidi-
rectional communication with neurons.

randomized controlled trials: an experiment in which 
investigators randomly allocate eligible people into (e.g. 
treatment and control) groups to receive or not to receive one 
or more interventions that are being compared. The results 
are assessed by comparing outcomes in the treatment and 
control groups. This form of trial is often used in perform-
ing scientific research due to its reliability in avoiding false 
causality.

reactive oxygen species (ROS): generally very small 
molecules that are highly reactive due to the presence 
of unpaired valence shell electrons. They include oxy-
gen ions, free radicals and peroxides both inorganic and 
organic. ROS are formed as a natural byproduct of the nor-
mal metabolism of oxygen and have important beneficial 
roles in cell signaling and innate immunity. However, dur-
ing times of environmental stress ROS levels can increase 
dramatically, potentially resulting in significant damage 
to cell structures. This culminates into what is known as 
oxidative stress and can lead to such results apoptosis or 
necrosis.

redox signaling pathways: signal transduction pathways 
based on electron-transfer processes that play important mes-
saging roles in biological systems. These pathways are acti-
vated by free radicals, reactive oxygen species (ROS), and 
other electronically-activated species and are turned off by 
reducing species.

regulatory T cells: also called suppressor T cells, regulatory 
T cells are a small population of CD4+ T cells that have regu-

latory (that is, suppressor) activities towards other cells of the 
immune system and serve to limit immune responses, par-
ticularly those which may be against host tissue. These cells 
express the transcription factor forkhead box P3 (FOXP3) 
which is used as a specific marker for these cells. An absence 
of T

Reg
 cells or their dysfunction is associated with severe 

autoimmunity.

relative risk: a statistical tool used to measure the ratio of 
two conditional probabilities. For example, in genetic disease 
inheritance, relative risk can measure the degree of genetic 
contribution to a trait, defined as the risk of the disease in 
first degree offspring (sibs, parents, offspring) of an affected 
individual relative to the risk of the disease in the general 
population.

reserpine: an alkaloid that prevents the accumulation of cat-
echolamines such as norepinephrine and dopamine in the syn-
apses. Reserpine performs this action by irreversibly binding to 
these neurotransmitters and inhibiting their uptake into synaptic 
vesicles. The compound has been used as an antihypertensive 
as well as a sedative but is rarely used any longer due to its risk 
of depression and the availability of better drug therapies.

resting membrane potential: membrane potential prevail-
ing in a resting unstimulated cell. The value is often negative, 
indicating an excess of negative potential inside the cell in 
comparison with the external environment. The difference in 
potential is based on the ion concentrations within and sur-
rounding the cell membrane, as well as the ion transport pro-
teins embedded in the cell membrane.

retina: a thin sheet of neural cells at the back of the eye that is 
continuous with the optic nerve. The retina is responsible for 
phototransduction and the initial stages of vision. The retina’s 
photoreceptor cells, called rods and cones, produce neural sig-
nals in response to light that then undergo complex processing 
by ganglion cells of the retina. The resulting information is 
sent to the brain via the optic nerve to be interpreted into a 
visual image.

retinal ganglion cell: the output cell of the retina whose 
axons form the optic nerve and project to higher visual center. 
These cells process the signals produced by the photoreceptor 
cells of the retina and then send the resulting information to 
the brain via the optic nerve for interpretation.

retinal pigment epithelium: the pigmented epithelial cells 
forming the outermost layer of the retina. This layer of cells is 
attached to the choroid vascular tissue and provides nourish-
ment to the cells of the retina.

retinoid-related orphan receptor (ROR): an orphan nuclear 
hormone receptor that regulates the survival of CD4+CD8+ 
doublepositive (DP) thymocytes and is essential for the devel-
opment of the lymph nodes and Peyer’s patches.

retrovirus: any of a family (Retroviridae) of enveloped RNA 
viruses (such as HIV and numerous tumorigenic viruses) that 
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replicate in a host using a DNA intermediate produced using 
their RNA template and reverse transcriptase. Through the 
process, their viral genome is incorporated into the genome of 
infected cells. There are three common genes found in most 
retroviruses, the gag, pol, and env genes, which encode for the 
viral proteins, enzymes, and envelope of the viruses respec-
tively.

ribbon: structure in synaptic terminals of photoreceptors, 
retinal bipolar cells, and hair cells that is specialized for sus-
tained neurotransmitter release.

rivastigmine: an inhibitor of acetylcholinesterase which pro-
longs the actions of acetylcholine with prominent effects in 
the central nervous system. The compound has been shown 
effective in treating the symptoms of dementia associated 
with Alzheimer’s disease.

RNA interference: a posttranscriptional genetic mechanism, 
which suppresses gene expression. In this mechanism, double-
stranded RNA cleaved into small fragments initiates the 
degradation of a complementary messenger RNA. This path-
way is thought to have developed as part of the innate immune 
system to protect against viruses, as in controlling develop-
ment and genome preservation. This mechanism is used as a 
technique (as the introduction of double-stranded RNA into 
an organism) that artificially induces mRNA inhibition and is 
used for studying or regulating gene expression.

rod: a type of Photo-sensitive retinal cell mediating scotopic 
vision near visual threshold. These cylindrical-shaped pho-
toreceptor cells are located primarily on the outer edges of 
the retina and are therefore used also for most peripheral 
vision.

rostral migratory stream: the route for neuronal precursors 
(periglomerular and granule cells) to migrate to the olfactory 
bulb where they differentiate into interneurons throughout 
the life of rodents. Overlying the rostral migratory stream is 
the anterior or olfactory limb of the anterior commissure (or 
commissura anterior pars bulbaris), which carries centrifugal 
fibers, including some from the medial forebrain bundle, to 
the region.

rotenone: a botanical insecticide that is an inhibitor of mito-
chondrial electron transport. Inhibition is achieved through 
the hindrance of the electron transfer chain preventing NADH 
from converting to ATP thus limiting usable cellular energy. 
The compound is considered moderately hazardous and mildly 
toxic to mammals, including humans.

S

Sca-1: a mouse member of the interferon-inducible Ly-6 fam-
ily of genes that can conveniently be used as a marker for 
stem/early progenitor cells. Sca-1 is used to isolate many stem 
cells in the mouse. The density of this antigen declines with 
differentiation. Sca-1 belongs to a family of proteins bearing 

a UPAR (urokinase plasminogen activator receptor) domain. 
The UPAR protein plays a role in cellular adhesion and migra-
tion by modulating integrin function and degradation of the 
extracellular matrix.

schizophrenia: a mental illness characterized by cognitive 
dysfunction, hallucinations, delusions, thought disorder and 
poor social and vocational functioning. The term can also be 
used to describe a group of mental disorders characterized by 
the same or similar indicators.

Schwann’s cells: cells that produce myelin in the peripheral 
nervous system. These cells are located between the axon and 
axon terminal of neurons and create the myelin sheath which 
aides in insulating axons and in increasing impulse speeds as 
they are propagated through the neuron (allowing for saluta-
tory conduction).

sclerosis: a hardening of tissue as a result of scaring or plaques 
such as in the central nervous system when formed by inflam-
matory perivascular lesions.

senility: a term once used to describe dementia.

sickness behavior: one of the immunological models of major 
depression. The cytokines IL-1, IL-6, and TNF-α have been 
identified to induce depression-like mood disturbance upon 
administration or during disease states that are accompanied 
by increased or over-production of these cytokines.

self-renewal: the ability of a cell to divide into two daughter 
cells with identical properties and retaining equal differential 
capabilities as the parent cell.

SCID: severe combined immunodeficiency, a genetic 
disorder in which both “arms” (B cells and T cells) of 
the adaptive immune system are crippled. This disease is 
fatal if untreated due to extreme susceptibility to infec-
tious diseases.

single-chain antibodies: engineered antibodies composed of 
the minimal antibody-binding site formed by non-covalent 
association of the V

H
 and V

L
 variable domains joined by a 

flexible polypeptide linker. Sequences encoding eukaryotic 
secretion signals can be appended to the scFv genes and sub-
sequently be cloned into gene transfer vectors for prolonged 
in vivo expression. These antibodies are significantly smaller 
than natural antibodies but retain the same affinity as natural 
antibodies and can be produced in large quantities at relatively 
low costs using biotechnology.

signal serotonin: serotonin (5-hydroxytryptamine, 5-HT) is 
a biogenic indoleamine derived from the dietary amino acid 
tryptophan. Serotonergic neurons are located almost exclu-
sively in the raphe nuclei of the brainstem, but their projec-
tions innervate virtually all other parts of the central nervous 
system. A reduced serotonergic neurotransmission is sup-
posed to play a crucial role in the pathophysiology of major 
depression among other disorders.
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signal transduction: mechanism by which external stimuli 
are interpreted by cells. This transformation is often done 
through biochemical reactions involving secondary and cas-
cade pathways within and between cells.

simian virus 5 (SV-5): a paramyxovirus belonging to the 
family Paramyxoviridae. The genomes of these viruses are 
composed of negative-sense single-stranded RNA and this 
family of viruses is responsible for a number of human and 
animal diseases.

single nucleotide polymorphism: the most common polymor-
phism in the human genome, a nucleotide polymorphism at a 
single base. The result of these differences creates alleles.

sirolimus: a macrolide antibiotic that inhibits T lymphocyte 
activation and proliferation. It is an immunosuppressive agent 
that is used mainly to prevent rejection during organ trans-
plantation. The compound works to inhibit a response to 
interleukin-2 which is necessary to activate T cells.

Sjogren’s syndrome: an autoimmune disorder affecting the 
salivary and lacrimal glands. In this disorder, immune cells 
attack host exocrine glands that are responsible for the pro-
duction of tears and saliva.

Smac/Diablo: a mitochondrial protein that promotes some 
forms of apoptosis by neutralizing one or more members of 
the IAP family of apoptosis inhibitory proteins.

substantia nigra pars compacta (SNpc): the portion of 
the substantia nigra within the midbrain that encompasses 
the dopaminergic neurons which innervate the caudate 
nucleus and putamen of the basal ganglia. This area of the 
brain plays an important role in the pleasure/reward system 
and in addiction. Additionally, degeneration of the neu-
rons in this area of the brain is an indicator of Parkinson’s 
disease.

suppressor of cytokine signaling (SOCS) proteins: a fam-
ily of proteins that inhibit the JAK-STAT signaling pathway 
by competitively binding to phosphotyrosine binding sites on 
cytokine receptors.

superoxide dismutase-1, copper-zinc superoxide dis-
mutase (SOD1): a cytoplasmic enzyme that works as an 
antioxidant converting superoxide to oxygen and hydrogen 
peroxide. Mutations in the enzyme have been shown to be 
a factor in the motor neuron disease amyotrophic lateral 
sclerosis (ALS).

soman: an extremely toxic long acting organophosphorus 
compound with prominent inhibitory effects on acetylcholin-
esterase causing interference with nerve functioning

somatic hypermutation: point mutations that occur in cycling 
centroblasts and are targeted to the immunoglobulin variable-
region gene segments. Some mutations might generate a bind-
ing site with increased affinity for the specific antigen, but 
others can lead to loss of antigen recognition by the B-cell 

receptor and generation of a self-reactive B-cell receptor. Each 
mutation occurs only within individual cells and the mutations 
are not passed on to offspring.

Sox4: a member of the SOX (SRY-related HMG-box) family 
of transcription factors involved in the regulation of embry-
onic development and in the determination of the cell fate. 
The encoded protein may act as a transcriptional regulator 
after forming a protein complex with other proteins, such as 
syndecan binding protein (syntenin). The protein may also 
function in the apoptosis pathway leading to cell death as well 
as to tumorigenesis and may mediate downstream effects of 
parathyroid hormone (PTH) and PTH-related protein (PTHrP) 
in bone development.

spatial memory: a type of memory responsible for record-
ing information about one’s environment and its spatial 
orientation. For example, a person’s spatial memory is 
required in order to navigate around a familiar city, just 
as a rat’s spatial memory is needed to learn the location of 
food at the end of a maze.

STAT4: a member of the STAT family of transcription fac-
tors. In response to cytokines and growth factors, STAT 
family members are phosphorylated by the receptor asso-
ciated kinases, and then form homo- or heterodimers that 
translocate to the cell nucleus where they act as transcrip-
tion activators. This protein is essential for mediating 
responses to IL-12 in lymphocytes, and regulating the dif-
ferentiation of T helper cells.

STAT6: protein that plays a central role in exerting IL-4 medi-
ated biological responses. It is found to induce the expression 
of BCL2L1/BCL-X(L), which is responsible for the anti-
apoptotic activity of IL-4. Knockout studies in mice suggested 
the roles of this gene in the differentiation of T helper 2 (Th2) 
cells, expression of cell surface markers, and class switching 
of immunoglobulins.

stem cell: a single cell that can differentiate along multiple 
lineages and can self-renew throughout the life of an organ-
ism while maintaining its differential capability. The three 
primary categories of stem cells are embryonic stem cells 
(originating from blastocysts), adult stem cells (derived 
from adult tissues), and cord blood stem cells (found in the 
umbilical cord).

stem cell therapy: Treatments and related research involv-
ing the use of undifferentiated cells which have self-renewal 
capacity and the unique potential to produce any kind of cell 
in the body.

stress: any physical or psychological stimulus that disrupts 
homeostasis.

striatum: a continuous part of the basal ganglia comprised 
of the caudate nucleus and putamen. This portion of the brain 
plays roles in modulating movement pathways as well as tak-
ing part in a variety of cognitive functions.
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stroke: brain injury caused by occlusion or rupture of 
blood vessels into or around the brain causing a subse-
quent loss of oxygen and glucose to the affected brain area. 
Stroke is commonly termed a “cerebrovascular accident” 
or a “brain attack” and can cause severe neurological dam-
age or death.

stromal cell-derived factor 1 (SDF-1): the ligand for CXCR4 
receptor, this CXC chemokine (also designated CXCL12) is 
involved in chemotaxis, brain development, and immune cell 
recruitment.

subgranular zone: a brain region deep within the hippocam-
pal parenchyma, at the interface between the granule cell layer 
and the hilus of the dentate gyrus, where adult neurogenesis 
occurs. It is one of the two major known adult neurogenesis 
sites of the brain, along with the subventricular zone.

subluxation: partial dislocation of a joint or organ.

substantia nigra: A layer of large pigmented nerve cells in 
the midbrain that produce dopamine and whose destruction is 
associated with Parkinson’s disease.

subventricular zone: a paired brain structure situated through-
out the lateral walls of the lateral ventricles. Along with the 
subgranular zone of dentate gyrus, this zone serves as a source 
of neural stem cells in the process of adult neurogenesis. It 
harbors the largest population of proliferating cells in the 
adult brain of rodents, monkeys and humans. Neurons gener-
ated in this zone travel to the olfactory bulb via the rostral 
migratory stream.

susceptibility gene: a gene with multiple polymorphic forms, 
of which one or more forms causes differences in the pro-
cessing or function of the gene that makes an individual more 
susceptible to a specific disease, but only in the presence of 
other interacting or contributing susceptibility genes or envi-
ronmental factors.

sympathetic: the division of the autonomic nervous system 
that regulates various body functions and is always active on a 
basal level, but becomes more active during periods of stress 
and/or exertion. It causes the “fight-or-flight” response dur-
ing times of stress by promoting the release of adrenaline and 
noradrenaline which bind to adrenergic receptors in peripheral 
tissues and cause such reactions and increased heart rate and 
blood pressure and pupil dilation.

symptomatic therapy: treatment or remedy for physical dis-
turbance observed by the patient due to an underlying disease. 
Also called palliative care, this form of treatment does not 
address the basic cause or provide a cure for the underlying 
disease but rather focuses on preventing or easing suffering 
associated with the disease.

synapse: from the Greek meaning “to grasp,” a junction 
between two neural cells where the cell body (or dendrite) of 
one nerve is positioned across a small gap from the axon of 

another nerve. Signal transmission occurs across these gaps 
via neurotransmitters, allowing the neurons to communicate 
with each other through the conversion of electrical impulses 
into chemical signals.

systems biology: a field of science that studies the interac-
tions between the components of biological systems and how 
these interactions give rise to the function and behavior of that 
system.

T

tacrolimus: a macrolide antibiotic that acts as a calcineu-
rin inhibitor to hinder T cell signal transduction and IL-2 
transcription. It is an immunosuppressive agent that is used 
mainly to prevent rejection during allogeneic organ trans-
plantation.

T-bet: T-box genes encode transcription factors involved in 
the regulation of developmental processes. This gene is the 
human ortholog of mouse Tbx21/Tbet gene. Studies in mouse 
show that Tbx21 protein is a Th1 cell-specific transcription 
factor that controls the expression of the hallmark Th1 cyto-
kine, IFNg. Expression of the human ortholog also correlates 
with IFNg expression in Th1 and natural killer cells, suggest-
ing a role for this gene in initiating Th1 lineage development 
from naive Th precursor cells.

T-cell receptor (TCR): a heterodimeric molecule found on 
the surface of T lymphocytes (T-cells) that is responsible for 
recognizing antigens bound to major histocompatibility com-
plex (MHC) molecules. Upon antigen-receptor binding with 
MHC, a series of biochemical reactions occur which activate 
the associated T-cell.

T-cells: T (thymus derived) cell. These white blood cells, 
known as T lymphocytes, mature in the thymus and have 
regulatory immune functions. As part of the adaptive (cell-
mediated) immune system, these cells can recognize antigens 
processed by antigen-presenting cells in the context of spe-
cific receptors. The cell surface protein CD3 is a marker for 
these cells.

terbutaline: a norepinephrine derivative that mimics norepi-
nephrine action primarily at the subtype two beta adrenergic 
receptor. This compound is used as a bronchodilator and toco-
lytic.

temporal lobe: either of two lobes of the brain, located on 
either side of the cerebral hemisphere and part of the cere-
brum. This portion of the brain is involved in auditory pro-
cessing, semantics, and also contains the hippocampus which 
is responsible for learning and memory.

Th1 cells: also called inflammatory CD4 T cells, a subset of 
T cells that secrete the cytokines IL-2, IFNg, and lymphotoxin 
and are most useful against intracellular pathogens that are 
best attacked by a cell-mediated response involving macro-
phage and granulocyte activation.
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Th2 cells: also called helper CD4 T cells, a subset of T cells 
that secrete the cytokines IL-4, IL-5, and IL-10, and induce 
antibody and allergic responses that are useful for combating 
infections.

Th1/Th2 balance: according to the Th1/Th2 paradigm, naïve 
CD4+ T helper cells can be activated to differentiate into two 
types of effector cells: either Th1 or Th2 cells. In general, 
macrophages and dendritic cells tend to stimulate the Th1 dif-
ferentiation, whereas extracellular antigens tend to stimulate 
Th2 cell differentiation. Th1 cells in turn stimulate macro-
phages and induce IgG production by B cells, while Th2 cells 
stimulate the humoral immune response including IgA, IgE, 
and certain IgG subtypes. An imbalance between Th1 and Th2 
cells is observed in several immunological disease conditions; 
typical examples are Th1 predominance in rheumatoid arthri-
tis and Th2 predominance in IgE-mediated allergy.

Th1/Th2: subclasses of T helper cells that are distinguished 
by their cytokine profiles. Th1 cells are characterized by pro-
duction of IFN-g. Th1 cells are characterized by production of 
IL-4. Th2 cells polarize the immune response towards cellular 
immunity and Th2 cells polarize towards antibody formation.

thalidomide: a drug originally used to treat morning sickness 
during pregnancy that caused severe limb deformities. This 
compound downregulates TNFa and is under investigation for 
treatment of severe Crohn’s syndrome and other autoimmune 
disorders.

therapeutics: a branch of medical science dealing with the 
application of remedies to diseases.

tissue profiling: a tool for rapid detection of molecules, usu-
ally proteins and peptides, obtained directly from intact tis-
sues to identify pathological changes.

T lymphocyte or T cell: Please see “T cell.”

tolerance: refractoriness to physiological effects of a stimulus 
which develops with prolonged exposure, such as with drug 
tolerance. Alternatively, the failure of the immune system to 
react to an antigen, such as in the case of tolerance to self-
antigens

toll-like receptors (TLR): a class of single membrane-
spanning non-catalytic receptors that recognize structurally 
conserved molecules derived from microbes and activate 
immune cell responses. TLRs are believed to play a key role 
in the innate immune system. They are a type of pattern rec-
ognition receptors (PRRs) and recognize molecules that are 
broadly shared by pathogens but distinguishable from host 
molecules, collectively referred to as pathogen-associated 
molecular patterns (PAMPs). These receptors are present in 
both vertebrates and invertebrates and have similarities with 
receptors found in bacteria and plants. Due to this, these recep-
tors are thought to be one of the oldest and most conserved 
components of the immune system.

transcription nuclear factor-k-B: a protein complex found 
in all cell types that is involved in cellular responses to stim-
uli such as stress, cytokines, and foreign antigens. This tran-
scription factor plays a regulatory role in immune response to 
infection and has also been suggested to be involved in pro-
cesses of synaptic plasticity and memory. When improperly 
regulated, this transcription factor has also been implicated 
in causing cancer, autoimmune diseases, and other immune 
system malfunctions.

transducin: G protein expressed in retinal photoreceptor cells 
that is activated upon absorption of a photon by opsin. Activa-
tion of this protein stimulates cGMP-specific phosphodiester-
ase which leads to the vertebrate phototransduction cascade.

transgene: a segment of DNA (generally coding DNA) which 
is taken from one cell or organism and is introduced into dif-
ferent cells or organisms to modify a phenotype.

transmembrane protein transport (diffusion): the process 
of moving proteins from one cellular compartment (includ-
ing extracellular) to another by various sorting and transport 
mechanisms such as gated transport, protein translocation, 
and vesicular transport. The tendency of a gas, solute or pro-
tein is to pass from a point of higher pressure or concentration 
to a point of lower pressure or concentration and to distribute 
itself throughout the available space:

transport: movement or transference of biochemical sub-
stances that occurs in biological systems.

trimethaphan: a synthetic compound which blocks the effect 
of acetylcholine at autonomic ganglia thereby blocking the 
sympathetic and parasympathetic nervous system. This com-
pound has been used to reduce bleeding during neurosurgery, 
as well as to treat such emergencies as pulmonary edema and 
hypertensive crisis.

tropicamide: an atropine derivative which blocks the action 
of acetylcholine on muscarinic cholinergic receptors. This 
compound is often used during eye examinations to dilate the 
pupil and may also be used before or after eye surgery.

Trk receptor: cell surface proteins that are involved in trans-
ducing the actions of neurotrophins to promote neuronal sur-
vival, proliferation, migration, axonal and dendritic outgrowth 
and patterning, synapse strength and plasticity, injury protec-
tion, as well as controlling the activity of ion channels and 
neurotransmitter receptors.

tryptophan: L-tryptophan (TRP) is an essential amino acid, 
present in nearly all natural proteins. It is the precursor of the 
neurotransmitters serotonin and melatonin and of kynurenine, 
which is quantitatively the most important TRP metabolite.

tumor necrosis factor: serum glycoprotein produced by acti-
vated macrophages and other mammalian mononuclear leu-
kocytes that acts as a cytokine to help stimulate inflammation 
and the acute phase reaction of the immune system. It has nec-
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rotizing activity against tumor cell lines and increases ability 
to reject tumor transplants. Also known as TNF-alpha, it is 
only 30% homologous to TNF-beta (lymphotoxin), but they 
share TNF receptors. Disregulation of this cytokine has been 
implicated in causing cancer, among other human diseases.

tyramine: the decarboxylated form of the amino acid tyrosine 
which is present in food (e.g., cheese, beer, wine) and pro-
motes the release of norepinephrine from sympathetic nerve 
endings. Significant displacement of norepinephrine by this 
compound when ingested in large quantities or while taking 
monoamine oxidase inhibitor medication is thought to cause 
vasoconstriction and increased heart and blood pressure.

U

urocortins: most recently discovered peptides belonging to 
the corticotropin-releasing factor family whose functions are 
generally unknown, but may play roles in immune function 
in addition to having anorexigenic and hypotensive effects, 
among other functions.

V

vaccination: the introduction of antigenic stimulants to the 
immune systems of humans or animals for the purpose of 
inducing the artificial development or regulation of immunity. 
Multiple kinds of vaccines exist to serve this purpose includ-
ing inactivated, live attenuated, subunit, and DNA vaccines.

varicella zoster virus (VZV): an alpha human herpesvirus 
that causes the diseases chickenpox and, if later reactivated, 
shingles. A vaccine is currently available against the virus.

vector: a “vehicle,” such as a modified virus or DNA 
molecule, used to deliver genetic material into the body 
for gene therapy. Alternatively, an organism that does not 
cause disease itself but can transmit infection through 
transferring pathogens among different hosts (such as a 
mosquito).

vehicle: a type of adjuvant that possesses no medicinal action 
of its own, but delivers or targets an antigen to cells of the 
immune system.

vimentin: a member of the intermediate filament family of 
proteins that is an important component of eukaryotic cell 
cytoskeletons. These proteins are responsible for cell flex-
ibility and resilience under mechanical stress as well as the 
transport of low density lipoprotein intended to undergo ester-
ification.

visual-evoked potential-(VEP) viruses: minute infectious 
agents whose genomes are composed of DNA or RNA, but 
not both. They are characterized by a lack of independent 
metabolism and the inability to replicate outside living host 
cells.

W

withdrawal: signs and symptoms that occur as a result of a 
discontinuation of certain activities or drugs (such as opioids) 
and includes perturbations in various physiological systems 
that are indications of physical dependence.

Definitions provided by contributing authors or the 
National Library of Medicine unless otherwise noted.
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riluzole, 568–569
stem cell transplants, 578
TCH (Omigapil), 575

Amyotrophic lateral sclerosis-like syndrome, 382
AN-1792, 718
Analgesics, opioid, 552
Anaphylatoxins, 681
Angiography, fluorescein, 423
Anhedonia, 487, 499
Animal models

Alzheimer’s disease, 344, 346, 566, 633, 634
amyotrophic lateral sclerosis, 380, 566, 643
Charcot-Marie-Tooth disease, 258
chronic inflammatory demyelinating polyradiculopathy, 258–259

glaucoma, 424–425
Gullain-Barré syndrome, 258
herpes simplex virus-mediated encephalitis, 328
hippocampal function, 59
human immunodeficiency virus-related encephalitis, 303–306
Huntington disease, 566
major depressive disorder, 499
multiple sclerosis, 246, 247–249, 251, 594
neurodegenerative diseases, 565–566
Parkinson’s disease/parkinsonian syndromes, 365–367
prion diseases, 403, 410
varicella-zoster virus infection, 330
West Nile virus infection, 335

Ankylosing spondylitis, 289
etiology of, 284
gender factors in, 284
neurological symptoms of, 286, 289

Anterior chamber, 39–53
anatomy and physiology of, 39
associated immune deviation of, 39–44, 50

Anterior chamber angle, 39
Anterior communicating artery, 16
Anterior inferior cerebellar artery, 17
Anti-apoptotic therapy, 574–575
Antibodies. See also specific antibodies

therapeutic, 25, 559–560
as Alzheimer’s disease treatment, 624–625
as spinal cord injury treatment, 624

Anti-CD3, 559–560
Anticholinergic agents, as Parkinson’s disease treatment, 568
Antidepressants/antidepressant therapy, 570, 571

action mechanisms of, 512
β-adrenergic receptors in, 498
classification of, 500
interaction with antiretroviral agents, 612
for major depressive disorder, 500–501
as mania/hypomania cause, 502
proinflammatory response effects of, 515
“switch” effect of, 502

Anti-ganglioside antibodies, 269, 270–272
Campylobacter jejuni-induced, 274
cytomegalovirus-induced, 273, 275
Hemophilus influenzae-induced, 273, 274
Mycoplasma pneumoniae-induced, 273, 275

Antigen presentation, 93–94
Antigen-presenting cells

in anterior chamber-associated immune deviation, 41–42, 43
in lymph nodes, 142–143

Antiglutamatergic agents, 577
Anti-glycolipid antibodies, 265
Anti-inflammatory drugs, neuroprotective effects of, 192

as Alzheimer’s disease prophylaxis, 158
as central nervous system trauma treatment, 661–662
as depression treatment, 520–521

Antilymphocyte antibodies, 559
Antilymphocyte globulin, 559
Antioxidant enzymes, 76
Antioxidants, therapeutic applications of, 575

as amyotrophic lateral sclerosis treatment, 642, 648
as vasculitic neuropathy treatment, 292
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Antiphospholipid antibody, 288
Antipsychotic drugs

adverse effects of, 612
atypical, 503–504, 506
as bipolar disorder treatment, 503–504
effect on type-1/type-2 immune responses, 515
interaction with antiretroviral agents, 612
as schizophrenia treatment, 506

Antiretroviral agents/therapy, 297–298, 606, 607, 608–616, 732
action mechanisms of, 608–609
adherence to, 614
adverse effects of, 611–612, 615
central nervous system penetration in, 610–611
classes of, 608–609, 616
as combination therapy, 610, 611
drug interactions of, 612
failure of, 610
initiation of, 609–610, 616
limited blood-brain barrier transport of, 30
nanosuspensions of, 695
supportive care combined with, 614–615
viral resistance to, 298, 299–300

Anti-self response, 625–626, 664–665, 668
AN1792 vaccine, 635
Anxiety/anxiety disorders, 495, 497

bipolar disorder-related, 501
efavirenz-related, 611–612
treatment of, 177, 570

Anxiolytics, 177, 570, 571
Apolipoprotein E, in Alzheimer’s disease, 346–347
Apolipoprotein E4 allele, 632
Apolipoprotein E gene, 466, 468, 469, 470, 471, 606
Apoptosis

in astrocytes, 77
cytokine-based induction of, 184
definition of, 419
differentiated from necrosis, 419
Fas ligand-mediated, 49
as glaucoma cause, 419–421
mitochondrial-dependent pathway in, 217, 218
mitochondrial-independent pathway in, 217, 218–219
in multiple sclerosis, 244, 251
neuronal receptors in, 217
of the optic nerve, 418
therapeutic inhibition of, 574–575

Aqueous humor, 39
Archicortex, 14
Arginine vasopressin, 481
Arimoclonol, 578
Arousal, neuroanatomical basis for, 13
Arthritis. See also Rheumatoid arthritis

psoriatic, 286, 290
Reiter’s syndrome-associated, 290

Aspartate receptors, 115
Associated immune deviation (ACAID), of the anterior chamber, 

39–44, 50
Association studies, 464–465
Astrocyte-like cells, 70–71
Astrocytes, 9

in Alzheimer’s disease, 344

in amyotrophic lateral sclerosis, 80, 379, 381
as antigen-presenting cells, 76
antioxidant enzymes of, 76
apoptosis in, 77
biology and function of, 70–77
blood-brain barrier interactions of, 23, 24, 285
brain derived neurotrophic factor expression in, 157
in CD4+ T cell antigen presentation, 186
in central nervous system disorders, 74–77
development of, 69–70, 445–446
functions of, 65, 69, 179
glial fibrillary acidic protein expression in, 74–75, 364
glucose utilization in, 72
glutamate buffering in, 667
heterogenous populations of, 70–71
in human immunodeficiency virus infection, 301–302, 605
markers of, 70
neurogenic capability of, 179
in neuronal injury repair, 18
neuropeptide and neurotrophin release from, 74
neurotransmitter uptake into, 17
in Parkinson’s disease, 364, 366–367, 369
physiological role of, 71–74
potassium uptake in, 109
retinal, 130
as source of inflammatory mediators, 69, 75, 187
structure and function of, 15, 17–18, 70, 71
subventricular, 447
swelling of, 76–77
syncytium of, 72–74
as tripartite synapse component, 72–74
types of, 17–18

Astrocytomas, 757
Astrocytosis, in human immunodeficiency virus encephalopathy, 

607–608
Astrogliosis

in Creutzfeldt-Jakob disease, 403
in neurodegenerative diseases, 74–75

Ataxia, 231
Friedreich, 230, 231, 233

Atenolol, 26
Atherosclerosis, 437–438
Atorvastatin, 437
Atrophy

dentatorubral-pallidoluysian, 232
multisystem, 230, 471
olivopontocerebellar, 232
spinal muscular, 231

Atropine, 540–550
Autoimmune diseases, 283–296

age factors in, 625–626
autoantibodies in, 283, 284
demographics of, 284
etiology of, 284
gender specificity of, 284
inflammation associated with, 283, 286, 294

demyelination in, 283
as vasculitis, 283–284

nervous system involvement in, 285–294
pathogenic self-proteins in, 668
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schizophrenia-like symptoms of, 489
treatment of, 284–285

corticosteroids, 557
cyclosporine, 558
immunotherapy, 283, 286

Autoimmune symptoms, of neurodegenerative diseases, 570, 572
Autoimmunity

“destructive,” 1
protective, 664, 665

mechanisms underlying, 667–668
Autonomic nervous system

anatomy and physiology of, 547–548
comparison with sympathetic nervous system, 547
in Guillain-Barré syndrome, 257, 265
hypothalamic involvement in, 11, 12
immunomodulatory function of, 550–551
interaction with the central nervous system, 548
neurotransmission in, 548–549

Awareness, neuroanatomical basis for, 13
Axonal conduction, 548
Axonal transport, 174–175
Axons, 171–172

growth and differentiation of, 171–172
Guillain-Barré syndrome-related degeneration of, 266
of interneurons, 16
myelin coating of, 65
presynaptic terminals of, 173
regeneration of, 178–179, 661–663

cellular signaling during, 220–221
in Guillain-Barré syndrome, 265–266

structure and function of, 14, 15, 171
Azathioprine, 558–559

blood-brain barrier transport of, 27, 30
as Crohn’s disease treatment, 291

B
Babinski sign, 606
Baclofen, 570, 572
Bacluzimab, 560
Bacterial infections. See also specific bacteria

as autoimmune disease cause, 284
as Reiter’s syndrome cause, 289–290

Barbados Eye Study, 417
Barbiturates, 555
Barré, Jean-Alexandre. See also Guillain-Barré syndrome
Basal ganglia

anatomy of, 11, 12
blood supply to, 16
in human immunodeficiency virus infections, 607–608
hyperkinetic disorders of, 231
hypokinetic disorders of, 231
in neurodegenerative diseases, 230–231

Basilar artery, 17
B cells, 140–141

in anterior chamber-associated immune deviation, 41
in the brain, 141
development and differentiation of, 144–145

in bone marrow, 140
embryonic, 136

distribution and function of, 140–141

in humoral immune responses, 144–145
in multiple sclerosis, 141, 249, 594

Bcl-2, 191, 420–421
BDNF. See Brain-derived neurotrophic factor
Belladonna alkaloids, 549–550
Benzodiazepine(s)

centrally-mediating effects of, 554
immune system effects of, 554–555
as spasticity treatment, 572

Benzodiazepine receptors, 554, 555
upregulated peripheral, 644

Benztropine, 568
Bereavement, as depression cause, 497
Bergmann glia, 65–66, 71
Beta-adrenergic receptor(s), 480, 549
Beta-adrenergic receptor antagonists, 550
Beta

2
-adrenergic receptor(s), in major depressive disorder, 498

Beta
2
-adrenergic receptor antagonists, 551

Beta amyloid clearing enzyme, 570, 571, 579
Betacellulin, 184
Bethanechol, 549
Binding sites, differentiated from receptors, 27
Bioinformatics, 735–736
Biological response modifiers, as cancer treatment, 557
Biomarkers

definition of, 729
proteomics-based of, 729–732

Bipolar cells/neurons, 14, 175
retinal, 123, 124, 126, 127, 132–133

Bipolar disorder, 501–504, 506
Blindness, 415, 416
Block copolymers, amphiphilic, 700–701
Block ionomer complexes, 692, 696
Block polymeric micelles, 692, 695–696
Blood-brain barrier, 21–38

in Alzheimer’s disease, 96–97
antiretroviral agents’ passage through, 610–611
astrocytes in, 109
cerebrospinal fluid contact with, 730
drug efflux system in, 691
function of, 21
human immunodeficiency virus invasion of, 302
immune cell trafficking through, 17
immunoliposomes’ penetration of, 694
in ischemic stroke, 434
leukocyte trafficking through, 285–286
modeling of, 302
MRI contrast medium leakage through, 756
in multiple sclerosis, 590, 594
nanogel transport across, 696
in neuroimmune diseases, 30–31
neuroimmune interactions of, 27–29
in neuroinflammation, 186
nutrient transport across, 17
perinatal development of, 22–23
permeability of

low, 691
selective, 9

polymer nanocarrier transport across, 692, 693
structure and functions of, 17, 21–22, 285
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Blood-brain barrier (Continued)
transport mechanisms, 23, 25–27

active transport, 25
adsorptive endocytosis, 25–26
blood-to-the-central nervous system (influx), 23–26
central nervous system-to-blood (efflux), 23, 26–27
diapedesis of immune cells, 25, 28
extracellular pathways, 25
facilitated diffusion, 25
transcytosis, 25–26
transmembrane diffusion, 23, 25, 26
transmembrane transport, 25

vascular, 21, 22, 23, 24
Blood flow

cerebral/cerebrovascular, 16–17
in ischemia, 431–432

retinal, 131–132
Blood pressure. See also Hypertension; Hypotension

regulatory mechanisms of, 13
Blood transfusions, as Creutzfeldt-Jakob disease 

transmission method, 408
Bone morphogenetic proteins, 79–80, 184, 452
Botulinum toxin, 549, 560, 571
Botulism, as Guillain-Barré syndrome mimic, 265
Bovine spongiform encephalopathy, 403, 408, 410
Brain. See also specific anatomic regions of the brain

development of, 153, 445–446
energy sources in, 72
glucose consumption in, 72
immune system activation by, 550
immunocompetence of, 715
multiple sclerosis-related demyelination in, 240
neurogenic areas of, 445, 447
opioid receptor distribution in, 552
as percentage of total body weight, 72
proteomic studies of, 731–732
Sherrington’s description of, 67

Brain-associated immune deviation (BRAID), 135
Brain atrophy, multiple sclerosis-related, 593
Brain cells, classification of, 66
Brain-derived neurotrophic factor, 156–157, 184, 208, 259, 

369, 419, 446, 450, 488, 576, 650
in axonal transport, 175
effect of α-amino-3 hydroxy-5-methyl-4-isoxazolepropionate 

(AMPA) receptors on, 158
effect on myelin sheath thickness, 212
in neurogenesis, 446, 451, 454, 455

Brain injury
astrocyte swelling in, 76–77
imaging studies of, 758
neurodegeneration in, 159, 160, 161
neurogenesis in, 164, 454–456, 455
as Parkinson’s disease risk factor, 98

Brain microvessel endothelial cells, 302, 691, 695, 696, 
698–699

Brainstem
anatomy and function of, 12–13
blood supply to, 17
venous drainage of, 17

Brain tumors, neuroimaging studies of, 755–756, 757, 758, 759

Breast cancer
interferon-α treatment of, 556
metastatic, 693

Breast cancer resistance protein, 691, 697
Broca’s area, anatomy and function of, 11
Brodmann’s area, anatomy and function of, 15
Bromocriptine, 568
Bunyaviridae, as encephalitis cause, 327, 336–337
Butorphanol, 552
Bystander activation, in multiple sclerosis, 246–247

C
Cadherins, 173, 452
Cajal, Santiago Ramon y, 59, 65, 89, 105, 207, 220
Cajal-Retzius cells, 14, 155
Calbindin, 14, 15
Calcineurin inhibitors, 557–558, 559
Calcitonin-gene related peptide, 480
Calcium/calcium ions

in cellular signaling, 209–210
in astrocytes, 73–74

effect on synaptic vesicles, 112
in exocytosis, 173
in light adaptation, 125–126, 132
in long-term potentiation, 60
in neurotransmission, 172
as second messenger signal, 209–210

Calcium/calmodulin-dependent protein kinase II, 210, 211–212
Calcium channel blockers, as amyotrophic lateral sclerosis 

treatment, 578
Calcium ion channels, voltage-gated, 108
California encephalitis serogroup viruses, 336–337
Calretinin, 14, 15
Campylobacter jejuni infections, 257, 259, 267, 272, 273–274, 289–290
Cancer. See also specific types of cancer

age factors in, 668
CD4+CD25+ regulatory T cells in, 666–667
depression associated with, 514

Candidate gene analysis, 465
Canine distemper virus, 243
Cannabinoid(s)

effects on
chemokine receptors and cytokines, 534–535
humoral immunity, 535
monocytes and macrophages, 534
natural killer cells, 533
T cells, 536

as infection susceptibility cause, 536
Cannabinoid receptors, 120, 532
Cannibalism, ritualistic, 403, 404, 409
Carbachol, 480
Carbamazepine

adverse effects of, 612
as bipolar disorder treatment, 503

Carbidopa, 567
Cardiovascular disease, 230

as Alzheimer’s disease risk factor, 344
Caspase inhibitors, 574–575
Caspases, 419–420
Catechol-O-methyltransferase, 178, 549, 567
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Cathepsin L, 139
Cauda equina syndrome, 289
CD3, 135
CD4, 135
CD4+CD25+ regulatory T cells, 431, 623–624, 650, 665, 666

depletion or weakening of, 666–667, 670
differentiation of, 144
effect of dopamine on, 670
in multiple sclerosis, 249

CD4 ligand, 184, 350
CD3+ T cells, 139
CD4+ T cells

in amyotrophic lateral sclerosis, 648–649
in anterior chamber-associated immune deviation, 41, 42
autoimmune, 667
decay in plasma, 611
development of, 138, 139
effect on microglia, 95
in HTLV-I- associated myelopathy and tropical spastic 

paraparesis, 317, 318, 320
in human immunodeficiency virus infection, 298, 606
as indicator for antiretroviral therapy, 609
in innate immune response, 625
in ischemic stroke, 432, 434–436
in multiple sclerosis, 244, 245, 246, 594
neuroprotective activity of, 625
in Parkinson’s disease, 648
subsets of, 431

CD8+ T cells
in amyotrophic lateral sclerosis, 648–649
in anterior chamber-associated immune deviation, 41, 42, 43
development of, 138, 139
in experimental allergic/autoimmune encephalitis, 248
in Guillain-Barré syndrome, 269
in HTLV-I-associated myelopathy and tropical spastic 

paraparesis, 316, 317, 318–319, 320, 321
in human immunodeficiency virus infection, 303
in ischemic stroke, 432, 434–436
in lymph nodes, 145
in multiple sclerosis, 244
in Parkinson’s disease, 648

CD14, 91–92, 97
CD40, 76
CD45, in Alzheimer’s disease, 351
CD68+ cells, in Alzheimer’s disease, 344
CD98+ T cells, in amyotrophic lateral sclerosis, 378
CD200 molecules, 140
Ceftriaxone, 577
Celecoxib, 520, 521, 579
Cell death. See also Apoptosis

processes associated with, 66
Cell-mediated immunity. See also T cells

in amyotrophic lateral sclerosis, 648–649
in Parkinson’s disease, 648

Cell-programmed death. See Apoptosis
Central nervous system

anatomy and function of, 9–20
connectivity, 13–14
interconnectivity, 14, 16
internal organization, 13–16

blood supply to, 16–17
cytokine transport in, 30
in human immunodeficiency virus infections

antiretroviral drug penetration into, 610–611
“Trojan horse” model of, 605, 616
viral load in, 189
viral replication in, 610

immune privilege of, 135, 621, 648, 665
as immunologically specialized region, 9
interaction with the autonomic nervous system, 548
major function of, 105
physiology/pathophysiology balance in, 66

Central nervous system injury
comparison with peripheral nervous system injury repair, 

662–663
inflammatory response in, 661–662
innate immunity in, 662
macrophages and microglia in, 663–664
progression of, 621–622
protective and regenerative autoimmunity in, 661–676
recovery in, 621–622
secondary degeneration in, 621, 622
treatment of

anti-inflammatory drugs, 661–662
corticosteroids, 622

Central retinal artery, 131
Centroblasts, 144
Ceramide, 80–81
Cerebellum, anatomy and function of, 12, 13
Cerebral arteries, 16–17
Cerebral cortex

in Alzheimer’s disease, 344
anatomy and function of, 10, 11, 12, 13, 15

laminar organization, 14
blood supply to, 16
neurodegenerative diseases of, 230

Cerebral hemispheres
anatomy and function of, 10, 11, 13
blood supply to, 16
development of, 446
interconnectivity of, 19
venous drainage of, 17

Cerebrospinal fluid
antiretroviral agent levels in, 610
antiretroviral agents’ penetration into, 615
drainage into dural sinuses, 17
functions of, 730
in HTLV-I-associated myelopathy and tropical spastic 

paraparesis, 318, 319, 320–321
in human immunodeficiency virus-associated dementia, 607
human immunodeficiency virus content in, 298
human immunodeficiency virus RNA levels in, 611
leukocyte entrance into, 17
lymphatic drainage of, 26–27
production in ependymal cells, 18
production rate of, 730
protein content of, 25, 265, 730–731
reabsorption into blood, 26–27
T cells in, 139
total volume of, 730
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Cerebrospinal fluid analysis
proteomic studies, 730–731

in postmortem samples, 732
for varicella-zoster virus infection diagnosis, 330

Cerebrovascular disease, atherosclerotic, 437–438
Cervical spinal cord, multiple sclerosis-related 

demyelination in, 240
Cervical spine, rheumatoid arthritis of, 287
C5a, 681–683, 685
C5a agonists, 682, 683–684, 685–686
C5a antagonists, 682
Chagas’ heart disease, 246–247
Chandelier cells, 14
Channel proteins, 109–110
Charcot, Jean Martin, 242, 568
Charcot-Marie-Tooth disease, 83

experimental model of, 258
Charles A. Dana Foundation Consortium on the Therapy of HIV 

Dementia and Related Cognitive Disorders, 613, 614
Cheese, tyramine content of, 549
Chemokine(s)

in Alzheimer’s disease, 196, 350–351, 715
biological functions of, 184–185
in the central nervous system, 192–196
definition of, 183
homeostatic, 185
in human immunodeficiency virus-associated dementia, 194–195
in human immunodeficiency virus infection, 607
inflammatory, 185
ligands, 193
molecular mechanisms of, 187–188, 189
in multiple sclerosis, 195–196
in neurogenesis, 155–156
structure and classes of, 184–185
viral analogs of, 194

Chemokine receptor(s), 185, 193
in Alzheimer’s disease, 196, 351
CC, 185
CCR2, 155, 156, 269, 606
CCR4, 139, 269
CCR5, 243, 300–301
CCR9, 139
CXC, 185
CXCL1, 185
CX3CL1, 185
CXCR2, 300
CXCR3, 145, 286
CX3CR1, 140
CXCR4, 155–156, 300–302, 303
CX3CRI, 155
effects of drugs of abuse on, 534, 535
in multiple sclerosis, 195–196, 246
in signal transduction, 188–189

Chemokine receptor antagonists/inhibitors, 246, 608
Chemotherapeutic agents

central nervous system delivery of, 697
polymer nanoparticle delivery of, 693, 694
T-cell carriers for, 697

Chickenpox (varicella), 329–330, 332
Chlamydia infections, 289–290, 437

Chlordiazepoxide (Librium®), 554
Chloride ions, extracellular/intracellular content of, 105–106
Cholesterol

as atherosclerosis cause, 437
as myelin component, 79

Choline, 756, 757
transport of, 548

Choline acetyltransferase, 111, 112
Cholinergic receptors, 177
Cholinesterase inhibitors, 566–567
Chondroitin sulfate proteoglycan, 663
Choriocapillaries, 131
Choroidal epithelial cells, 18
Choroid plexus

cerebrospinal fluid production in, 730
neuroimmune-active substance production in, 28–29
receptors on, 27
structure and function of, 22

Chronic inflammatory demyelinating polyradicuIopathy, 257
axonal damage in, 258
cellular immune factors in, 259
demyelination in, 258
experimental models of, 258–259
glycolipid/myelin protein antibody binding in, 259
humoral immune factors in, 259–260
“onion bulb” formation in, 258, 261

Cidofovir, 331, 334
adverse effects of, 338

CIDP. See Chronic inflammatory demyelinating polyradiculopathy
Ciliary neurotrophic factor, 156, 184, 258, 451, 576
Cingulate gyrus, 14
Ciprofloxacin, 291
Circadian rhythms

mood disorder-related dysregulation of, 499
of neuropeptide levels, 481

Circle of Willis, anatomy of, 16
Circumventricular organs, 22, 23
Clathrin, 172
Claudins, 285
Clonazepam, 570, 572
Cloning, positional, 465
Clozapine, 512, 515, 571, 612
Cocaine

effect on humoral immunity, 535
effect on T cells, 536
effects on chemokine receptors and cytokines, 535
human immunodeficiency virus infection-potentiating effect 

of, 537
immunomodulatory activity of, 533
norepinephrine-blocking activity of, 549

Codeine, therapeutic applications of, 552
Coenzyme Q10, 575
Cognitive-behavior therapy, for major depressive disorder, 499, 501
Cognitive impairment

as antiretroviral therapy noncompliance cause, 610
human immunodeficiency virus-related, 606, 614

Colitis, 623
ulcerative, 290

Colony forming unit-granulocyte macrophages, 90, 91
Color perception, 129
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Communicating arteries, posterior and anterior, 16
Complement-derived molecular adjuvants, 681–682
Complement-regulatory proteins, retinal, 49
Complement system, 680–681

in Alzheimer’s disease, 351
in amyotrophic lateral sclerosis, 649
in ischemic stroke, 434
in prion diseases, 412

Computed tomography, 743, 753, 757–758
comparison with magnetic resonance imaging, 758

Computed tomography angiography, 758
Cones, retinal, 123, 124, 126–127

in light adaptation, 126
M, 128, 132
opsins of, 126–127
retinal epithelial cell content of, 130–131
in trichromatic vision, 129
in visual acuity, 126

Connectivity, in the central nervous system, 13–14
Connexins, 73, 99
Copaxone. See Glatiramer acetate
Copolymer 1. See Glatiramer acetate
Cornea, central thickness of, 417, 418
Coronary artery disease, 438, 440
Corpus callosum, anatomy of, 11, 12
Corticospinal tract, 14
Corticosteroids

definition of, 622
effect on neurogenesis, 450
immunosuppressive activity of, 557
liposome-encapsulated, 693
in physiologic systems, 622
therapeutic applications of

autoimmune disease, 285
central nervous system injury, 622
Crohn’s disease, 291
glaucoma, 622
neurodegenerative disease, 622
ocular disorders, 622
Reiter’s syndrome, 290
spinal cord injury, 622

Corticosterone, 481
Corticotrophs, pituitary, 480, 481
Corticotropin-releasing factor/hormone, 481, 485–486, 551

in acute stress response, 483
in anxiety, 482
in depression, 482, 485
in inflammation, 486

Corticotropin-releasing factor/hormone receptor, 481
Corticotropin-releasing factor/hormone receptor-1 antagonist, 482
Cortisol, 481, 498

in acute stress response, 482–483
in major depression, 519

Cortisol-releasing hormone, 519, 520
Co-signaling network model, 146
COX-2. See Cyclooxygenase-2
CPI/1189, 612
Cranial nerves

functions of, 12–13
in Guillain-Barré syndrome, 264–265

third, anatomic relationship with the midbrain, 13
in varicella-zoster virus infections, 329

C-reactive protein, 437, 440
Creatine, 756, 757

as amyotrophic lateral sclerosis treatment, 578, 579
as Parkinson’s disease treatment, 580

Creutzfeldt-Jakob disease, 403
biomarkers for, 741
familial, 404, 405–406, 407, 409
iatrogenic, 408–409, 411
prion regulation and neuroinvasion in, 409–410
PRNP gene mutations associated with, 404
PrPsc associated with, 405–406, 407, 410, 411
sporadic, 404, 405–407, 409, 411
variant, 404, 408, 409–410

Crohn’s disease, 284, 290–291
etiology of, 284
neurological symptoms of, 291, 293
treatment of, 285

CT. See Computed tomography
Cyclic adenosine monophosphate response element-binding protein, 

175, 453
Cyclic guanosine monophosphate

in light adaptation, 125–126
in phototransduction, 124–125

2',3'-Cyclic nucleoside 3'-phophodiesterase, 77, 78
Cyclin D2, 154
Cyclooxygenase-2

in amyotrophic lateral sclerosis, 380
as autoimmune disease therapeutic target, 284
in schizophrenia, 518
in stress, 519–520

Cyclooxygenase-2 inhibitors, 520–521
as hemorrhagic stroke treatment, 437
microglia-inhibiting effects of, 647–648

Cyclophilins, 558
Cyclophosphamide, 558

as Alzheimer’s disease treatment, 285
as multiple sclerosis treatment, 598
as rheumatoid arthritis treatment, 287
as systemic lupus erythematosus treatment, 289

D-Cycloserine, 512
Cyclosporine, 557–558
Cyclosporine A, 622–623
Cytokine(s)

blood-brain barrier transport of, 27–28
chemotactic. See Chemokines
classification of, 183
definition of, 183, 533
families of, 183–184
molecular mechanisms of, 187, 188, 189
natural killer cells’ production of, 533
neuroimmunomodulatory function of, 479, 487–488
in neurotransmission, 113
proinflammatory

in Alzheimer’s disease, 192, 349–350, 715
cholinergic neurotransmission-related inhibition of, 9
in depression, 487, 512–513
effects of drugs of abuse on, 534–535
in experimental allergic/autoimmune neuritis, 268
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Cytokine(s) (Continued)
in human immunodeficiency virus infection, 607
in human immunodeficiency virus-related dementia, 189–191
as hypothalamus-pituitary-adrenal axis activators, 487
immunoglobulin family of, 184
in ischemic stroke, 432, 433, 434
microglial activation-related, 18
of monocyte phagocytes, 94
in multiple sclerosis, 243
as oligodendrocyte apoptosis cause, 80
in Parkinson’s disease, 644
in prion diseases, 409
release from Müller cells, 130
in schizophrenia, 487–488
in “sickness behavior,” 512–513

role in the central nervous system, 185–187
subfamilies of, 184
therapeutic use of, as depression cause, 514
type 1, 183

as depression cause, 514
Cytokine-induced neutrophil chemoattractant-1, 23, 25
Cytokine receptors, in neuroinflammation, 186
Cytomegalovirus infections, 337

as encephalitis cause, 330–331
as Guillain-Barré syndrome, 273, 275
treatment of, 332, 334

D
Daclizumab, 560
Dana Foundation Consortium on the Therapy of HIV Dementia 

and Related Cognitive Disorders, 613, 614
Dantrolene, 570, 572
Darwinian theory, applied to autoimmune cells, 664–665
Daunomycin, PEGylated liposome-mediated delivery of, 693
Degeneration. See also Neurodegeneration

secondary, 661
Dejerine-Sottas syndrome, 83
Delaviridine, 611
Delusions, 495, 504, 505
Dementia

Alzheimer’s disease-related, 18, 343, 344, 613
cerebral cortex degeneration-related, 230
Creutzfeldt-Jakob disease-related, 407
frontotemporal, 11, 471

biomarkers for, 741
with parkinsonism linked to chromosome 17 (FTDP-17), 471
Tau protein gene in, 468, 469, 471

Gerstmann-Straussler-Scheinker disease-related, 408
human immunodeficiency virus-related. See Human 

immunodeficiency virus-associated dementia
positron emission computed tomographic studies of, 759
presenile, 631

Demyelinating diseases, 249–250
idiopathic inflammatory, 241. See also Multiple sclerosis
viral infection-related, 243

Demyelination
chronic inflammatory demyelinating polyradiculopathy-related, 258
genes involved in, 81
Guillain-Barré syndrome-related, 258
human immunodeficiency virus-related, 299

magnetic resonance imaging studies of, 756
multiple sclerosis-related, 96, 239, 244–246, 292

Dendrites
axons of, 171–172
components of, 172
definition of, 171
dendritic spine of, 172
structure and function of, 14, 15, 17, 171, 172
of unipolar neurons, 16

Dendritic cell-based vaccines, 99–100
Dendritic cells, 91, 430

in amyotrophic lateral sclerosis, 379, 382
follicular, in prion diseases, 411–412
in lymph nodes, 142–143
stimulation of, 650
surface markers for, 92

Dentate granule neurons, 56
chemical injury response in, 455–456

Dentate gyrus
anatomy of, 55, 56–57
neurogenesis in, 157, 158

Depolarization-induced suppression of inhibition, 120
Depression. See also Major depression/depressive disorder

bipolar disorder-related, 501, 502, 506
classification of, 495
corticotropin-releasing hormone in, 485
efavirenz-related, 611–612
effect on neurogenesis, 450
genetic factors in, 482
locus ceruleus in, 13
medical illness-related, 514
multiple sclerosis therapy-related, 595–596
neurodegeneration in, 56
neuroinflammation associated with, 512–513
neuromimmune system in, 488–489
Parkinson disease-related, 570, 571
postpartum, 514
prostaglandin E

2
 in, 518–519

schizophrenia-related, 505
stress-related, 482
treatment of, 570, 571

anti-inflammatory drugs, 520–521
cyclooxygenase-2 inhibitors, 520–521
proinflammatory response down regulation in, 515

Desert hedgehog (Dhh) signaling molecule, 70
Desipramine, 571
Devico’s disease, 249
Dexamethasone, 696
Dexamethasone suppression test, 483, 498
Dextromethorphan, 571, 647–648
Diabetes mellitus

as Alzheimer’s disease risk factor, 344
cyclosporine treatment of, 558
genetic factors in, 497
relationship to glaucoma, 417

Diazepam (Valium®), 554–555
Didanosine, 610

comparison with nimodipine, 613
Dideoxycytidine, 610, 611
Dideoxyinosine, 610, 611
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Diencephalon
anatomy and function of, 11–12, 13
blood supply to, 16

Difference gel electrophoresis, 728
Diffusion

facilitated, 25
transmembrane, 23, 25, 26

Diffusion tensor imaging, 607
Digoxin, PEGylated liposome-mediated delivery of, 693
Disease immunomodulating anti-rheumatic drugs, 290
DNA (deoxyribonucleic acid)

Alzheimer’s disease-related damage to, 352
free radical modification of, 646

DNA-encapsulated liposomes, 711
DNA-lipid complexes, therapeutic, 710–711
DNA microarrays, 733, 734, 735
Dogs, as rabies vectors, 337
Donepezil, 566
Dopamine, 178

in glaucoma, 421
interaction with CD4+CD25+ regulatory T cells, 666–667
in neurogenesis, 157
release from amacrine cells, 128
in schizophrenia, 489, 505
synthesis of, 549, 560

Dopamine agonists, 505, 567–568, 666–667
Dopamine-depleting agents, 572
Dopamine receptor(s)

D1, 480, 568
D2, 157, 480, 568

blockers of, 511
D3, 157
D5, 480
on T cells, 666

Dopamine receptor blockers, 511, 572
Dopaminergic neural pathway

natural killer cell-modulating effects of, 533
in Parkinson’s disease, 363, 364, 366–367, 641, 644, 649, 661, 715

Dopamine transporter, antidepressant selectivity of, 500, 501
Double bouquet cells, 14
Doublecortin, 155, 159–160, 449
Down syndrome, 465
Doxil, 693
Doxorubicin, liposome-encapsulated, 693
Doxycycline

as stroke treatment, 439
Tat protein-modulating effects of, 304

Drug(s). See also names of specific drugs
with autonomic nervous system activity, 549–550
with central nervous system activity, 551–556

Drug abuse. See also Drugs of abuse; names of specific drugs
schizophrenia-related, 505

Drug delivery systems, polymer-based. See Polymer nanocarriers, 
for drug delivery

Drugs of abuse, effects on the immune system, 531–543
effect on infection risk, 536–537
functional consequences of, 532–536
fundamental concepts of, 531–532

Drusen deposits, 131
Duchenne muscular dystrophy, 463

Duménil, L., 263
Dynein, 175
Dynorphin, 531
α-Dynorphin, 552
β-Dynorphin, 552
Dysautonomia, 572
Dyskinesia, levodopa-related, 569
Dystrophin gene mutations, 463

E
EAAT2, 470
EAE. See Encephalomyelitis, allergic/autoimmune experimental
Early gene 2 factor (E2F), 218
Eating disorders, 495
Edge detection, as retinal function, 127, 128–129
Efalizumab (Raptiva), 290
Efavirenz, 609, 611

neurotoxicity of, 611–612
substitute for, 610
teratogenicity of, 610

Efuvirtide, 609
EIF2 B gene, 470
Elderly patients, St. Louis encephalitis in, 335–336
Elderly population, 230
Electroconvulsive therapy (ECT), 498, 515
Electrogenesis, in the nervous system, 105–110
Electrospray ionization-mass spectrometry/mass spectrometry 

(ESI-MS/MS), 728
Embryonic lethal abnormal vision 4 gene, 653
Emotional lability, 570, 571
Emperipolesis, 139
Emtricitabine, 610
Encephalitis, viral, 327–341

acute necrotizing, 328
cytomegalovirus-related, 330–331
definition of, 327
equine, West Nile virus-related, 335
herpes simplex virus-mediated, 327–328, 329
human immunodeficiency virus-related, 607–608

adaptive immunity in, 303
animal models of, 304–306
blood-brain barrier during, 302

mild localized chronic, 512
neuropathology of, 298–299, 300
simian immunodeficiency virus-related, 613
St. Louis, 335–336
symptoms of, 327
varicella zoster virus-related, 329–330
West Nile virus-related, 334–335

Encephalomyelitis, allergic/autoimmune experimental, 
246, 247–248, 249, 251

cytokines in, 191
immune cells in, 30
interleukin-1 in, 30
liposome-encapsulated hydrocortisone in, 693
microglia in, 95–96
as multiple sclerosis model, 594
myelin basic protein in, 623
oligodendrocytes in, 80
tumor necrosis factor in, 28, 30
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Encephalopathy
human immunodeficiency virus-associated. 

See Human immunodeficiency virus-associated 
dementia

spongiform
bovine, 403, 408, 410
transmissible, 403

Endocannabinoids, 113
Endocannibalism, ritualistic, 403, 404, 409
Endocytosis, adsorptive, 25–26
Endomorphins, 486
β-Endorphin, 484, 485, 552
β-Endorphins, 531
Endothelial cells, cerebral, 23, 24

brain microvascular, 302, 691, 695, 696, 698–699
insulin receptors and transporters of, 27

Endothelins, release from astrocytes, 74
Enkephalins

expression and functions of, 484
release from astrocytes, 74

Enlimomab, 438–439
Enterovirus infections, 257
Ependymal cells, 15, 18, 70–71
Epidermal growth factor, 184, 290

family of, 184
in neurogenesis, 446, 451, 452, 454
release from astrocytes, 74

Epidermal growth factor receptors, 156
in neurogenesis, 452

Epigenomics, 732
Epilepsy. See also Seizure disorders; Seizures

glial creatine content in, 757
Epinephrine

in fight-or-flight response, 481
release from the locus ceruleus, 13
synthesis of, 549
therapeutic activity of, 550

Epinephrine receptors, 480
Epitope spreading

in chronic inflammatory autoimmune conditions, 260
in multiple sclerosis, 246

Erlich, Paul, 21
Erythropoietin, 25
E-selectins, 269
Eserine, 549
Estradiol, 451
Etanercept, 293
Ethanol. See also Alcohol use/abuse

transport across blood-brain barrier, 23
Ethyl-eicopentaenoate, 579
Etiology, definition of, 232
Evoked potentials, in human immunodeficiency virus-related 

dementia, 607
Excytosis, 173, 174
Expressivity, genetic, 464
Eye. See also Anterior chamber; Retina

anatomy and physiology of, 39, 40
autonomic nervous system activity in, 548
disorders of, microglia in, 98–99

Eye movements, 126

F
Fab fragments, antibody-modified, 700
F-actin, 212
Famciclovir

action mechanisms of, 332–333
adverse effects of, 333
as encephalitis treatment, 328
as herpes zoster treatment, 330

Fas ligand, 49, 140, 184, 217
Fatty acids, as therapeutic polypeptide modifiers, 699–700
Feline immunodeficiency virus, 303–304, 536–537
Feline immunodeficiency virus-derived gene therapy 

vectors, 713
Fibroblast growth factor, 184

family of, 184
in neural stem cell proliferation, 153–154
in neurogenesis, 454

Fibroblast growth factor-2, 446
in multiple sclerosis, 191
in neurogenesis, 446, 451, 453

Fibroblast growth factor 20 alleles, 469
Fibroblastic reticular cells, 142
Fight-or-flight response, 481
Fisher syndrome. See Miller Fisher syndrome
Flaviviruses, as encephalitis cause, 327, 334–337, 338
Fludrocortisone, 570, 572
Fluoxetine, 515
Foix-Alajuanine syndrome, 250
Forebrain, anatomy and function of, 11–12
Foscarnet, 331, 333–334, 338
Fovea, 46, 47, 48, 126, 132
FOXP3, 249
Fractalkine, 140, 185, 192, 194
Free radicals

in Alzheimer’s disease, 351–352
in amyotrophic lateral sclerosis, 470, 644–645, 646
in glaucoma, 421
in Parkinson’s disease, 644–646, 648

Friedreich ataxia, 230, 231, 233
Frontal lobe, anatomy of, 10, 11
Fucoidan, 437
Fujinami sarcoma virus, 313
Fusion inhibitors, 616
FYT20, 598

G
GABA. See Gamma-aminobutyric acid
Gabapentin, 577
Gajdusek, Carleton, 403
Galactosylcerebrosides, 79
Galantamine, 566
Gamma-aminobutyric acid

astrocyte uptake of, 72
in major depressive disorder, 498
Müller cell uptake of, 130
in neurogenesis, 157
neuronal production of, 14, 19

Gamma-aminobutyric acid-A receptors, 14, 115, 177
interaction with

barbiturates, 555
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benzodiazepine, 554–555
general anesthetics, 555–556

of retinal cells, 127, 128, 129–130
uptake by astrocytes, 17

Gamma-aminobutyric neurons, 176–177
Ganciclovir, 331, 333, 338
Ganglion cells, 45, 123, 124, 127, 128, 419, 421

center-surround arrangement of, 128–129
in directional selectivity, 129–130
in trichromatic vision, 129

Ganglioside-like moieties
of Campylobacter jejuni, 273–274
of Hemophilus influenzae, 273, 274

Gangliosides, structure of, 270–271
Gap junctions, 72–73, 74, 99
Gastrointestinal tract, autonomic nervous system activity in, 548
Gastrointestinal tract disorders, treatment of, 570–571, 572
Gastrulation, 152–153
Gel electrophoresis

difference, 728
two-dimensional polyacrylamide, 725, 727–728

Gene arrays, 727, 733, 734
General anesthetics, 555–556
Gene sequencing techniques, 727
Gene therapy, for central nervous system disorders, 709–724

host cell vehicles in, 697
neural stem cells in, 164
for Parkinson’s disease, 693–694
platforms for, 710–715

adeno-associated virus vectors, 711–712
adenovirus vectors, 711
herpes simplex virus vectors, 713–715
lentivirus vectors, 712–713
nonviral gene transfer, 710–711

safety considerations in, 710
vector selection for, 709–710

Genetic diseases, neurodegenerative, 232
Genetic models, of major depressive disorder, 499
Genitourinary disorders, treatment of, 571, 572
Genomic convergence, 465
Genomics

in combination with proteomics, 733
comparative, 732
definition of, 732
developmental, 732
epigenomics, 732
evolutionary, 732
functional, 732–733
in neuroinflammation, 733–734

Genotyping assays, for antiretroviral therapy resistance, 610
Germinal centers, 144, 145
Gerstmann-Straussler-Scheinker disease, 403

epidemiology and clinical features of, 407–408
neuropathology of, 409
prevalence and distribution of, 404
PRNP gene mutations in, 404, 407–408

Giant basket cells, 14
Glatiramer acetate, 419, 594, 650

as Alzheimer’s disease treatment, 669
as amyotrophic lateral sclerosis treatment, 642, 652, 669

as glaucoma treatment, 669
as multiple sclerosis treatment, 248, 419, 591, 592, 596, 597, 669
neuroprotective effects of, 383, 624, 626

Glaucoma, 98, 415–428, 661
animal models of, 424–425
clinical features of, 422–423, 422–424
definition of, 415, 425
epidemiology of, 415–422
pathophysiology of, 419
prevalence of, 415, 416
primary open-angle, 415, 416, 417, 418, 421–422, 426
prognosis in, 415–416
risk factors for, 416–418
treatment of, 622

Glia/glial cells, 15. See also Astrocytes; Microglia; 
Oligodendrocytes

calcium excitability of, 74
in central nervous system homeostasis, 667
creatine content of, 757
definition of, 70, 105
development of, 69–70
differentiated from neurons, 179
functions of, 65, 105, 179, 667
interconnectivity of, 14
membrane properties of, 108–109
in neurogenesis, 453–454
neuron-regulating function of, 368–369
neurotoxins of, 217
radial, 446, 453
retinal, 130, 132
role in neuronal injury repair, 18
in stress response, 66
types of, 17–18

Glial cell line-derived neurotrophic factor, 184, 576, 642, 
652, 713

Glial cell senescence theory, of Parkinson’s disease, 369
Glial-derived neurotrophic factor, 98, 156, 369
Glial fibrillary acidic protein, 70, 74–75, 447, 448, 453
Glial fibrillary acidic protein-positive astrocytes, 364
Glial scars, 76, 220, 663
Glial tubes, 453–454
Glia O2A progenitor cells, 445–446
Glioblastoma multiforme, 757
Glioblastomas, 453, 694
Gliogenesis, 154
Gliomas, blood-brain barrier disruption in, 756
Gliomatosis cerebri, 757
Gliosis

cellular signaling in, 213–216
definition of, 213
isomorphic, 76
in Parkinson’s disease, 365, 409
reactive, 213

Glossary, 765–791
Glucocorticoid receptors, 481
Glucocorticoids, 481
Gluconeogenesis, 72
Glucose

as brain’s energy source, 72
transport to the brain, 22
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Glutamate
in amyotrophic lateral sclerosis, 470, 647
in astrocytes, 17, 71, 72, 76
as brain tumor marker, 757
excitatory neurotoxicity of, 157

neuroprotection against, 568–569
in Müller cells, 130
in neurogenesis, 157
neuronal production of, 14
as neurotransmitter, 176
in retinal cells, 128
in schizophrenia, 505

Glutamate buffering
in astrocytes, 667
in microglia, 95, 667

Glutamate dehydrogenase, 72
Glutamate receptors, 115–116

ionotropic, 176
metabotropic, 176
in neurogenesis, 157–158

Glutamate synthase, 71, 72
Glutamine, release from photoreceptor cells, 126, 127
Glutaminergic neurons, 176
Glutathione, 369

in amyotrophic lateral sclerosis, 647
in Parkinson’s disease, 647, 648

Glutathione S-transferase omega-1, 653
Glycine, schizophrenia-related deficiency in, 512
Glycine receptors, 115
Glycogen, 72
Glycolysis, in astrocytes, 71, 72
Glycoprotein(s)

in adsorptive endocytosis, 25–26
in blood-brain barrier transport, 28
in transcytosis, 26

Glycoprotein 41, 213
Glycoprotein 120, 27, 30, 213, 613

as interleukin-2 transporter, 30–31
p-Glycoprotein, 193, 285, 691, 697, 699

inhibitors of, 697
interaction with interleukin-2, 25, 27, 29

Glycosphingolipids, acidic, as myelin component, 259
GM1, 259, 269, 270, 271, 272
Goldman-Hodgkin-Katz equation, 106–107
Golgi, Camillo, 105
Golgi epithelial cells, 71
Gonioscopy, 422–423
G-protein-coupled receptors, 116–118, 124
Granulocyte colony-stimulating factor, 183
Granulocyte macrophage colony-stimulating factor, 183
G-ratio, 212
Gray matter, 13
Growth factors

in Alzheimer’s disease, 192
definition of, 183
families of, 184
molecular mechanisms of, 187, 189
in neurogenesis, 156–157, 451
in neurotransmission, 113
release from astrocytes, 74

role in the central nervous system, 185–187
subfamilies of, 184

Growth hormone therapy, as Creutzfeldt-Jakob disease cause, 409
GSTO gene, 467
Guillain, Georges, 263
Guillain-Barré syndrome, 263–281, 266–267

as autoimmune disease, 257
axonal damage in, 258
cellular immune factors in, 259
clinical course of, 265
clinical features of, 264–266
definition of, 257, 263
demyelination in, 264
diagnosis of, 264
differential diagnosis of, 265
electrodiagnostic testing in, 264, 265
epidemiology of, 264
experimental models of, 258
gender factors in, 264
glycolipid/myelin protein antibody binding in, 259
historical background to, 263–264
humoral immune factors in, 259–260
incidence of, 264
molecular mimicry in, 273–275
nomenclature of, 263–264
as paralysis cause, 264
pathology of, 266
postinfectious molecular mimicry in, 263
prognosis in, 265–266
seasonal factors in, 264
symptoms of, 257, 259, 263, 264–265, 266–267
variants of, 266

acute inflammatory demyelinating polyradiculopathy, 264, 
267, 268–269

acute motor axonal neuropathy, 264, 265, 267, 270–272
acute motor-sensory axonal neuropathy, 264, 265
classification of, 264
Miller Fisher syndrome, 264, 267, 272–273
pathogenesis of, 267–273

varicella-zoster virus-related, 329
Gut-associated lymphoid tissue (GALT), prion invasion of, 410
Gyri, 11
Gyri of Heschl, 11, 19

H
HAD. See Human immunodeficiency virus-associated dementia
HAD. See Human immunodeficiency virus-associated dementia 

(HAD)
Hadlow, William, 403
Hallucinations, 495, 504, 505

Alzheimer’s disease-related, 343
efavirenz-related, 611–612
herpes simplex virus encephalitis-related, 328

Head injury. See also Brain injury; Traumatic brain injury
as Alzheimer’s disease risk factor, 344

Heart, autonomic nervous system activity in, 548
Heat, effect on multiple sclerosis patients, 244
Heat-shock proteins, 421
Helix-loop-helix (HLH) transcription factors, 70, 79, 80, 154, 155, 

452–453
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Hematomas, cerebral, 436–437
Hemophilus influenzae infections, 259, 273, 274
Hemorrhage, subarachnoid, 250, 436, 437
Hemostasis, of the central nervous system, 26
Heritability, 464
Heroin, 531
Herpes simplex virus-1

as encephalitis cause, 327–328, 338
as gene therapy vector, 713–715

Herpes simplex virus-2, 337–338
as encephalitis cause, 327, 328

Herpes simplex virus infections
acyclovir-resistant, 334
as encephalitis cause, 327–328
genital, 332
treatment of, 331–332

Herpes zoster (shingles), 329, 330, 332
Hes gene, 154, 155
Hexokinase, 72
Hippocampal formation, 11, 12
Hippocampus, 55–64

in Alzheimer’s disease, 344
anatomy and functions of, 14, 55–58

dentate gyrus, 55, 56–57
hippocampus proper, 55, 57–58
subiculum, 55, 56, 58

in human immunodeficiency virus encephalopathy, 607–608
in long-term potentiation, 55, 59–60, 61
in memory and learning, 58–60, 61
neurogenesis in, 455–456
in neuroimmunomodulation, 60–61
T cell circulation into, 9

Hippocrates, 415
Histamine, as multiple sclerosis treatment, 591
Histiocytes, 90
Histone acetyltransferase, 219–220
Histone deacetylase inhibitors, 578, 579
HIV. See Human immunodeficiency virus
HIV Dementia Scale, 607
HLA haplotypes

in amyotrophic lateral sclerosis, 648
in multiple sclerosis, 291–292, 293
in Parkinson’s disease, 644, 648
in psoriatic arthritis, 290

HNK-1 carbohydrate epitope, 259
Homeostasis, in the central nervous system, 10–11, 192

astrocytes in, 71–72
T cells in, 667

Horizontal cells, retinal, 123, 124, 127
receptive fields of, 130

HRP molecules, pluronic block copolymer-modified, 
700–701

Human Brain Proteome Project, 730
Human genome, 1
Human Genome Project, 725–727
Human genome sequencing, 464
Human immunodeficiency virus

acquired immunodeficiency syndrome, 297–312, 605–619
central nervous system invasion by, 303
morphine-enhanced replication of, 553

Human immunodeficiency virus-associated dementia, 297–312, 
605–619

adjuvant therapy for, 612–614, 615–616
animal models of, 303–306
antiretroviral therapy for. See Antiretroviral agents/therapy
biomarkers for, 729, 732
cerebrospinal fluid analysis of, 732
chemokines in, 194–195
clinical features of, 297, 606, 616
clinical staging of, 605, 606
cytokines in, 183, 189–191
diagnosis of, 616, 732
epidemiology of, 297
genetic factors in, 297
microglia in, 97
myoinositol-to-creatine ratio in, 297
N-acetyl aspartate in, 297
natural history of, 605–606, 616
neuropathogenesis of, 300–302
neuropathology of, 298–300
nomenclature of, 605, 616
prevalence of, 606

Human immunodeficiency virus-based lentiviral gene therapy 
vectors, 712–713

Human immunodeficiency virus infection
astrocyte apoptosis in, 77
as atherosclerosis cause, 437
blood-brain barrier in, 30–31
chemokine/chemokine receptors in, 193
cytomegalovirus infections associated with, 331
differentiated from lymphoma, 758–759
drug resistance in, 610
effect of drugs of abuse on, 536–537
as encephalopathy cause, 697
as Guillain-Barré syndrome mimic, 265
inflammatory response in, 193
mechanisms of, 605
minor cognitive/motor disorder associated with, 611
motor neuron disease associated with, 382
natural history of, 608
neuropathogenesis of, 300–302
opportunistic infection prophylaxis for, 608
treatment of

interleukin-2 therapy, 557
nanosuspension-based antiretroviral therapy, 695

varicella-zoster virus infection associated with, 329
Human Proteome Organization, Human Plasma Protein Project, 728
Human T-cell lymphotropic viruses-I/II, 243

as amyotrophic lateral sclerosis-like syndrome cause, 382
in amyotrophic lateral sclerosis pathogenesis, 382
myelopathy and tropical spastic paraparesis associated with, 313, 

314–321, 382
structure and gene regulation of, 313–314

Human T-cell lymphtropic viruses-III, 313, 314
Human T-cell lymphotropic viruses-IV, 313, 314
Humoral immunity

in amyotrophic lateral sclerosis, 649
modulation of, 651

B cells in, 144–145
effects of drugs of abuse on, 535–536
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Humoral immunity (Continued)
in Parkinson’s disease, 649

modulation of, 651
Huntington’s disease

basal ganglia in, 11
etiology of, 231, 232
genetic factors in, 463, 565
motor symptoms of, 572
neurodegeneration in, 159–161
psychiatric symptoms of, 571
treatment of, 579

histone deacetylase inhibitors, 579
neuroprotective therapy, 569
stem cell transplants, 578

Hydrocortisone, liposome-encapsulated, 693
8-Hydroxy-guanosine, 646
5-Hydroxyindoleacetic acid deficiency, as suicide risk factor, 517
4-Hydroxy-2-nonenal, 646–647
5-Hydroxytryptamine. See Serotonin
Hypertension

as Alzheimer’s disease risk factor, 344
relationship to glaucoma, 417

Hypomania, bipolar disorder-related, 501, 503–504
Hypotension, orthostatic, 570, 572
Hypothalamic-pituitary-adrenal axis

activation of, 550
cytokine-related activation of, 487
in depression, 513
effects of drugs of abuse on, 532
hormones released from, 481
interferon-related dysregulation of, 501
in major depression, 498, 519–520
neuroimmunoregulatory function of, 480–483, 551

in inflammatory response, 482
in schizophrenia, 482–483
in stress response, 480, 481–482

Hypothalamus
anatomy and function of, 11–12, 480
location of, 480

I
Imaging. See Neuroimaging
Immobilized pH gradient (IPG) strips, 725, 728
Immune cells

blood-brain barrier transport of, 25, 28, 30
circulation through the nervous system, 9
trafficking through cerebrovascular pathways, 17

Immune privilege, 135, 648, 665
ocular, 39–44, 50

Immune response, neuronal regulation of, 9
Immune surveillance, of perivascular region, 17
Immunity. See also Adaptive immunity; Cell-mediated immunity; 

Humoral immunity; Innate immunity
autonomic regulation of, 550–551

Immunocompromised patients
cytomegalovirus infections in, 331

prophylaxis against, 332
treatment of, 333

herpes virus infection treatment in, 333
herpes zoster infections in, 329, 330, 332

Immunoglobulin A, 718

Immunoglobulin E, 718
in schizophrenia, 513

Immunoglobulin family, 184
Immunoglobulin G, 718

in acute inflammatory demyelination polyradiculopathy, 266
in amyotrophic lateral sclerosis, 380, 649
in Guillain-Barré syndrome, 259
in Miller Fisher syndrome, 259

Immunoglobulin G1, in anterior chamber-associated immune 
deviation, 41, 42

Immunology, 1
Immunomodulators, 679–680
Immunopharmacologies, 556–560

immunostimulating agents, 556–557
immunosuppressive agents, 557–560

Immunostimulating agents, 556–557
Immunosuppressive agents, 557–560

ineffectiveness in amyotrophic lateral sclerosis, 381
inflammatory response to, 286

Immunotherapy, 621–630
for Alzheimer’s disease, 633–637
for amyotrophic lateral sclerosis, 641, 642, 651
for Guillain-Barré syndrome, 266–267
for neurodegenerative diseases, 716–719
for Parkinson’s disease, 641, 642, 650, 651–652
for severe autoimmune disease, 285
for stroke, 438–439

Indian hedgehog (Ihh) signaling molecule, 70
Indinavir, 610, 611
Indoleamine 2,3-dioxygenase, 514, 516–517, 518
Indomethacin, 159
Infants. See also Neonates

herpes simplex virus-associated encephalitis in, 328
Infection

as atherosclerosis cause, 437
effect of drugs of abuse on, 536–537
as multiple sclerosis risk factor, 242–243
as stroke risk factor, 438

Inflammation/inflammatory response, 135
adverse and beneficial effects of, 661–662
in amyotrophic lateral sclerosis, 378–381

animal models of, 380
biochemical markers for, 379
cellular and biochemical evidence of, 378–380
in vitro studies of, 380–381

autoimmune disease-related, 283–284, 294
cellular signaling in, 212–216

cells involved in, 212–213
cholinergic neurotransmission-related inhibition of, 9
cytokine-related promotion of, 186–187
depression associated with, 514
effect on neurogenesis, 158–159
gene therapy vector-related, 710
in human immunodeficiency virus infections, 

607, 608
hypothalamic-pituitary-adrenal axis in, 482, 483
inducers of, 213
leukocyte recruitment in, 697
in neurodegenerative diseases, 18
neurogenesis in, 456
as prion disease risk factor, 412
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in schizophrenia, 512
stroke-related, 431–436

Inflammatory bowel syndromes, 290–291
Infliximab (Remicade), 293, 560

cardioprotective effects of, 440
as psoriatic arthritis cause, 290
as rheumatoid arthritis treatment, 287

Influenza epidemic (1918), 229
Inhibins, 184
Injections, into the central nervous system, 26–27
Innate immunity, 7–8, 625–626

in Alzheimer’s disease, 349–351
in amyotrophic lateral sclerosis, as therapeutic target, 

642, 644
in central nervous system injury repair, 662
effects of drugs of abuse on, 532–535
interferon system in, 184
in myotrophic lateral sclerosis, 381
in Parkinson’s disease, 643–644

as therapeutic target, 642, 644, 647–648
in stroke, 430–431

Insomnia, fatal, 403, 407
familial, 404, 407, 408, 409
PrPsc associated with, 406

Insulin-conjugated micelles, 695
Insulin-like growth factor(s), 96, 156, 576
Insulin-like growth factor-I, 184, 450, 451, 669
Insulin-like growth factor-II, 184
Insulin receptor 83-14 Mab, 693
Insulin receptors, on cerebral endothelial cells, 27
Insulin transporters, on cerebral endothelial cells, 27
Integrins, 173, 452
Intercellular cell adhesion molecules, 9, 17, 26, 28, 433, 434, 

437, 452
Interconnectivity, of the central nervous system, 14, 16
Interferon(s), 556

as depressive syndrome treatment, 501
in human immunodeficiency virus-related dementia, 190
as immunostimulating agents, 556

Interferon-α, 183
as Crohn’s disease treatment, 285
in depression, 489, 517
in human immunodeficiency virus-related dementia, 190
as psychosis cause, 488
therapeutic applications of, 556

as depression cause, 514, 517
Interferon-β, 183

in human immunodeficiency virus-related dementia, 190
as multiple sclerosis treatment, 191–192, 248, 285, 286, 514
production of, 556
therapeutic use of, as depression cause, 514

Interferon-β1a
as multiple sclerosis treatment, 439, 591, 592, 593, 595, 

596, 597
Interferon-β1b, as multiple sclerosis treatment, 591, 592, 

595–596, 597
Interferon-δ, 183
Interferon-ε, 183
Interferon-γ, 183, 184, 717

in Alzheimer’s disease, 349–350
in bipolar disorder, 504

cytokines in, 191
in human immunodeficiency virus-related dementia, 190
interaction with antidepressants, 515
in ischemic stroke, 432
in major depression, 516–517
in multiple sclerosis, 242, 243, 247
as multiple sclerosis treatment, 243, 591
as oligodendrocyte apoptosis cause, 80
in Parkinson’s disease, 370
production of, 556
prostaglandin E

2
-related inhibition of, 520

in schizophrenia, 513, 514
Interferon-inducible protein 10, 195
Interferon-κ, 183
Interferon regulatory factors, 213
Interferon-τ, 183
Interferon-ω, 183
Interleukin-1

in Alzheimer’s disease, 192, 349
blood-brain barrier transport of, 27, 28
corticosteroid-related inhibition of, 557
cytokines in, 191
in depression, 513–514
in human immunodeficiency virus-related dementia, 190
hypothalamic-pituitary-adrenal axis-stimulating effects 

of, 520
neurodegeneration-exacerbating effects of, 186–187
in neurogenesis, 456
opioid receptor agonist-related inhibition of, 553–554

Interleukin-1α, 184
Interleukin-1β, 184

in Alzheimer’s disease, 192
as behavioral regulator, 487
in depression, 487
hippocampal, 61
in human immunodeficiency virus-related dementia, 189, 190
in inflammation, 487
interaction with cyclooxygenase-2 inhibitors, 520–521
in neurodegeneration, 159
in Parkinson’s disease, 370
sources of, 187
in stress, 519–520

Interleukin-1 family, 184
Interleukin-1Ra, 184
Interleukin-2, 557, 717

blood-brain barrier transport of, 25, 27, 30–31
corticosteroid-related inhibition of, 557
in depression, 513, 514
in human immunodeficiency virus-related dementia, 

189, 190
interaction with antidepressants, 515
interaction with p-glycoprotein, 29
prostaglandin E

2
-related inhibition of, 520

in schizophrenia, 513
as suicidality risk factor, 514
therapeutic applications of, 557
therapeutic use of, as depression cause, 514
as type I cytokine, 183

Interleukin-2 receptors
in schizophrenia, 514, 515
soluble, interaction with antidepressants, 515
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Interleukin-3, as type I cytokine, 183
Interleukin-4, 717

in bipolar disorder, 504
effect on microglial phenotypes, 668
in human immunodeficiency virus-related dementia, 189, 190
microglia-activating function of, 96
prostaglandin E

2
-related increase in, 520

in schizophrenia, 513
as type I cytokine, 183

Interleukin-5, 717
prostaglandin E

2
-related increase in, 520

as type I cytokine, 183
Interleukin-6

in Alzheimer’s disease, 192, 350
blood-brain barrier transport of, 27
corticosteroid-related inhibition of, 557
in depression, 487, 489, 513, 519
in human immunodeficiency virus-related dementia, 189, 190
hypothalamic-pituitary-adrenal axis-stimulating effects of, 520
interaction with antidepressants, 515
in neurodegeneration, 159, 186
prostaglandin E

2
-related increase in, 520

in schizophrenia, 513
in transverse myelitis, 250
as type I cytokine, 183

Interleukin-7, as type I cytokine, 183
Interleukin-7R, 142
Interleukin-8

in human immunodeficiency virus-associated dementia, 195
as schizophrenia risk factor, 512

Interleukin-9, as type I cytokine, 183
Interleukin-10, 717

anti-inflammatory action of, 216
in human immunodeficiency virus-related dementia, 190
prion disease susceptibility and, 409
prostaglandin E

2
-related increase in, 520

prostaglandin E
2
-related inhibition of, 520

in schizophrenia, 513
in sleep deprivation, 515
sources of, 187
as type II cytokine, 183, 184

Interleukin-12, 717–718
prostaglandin E

2
-related inhibition of, 520

in sleep deprivation, 515
as type I cytokine, 183

Interleukin-12 receptors, 144
Interleukin-13

in amyotrophic lateral sclerosis, 649
anti-inflammatory action of, 216

Interleukin-17, in experimental allergic/autoimmune encephalitis, 
247–248

Interleukin-18, 184
in schizophrenia, 515

Interleukin-19, as type II cytokine, 183
Interleukin-20, as type II cytokine, 183
Interleukin-22, as type II cytokine, 183
Interleukin-23, in experimental allergic/autoimmune encephalitis, 

247–248
Internal carotid artery, anatomy of, 16
International AIDS-USA, 610
Interneurons, 14, 15, 16, 176

Interphotoreceptor retinoid-binding protein, 49–50
Intrabodies, 716
Intraocular pressure

in glaucoma, 415–416, 417, 418–419
overestimation of, 417

Intravenous drug abusers
bacterial infections in, 536
human immunodeficiency virus infection in, 536
human immunodeficiency virus-related dementia in, 605

Intravenous immunoglobulins, 557
as Alzheimer’s disease treatment, 636–637
as Guillain-Barré syndrome treatment, 266–267
as multiple sclerosis treatment, 636–637

Ion channels
in electrogenesis, 106–107
ligand-gated, 114–116
protein structure of, 109–110

Ion homeostasis, astrocytes’ role in, 71–72
Ionotropic receptors, 114–116, 176
Iritis, ankylosing spondylitis-related, 289
Ischemia, cerebral. See also Stroke, ischemic

astrocyte swelling in, 76–77
cascade of molecular events in, 431–432
neural stem cell transplant therapy for, 163
neurodegeneration in, 160, 161
neurogenesis in, 454–455

Isocortex (neocortex), anatomy and function of, 14, 15
Isoforms, definition of, 725
Isotope Coded Affinity Tags, 725

J
JAK-STAT signaling pathway, 188, 213–214, 216
Jamestown Canyon virus, 243, 336
Japanese encephalitis, 336
Jimson weed, 549–550

K
Kainate receptors, 115–116, 157
Kandel, Eric, 210
Kaposi’s sarcoma, 556, 693
Ketamine, 512
Khan trial, of multiple sclerosis therapies, 597
Ki-67, 448
Kindling hypothesis, of bipolar disorder, 503
Kindling phenomenon, 454
Kinesin, 175
Kupffer cells, 90
Kurtz Expanded Disability Status Scale (EDSS), 590, 594
Kuru, 403, 404, 409
Kussmaul, Adolph, 263
Kynurenic acid, 515–516, 518

effect of cyclooxygenase inhibition on, 520
Kynurenine, 516, 519

effect of cyclooxygenase inhibition on, 520

L
Laboratory Information Management Systems (LIMS), 725
Lacrimal glands, in Sjögren’s syndrome, 287, 288
LaCrosse virus, 336
Lactate, 757
Lamivudine, 609, 610, 611, 616
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Lamotrigine, 577
as bipolar disorder treatment, 503

Landry, Jean Baptiste Octave, 263
Landry paralysis, 257
Langerhans cells, 90
Latency-associated transcript, of herpes simplex virus 

1, 327, 328
Lateral geniculate nucleus, 46–47
Learned helplessness, 497, 499, 500
Learning, hippocampus in, 58–60, 61
Lentiviruses, 303–304
Lentivirus vectors, 712–713
Leptin, blood-brain barrier transport of, 27
Leucine-enkephalin, 483
Leucine-rich repeat kinase 2 (LRRK2) gene, 468
Leukemia, hairy cell, 556
Leukemia inhibitory factor, 258
Leukocyte-depleting therapy, for stroke, 439
Leukocyte function-associated antigen, 26, 28
Leukocytes

in cell-mediated central nervous system drug delivery, 697
entry into central nervous system, 9, 17, 621
entry into ischemic brain, 434, 435
trafficking across the blood-brain barrier, 285–286

Leukoencephalopathy
human immunodeficiency virus-related, 299–300, 608
progressive multifocal, 286

Levodopa, 230, 567, 661
side effects of, 569, 572, 577

Lewy bodies, 363, 643
Lewy body disease, incidental, 643
Lexipafant, 612
Lhermitte’s sign, 239
Light adaptation, photoreceptors in, 125–126
Limbic system

anatomy and function of, 14
definition of, 480
in herpes simplex virus-mediated encephalitis, 328
interaction with the hypothalamic-pituitary-adrenal axis, 480
in schizophrenia, 483, 492

LINGO-1, 80
Linkage analysis, 464
Linkage disequilibrium, 464
Lipid peroxidation, in Parkinson’s disease, 646
Lipids

as gene therapy vectors, 710–711
as myelin component, 79

Lipopolysaccharide, 75, 94, 213
in blood-brain barrier transport, 29, 30
of Campylobacter jejuni, 273–274
“sickness behavior”-inducing effect of, 513

Liposomes
as drug delivery vehicles, 692, 693, 696–697
as gene therapy vectors, 711
PEG-encapsulated, 693, 711

β-Lipotropin, 484
Liquid chromatography-mass spectrometry, 729
Lithium, 612
Locus ceruleus, 178

anatomy and function of, 13
Loewi, Otto, 105

Long-term potentiation, 59, 61, 119–120, 210, 301, 348
definition of, 59
mechanisms of, 59–60

Lopinavir, 610
Lou Gehrig’s disease. See Amyotrophic lateral sclerosis
Low-light (scotopic) vision, 44, 130, 132
Lyme disease, as Guillain-Barré syndrome mimic, 265
Lymph nodes

role in adaptive immunity, 143–146
structure and components of, 142, 143

Lymphocyte adhesion molecule-1, 9, 17
Lymphocyte-antigen-presenting cell interactions, 17
Lymphocyte receptors, 479–480
Lymphocytes, 135-149. See also B cells; T cells

in amyotrophic lateral sclerosis, 378–379
in depression, 513, 514
migration of, 143
selection of, 143

Lymphoid tissues
embryonic development of, 141–142
innervation of, 146, 479, 483
neurohormone receptor expression in, 479–480, 483

Lymphokine-activated killer cells, 557
Lymphoma

B-cell, 141
interferon-α therapy for, 556

Lymphopenia, induced, 669–670
Lymphopoiesis

embryonic, 136–137
postnatal, 137–141

Lymphotactin, 185

M
Machado-Joseph disease, 231
Macrophage(s), 89–90

activation of, 533, 664
biology and functions of, 92–94
in central nervous system repair, 663–664
definition of, 89
in depression, 518
differentiation and development of, 89–90
effects of drugs of abuse on, 533–534
in experimental allergic/autoimmune neuritis, 269
functions of, 533
genomics-based analysis of, 733–734
heterogeneity of, 92
histological and immunohistochemical characterization of, 90
in human immunodeficiency virus infection, 298, 300, 301, 605
in human immunodeficiency virus-related dementia, 188, 189
morphology of, 92–93
in multiple sclerosis, 96, 191
in neuroinflammation, 733–734
in peripheral nervous system injuries, 625
perivascular, functions of, 136–137
secretory factors released from, 94
as source of inflammatory mediators, 187
surface markers of, 91
toll-like receptor signaling in, 99
in wound healing, 663

Macrophage inflammatory protein-1α, 192–193
Macrophage inflammatory protein-1β, 192–193
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Macrophage inhibitory factor, in stress, 519–520
Macrophage therapy, for spinal cord injuries, 664
Macular degeneration, 126

age-related, 131, 132
Stargardt’s, 131

“Mad cow” disease. See Bovine spongiform encephalopathy
Magnetic resonance imaging

basic principles of, 743–754
Fourier transform, 745, 747
magnetic field gradient, 745
precession and the Larmor equation, 744, 745
resonance, 744
signal detection and time evaluation, 744–745
signal source, 743–744
spin-echo signal, 745, 746

clinical applications of, 754–757
comparison with computed tomography, 758
diffusion tensor imaging (DWI), 755–756
diffusion weighted imaging (DWI), 755
in human immunodeficiency virus-related dementia, 607
magnetization transfer, 756
modification of signal intensity, 746–752

diffusion, 748–750
diffusion tensor, 748–750
magnetization transfer, 750
perfusion, 750–752
T

1
 and T

2
, 746, 747–748, 749

in multiple sclerosis, 250, 590, 591, 593
perfusion, 756
T

1
 and T

2
-weighted images, 754–755

Magnetic resonance spectroscopy
1H, 752–753, 756–757
in human immunodeficiency virus-related dementia, 607
signal source in, 743

Major depression/depressive disorder, 495–501, 512
animal models of, 499
clinical diagnosis and description of, 495–496
course of, 496–497
cytokines in, 487, 513–514
diagnostic criteria for, 496
epidemiology of, 496
etiology of, 497
genetic factors in, 497
hypothalamic-pituitary-adrenal axis in, 519–520
immunological correlates of, 501
indoleacetic-2,3-dioxygenase in, 516–517
kynurenine in, 516–517, 519
neurobiology of, 497–499

biogenic amine hypothesis, 497–498
brain imaging studies of, 499
neuroendocrine findings in, 498
neurotransmitter receptor alterations, 498

neuromimmune system in, 488–489
noradrenergic neurotransmission disturbances in, 512
serotonergic neurotransmission disturbances in, 512
single-photon emission computed tomographic studies of, 759
treatment of, 499–501
type 1/type 2 immune response imbalance in, 516–517

Major histocompatibility class I allele A201, 242
Major histocompatibility class I molecules, 93, 621

Major histocompatibility class II molecules, 93–94, 621
Mania, bipolar disorder-related, 501, 503–504
Mannose-6-phosphate receptors, developmental loss of, 22
Marie, Pierre, 242
Marijuana. See also Cannabinoid(s)

effects on monocytes and macrophages, 534
Martinotti cells, 14
Mash1 gene, 154, 155
Mash 1 transcription factor, 453, 454
Mass spectrometry

Fourier transformed ion cyclotron resonance (FT-ICR), 726
of proteins and peptides, 725

Mastitis, 412
Matrix Assisted Laser Desorption Ionization Time-of-Flight 

(MALDI-TOF), 727, 728, 734–735
Matrix metalloproteinases

in Alzheimer’s disease, 351
in experimental allergic/autoimmune neuritis, 269
in ischemic stroke, 434
matrix metalloproteinease-9

in amyotrophic lateral sclerosis, 380
in human immunodeficiency virus-associated dementia, 729
in vasculitic neuropathy, 283

in vasculitic neuropathy, 283, 286–287
McDonald Diagnostic Criteria, for multiple sclerosis, 589
M cells, retinal, 128
Measles virus, 243
Mecamylamine, 551
Mechnikoff, Elie, 89
Medawar, Peter, 135
Medical illnesses, depression associated with, 514
Medulla

anatomy and function of, 12, 13
blood supply to, 17

Melanin, retinal, 131
Melanocyte-stimulating hormones, 484, 485
Melanopsin, 128, 133
Memantine, 421, 566, 612–613
Membrane attack complex, 681
Memorial Sloan-Kettering (MSK) staging system, for human 

immunodeficiency virus-associated dementia, 605, 606
Memory

Alzheimer’s disease-related loss of, 7, 14, 18, 343
animal models of, 634

cellular signaling in, 210–212
herpes simplex virus encephalitis-related loss of, 328
hippocampus in, 58–60, 61
immunologic, 145, 146, 668

Mendel, Gregor, 463
Mendelian disorders, 463
Meningitis

human immunodeficiency virus-related, 605
St. Louis encephalitis-related, 335
varicella-zoster virus-related, 329–330
West Nile virus-related, 335

Meningoventriculoencephalitis, 608
Mercaptopurine, 291
Metabolic syndrome, 438
Metabolism, autonomic nervous system activity in, 548
Metabotropic receptors, 115, 116, 176
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Meta-rhodopsin, 124, 125
Methadone, 612
Methamphetamines, 531

interaction with protease inhibitors, 612
Methionine-enkephalin, 483, 484, 485, 531, 532
Methotrexate, 559
Methoxy-hydroxy-phenylethanolamine glycol, 497–498
N-Methyl-D-aspartate receptor(s), 115–116

in Alzheimer’s disease, 421
biophysical properties of, 117
glutamate-induced neurotoxicity of, 421
in long-term potentiation, 59–60, 119–120, 176
in the postsynaptic density zone, 174
in stress, 520

N-Methyl-D-aspartate receptor antagonists, 157, 505
psychotogenic properties of, 511
as schizophrenia treatment, 511
serotonin-enhancing effects of, 512

1-Methyl-4-phenyl-1,2,3,6-tetrahydropyridine, 64, 232, 366–367, 
368, 369, 370, 580, 646, 647, 648, 650, 651

Methylprednisone, 289, 622
Metoprolol, 550
Micellar nanocontainers, 695
Microarray technology, 733, 734

DNA, 733, 734, 735
of proteins, 734–735

Microglia, 9
in Alzheimer’s disease, 187, 192, 344, 349, 715
in amyotrophic lateral sclerosis, 378–379, 380, 381, 

382–383, 644
effects of minocycline on, 647

as antigen-presenting cells, 75–76, 94, 96, 186
biology and functions of, 65, 89, 92–94, 136–137
blood-brain barrier contact with, 23
in central nervous system injury, 95, 663
as cytotoxic component source, 667
definition of, 89
in depression, 518
development of, 92
downregulation of, 140
in glaucoma, 421
global depletion of, 669
glutamate buffering in, 667
heterogeneity of, 92
histological and immunohistochemical characterization of, 90–91
in human immunodeficiency virus infection, 300, 605, 611
in human immunodeficiency virus-related dementia, 188, 189
in innate immune response, 186
markers of, 136
in multiple sclerosis, 95–96, 187, 191
in neurodegenerative diseases, 94–99, 665
in neurogenesis, 99, 158–159, 456, 669
in neuroinflammation, 158–159
in oligodendrogenesis, 669
in Parkinson’s disease, 97–98, 364–365, 366–367, 643–644

effects of minocycline on, 647
phenotypes of, 667

effect of adaptive immunity on, 668–669
as primary immune cells, 65
progenerative role of, 158, 159

properties of, 105
retinal, 98–99, 130
secretory factors released from, 94
structure and function of, 8, 364
surface markers of, 91, 92
toll-like receptor signaling in, 99

Microsatellite analysis, 463–464
Microtubule-associated protein 2, 288
Midbrain (mesencephalon)

anatomy and function of, 12, 13
blood supply to, 17

Middle cerebral artery, 18
Midodrine, 570, 572
Migration, studies, of multiple sclerosis, 241–242
Mild cognitive-motor disorder, 297, 298
Miller Fisher syndrome, 257, 263, 264

clinical features of, 265
pathogenesis of, 272–273
treatment of, 266–267

Mineralocorticoid receptors, 481
Mini-Mental Status Examination (MMSE), 606
Minocycline, 159, 558, 574–575, 579, 657
Mirtazapine, 570, 571
Mitochondria, 175

in amyotrophic lateral sclerosis, 578
genome of, 469

Mitochondrial mutations, as deafness cause, 232
Mitogen-activated protein kinase inhibitors, 575
Mitogen-activated protein kinase signaling pathway, 

213, 214, 215
Mitoxantrone, 592–593, 597–598
MK-801, 421, 511
Molecular mimicry

in ankylosing spondylitis, 289
in Guillain-Barré syndrome, 259, 263, 273–275
in multiple sclerosis, 243, 245, 246, 251

Monoamine(s), exclusion from the blood-brain barrier, 28
Monoamine oxidase, 549
Monoamine receptors, 480
Monoclonal antibodies, comparison with polyclonal antibodies, 

559–560
Monoclonal antibody therapy, for Alzheimer’s disease, 633–634, 

636
Monocyte chemoattractant protein-1, 187, 192–193, 194–195, 

379–380, 382, 606
Monocytes, 533

cellular heterogeneity of, 91–92
effects of drugs of abuse on, 533–534
histological and immunohistochemical characterization of, 90
in Wallerian degeneration, 663

Mononuclear phagocytes, 1. See also Dendritic cells; 
Macrophages; Monocytes

in amyotrophic lateral sclerosis, 644
functions of, 89

antigen processing and presentation function of, 93–94
phagocytosis, 93

genomics-based analysis of, 733–734
human immunodeficiency virus-infected, 298, 299

Mood changes, in human immunodeficiency virus-associated 
dementia, 606
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Mood disorders
circadian rhythm dysregulation in, 499
classification of, 495

Mood stabilizers, 504
Morphine

effect on cytokines and chemokine receptors, 534
effect on humoral immunity, 535
effect on T cells, 536
immunosuppressive effects of, 553–554
as infection susceptibility cause, 536
therapeutic applications of, 552
transport across blood-brain barrier, 23
viral replication-enhancing effects of, 553

Morphine receptors, on T cells, 531–532
Mosquitoes

as Bunya virus vectors, 336
as Murray Valley encephalitis vectors, 336
as St. Louis encephalitis virus vectors, 335
as West Nile virus vectors, 334–335

Motor nerves, 65
Motor neuron disease, human immunodeficiency virus 

(HIV)-related, 382
Motor symptoms, treatment of, 570, 572
MPTP. See 1-Methyl-4-phenyl-1,2,3,6-tetrahydropyridine
MRI. See Magnetic resonance imaging
MRZ 2/576, 694
mTOR, 559
Mucosal immunization, for regulatory T cell induction, 623–624
Müller cells, 17, 18, 70–71, 130, 132, 133
Multidrug-resistance proteins, 691, 697, 698, 699
Multiple myeloma, interferon-α treatment of, 556
Multiple sclerosis, 291–292, 589–603

acute, 239–240
animal models of, 246, 247–249, 251, 594
apoptosis in, 244, 251
axonal damage in, 258
B cells in, 141, 249
benign, 239–240
biomarkers for, 741
blood-brain barrier disruption in, 29
CD4+CD25+ regulatory T cells in, 249
central nervous system pathology in, 589, 590, 591
classification as neurodegnerative disease, 229
clinical features of, 239–240
cytokines in, 183, 191–192
demyelination in, 96, 239, 244–246, 292
diagnosis of, 589, 732
diagnostic criteria for, 240, 241, 252, 589–590, 594
as disability cause, 229, 589, 590, 598

evaluation of, 590
environmental factors in, 242–243, 250
epidemiology of, 240–244, 291–292
etiology of, 241, 244, 292
gender factors in, 241, 250, 284
genetic factors in, 471
geographic distribution of, 250
glial creatine content in, 757
glycolipid/myelin protein antibody binding in, 259
immune cells in, 30
immunological factors in, 243–244, 250

immunopathogenesis of, 240–249
inflammation associated with, 292
interferon-γ-related exacerbation of, 247
Kurtz Expanded Disability Status Scale (EDSS) for, 590, 594
life expectancy in, 598
magnetic resonance imaging studies of, 240, 241, 250, 590, 591, 

593, 596, 756
microglia in, 95–96
molecular mimicry in, 245, 246, 251
neurological symptoms of, 286, 292
oligodendrocytes in, 80
pathophysiology of, 244–247
prevalence of, 240–242
progressive forms of, 239–240, 249, 589, 594, 598
relapsing and remitting form of, 589, 591

treatment of, 592–597
treatment of

failed clinical trials in, 594–595
Food and Drug Administration-approved, 590, 592–593, 

595–598
glatiramer acetate, 248, 419, 591, 592, 596, 597, 669
histamine, 591
historical therapies, 591–592
immunotherapy, 251, 381, 590–591, 592–595, 598
interferon-β, 248, 286, 514
interferon-β1a, 591, 592, 593
interferon-β1b, 439, 591, 592, 593, 595, 596, 597
intravenous immunoglobulin, 249, 636–637
liposome-encapsulated corticosteroids, 693
natalizumab, 248, 286
neural stem cell transplants, 163
oral therapy, 598
placebo effect in, 591
side effects of, 593
stem cell transplants, 285, 598
T-cell receptor peptide-based immunotherapy, 249

tumor necrosis factor-α in, 247
twin studies of, 242, 471
viral models of, 246, 248, 249

Multiple Sclerosis Functional Composite (MSFC), 590
Multi-specific organic anion transporter (MOAT), 691, 697
Murine coronavirus (JHM strain), 243
Murine hepatitis virus, as multiple sclerosis model, 249–250
Murine leukemia virus, 304–305
Muromonab-CD3, 559–560
Murray Valley encephalitis virus, 336
Muscarine, 549
Muscarinic receptors, 114, 480, 549, 560
Mutation, definition of, 463
Mycophenolate mofetil, 558–559
Mycoplasma pneumoniae infections, 273, 274–275
Myelin, 65

acidic glycosphingolipid content of, 259
composition and function of, 77–78, 171
disruption of. See Demyelination
in peripheral nervous system, 65

Myelin-associated glycoprotein, 78, 220, 221, 247
Myelin-associated inhibitor proteins, 624
Myelin-associated inhibitors, 662–663
Myelin-associated oligodendrocyte basic protein, 79
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Myelination
cellular signaling in, 212
gene products in, 79–80
oligodendrocytes in, 77–80

Myelin basic protein, 78, 246, 247, 248
antibodies to, 624
classical, 138
in experimental autoimmune encephalitis, 623
golli, 138
interaction with autoimmune T cells, 665
interaction with copolymer 1, 624
in multiple sclerosis, 244

Myelin inhibitors, 220–221
Myelin-oligodendrocyte-glycoprotein, 78, 96, 138, 247, 248
Myelin-oligodendrocyte-specific protein, 79
Myelin proteins, 77–79

as experimental allergic/autoimmune neuritis cause, 259–260
Myelitis

necrotizing, 250
transverse, 249, 250
varicella-zoster virus-related, 329–330
West Nile virus-related, 335

Myelopathy, Foix-Alajuanine syndrome-related, 250
Myelopathy and tropical spastic paraparesis, HTVL-I/II-associated, 

313–326, 314–321
animal models of, 320
CD4+ T cells in, 317, 318, 320
CD8+ T cells in, 316, 317, 318–319, 320, 321
central nervous system pathophysiology of, 315–318
cerebrospinal fluid in, 318, 319, 320–321
clinical features and epidemiology of, 314–315
natural killers cells in, 318

Myocilin gene mutations, 421–422
Myopathy, antiretroviral therapy-related, 611

N
NADPH oxidase, 645–646
Nanofibers, 692, 696
Nanogels, 692, 696
Nanomedicine. See also Polymer nanocarriers

definition of, 692
Nanoparticles, 692, 694
Nanospheres, 692, 694–695
Nanosuspensions, 692

of hydrophobic drugs, 695
Nanotechnology, in proteomics, 728–729
Nanotubes, 692, 696
Natalizumab, 248, 286, 595
National Multiple Sclerosis Society, 590
Natural killer cells, 532–533

in associated immune deviation of the anterior chamber, 42–44
development of

embryonic, 136
postnatal, 139

effects of cannabinoids on, 533
effects of morphine on, 533
effects of opioids on, 533
in HTLV-I-associated myelopathy and tropical spastic 

paraparesis, 318
interferon-γ production in, 556

in lymph nodes, 145
markers for, 141
properties of, 141

Necrosis, neuronal, 217
differentiated from apoptosis, 419
radiation, 757

Nectin, 173
Nefazodone, 612
Nelfinavir, 611
Nemantine, 569
Neocortical layers, anatomy of, 15
Neonates

cytomegalovirus infections in, 331
encephalitis in, 338

Neopterin, 513
Nephrotic syndrome, treatment of, 558
Nernst equation, 106
Nerve, definition of, 171
Nerve conduction studies, of Guillain-Barré syndrome, 265
Nerve gases, 549
Nerve growth factor, 184, 208

in axonal transport, 175
macrophage-mediated regulation of, 625
in multiple sclerosis, 191
in neurogenesis, 156
in Schwann cell apoptosis, 82–83

Nerve growth factor-2, 446
Nerve tracts/pathways, 171
Nervous system, 1. See also Central nervous system; Peripheral 

nervous system
Nestin, 153, 447, 448, 449
Neural cell adhesion molecule, 173, 447, 448, 449, 452
Neuralgia, postherpetic, 329, 330
Neural stem cells, 151–170

in central nervous system development, 153
definition of, 152
differentiated from progenitor cells, 446
differentiation of, 154–155

in culture, 1560157
endogenous, therapeutic applications of, 163–164
in gene therapy, 164
in neurodegenerative diseases, 160
in neurogenesis, 153–159

Neural stem cell transplants
effect of inflammation on, 159
in Huntington’s disease, 578
as neurodegenerative disease treatment, 161–163

for multiple sclerosis, 163
for Parkinson’s disease, 162
for spinal cord injuries, 162–163

in Parkinson’s disease, 577–578
Neural tube, formation of, 152–153
Neuregulins, 184
Neurexins, 173
Neuritis

experimental allergic/autoimmune, 258, 259–260, 267, 268–269
optic, multiple sclerosis-related, 239, 249–250, 251–252

Neuritogen, 258
NeuroAIDS. See Human immunodeficiency virus-associated 

dementia (HAD)
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Neurocentrist view, of neurodegenerative diseases, 234
Neurodegeneration, 229–237

astrocytes in, 74
in brain injury, 159, 160, 161
brain regions linked to, 18
cellular signaling in, 217–220
in cerebral ischemia, 160, 161
definition of, 229
in the dentate gyrus, 56
growth factor in, 74
mechanisms of, 18
mitochondrial-independent pathway in, 217, 218–219
neuronal receptors in, 217
neurotrophic factors factor in, 74
Wallerian, 178

Neurodegenerative diseases, 565-588. See also specific 
neurodegenerative diseases

age factors in, 229–230, 661
animal models of, 565–566
brain regions involved in, 18
classification of, 229, 230–231
definition of, 7, 18
disease-specific therapy, 566–568
etiology of, 231–232
familial, 463–478
fatal, 230
immunotherapeutic approach to, 716–719
impact on life expectancy, 230
inflammatory response in, 661
microglia in, 665
monosystemic, 233
mortality causes in, 230
multisystemic, 233
neuroprotective therapy for, 568–569, 573–580
non-cell autonomy in, 234
non-inflammatory, 661
onset and progression of, 233–234
pathogenesis of, 232–233
pathologic mechanisms of, 565
sporadic, 232
symptomatic therapy for, 569–573
systemic, 232–233
trans-synaptic, 232–233

Neurofibrillary tangles, 343, 347–348, 631, 632
Neurofilament, in amyotrophic lateral sclerosis, 470
Neurogenesis, 445–462

in adults, 151
in brain injury, 164, 454–456
chemokines in, 155–156
definition of, 152, 445
in depression, 450
developmental, 152–153, 445–446
effect of inflammation on, 158–159
glial cells in, 453–454
gliogenesis in, 69–70
growth factors in, 156–157
microglia in, 99
neural cell migration in, 155

neural stem cells in, 153–159
differentiation in, 154–155

neurotransmitters in, 157–158
newly-generated cells in, 448–449
potential for, in adults, 446–448

in the subgranular zone, 446, 447, 448, 450, 451, 454, 455
in the subventricular zone, 446, 447, 449, 450, 451, 452–453, 455

regulatory factors affecting, 449–453
in stress, 450

Neuroglia. See Glial cells
Neuroimaging, 743-764. See also Computed tomography; Magnetic 

resonance imaging; Nuclear medicine studies
in human immunodeficency virus-related dementia, 607
information content of, 754–759
in major depressive disorder, 499
principles of, 743–754

Neuroimmune pharmacology, overview of, 1–3
Neuroimmunology, 9, 715–718
Neuroleptic agents

atypical, 572
central nervous system delivery of, 697

Neurolignin, 173, 174
Neuromodulators, function of, 172–173
Neuromuscular junctions, in Miller Fisher syndrome, 272–273
Neuromyelitis optica (Devico’s disease), 249
Neuronal nuclei protein, 449
“Neuron doctrine,” 65, 171
Neurons

cell cultures of, 734
classification of, 175–176
connectivity patterns of, 14
definition of, 171
differentiated from glia, 179
excitatory, 14, 15
formation and development of. See Neurogenesis
inhibitory, 14, 15
multipolar, 175–176
neurodegeneration-related loss of, 18
prion disease-related loss of, 409
pseudo-unipolar, 14
pyramidal, 14, 15
retinal, 123–130

oxygen supply to, 131–132
retinal, 123-130

amacrine cells, 123, 124, 127, 128, 129–130
bipolar cells, 123, 124, 126, 127, 132–133
ganglion cells, 123, 124, 127, 128
horizontal cells, 123, 124, 127, 130

structure and function of, 14–16, 171
total number of, in humans, 1
type I/Golgi type I, 16
type II/Golgi type II, 16
unipolar, 14, 16, 175

Neuropathy
acute motor axonal, 257, 264, 265, 266, 268, 270–272, 273
acute motor-sensory axonal, 257, 264, 266
congenital hypomyelinating, 83
demyelinating, 291
distal sensory peripheral, 611
rheumatoid arthritis-related, 287
Sjögren’s syndrome-related, 287
vasculitic, 283–284, 292, 294
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Neuropeptide receptors, 550
Neuropeptides

in central nervous system injury recovery, 621–622
differentiated from classical neurotransmitters, 480
immune cell-regulatory effects of, 147
as neuroimmune system modulators, 483–487

Neuropeptide Y, 549
Neuropeptide Y receptors, 550
Neuropharmacology, 547–564

autonomic nervous system in, 547–551
Neuroprotection, 1
Neuroprotective therapy, 568-569, 573-580. See also names 

of specific neuroprotective agents
Neuroproteomics, 731–732
Neuropsychiatric testing, in human immunodeficiency 

virus-related dementia, 606–607, 616
Neuroregeneration, 7–8, 178–179

cellular signaling during, 220–221
Neuroregulins, 82
Neuroscience, 1
Neurospheres, 446
Neurotoxins, 217

in astrogliosis, 75
in human immunodeficiency virus-related encephalitis, 300

Neurotransmission, 171
autonomic, 548–549
drug-related modification of, 549
early research regarding, 105
GABAergic neurons in, 176–177
glutaminergic neurons in, 176
noradrenergic neurons in, 177–178
serotonergic neurons in, 177–178

Neurotransmitter(s), 19
astrocyte-based regulation of, 72
calcium ion channel-mediated release of, 108
classical, 110–112
function of, 172–173
immune cell-regulatory effects of, 147
in major depressive disorder, 498
in neurogenesis, 157–158
novel, 112–114

Neurotransmitter receptors, 114–118
ionotropic, 114–116
metabutropic, 115, 116

Neurotrophic factors, 184
in allergic/autoimmune neuritis, 258–259
in neuronal injury response, 18

Neurotrophic growth factor, in amyotrophic lateral 
sclerosis, 470

Neurotrophic growth factor-regulating genes, in amytrophic 
lateral sclerosis, 470

Neurotrophin 3, 208
Neurotrophins, 186

in axonal regeneration, 221
oligodendrocyte-produced, 77
precursors of, 208
signaling pathway of, 208–210

Neurovascular units, 23, 24, 434
NeuroVax, 249
Neutrophil inhibitors, as stroke treatment, 438–439

Neutrophils, 533
effects of drugs of abuse on, 533–534

Nevirapine, 610, 611
NG2, as neurogenesis marker, 449
NgR-Lingol-p75-NTR receptor complex, 220–221
Nicotine, 531

autonomic effects of, 549
Nicotinic receptor antagonists, 550
Nicotinic receptors, 177, 480, 549

acetylcholine binding with, 114–115, 551
activation of, 548

Night blindness, 125, 126, 127
Nigrostriatal neuronal pathway, in Parkinson’s disease, 363, 364
Nimodipine, 578, 613
Nitric oxide, 66–67, 95, 533, 534

brain derived neurotrophic factor-regulating activity of, 157
in neurodegeneration, 159
in neurotransmission, 112
as oligodendrocyte apoptosis cause, 80
in Parkinson’s disease, 369–370
signal transduction function of, 215
sources of, 187

Nitric oxide synthase
in glaucoma, 421
inducible, 94, 215–216

in amyotropic lateral sclerosis, 645
expression in astrocytes, 75, 76
in Parkinson’s disease, 469, 645

in Parkinson’s disease, 370
3-Nitrotyrosine, 643
Nociceptin, 486, 552
Nodes of Ranvier, 46, 171

as anti-ganglioside antibody target, 270, 271, 272
NOD/SCID mouse model, 305–306
NoGo proteins, 220, 221, 662–663
Nonnucleoside analog reverse transcriptional inhibitors, 608–609

adverse effects of, 609
cerebrospinal:plasma ratio of, 611
drug interactions of, 612
penetration into the central nervous system, 611
preferred mechanisms of, 609

Nonsteroidal anti-inflammatory drugs
as Alzheimer’s disease prophylaxis, 97
as Alzheimer’s disease treatment, 344
microglia-inhibiting effects of, 647–648
neuroprotective function of, 715

Noradrenergic neurons, 177–178
Noradrenergic neurotransmission, in major depression, 512
Norepinephrine, 110, 178

as autonomic neurotransmitter, 547
in depression, 497–498
effect of cytokines on, 513
in fight-or-flight response, 481
in neurogenesis, 157
properties of, 111
release from the locus ceruleus, 13
synthesis of, 549

Norepinephrine receptors, 480, 549, 550
Norepinephrine transporter, 549
Norepinephrine transporter inhibitors, 500, 501
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Nortriptyline, 571
Notch 1, 453
Notch signaling, 70, 154–155
Nuclear factor-κΒ, 75, 97, 211, 220, 284
Nuclear factor of activated T lymphocytes, 558
Nuclear medicine studies, 743. See also Positron emission 

tomography; Single-photon emission computed tomography
Nuclear receptor ligands, 216
Nucleoside analog reverse transcriptional inhibitors, 608

action mechanisms of, 616
cerebrospinal fluid penetration by, 615
mitochondrial toxicity of, 298
penetration into the central nervous system, 610–611, 611

Nucleoside analogs, as herpes simplex-related encephalitis 
treatment, 328

Nucleus basalis of Meynert
in Alzheimer’s disease, 7, 18
anatomy of, 11, 12

NXY-059, 438

O
Occipital lobe

anatomy of, 10, 11
blood supply to, 17

Occludins, 285
Ocular disorders, microglia in, 98–99
Ocular Hypertension Treatment Study (OHTS), 415–416, 417
Oculomotor nucleus, 13
Olfaction, neuroanatomical basis of, 11, 12
Olfactory bulb

neurogenesis in, 454
as stem/progenitor cell target, 447, 450

Olfactory bulbectomy model, 499
Olfactory epithelium, neurogenesis in, 454
Olfactory marker proteins, 454
Olfactory response neurons, in olfactory system damage, 454
Oligoclonal bands, in multiple sclerosis, 243, 249, 251
Oligodendrocyte(s)

biology and function of, 77–81
in central nervous system pathology, 80–81
development of, 69–70, 77, 154, 445–446, 453

effect of microglia on, 96, 669
differentiated from Schwann cells, 83
markers of, 78
in multiple sclerosis, 191, 244, 292
myelin-producing function of, 65
of the optic nerve, 46
progenitor cells of, 70
regeneration of, 81
retinal, 130
structure and function of, 15, 18, 65

Oligodendrocyte glycoprotein, 220, 221
Oligodendrocyte-myelin glycoprotein, 79
Oligodendrocyte progenitor cells, in remyelination therapy, 163
Oligodendrocyte-specific protein (OSP/claudin 11), 79
Oligodendrogliomas, 757
Olsalazine, 291
Omigapil (TCH 346), 575
OPC-14117, 613
Ophthalmic artery, 131

Ophthalmoscopy, confocal scanning laser, 423
Opiate(s), blood-brain barrier transport of, 28
Opiate receptors, binding with cerebral epithelial cells, 27
Opioid(s), 551–554

effects on
cytokine production, 534–535
immune system, 552–554
monocytes and macrophages, 533
natural killer cells, 533

Opioid abuse, viral infection-promoting effects of, 553
Opioid receptors, 531–532, 551–552

endogenous ligands of, 552
on immune cells, 552–553

Opsins, 124, 126–127
Optic disc, imaging of, 423
Optic nerve, 45–46

in glaucoma, 418, 419
in multiple sclerosis, 239, 244

Optic nerve cultures, of astrocytes, 71
Optic tract, pretectal nucleus of, 47–48
Optineurin, 422
Organophosphates, 549–550
Organ transplantation, 1
Organ transplant rejection, prevention of, 557, 558, 559–560
Orphanin, 552
Orphanin FQ, 486
Osteoclasts, 90
Ovarian cancer, recurrent, 693
OX26-conjugated liposomes, 693
Oxidative stress, 76

in amyotrophic lateral sclerosis, 644–645, 646
as oligodendrocyte apoptosis cause, 80
in Parkinson’s disease, 644–646

Oxotremorine, 480

P
Pain sensation, neuroanatomical basis for, 13
Paleocortex, 14
Paralysis

amyotrophic lateral sclerosis-related, 641
Guillain-Barré syndrome-related, 264
Landry, 257
West Nile virus-related, 335

Parasympathetic nervous system, anatomy of, 547
Parietal lobe, anatomy of, 10, 11
PARK2 gene mutations, 643
Parkin, 643, 645
Parkin gene, 468
Parkinson, James, 468
Parkinsonian syndromes

basal ganglia in, 231
familial, 230
inflammatory response in, 365

in experimental models, 365–367
Parkinsonism linked to chromosome 17 (FTDP-17), 471
Parkinson’s disease, 641–659

adaptive immunity in, 648–649
age factors in, 229–230
age of onset of, 468
animal models of, 365–367
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astrocytes in, 364, 366–367, 369
basal ganglia in, 230–231
cell-mediated immunity in, 648
chromosomal damage in, 646
depression associated with, 570, 571
diagnosis of, 732
DNA/RNA modifications in, 646
dopaminergic neuronal pathway in, 363, 364, 366–367, 641, 644, 

649, 661, 715
epidemiology of, 229–230
etiology of, 231–232
free radicals in, 644–646
gene therapy for, 693–694
genetic factors in, 232, 363, 468–470, 652–653

Mendelian genes, 468
modifier genes, 469–470
susceptibility genes, 468–469

glial cell senescence theory of, 369
gliosis in, 365
humoral immunity in, 649
hycosaminesialorrhea associated with, 571, 571570
8-hydroxy-guanosine in, 646
4-hydroxy-2-nonenal in, 646
inflammation/inflammatory processes in, 363, 375, 643–644, 

645, 715
adverse effects of, 369–370, 371
beneficial effects of, 368–369, 371
initiation of, 367–368, 371
role of, 368

innate immunity in, 643–644
as therapeutic target, 647–648

Lewy bodies in, 363, 646
life expectancy in, 230
lipid peroxidation in, 646
locus ceruleus in, 13
microglia in, 97–98, 364–365, 366–367, 643–644

effects of minocycline on, 647
movement disorders associated with, 12
neurodegeneration in, 7, 18, 160–161
neuroimaging studies of

magnetic resonance imaging, 754
positron emission computed tomography, 759

neuropathophysiology of, 715
nigrostriatal neuronal pathway in, 363, 364
postmortem studies of, 643–644, 653
prevalence of, 229, 363
proteasomal dysregulation in, 646
protein nitration in, 643
psychiatric symptoms of, 571
substantia nigra in, 364, 366, 369, 370
superoxide dismutase 1 in, 648
symptoms of, 468
α-synuclein in, 8, 18, 94–95, 368, 716
treatment of, 569, 576

anticholinrergic agents, 568
carbidopa, 567
catechol-O-methyltransferase, 567
cell-mediated immunomodulation, 650, 651
cyclosporine A, 622–623
dopamine agonists, 567–568

glial cell line-derived neurotrophic factor, 642, 652
immunotherapy, 574
insulin-like growth factors, 576
levodopa, 567, 661
minocycline, 574
mitogen-activated protein kinase inhibitors, 575
neural stem cell transplants, 162
neuroprotective strategies, 569, 576, 642, 652
remacemide, 577
single-chain antibody therapy, 716–717
stem cell transplants, 577–578
TCH (Omigapil), 575

tremors associated with, 570, 571, 572
Parkinson’s disease-amyotrophic lateral sclerosis-dementia comple, 

229, 232
Parvalbumin, 14, 15
Pathogenesis, definition of, 232
Pattern electroretinorgapm response, 421
P cells, retinal, 128
PECAM, 9, 17
PEG chain-based nanogels, 696
PEG-coated (PEGylated) liposomes, 693, 711
PEG-conjugated polymeric micelles, 695
Pelizeus-Merzbacher disease, 78
Penciclovir, 332–333
Penetrance, genetic, 464
Pentazocine, 552
Peptide T, 613–614
Perforant pathway, 14, 19
Perfusion, cerebral, imaging studies of

computed tomography, 758
magnetic resonance imaging, 750–752, 756
single-photon emission computed tomography, 758

Pergolide, 568
Pericytes, 23, 24
Perimetry

frequency doubling, 424
short wavelength automated, 423–424

Periodontal disease
as atherosclerosis risk factor, 437
as stroke risk factor, 438

Peripheral nervous system
myelin clearance rate in, 663
neuroregeneration in, 178–179
Schwann cells in, 83

Peripheral nervous system injury, macrophages in, 625
Peroxisome proliferator-activated receptor-γ, 647
Peroxisome proliferator-activated receptor-γ agonists, 647
Peroxynitrite, 643, 645, 646
Personality disorders, 495
PET. See Positron emission tomography
Peyer’s patches, prion invasion of, 410
p53, 77, 218
Phagocytic cells, 532–533
Phagocytosis, 93

by microglia, 18
Pharmacology, 1
Phencyclidine, 505, 511
Phenotyping assays, for antiretroviral therapy resistance, 610
Phenylephrine, therapeutic activity of, 550
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Photopigments, chromosomal locations of, 127
Photoreceptors, 124–127

amacrine cells, 45, 123, 124, 127, 128, 129–130
cones, 123, 124, 126–127

in light adaptation, 126
M, 128, 132
opsins of, 126–127
retinal epithelial cell content of, 130–131
in trichromatic vision, 129
in visual acuity, 129

definition of, 44
degeneration of, 45, 125
ganglion cells, 45, 123, 124, 127, 128, 419, 421

center-surround arrangement of, 128–129
in directional selectivity, 129–130
in trichromatic vision, 129

inner segment of, 126
in light adaptation, 125–126
oxygen supply to, 131–132
in phototransduction, 124–125, 132
phototransduction protein synthesis in, 131
rods, 44, 123, 124

in light adaptation, 126
in low-light vision, 44, 130, 132
retinal epithelial cell content of, 130–131

soma of, 126
synaptic terminal of, 126

Phototransduction
ganglion cells in, 128
photoreceptors in, 124–125, 131, 132

Physostigmine, 549
Pimozide, 612
Pioglitazone, 647
Pituicytes, 70–71
Pituitary adenylate cyclase-activating peptide, 28
Pituitary stalk (infundibulum), anatomy and function of, 

11–12
Placebo effect, in multiple sclerosis treatment, 591
Plasmapheresis, 266–267, 289
Plasticity, neuronal, ellular signaling in, 210–212
Platelet-activating factor, neurotoxicity of, 612
Platelet-activating factor inhibitors, 612
Platelet-derived growth factor, 70, 141, 156, 184

effect on O2A progenitor cells, 446
functions of, 184
in multiple sclerosis, 191

PLP/DM20, 78
Pluronic block copolymers, 698, 699, 700–701
Polarimetry, scanning laser, 423
Poliomyelitis, 257

as Guillain-Barré syndrome mimic, 265
Poly(butyl)cyanoacrylate nanoparticles, 694
Polyclonal antibodies, comparison with monoclonal antibodies, 

559–560
Polymer micelles, as drug delivery nanoncarriers, 692
Polymer nannocarriers, as drug delivery vehicles, 691–707

cell-mediated central nervous system delivery of, 696–697
central nervous system permeability enhancers for, 697–699
history and principles of, 691–692
types of, 692, 693–696

Polymorphonuclear leukocytes. See Neutrophils
Polypeptides, therapeutic, 699–700
Polyradiculopathy

acute inflammatory demyelinating, 257, 266, 267, 269
chronic inflammatory demyelinating, 257

axonal damage in, 258
cellular immune factors in, 259
demyelination in, 258
experimental models of, 258–259
glycolipid/myelin protein antibody binding in, 259
humoral immune factors in, 259–260
“onion bulb” formation in, 258, 261

cytomegalovirus-related, 331
Pons

anatomy and function of, 12, 13
blood supply to, 17

Positron emission tomography, 743, 753–754
in amyotrophic lateral sclerosis, 644
clinical applications of, 759
in depression, 499
fluoro-deoxyglucose (PET-FDR), 759
in human immunodeficency virus-related dementia, 607

Posterior communicating artery, 16
Posterior inferior cerebellar artery, 17
Postpartum depression, 514
Postsynaptic density zone, 174
Potassium ion channels

during action potentials, 108
in astrocytes, 71–72
during electrogenesis, 106–107
interaction with G-protein-coupled receptors, 117–118
membrane selectivity of, 109
structure of, 109

Potassium ions
astrocytes’ uptake of, 17, 109
extracellular/intracellular content of, 105–106
retinal, 130, 132

Pralidoxime, 549
Pramipexole, 568
Precursor cells

development of, 69–70
human cortical neural, 152
lineage-specific, 152

Prednisone, 557
Pregnancy

antiretroviral therapy during, 610
type 2 immune response during, 514

Presenilin gene mutations, 566
Presenilin-I, 344, 632, 633
Presenilin-I gene, 345, 465, 466, 468
Presenilin-II, 344
Presenilin-II gene, 345, 465, 466
Primidone, 570, 572
Prion(s)

definition of, 404
interaction with immune system, 411–412

Prion diseases, 403–404
acquired, 408–409
animal models of, 403, 410
central nervous system pathogenesis of, 411
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definition of, 403
epidemiology and clinical features of, 406–409
familial, 411
history of, 403
iatrogenic, 411
immunotherapy for, 574
neuropathology of, 409
prion/immune system interactions in, 411–412
prion protein (PRNP) gene in, 404–405, 406, 407–408, 412
prion protein PrPsc in, 403, 404–406, 405–406
prion replication and neuroinvasion in, 409–410
protein-only hypothesis of, 404–406
single-chain antibody therapy for, 716

PRNP gene, 404–405, 412
in familial human prion diseases, 404, 407–408
in Gerstmann-Straussler-Scheinker disease, 404, 407–408
structure of, 405

Probenecid, 334
Proenkephalin, peptides derived from, 483–484
Progenitor cells, neural, 445–446

differentiated from neural stem cells, 152, 446
differentiation into oligodendrocytes, 159
markers for, 448–449

Progressive supranuclear palsy, genetic factors in, 
470–471

Proinsulin, 184
Prokarin (Procarin), 591
Pro-opiomelanocortin, 481, 483

peptides derived from, 484–485
Propranolol, 550

β
2
-adrenergic receptor agonist-blocking activity of, 551

Prostaglandin E
2

cyclooxygenase-2 inhibitor-related decrease in, 
520–521

in depression, 515, 518–519
in schizophrenia, 518
type-2 cytokine-enhancing effect of, 520

Protease inhibitors, 608, 611, 612
adverse effects of, 609, 615
central nervous system delivery of, 697
drug interactions of, 612
preferred regimens of, 610

Protease resistance prion (PrPres), 217
Protein(s)

cerebrospinal fluid content of, 25
retinal, 123

rhodopsin, 123, 124, 125
transducin, 123, 124, 125

Protein kinase A, activation of, 215–216
Protein microarrays, 734–735
Proteomics, 725–732

bioinformatics and information networks about, 735–736
of cerebrospinal fluid, 730–731
in combination with genomics, 733
hyphenated methods in, 729–730
technology of, 725–726, 727–728, 729–730
top-down and bottom-up approaches in, 725–727, 733

PrPsc, 403
in Creutzfeldt-Jakob disease, 406, 407, 410, 411
deposition in the central nervous system, 409

in familial prion diseases, 411
in fatal insomnia, 407
molecular classification of, 405–406

Prusiner, Stanley, 403
P-selectin, 9, 17
Pseudobulbar effects, 570, 571
P75ntr receptor signaling, 208–209, 212
Psoriasis, 286, 289, 290, 293, 558
Psychiatric disorders

diagnosis of, 495
differentiated from neurological disorders, 495
hypothalamic-pituitary-adrenal axis in, 482–483
neuroimmune system in, 479–494
single-photon emission computed tomography studies 

of, 759
treatment of, 570, 571

Psychoses, 495
Alzheimer’s disease-related, 343
childhood central nervous system infection-related, 512
treatment of, 570, 571

Psychosocial interventions, for human immunodeficiency 
virus-related dementia patients, 614–615

Purkinje cells, 13, 176, 231

Q
Quinidine, 571
Quinolinic acid, 516, 517, 518, 521

R
Rabies/rabies virus, 28, 337, 338
Rabies vaccine, 337, 338
Radicular arteries, 17
RANTES1, 92–193
Rapamycin, 643
Rashes

systemic lupus erythematosus-related, 288
West Nile virus encephalitis-related, 335

Rauwolfia, 549
Reactive nitrogen species, in Parkinson’s disease, 369–370
Reactive oxygen intermediates, 533
Reactive oxygen species (ROS), 80, 98

in amyotrophic lateral sclerosis, 645
enkephalin-mediated production of, 484
in multiple sclerosis, 96
in Parkinson’s disease, 645–646
signal transduction function of, 215

Receptors. See also specific types of receptors
differentiated from binding sites, 27
expression on the blood-brain barrier, 27

Receptor tyrosine kinase family, 452
Red nucleus, 12, 13
Redox signaling pathway, 80–81, 215
Reelin, 155
Reiter’s syndrome, 284, 289–290
Remacemide, 577
Renal cell carcinoma, treatment of, 557
Renin-angiotensin family, 74
Reserpine, 549
Respiration, regulatory mechanisms of, 13
Resting membrane potentials, 105–107
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Retina, of vertebrates, 44–50, 123–134
amacrine cells in, 123, 124, 127, 128

interaction with ganglion cells, 129–130
interaction with rod photoreceptors, 129–130
receptive fields of, 130

anatomy and physiology of, 44–48, 123–124
bipolar cells in, 132–133
blood supply to, 131–132
embryological development of, 123
ganglion cells in, 123, 124, 127, 128, 419, 421

center-surround arrangement of, 128–129
in directional selectivity, 129–130
in trichromatic vision, 129

horizontal cells in, 123, 124, 127
receptive fields of, 130

immunology of, 49–50
temperature maintenance in, 131–132
visual information analysis function of, 128–130

center-surround receptive fields in, 128–129
color analysis, 129
directional selectivity, 129–130, 132
edge detection in, 127, 128–129, 132
glial cells in, 130
low-light vision, 130

11-cis-Retinal, 124, 126, 131, 132
Retinal detachment, 98–99, 131, 133
Retinal diseases, genetic factors in, 125
Retinal pigment epithelium, 49, 123, 130–131, 133, 578
Retinitis, 329, 331, 334
Retinitis pigmentosa, 125
Retino-cortical visual pathway, 45–48
Retroviruses

as amyotrophic lateral sclerosis cause, 382
murine, 304–305

Reverse transcriptase inhibitors, 608
Rheumatoid arthritis

association with Sjögren’s syndrome, 287
depression associated with, 514
etiology of, 287
inflammation associated with, 283, 287
neurological symptoms of, 286–287
treatment of, 287

cyclosporine, 558
stem cell therapy, 285

Rhodopsin, 123, 124, 125
Rhodopsin gene, 127
Ribonucleic acid interference molecules, 579
Riluzole, 381, 512, 566, 568–569
Risperidone, 520
Ritonavir, 610, 612
Rituximab, 594
Rivastigmine, 549, 566
RMP-7 (“cereport”), 694
RNA, free radical modification of, 646
Rodents. See also Animal models

blood-brain barrier in, 22–23
Rods, retinal, 44, 123, 124, 125

in light adaptation, 126
in low-light vision, 44, 130, 132
retinal epithelial cell content of, 130–131

Rofecoxib, 521, 647–648
Ropinirole, 568
Rostral migrating system, 447, 450, 453–454
Rotterdam Eye Study, 417
Rough endoplasmic reticulum, 172
Rous-associated virus-0, 313
Rous sarcoma virus, 313

S
St. Louis encephalitis-related, 335–336
Salivary glands, in Sjögren’s syndrome, 287, 288
Salmonella infections, 289–290
Saquinavir, 610, 611
Schizophrenia, 504–506

adrenocorticotropic hormone in, 482
biomarkers for, 741
classification of, 495

as neurodegenerative disease, 229
cyclooxygenase-2 in, 518
cytokines in, 487–488
dopamine in, 489
dopaminergic neurotransmission in, 511
glutamate hypothesis of, 511
glycine deficiency in, 512
hypothalamic-pituitary-adrenal axis in, 482–483
kynurenine metabolism in, 519
limbic system in, 483, 488, 492
maternal factors in, 512
neuroinflammation in, 512
neuromimmune system in, 489–490
prenatal T cell loss as risk factor for, 489
prostaglandin E

2
 in, 518

single-photon emission computed tomographic studies of, 759
stress as risk factor for, 482–483
treatment of

clozapine, 512, 515
cyclooxygenase-2 inhibitors, 520
dopamine receptor blockers, 511
effect on type-1/type-2 immune responses, 515
NMDA receptor antagonists, 511

“two-hit” theory of, 482, 487–488
type 1/type 2 immune response imbalance in, 513, 516

Schlemm’s canal, 423
Schwann cells, 69, 81–84, 109

in axonal regeneration, 179
death of, 82–83
development of, 81–82
differentiated from oligodendrocytes, 83
in experimental allergic neuritis, 269
migration of, 82
myelin production in, 65, 171
in oligodendrocyte regeneration, 81
survival of, 82

Sclerose en plaque, 242
Scopolamine, 570, 571
Scotopic (low-light) vision, 44, 130, 132
Scrapie, 403, 404, 410, 412
SDF-1, 195
Secretase inhibitors, 579
Sedative-hypnotics agents, 554–555
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Seizure disorders, neurodegeneration in, 159
Seizures

neurogenesis response in, 454
positron emission computed tomographic studies of, 759
systemic lupus erythematosus-related, 288
treatment of, 177

Selective serotonin reuptake inhibitors
interaction with antiretroviral agents, 612
side effects of, 571

Selegiline (Deprenyl), 569, 575, 614
Self-tolerance, 664–665
Sensation, neuroanatomy of, 14
Sensory gating, 505
Sensory nerves, 65
Serotonergic neurons, 177–178
Serotonergic neurotransmission, in schizophrenia, 512
Serotonin, 177

action mechanism of, 480
in depression, 497–498
effect of cytokines on, 513
effect of NMDA receptors on, 512
in neurogenesis, 157

Serotonin receptors, 178
Serotonin syndrome, 612
Severe combined immunodeficient (SCID) mouse model, 

305–306
Sex hormones, effect on neurogenesis, 450–451
Sherrington, Charles, 67, 105
Shigella infections, 289–290
Shingles (herpes zoster), 329, 330, 332
Sialorrhea, neurodegenerative disease-associated, 377

treatment of, 570, 571–572
Sickness behavior, 487, 512–513
Signaling/signal transduction, 105–121, 207–225

in astrocyte and oligodendrocyte development, 70
in axonal myelination, 212
in central nervous system homeostasis, 208–210
definition of, 207
general mechanisms of, 207, 209
G-ratio in, 212
historical background to, 105
in neurodegeneration, 217–220
in neuroinflammation, 212–216
in neuroregeneration, 220–221
opioid-based regulation of, 553–554

Simian immunodeficiency virus, 536–537, 613
Simvastatin, 579
Single-chain antibodies, in immunotherapies, 651–652, 

716–717
Single-nucleotide polymorphisms, 463-464

genotyping of, 464
Single-photon emission computed tomography, 607, 743, 753, 754, 

758–759
Sinus endothelial cells, 142
Sirolimus, 559
Sjögren’s syndrome, 283, 284–285

epidemiology of, 287
etiology of, 288
gender factors in, 287
genetic factors in, 288

neurological symptoms of, 286, 287
treatment of, 288

SKF-38393, 666–667
Sleep apnea, as glaucoma risk factor, 417
Sleep deprivation, 515
Sleep disorders, treatment of, 572–573
Slit, 155
Sly’s disease, 22
Small G-proteins, 215
Smoking

as multiple sclerosis risk factor, 242
as rheumatoid arthritis risk factor, 286

Smooth endoplasmic reticulum, 172
Smooth muscle, autonomic nervous system activity in, 548
Sodium ion channels

in action potentials, 107–108
in electrogenesis, 106–107
membrane selectivity of, 109–110

Sodium ions, extracellular/intracellular content of, 105–106
Sodium phenylbutyrate, 570, 579
Sodium-potassium pump, 107
Sodium valproate, interaction with zidovudine, 612
Soluble N-ethylmaleimide sensitive factor attachment 

receptors, 173
Soman, 549
Somatoform disorders, 495
Somatosensory pathways, 13–14
Sonic hedgehog (Shh) signaling molecule, 70, 154, 156, 452
Sox2, 452–453
Spasticity, treatment of, 570, 572
SPECT. See Single-photon emission computed tomography
Spheramine, 578
Sphingomyelin-ceramide pathway, 218–219
Spinal arteries, 17
Spinal cord

in amyotrophic lateral sclerosis, 378–379, 380
anatomy and function of, 13
blood supply to, 17
development of, 155–156
neurodegenerative diseases of, 231
venous drainage of, 17

Spinal cord injury
Schwann cells in, 83
treatment of

antibody-based therapy, 624
macrophage therapy, 625, 664
methylprednisolone, 661
neural stem cell transplants, 162–163

Spinal muscular atrophy, 231, 233
Spinal nerves, anatomy and function of, 13
Spleen

in anterior chamber-associated immune deviation, 41–44
lymph node-like organized structures in, 142–143
prion replication in, 411

Spondylitis, Reiter’s syndrome-associated, 290
Spondyloarthropathies, 289
Spongiform changes, prion disease-related, 409
Statins

as Alzheimer’s disease treatment, 579
as stroke treatment, 439, 440
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Stavudine, 610, 611, 613
Stem cell(s). See also Neural stem cells

definition of, 151
embryonic, 151, 152
hematopoietic, 137
markers for, 448–449
neural, 445–446
radial glial, 446

Stem cell transplants, autologous hematopoietic, 293
as autoimmune disease treatment, 285
as Crohn’s disease treatment, 291
as systemic lupus erythematosus treatment, 289

Stiff-person syndrome, 231
Streptomyces hygroscopicus, 559
Streptomyces tsukubaensis, 558
Stress

as depression cause, 497, 498
animal models of, 499

effect on neurogenesis, 450
peripheral immune system effects of, 519–520

Stressors, 480
Stress response

hypothalamic-pituitary-adrenal axis in, 480, 481–482
in acute stress, 481–482
in chronic stress, 482

neuromimmune system in, 488
Stress sensitization, 483
Strohl, André, 263–264
Stroke, 429–437

hemorrhagic, 429, 438
imaging of, 429, 430
inflammation associated with, 436–437
subsets of, 431

immune surveillance in, 430
innate and adaptive immunity in, 430–431
ischemic, 429

adaptive immunity in, 432
inflammation associated with, 429, 431–436
subtypes of, 431
systemic immune system in, 434–436
tissue repair and recovery after, 436
treatment of, 429, 438–439

neurodegeneration in, 160
neurogenesis response to, 454–455
neuroimaging studies of, 429, 430, 755, 758
risk factors for, 438, 439
systemic lupus erythematosus-related, 288

Stromal cell-derived factor-1, 155–156
Stromal-derived factor-1α, 192
Subarachnoid blood vessels, anatomy of, 16
Subcortical visual pathway, 47–48
Subgranular zone, neurogenesis in, 446, 447, 448, 450, 451, 

454, 455
Substance abuse disorders, 495. See also Drugs of abuse

major depressive disorder-related, 497
Substance P, 480
Substantia nigra

anatomy of, 12, 13
connection with subthalamic nucleus, 12
in Parkinson’s disease, 13, 97, 98, 364, 366, 369, 370, 641, 715

Subthalamus, anatomy of, 11, 12
Subventricular zone

inflammation-related neuronal loss in, 158
ischemia in, 160
neurogenesis in, 157, 158, 446, 447, 449, 450, 451, 

452–453, 455
Suicidality

depression-related, 496, 497
efavirenz-related, 611–612
5-hydroxyindoleacetic acid deficiency associated with, 517
immune activation pattern in, 514
multiple sclerosis therapy-related, 595–596
schizophrenia-related, 505

Sulci, 11
Sulfasalazine, 291
Superoxide dismutase-1

in amyotrophic lateral sclerosis, 232, 470, 641, 643, 644, 645, 
648, 651

expression in animal models, 644
as therapeutic target, 641, 651

biology and biochemistry of, 643
in Parkinson’s disease, 648

Suppressors of cytokine signaling, 216
Supranuclear palsy, 232–233
Surface Enhanced Laser Desorption Ionization Time-of-Flight 

(SELDI-TOF), 727, 728, 735–736
Susceptibility genes, 463, 468–469
Sympathetic nervous system

comparison with autonomic nervous system, 547
lymphoid organ innervation by, 550–551

Synapses, 172–174
active zone of, 173
adhesion among, 173
average number per neuron, 171
classification of, 173
definition of, 105, 171, 172
in neurodegenerative diseases, 18
plasticity of, 118–120
structure of, 14, 15
tripartite, 72–74

Synaptic ribbons, 126, 133
Synaptic transmission, 548
Synaptic vesicles, 112
Synaptotagmin, 173
Syndecans, 173
Syndromes, 231–232
Synovial joints, inflammation of, 287, 293
α-Synuclein, in Parkinson’s disease, 94–95, 98, 231, 234, 368, 641, 

643, 652, 716
antibodies against, 641
biology and biochemistry of, 643
as immunotherapy target, 651, 652

α-Synuclein gene, 468, 469
Systemic lupus erythematosus

association with Sjögren’s syndrome, 287
epidemiology of, 288
etiology of, 288
gender factors in, 284
neurological symptoms of, 286, 288–289
treatment of, 288–289
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cyclophosphamide, 558
stem cell transplants, 285

Systems biology, top-down and bottom-up approaches in, 725–727, 
733

T
Tacrine, 566
Tacrolimus, 437, 558
Talampanel, 577
Tanycytes, 18, 70–71
Tanycytic barrier, 22, 23
Tat protein, 30, 304, 382
Tau protein, in Alzheimer’s disease, 347–348
Tau protein gene, 468, 469
Tau-related neurodegenerative diseases (“taupathies”), 347–348
Tazarotene, 290
T cell growth factors, 183
T cell-mediated immune response, in multiple sclerosis, 243, 244–247
T-cell receptor peptide-based immunotherapy, for multiple sclerosis, 

249
T cell receptors, 138–139

for neuropeptide Y, 550
for norepinephrine, 550
opioid, 531–532
stimulation of, 550–551

T cells
in acute inflammatory demyelination polyradiculopathy, 266
in anterior chamber-associated immune deviation, 43
autoimmune

antigenic specificity of, 667
Darwinian theory applied to, 664–665
as neuroprotective compound source, 667
neuroprotective function of, 665–668

in the brain, 139–140
in autoimmune diseases, 140
in inflammation, 140
in perivascular spaces, 139, 140
suppression of, 140

in cancer, 667
in central nervous system homeostasis, 667
in central nervous system injury, 665
in cerebrospinal fluid, 139
as chemotherapeutic agent carriers, 697
circulation into the hippocampus, 9
development of

embryonic, 136
postnatal, 138–140

dopamine receptors on, 666
effects of drugs of abuse on, 536
in experimental allergic/autoimmune neuritis, 268–269
follicular helper, 144
gamma-aminobutyric acid-induced inhibition of, 554
in immune surveillance, 430
inflammatory

apoptosis of, 259
in chronic inflammatory demyelinating polyradiculopathy, 259
in Guillain-Barré syndrome, 259

memory, 139
naturally occurring regulatory, 623–624
in neuroprotection, 383, 665–666

in peripheral nervous system injury, 665
recruitment into the central nervous system, 625, 667–668
suppressor, therapeutic applications of, 623

T cell vaccination, 623
TCH 346 (Omigapil), 575
Temperature perception, neuroanatomical basis for, 13
Temporal lobe

anatomy of, 10, 11
blood supply to, 17
human immunodeficiency virus-related abnormalities of, 607

Temsirolimus, 598
Tenascin, 452
Tenofir, 610
Tenofovir, 608
Terbutaline, 550
Testis-blood barrier, 21
Testosterone, 157
Tetracycline, 647
∆9-Tetrahydrocannabinol, 532
Thalamus, anatomy and function of, 11, 12, 13, 14, 46–47
Thalidomide, 291, 293
Th0 cells, 717
Th1 cells, 66, 144, 431

in anterior chamber-associated immune deviation, 41
functions of, 667
immunotherapy applications of, 717–718
in ischemic stroke, 432
in multiple sclerosis, 244, 245, 246

Th2 cells, 144, 431
cytokines of, 551
functions of, 667
immunotherapy applications of, 717–718
as insulin-like growth factor-1 source, 669
in ischemic stroke, 432
in multiple sclerosis, 245

Th3 cells, 717, 718
Theiler’s murine encephalitis virus, 80, 243, 246, 248, 249, 251
Thioctic acid, 614
Thiopental, 555
Thymic epithelial cells, 138
Thyroid hormones, in oligodendrocyte regeneration, 81
Thyroiditis, chronic lymphocytic, 246–247
Tick-borne encephalitis viruses, 336
Tight junctions, 29, 139
Tissue plasminogen activator, recombinant, 438, 439
Tissue profiling, proteomics-based, 735
Tizanidine, 572
Tocopherol, 569
Tolcapone, 567
Tolerance, immunologic, 145

definition of, 43
self-tolerance, 664–665

Toll-like receptor(s), 215, 368
in Alzheimer’s disease, 351

Toll-like receptor 2, 328
Toll-like receptor 3, 335
Toll-like receptor signaling, 99
Tomography, optical coherence, 423
Tonometry, 422

applanation, 417
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Topiramate, 577
Torsion dystonia, 229, 231
Tourette’s syndrome, 229, 231
Toxins

in astrogliosis, 75
as neurodegenerative disease cause, 232

Toxoplasmosis, differentiated from lymphoma, 758–759
Transcription factors, proinflammatory. See also specific 

transcription factors
in cellular signaling, 213

Transcytosis, 25–26, 29
Transducin, 123, 124, 125
Transferrin receptor-modified nanogels, 696
Transferrin receptors, conjugated with PEGylated liposomes, 

693–694
Transforming growth factor-β, 184
Trastuzumab, 636
Trazadone, 571
Tremor

essential, 229, 231
Parkinson disease-related, 570, 571, 572

Tricarboxylic acid (TCA) cycle, 71, 72
Trichromacy, 126
Trichromatic vision, 129
Tricyclic antidepressants, 570, 571

interaction with antiretroviral agents, 612
Trihexyphenidyl, 568
Trk receptors, 184
Trk receptor signaling, 208
Trophic factors, 576

in neurodegeneration, 7
in neuronal injury response, 18

Tryptophan
deficiency of, 514
effect of cytokines on, 513
in major depression, 516–517

D-Tubocurarine, 549
Tumor growth factor-β

cyclosporine-enhanced production of, 558
effect on Treg cells, 666
in human immunodeficiency virus-related dementia, 190
in neural stem cell proliferation, 153

Tumor growth factor-β1
in anterior chamber-associated immune deviation, 42
in bipolar disorder, 504

Tumor growth factor-β2
in anterior chamber-associated immune deviation, 42

Tumor necrosis factor(s)
blood-brain barrier transport of, 27, 28

in central nervous system injuries, 30
p-glycoprotein-regulatory activity of, 30
transport to the brain, 22

Tumor necrosis factor-α, 94, 159, 184
cyclooxygenase-2 inhibitor-related decrease in, 520–521
cytokines in, 191
in depression, 487, 489, 513–514
in human immunodeficiency virus-related dementia, 

189, 190
interaction with antidepressants, 515
long-term potentiation-inhibiting effects of, 61

in multiple sclerosis, 243, 247
in neurogenesis, 454
opioid receptor agonist-related inhibition of, 553–554
in Parkinson’s disease, 370
as psoriatic arthritis cause, 290
in sleep deprivation, 515
sources of, 187

Tumor necrosis factor-α inhibitors
as Reiter’s syndrome treatment, 290
as rheumatoid arthritis treatment, 287

Tumor necrosis factor-β, 184, 454
Tumor necrosis factor-receptor p55, 513
Tumor necrosis factor receptor polymorphisms, 606
Tumor necrosis factor-related apoptosis-inducing ligand, 184, 190, 

191, 217
Tumor necrosis factor superfamily, 184, 217
Twin studies

of bipolar disorder, 502
of depression, 497
of genetic diseases, 464
of multiple sclerosis, 242, 471

Type A cells, 160
Type B cells, 447, 448
Type C cells, 160, 447, 448
Type 1 cells, 448
Type 2 cells, 448
Type 3 cells, 448
Tyramine, 549
Tyrosine hydroxylation, 549

U
Uhthoff’s phenomenon, 244
Urocortins, 486–487
Uveitis

ankylosing spondylitis-related, 289
cyclosporine treatment of, 558
experimental autoimmune, 49–50

V
Vaccination/vaccines, 715–718

active, 717
as amyotrophic lateral sclerosis treatment, 642
CD4+CD25+ T cell-based, 670
dendritic cell-based, 99–100
lymphopenia-based, 669–670
memory cells and, 145
as neurodegenerative disease treatment, 624–626
as Parkinson’s disese treatment, 642
passive, 716–717
self-antigen agonists-based, 669
single-chain antibody-based, 651–652

Vagus nerve, 551
Valacyclovir

adverse effects of, 332
comparison with acyclovir, 332, 338
as encephalitis treatment, 328
as herpes zoster (shingles) treatment, 332
as herpes zoster treatment, 330

Valproate/valproic acid, 503, 570, 571
Varicella (chickenpox), 329–330, 332
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Varicella-zoster virus infection
as encephalitis cause, 329–330
treatment of, 332

Varicella-zoster virus vaccine, 329
Vascular endothelial growth factor, 156, 157, 161, 184, 

470, 576
Vasculitis, 283–284

rheumatoid, 286–287
Vasoactive intestinal protein, 549, 642, 650
Ventriculoencephalitis, 331
Verapamil, 578
Vertebral arteries, 17
Vimentin, 447
Viral infections. See also specific viruses

leukocyte recruitment into, 621
as multiple sclerosis cause, 242–243, 251, 292
prenatal, as schizophrenia cause, 489

Viral integrase inhibitors, 608
Viral replication, in human imunodeficiency virus-related 

dementia, 607
Virchow, Rudolph, 70, 105
Viruses. See also specific viruses

blood-brain barrier transport of, 28
central nervous system reservoir of, 30
neuroinflammatory, 213
neuroinvasion by, 26

Vision
neuroanatomical basis of, 11, 12
scotopic (low-light), 130, 132

Visna virus, 243, 302
Visual acuity, 126, 130

multiple sclerosis-related loss of, 244
Visual cortex, 14, 46, 47, 48
Visual fields, 47, 48
Visual field testing, 423–424
Visual pathways, anatomy and physiology of, 44–48

Vitamin E, 575
Vitreoretinopathy, 98–99

W
Water balance, astrocytes in, 71
Wegener’s granulomatosis, 558
Wernicke’s area, anatomy and function of, 11
West Nile virus, 327, 334–335, 335, 337
White matter

anatomy of, 13
in human immunodeficiency virus infection, 302, 607
oligodendrocytes in, 18

Whole genome association analysis, 465
Wild animals, as rabies virus vectors, 337
Wine, tyramine content of, 549
Wnt (Wingless) signaling molecule, 154, 452
World Health Organization (WHO) staging system, for human 

immunodeficiency virus-associated dementia, 605
Wound healing, 663
Wybran, Joseph, 531–532

X
X-adrenoleukodystrophy, 80
X cells, retinal, 128

Y
Y cells, retinal, 128
Yersinia infections, 289–290
YSFKPMPLaR, as molecular adjuvant, 683–686

Z
Zalcitabane, 610, 613
Zidovudine, 609, 610, 611, 616

adverse neuroogical effects of, 611
comparison with nimodipine, 613
interaction with sodium valproate, 612
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