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Section 1
Health Informatics and E-Health Evaluation

Section 1 includes six chapters dedicated to understanding evaluation of health informatics and 
e-health projects. The first chapter presents an evaluation framework for e-health services from a user’s 
perspective. The second chapter attempted to evaluate healthcare IT. Chapter 3 provides a sociotechnical 
perspective of IT implementation. Chapter 4 evaluates a mobile hospital information systems project. 
The fifth chapter focuses on process-based evaluation of hospital information systems. Finally, Chapter 
6 evaluates advantages and benefits of broadband technologies for the telemedicine. 

Chapter 1
Towards an Evaluation Framework for E-Health Services: Evaluating Criteria 
from Users Perspective ........................................................................................................................... 1

Alalwany Hamid, Brunel University, UK
Alshawi Sarmad, Brunel University, UK 

The purpose of this chapter is to explore the user’s perspective in evaluating e-health services, and to 
present evaluation criteria that influence user’s utilization and satisfaction of e-health services. The 
evaluation criteria are based on two lines of studies relating to the behaviour of users of new products or 
services and on broad examining and critical analysis of the existing evaluations initiatives in e-health 
context. The evaluation criteria can serve as part of an e-health evaluation framework, and also to pro-
vide useful tools to allow the development of successful e-health initiatives by assisting the healthcare 
organization to address areas that require further attention. 

Chapter 2
Evaluating Healthcare IT and Understanding the Work of Healthcare are Entangled Processes ......... 17

Joseph Schulman, New York Presbyterian Hospital, USA

Detailed Table of Contents



Parallel to the monumental problem of replacing paper- and pen-based patient information management 
systems with electronic ones is the problem of evaluating the extent to which the change represents 
an improvement. Meaningful and useful evaluation rests upon: a) explicitly conceptualizing the goals 
and tasks of the daily clinical work; b) thinking of electronic information management technology as 
a cognitive tool; c) explicitly representing in the tool the pertinent information elements; d) selecting 
among possibilities for representing a problem formulation so as to facilitate the solution; and e) appre-
ciating the dynamic interaction between the work and the tool–that changing a tool necessarily changes 
the work. Anchored in the story of how one hospital committee learned to think about the purpose and 
impact of a patient information management system, this chapter gives practical insight to these evalu-
ative considerations.

Chapter 3
Interactive Sociotechnical Analysis: Identifying and Coping with Unintended Consequences 
of IT Implementation ............................................................................................................................ 33

Michael I. Harrison, Agency for Healthcare Research and Quality, USA
Ross Koppel, University of Pennsylvania, USA

Many unintended and undesired consequences of healthcare information technologies (HIT) are generated 
by interactions between newly introduced HIT and the existing healthcare organization’s sociotechnical 
system--its workflows, culture, social interactions, physical environment, and technologies. This chap-
ter presents and illustrates a model of these interactions that we call interactive sociotechnical analysis 
(ISTA). ISTA places special emphasis on recursive processes (i.e., feedback loops that alter the uses of 
the newly introduced HIT) promote second-level changes in the social system, and sometimes lead to 
changes in the new HIT systems themselves. This chapter discusses ISTA’s implications for improving 
HIT implementation practices and suggests how clinicians, IT specialists, and managers can better an-
ticipate likely consequences of introducing HIT; more effectively diagnose unforeseeable consequences 
which emerge during implementation; and better respond to these emerging consequences.

Chapter 4
The MOBEL Project: Experiences from Applying User-Centered Methods for Designing 
Mobile ICT for Hospitals ...................................................................................................................... 52

Inger Dybdahl Sørby, Norwegian University of Science and Technology, Norway
Line Melby, Norwegian University of Science and Technology, Norway
Yngve Dahl, Telenor Research & Innovation, Norway
Gry Seland, Norwegian University of Science and Technology, Norway
Pieter Toussaint, Norwegian University of Science and Technology, Norway
Øystein Nytrø, Norwegian University of Science and Technology, Norway
Arild Faxvaag, Norwegian University of Science and Technology, Norway

This chapter presents results and experiences from the MOBEL (MOBile ELec tro  nic patient record) 
project at the Norwegian University of Science and Technology (NTNU) in Trondheim, Norway. MO-
BEL was a multidisciplinary research project established in 2000. The problem area of the project was 
communication and information needs in hospital wards, and the aim of the project was to develop and 
explore methods and prototypes for point of care clinical information systems (PoCCS) that support 



clinicians in their patient-centered activities. The chapter summarizes four sub studies performed dur-
ing the project. Each study presents different approa ches to user-centered design of PoCCS. Findings 
from these studies confirm the need for mobile information and communication technology (ICT) in 
hospitals. Furthermore, the studies demon strate how more user involvement and complementary ap-
proaches to traditional require ments engineering (RE) and system development methods can be useful 
when developing mobile information and communication systems for clinicians. 

Chapter 5
Process-Based Evaluation of Hospital Information Systems: Application of an Information 
Systems Success Model (PRISE) in the Healthcare Domain ............................................................... 74

Sevgi Ozkan, Brunel University Business School, UK
Nazife Baykal, Informatics Institute Metu, Turkey 
Murat Sincan, Informatics Institute Metu, Turkey

This chapter supports the idea that the effectiveness of IT systems is not an exact measure and a more 
systematic approach needs to be taken when evaluating success of an IT system. In this study, authors 
have evaluated an assessment method, process based information systems effectiveness (PRISE), which 
is based on a novel model of information systems effectiveness in the healthcare domain. The results 
of the case series provide specific implications concerning the applicability of a general “information 
systems assessment” approach, in the medical context. 

Chapter 6
How can Telemedicine Benefit from Broadband Technologies? .......................................................... 91

Vincenzo Gullà, Advanced Digital Technologies (ADITECH SRL), Italy

The aim of this chapter is to focus on some of the most significant results, carried out by researchers and 
healthcare organisations in Italy and Europe, and attempt to draw a suitable model, which taking advan-
tage of the wide broadband deployment and cost effective approach, can be of help to identify solutions 
addressing sustainable telemedicine service networks. The study gives the reader some highlights on 
the enormous growth and development that have characterized the telecommunication industry in this 
last decade (1990-2000), which has seen the domination of Internet, the IP protocols, along with the 
new and much more economic broad band approach, allowing end users to access advanced network 
services in a much easier, faster, and economic way, than some years ago these events open new frontiers 
of interactive applications, related to data transmission, video, and IP voice, originating new services, 
which one can find useful and comfortable for itself, but in a more general contest are essential tools to 
improve social benefits and communities quality of life

Section 2
Health Informatics and E-Health Tools and Technologies

Section 2 includes five chapters dedicated to understanding the tools and technologies for health 
informatics and e-health. The first chapter (Chapter 7) presents an Indian case study to illustrate drivers 
of wireless technology in healthcare. This is followed by Chapter 8, which discusses health grids in health 



informatics. The third chapter (Chapter 9) within this section attempts to examine use of information 
technology for improving patient safety. Then, the fourth chapter (Chapter 10) presents a multimethod 
modelling approach in healthcare. Finally, Chapter 11 presents an emergency medical data transmission 
systems and technologies.

Chapter 7
Organisational Factors and Technological Barriers as Determinants for the Intention 
to Use Wireless Handheld Technology in Healthcare Environment: An Indian Case Study .............. 109

Raj Gururajan, University of Southern Queensland, Australia

Traditional technology adoption models identified ‘ease of use’ and ‘usefulness’ as the dominating factors 
for technology adoption. However, recent studies in healthcare have established that these two factors 
are not always reliable on their own and other factors may influence technology adoption. To establish 
the identity of these factors, a mixed method approach was used and data were collected through inter-
views and a survey. The survey instrument was specifically developed for this study so that it is relevant 
to the Indian healthcare setting. Authors identified clinical management and technological barriers as 
the dominant factors influencing the wireless handheld technology adoption in the Indian healthcare 
environment. The results of this study showed that new technology models will benefit by considering 
the clinical influences of wireless handheld technology, in addition to known factors. The scope of this 
study is restricted to wireless handheld devices such as PDAs, smart telephones, and handheld PCs.

Chapter 8
HealthGrids in Health Informatics: A Taxonomy ............................................................................... 124

Aisha Naseer, Brunel University, UK
Lampros K. Stergioulas, Brunel University, UK

Healthcare is a vast domain encapsulating not only multiple sub-domains or sub-sectors but also many 
diverse operations and logistics within each sub-sector. This diversity needs to be handled in a systematic 
and well-characterized manner in order to maintain consistency of various healthcare tasks. Integra-
tion of health information systems within each healthcare sub-sectors is crucial for ubiquitous access 
and sharing of information. The emerging technology of HealthGrids holds the promise to successfully 
integrate health information systems and various healthcare entities onto a common, globally shared 
and easily accessible platform. Many different types of HealthGrids exist but there lacks a taxonomy to 
classify them into a hierarchical order. This chapter presents a well-characterized taxonomy of different 
types of HealthGrid and classifies them into four major types, namely BioGrid, MediGrid, PharmaGrid 
and CareGrid. Each of these HealthGrids possesses dedicated features and functionalities. The proposed 
taxonomy serves to better understand the realtionship among various HealthGrid types and would lay 
a basis for future research.

Chapter 9
Improving Patient Safety with Information Technology .................................................................... 144

James G. Anderson, Purdue University, USA



Over three-quarters of a million people are injured or die in hospitals annually from adverse drug events. 
The majority of medication errors result from poorly designed health care systems rather than from neg-
ligence on the part of health care providers. Health care systems, in general, rely on voluntary reporting 
which seriously underestimates the number of medication errors and adverse drug events (ADEs) by as 
much as 90%. This chapter reviews the literature on (1) the incidence and costs of medication errors and 
ADEs; (2) detecting and reporting medication errors and related ADEs; (3) and the use of information 
technology to reduce the number of medication errors and ADEs in health care settings. Results from 
an analysis of data on medication errors from a regional data sharing consortium and from computer 
simulation models designed to analyze the effectiveness of information technology (IT) in preventing 
medication errors are summarized.

Chapter 10
Managing ICT in Healthcare Organization: Culture, Challenges, and Issues of Technology 
Adoption and Implementation ............................................................................................................ 153

Nasriah Zakaria, Universiti Sains, Malaysia
Shafiz Affendi Mohd Yusof, Universiti Utara, Malaysia
Norhayati Zakaria, Universiti Utara, Malaysia

The objective of this chapter is to illustrate a case study of a medical research institute in Malaysia in 
order to discuss issues pertaining to ICT adoption in healthcare organizations, in particular exploring 
the culture, challenges, and issues of ICT adoption among medical teams, patients, etc. In this chapter, 
we examine the question of ‘What are the challenges of implementing ICT in healthcare organizations?’ 
Some of the lessons learned from the case study were: ICT was successfully adopted and implemented 
based on several factors such as supportive organizational culture, competent IT workers, committed 
IT department and heavy investment on ICT infrastructure. Yet challenges also arise which hinges upon 
factors like initial deployment of outside IT resources or expertise for ICT implementation, lack of user 
training and continuous communication between involved parties in the initial stage. 

Chapter 11
Emergency Medical Data Transmission Systems and Techniques ..................................................... 169

Junaid Ahmed Zubairi, SUNY at Fredonia, USA
 Syed Misbahuddin, University of Hail, Kingdom of Saudi Arabia
Imran Tasadduq, FAST – National University of Computer & Emerging Sciences, Pakistan

Patients in critical condition need Physician’s supervision while they are in transit to the hospital. If 
the ambulance is linked to the emergency room, the physician can monitor patient’s vital signs and is-
sue instructions to the paramedics for stabilizing the patient. When a disaster strikes, scores of people 
are transferred to the hospital in ambulances. During an emergency situation, the number of patients in 
critical condition reaches overwhelming proportions. This chapter discusses the state of the art in trans-
ferring emergency medical data from the disaster site or ambulance to the hospital and outlines some 
case studies. Chapter presents a scheme called MEDTOC (Medical Data Transmission Over Cellular 
Network) for transferring in-ambulance multiple patients’ data to the hospital by UMTS. This system 
enables the transfer of vital signs to the hospital in reduced and packed format using limited bandwidth 
wireless network. Medical data can be transmitted over 3G cellular network using various modes and 



quality of service parameters available in UMTS. This could help the physicians in monitoring several 
patients who are either in transit or at a triage unit on a disaster site. Results of the application of data 
reduction algorithm over CAN packets and feasibility studies in transfer of data over UMTS are pre-
sented and discussed.

Section 3
Health Informatics and E-Health Applications

Section 3 includes six chapters dedicated to understanding health informatics and e-health applications. 
The first chapter presents a multi-method approach for modelling organizational issues in health care. The 
second chapter attempted to the trust relationships in a healthcare network. Chapter 14 examines resource 
alignment of ICT in Taiwanese small dialysis centers. Chapter 15 presents guideline representation 
ontologies for evidence-based medicine practice. The fifth chapter investigates the distributed simulation 
of a healthcare supply chain. Finally, Chapter 17 discusses security and privacy aspects for medical 
application scenario. 

Chapter 12
Developments in Modelling Organizational Issues in Healthcare: Multi Method Modelling ............ 190

Kirandeep Chahal, Brunel University, UK
Herbert Daly, Brunel University, UK
Tillal Eldabi, Brunel University, UK
Ray J. Paul, Brunel University, UK

Healthcare organisations increasingly use simulation and modelling techniques to analyse their procedures 
and policies. Modelling activities attempt to help meet the challenges, constraints and requirements for 
efficiency encountered in the modern healthcare environment. A variety of techniques are used, often 
applied in different roles and by different functions in the organization. Even as these approaches are 
becoming established in healthcare, modelling methodology continues to develop. Recent research has 
investigated the benefits of considering multiple approaches in the analysis of problems. This chapter 
reports on the use of simulation and modelling in healthcare and examines the factors driving the increas-
ingly widespread use of these techniques. The developing practice of multi method modelling and some 
of the benefits it may provide are discussed in detail. Focusing specifically on healthcare, examples of 
how these ideas may be used in healthcare modelling are presented. Finally the challenges to implement-
ing this new approach effectively in a healthcare environment are discussed.

Chapter 13
Investigating Trust Relationships in a Healthcare Network ............................................................... 205

Stefanie Kethers, Monash University, Australia 
Günter Gans, RWTH Aachen University, Germany 
Dominik Schmitz, Fraunhofer FIT, Germany 
David Sier, CSIRO Mathematical and Information Sciences, Australia 

David Sier, CSIRO Mathematical and Information Sciences, Australia Public hospitals currently face 
an ever increasing demand on their resources, and there are many attempts at streamlining processes 



and patient flows. However, in many cases, optimizing processes is not enough, as ‘soft’ factors such 
as the relationships between hospital wards influence how efficiently the resources needed to treat 
patients are utilized. These factors are often ignored when attempting to improve patient flows. This 
chapter describes a case study investigating the relationships between an acute stroke ward and a spe-
cialist stroke rehabilitation ward of a large metropolitan health service. The motivation for this study 
was the hospital management’s interest in improving communication and collaboration across wards as 
a means to optimize hospital processes, and thus, patient care. To assess the relationships between the 
two wards, authors examined the patient handover process that links the wards’ activities and applied 
the Trust-Confidence-Distrust (TCD) framework, which was developed to model trust relationships in 
social networks, to examine the trust relationships between the wards.

Chapter 14
Resource Alignment of ICT in Taiwanese Small Dialysis Centers..................................................... 221

Yu-An Huang, National Chi Nan University, Taiwan
Chad Lin, Curtin University of Technology, Australia

The literature on cooperative alliances has been criticized for its relatively narrow concentration on large 
firms and for ignoring small and medium-sized enterprises (SME) alliances where large firms do not oper-
ate in similar ways. Due to their size SMEs are more likely to seek external expertise. For small dialysis 
centers, they often form alliances to obtain these scarce resources. Unlike large firms which own a lot 
of slack resources to be able to form alliances with many partners, these small dialysis centers tend to 
form alliances with only a small number of partners and therefore, their dependence on these partners is 
higher than large firms. Hence, authors conducted case study to investigate the use of complementary and 
supplementary information communication technology (ICT) resources among several small healthcare 
centers in Taiwan and evaluated how different types of resource alignment affect the performances of 
alliances. One contribution of the chapter is that the contribution of dissimilar ICT resources by both the 
focal and partner firms has a significant positive impact on alliance sustainable commitment. The results 
also reveal that there is a positive relationship between the contribution of dissimilar ICT resources by 
the partner firms and alliance performance. However, the contribution of dissimilar ICT resources alone 
by the focal dialysis centers has no significant impact on alliance performance.

Chapter 15
Guideline Representation Ontologies for Evidence-based Medicine Practice ................................... 234

Kai Zheng, The University of Michigan, USA
Rema Padman, Carnegie Mellon University, USA
Michael P. Johnson, The University of Massachusetts Boston, USA
Sharique Hasan, Carnegie Mellon University, USA 

The first part of this chapter presents the evolution of ontology research in guideline representation. 
Several representative ontologies are reviewed and discussed, with in-depth analyses of two popular 
models: GLIF (Guideline Interchange Format) and PROforma. The second part of the chapter analyzes 
seven key elements constituting a guideline representation. It also discusses the criteria for evaluating 
competing ontologies and some known limitations in the existing models. At the end of this chapter, 
four key steps are outlined that converts a guideline into computerized representation, which can be then 
used in Clinical Decision Support Systems (CDSSs).



Chapter 16
Speeding Up Decision Support: Investigating the Distributed Simulation 
of a Healthcare Supply Chain ............................................................................................................. 255

Navonil Mustafee, Warwick Business School, UK
Simon J.E. Taylor, Brunel University, UK
Korina Katsaliaki, Middlesex University, UK
Sally Brailsford, University of Southampton, UK 

Discrete-Event Simulation (DES) is a decision support technique that allows stakeholders to conduct 
experiments with models that represent real-world systems of interest. Its use in healthcare is compara-
tively new. Healthcare needs have grown and healthcare organisations become larger, more complex 
and more costly. There has never been a greater need for carefully informed decisions and policy. DES 
is valuable as it can provide evidence of how to cope with these complex health problems. However, the 
size of a healthcare system can lead to large models that can take an extremely long time to simulate. 
This chapter investigates how a technique called distributed simulation allows using multiple computers 
to speed up this simulation. Based on a case study of the UK National Blood Service we demonstrate 
the effectiveness of this technique and argue that it is a vital technique in healthcare informatics with 
respect to supporting decision making in large healthcare systems.

Chapter 17
Information Security and Privacy in Medical Application Scenario .................................................. 274

Sigurd Eskeland, University of Agder, Norway 
Vladimir Oleshchuk, University of Agder, Norway

This chapter discusses security and privacy aspects for medical application scenario. Chapter analyze what 
kind security and privacy enforcements would be needed and how it can be achieved by technological 
means. Authors reviewed cryptographic mechanisms and solutions that can be useful in this context.

Section 4
Health Informatics and E-Health Impact

Section 4 includes five chapters dedicated to understanding the adoption, use and impact of health 
informatics and e-health. The first chapter (Chapter 18) presents a process architecture approach to 
manage health process reforms. This is followed by Chapter 19 discusses how to replace an old functioning 
information system with a new one. The third chapter (Chapter 20) presents a quality assurance approach 
to healthcare. Then fourth chapter (Chapter 21) explores the multifaceted E-patient context, in an effort 
to contribute to an increased patient-centeredness of this form of technology development. Finally, 
Chapter 22 reports on an investigation into the factors influencing the adoption of mobile devices by 
doctors in the public healthcare sector in the Western Cape, South Africa.

Chapter 18
A Process Architecture Approach to Manage Health Process Reforms .............................................. 289

Christine Stephenson, Emirates Airlines, UAE
Wasana Bandara, Queensland University of Technology, Brisbane, Australia



Process modeling is an embedded component of most BPM initiatives, yet a resource intensive task. 
How process models can be derived efficiently (i.e. with less resources and time) and effectively (at a 
high quality to meet the specific needs) is an integral element of interest to most organisations, however, 
this area of research is still in its infancy. This paper aims to address this gap by proposing a ‘process-
pattern’ based approach to process modeling where models are created within a ‘process architecture’. 
The overall study design consists of an action research approach, depicting how the proposed ‘process 
patterns within a process architecture’ concept has been derived and evaluated within an Australian based 
public health institution. The contributions from this work are twofold. From the perspective of practice, 
it offers a validated high level example of a process pattern for an Integrated Risk Management Program 
for health. From an academic perspective: it presents a validated Risk Management process pattern for 
delivering health services which can be used as best practice or a benchmark in further research. The 
action research method applied within can also be re-applied to design and validate further process pat-
terns within different contexts. 

Chapter 19
Replace an Old Functioning Information System with a New One: What Does it Take? .................. 319

Hans Kyhlbäck, Blekinge Institute of Technology, Sweden 
Berthel Sutter, Blekinge Institute of Technology, Sweden

This chapter addresses a problem that is often experienced when ICT systems are being implemented 
in a work practice. Posed as a question, it might be formulated like this: What does it take to replace an 
old functioning information system with a new one? Findings are grounded on a long-term case study 
at a community elder care. Chapter used the Development Work Research (DWR) approach that is an 
interventionist methodology comprising ethnography as well as design experiment. During the case study, 
a new digital case book for the community wound care was developed. However, as it turned out, the 
nurses´ established practice favored the old-fashioned mobile information system. First conclusion of 
this chapter is that an old-fashioned information system within health care work will not successfully be 
replaced by a new one, unless the new is better “as a whole”, that is, better supports work practices of a 
range of occupational and professional workers. Second conclusion is that when designing information 
system for the public sector, system designers will almost always face dilemmas based on a contradic-
tion between central, high level interest and local level work-practice perspectives. The third conclusion 
is that in order to succeed in the design of new information and communication system, the distinctive 
features of the work activities in question have to be delineated by ethnographic studies, and taken into 
consideration in the design process.

Chapter 20
A Quality Assurance Approach to Healthcare: Implications for Information Systems ...................... 333

Mark C. Shaw, De Montfort University, UK
Bernd Carsten Stahl, De Montfort University, UK

W Edwards Deming argues that quality is not an entity but derives from using feedback, iteratively to 
seek improvement to processes, in order to increase productivity and to make better use of resources. This 
chapter proposes that supporting this form of quality assurance (QA) using information systems (IS) has 
the potential to deliver a return on investment. An object-oriented analysis, where healthcare is viewed 



as the delivery of interdependent processes to which Deming’s form of QA is applied, results in a class 
model of data types that has some useful characteristics. It is able to store data about medical and non-
medical events; to save descriptions of procedures and to represent the QA process itself. With software 
based on the model, organisations will have a memory of previous attempts at making improvements as 
well as data about feedback from patients and staff to drive future change.

Chapter 21
Supporting the Development of Personalized E-Health: An Insight into the E-Patient Context ........ 353

Ulrika Josefsson, University of Gothenburg, Sweden

The area of E-health development for patient-healthcare interaction has lately received significant attention 
by the health informatics community. Increasingly healthcare and information technology (IT) develop-
ers are proposed to take seriously the needs and preferences of the patients. This chapter explores the 
multifaceted E-patient context, in an effort to contribute to an increased patient-centeredness of this form 
of technology development. Patient-centeredness is captured in terms of personalization as an attempt 
to depart from patients’ specific context to contribute to technology design and use. Using a qualitative 
approach, the chapter reports from 25 in-depth interviews performed with Swedish patients and repre-
sentatives of patient associations. Six themes of the E-patient context derive from the findings (diagnosis, 
demographics, access, preferences, coping, and patient role). The results present a fine-grained picture 
of the E-patient context adding to previous approaches of personalization. The introductory discussion 
reflects on the themes in relation to their tentative implications for the development of patient-centered 
personalized E-health for patient-healthcare interaction. 

Chapter 22
Adoption of Mobile Technology by Public Healthcare Doctors: A Developing 
Country Perspective ............................................................................................................................ 368

Nesaar Banderker, University of Cape Town, South Africa 
Jean-Paul Van Belle, University of Cape Town, South Africa

Doctors working in the South African public healthcare sector are faced with the unique resource con-
straints prevalent in a developing country. Mobile information and communication technologies (ICTs) 
hold the promise of improving the quality of healthcare, but this potential can only be unlocked if individu-
als decide to adopt the new technologies. Understanding the factors that influence the doctor’s adoption 
of a technology is therefore vital. This chapter reports on an investigation into the factors influencing 
the adoption of mobile devices by doctors in the public healthcare sector in the Western Cape, South 
Africa. The research methodology was shaped by qualitative enquiry and described through thematic 
analysis. Chapter confirmed the key adoption factors identified in prior research: job relevance, useful-
ness, perceived user resources and device characteristics. However, some additional adoption factors 
were uncovered in this research, namely patient influence, support structures from national government 
and hospital administration, and unease in respect of malpractice legal suits.



Section 5
Further Reading

The section 5 includes eight chapters dedicated to further reading for better understanding on 
computerization of primary care, open source software and mobile health. The first chapter (Chapter 
23) is about the computerization of primary care in the United States. The second chapter (Chapter 24) 
presents open source software a key component of E-Health in developing nations. This is followed by 
Chapter 25 discusses physician characteristics associated with early adoption of electronic medical 
records in smaller group practices. The forth chapter (Chapter 26) explains about an e-healthcare mobile 
application: A stakeholders’ analysis experience of reading. The fifth chapter (Chapter 27) explores the 
mobile e-health: Making the case. Further Chapter 28 discusses on the Internet, health information, and 
managing health: An examination of boomers and seniors. In the (Chapter 29) an evaluation of health 
information systems: Challenges and approaches is presented. Finally, Chapter 30 reports on mobile 
information systems in a hospital organization setting. 

Chapter 23
Computerization of Primary Care in the United States ...................................................................... 385

James G. Anderson, Purdue University, USA
E. Andrew Balas, Old Dominion University, USA

In this chapter the authors have attempt to assess the current level of information technology used by 
primary care physicians in the U.S. Primary care physicians listed by the American Medical Association 
were contacted by e-mail and asked to complete a Web-based questionnaire. A total of 2,145 physicians 
responded. Overall, between 20% and 25% of primary care physicians reported using electronic medical 
records, e-prescribing, point-of-care decision support tools, and electronic communication with patients. 
This indicates a slow rate of adoption since 2000. Differences in adoption rates suggest that future surveys 
need to differentiate primary care and office-based physicians by specialty. An important finding is that 
one-third of the physicians surveyed expressed no interest in the four IT applications. 

Chapter 24
Open Source Software: A Key Component of E-Health in Developing Nations ............................... 410

David Parry, Auckland University of Technology, New Zealand
Emma Parry, University of Auckland, New Zealand
Phurb Dorj, Jigme Dorji Wangchuck National Referral Hospital, Bhutan
Peter Stone, University of Auckland, New Zealand

This chapter describes some aspects of open source e-health software that are particularly relevant to 
developing nations, issues and problems that may arise and suggests some future areas for research and 
action. Suggestions for critical success factors are included. In this much of the discussion is related to a 
case study of a training and e-health project, currently running in the Himalayan kingdom of Bhutan.



Chapter 25
Physician Characteristics Associated with Early Adoption of Electronic Medical 
Records in Smaller Group Practices ................................................................................................... 423

Liam O’Neill, University of North Texas, USA
Jeffery Talbert, University of Kentucky, USA
William Klepack, Dryden Family Medicine, USA

This chapter examines the physician characteristics and practice patterns associated with the adoption 
of electronic medical records (EMRs) in smaller group practices. Primary care physicians in Kentucky 
were surveyed regarding their use of EMRs. Respondents were asked if their practice had fully imple-
mented, partially implemented, or not implemented EMRs. Of the 482 physicians surveyed, the rate 
of EMR adoption was 28%, with 14% full implementation and 14% partial implementation. Younger 
physicians were significantly more likely to use EMRs (p = 0.00). For those in their thirties, 45% had 
fully or partially implemented EMRs compared with 15% of physicians aged 60 and above. In logistic 
regression analyses that controlled for practice characteristics, age, male gender, and rural location pre-
dicted EMR adoption. Younger physicians in smaller group practices are more likely to adopt EMRs 
than older physicians

Chapter 26
An e-Healthcare Mobile Application: A Stakeholders’ Analysis Experience of Reading .................. 433

Niki Panteli, University of Bath, UK
Barbara Pitsillides, Nicosia, Cyprus
Andreas Pitsillides, University of Cyprus, Cyprus
George Samaras, University of Cyprus, Cyprus

This chapter presents a longitudinal study on the implementation of an e-health mobile application. In 
this study it has been found that users’ support has gradually improved over the last years as they have 
been increasingly exposed to the system capabilities and have recognized the advantages of the system 
in their day-to-day work for both administrative and consultation purposes. Another reason for this is 
that the nurses have gained participation in the project team with periodical meetings with the project 
manager and developers. Yet, the future of the system is uncertain as future funding to gain sustainability 
may not be available. Such a complex and novel system has not gained shared support by all parties 
concerned, with one company dropping out (while another one joined) and others not taking an active 
role. The long-term solution is commercialization, which is currently pursued, but as with any new ideas 
and products, there is considerable risk involved.

Chapter 27
Mobile E-Health: Making the Case .................................................................................................... 446

Norm Archer, McMaster University, Canada

This chapter describes that Mobile/wireless solutions can play an important role in supporting health care 
by providing applications that access health care records and reduce paperwork for clinical physicians, 
nurses, and other workers, community health care practitioners and their patients, or mobile chroni-
cally ill patients such as diabetics. This chapter makes the case for mobile health care and its solutions 



in the non-acute community health care environment, where critical issues include usability, adoption, 
interoperability, change management, risk mitigation, security and privacy, and return on investment. A 
proposed community health care application demonstrates how these issues are addressed.

Chapter 28
The Internet, Health Information, and Managing Health: An Examination 
of Boomers and Seniors ...................................................................................................................... 458

Christopher G. Reddick, The University of Texas at San Antonio, USA

This chapter address whether online health seekers (individuals that have Internet access and have 
searched for health information online) have changed their behaviors from the information they found 
online. Essentially, has online health information helped them to manage their health more effectively? 
This research analyzes the Kaiser Family Foundation e-Health and the Elderly public opinion dataset 
of access by boomers and seniors to online health information. The major results indicate that boomers 
marginally use online health information more than seniors for the management of their health. The most 
significant results indicated that boomers and seniors who are more aware and have positive feelings 
toward online health information would use it more to manage their health.

Chapter 29
Evaluation of Health Information Systems: Challenges and Approaches .......................................... 477

Elske Ammenwerth, University for Health Sciences, Medical Informatics & Technology, Austria
Stefan Gräber, University Hospital of Saarland, Germany
Thomas Bürkle, University of Erlangen, Germany
Carola Iller, University of Heidelberg, Germany

Evaluation studies in healthcare information technology (IT) take a lot of time, resources, and know-how. 
Clearly defined methodological guidelines that take the difficulties of information systems evaluation 
in healthcare into account may help to conduct better evaluation studies. This chapter has classified 
some of the problems encountered in healthcare IT evaluation under the three main problem areas of a) 
complexity of the evaluation object, b) complexity of the evaluation project, and c) limited motivation 
for evaluation. We suggested a list of 12 essential recommendations to support the evaluation of ISs. A 
broadly accepted framework for IT evaluation in healthcare that is more detailed seems desirable, sup-
porting the evaluator during planning and executing of an evaluation study.

Chapter 30
Mobile Information Systems in a Hospital Organization Setting ....................................................... 493

Agustinus Borgy Waluyo, Monash University, Australia
David Taniar, Monash University, Australia
Bala Srinivasan, Monash University, Australia

This chapter presents pull-based and push-based wireless information system. In order to demonstrate 
the effective uses of the application, the hospital information system relates to doctors as the principal 
clients to a server application. The system demonstrates the use of the pull-based mechanism to retrieve 



specific information from the database. Furthermore, the information retrieved from the database can 
be acted upon by the client. In doing so, the database is updated by the client. This is demonstrated via 
the retrieval and updating of patient records by doctors.
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Foreword

Information Technology (IT) is being widely used at the different levels in healthcare organizations. 
IT now encompasses new tools and healthcare services that are delivered or enhanced through the In-
ternet and other advanced networking technologies and speech recognition tools. All the technological 
developments in the field of health informatics have been made in providing well functioning systems 
to healthcare organizations to improve healthcare services. Since last several years, a lot of attention 
has been focused on the tools, techniques and methods towards the development of health informatics 
and electronics healthcare systems. In my opinion this book is another attempt to fill the gap that still 
exists. This book is divided in five major sections with having total 30 chapters. These chapters discuss 
the range of topics covering Evaluation, Tools and Technologies, Applications and Impact on health 
informatics and electronics healthcare systems. This book is the combination of academic and practi-
tioners of the authors, to assist the healthcare organizations to get advance benefits from both perspec-
tives. The academics have tried to provide the evaluation, impact and application of health informatics. 
On other hand the practitioners have attempt to provide the insight of new tools and technologies that 
are being used for the provision of better healthcare services. Therefore, this book provides an advance 
understanding of health informatics in the global perspective. It will help to understand the process for 
the adoption and usage of health informatics to the decision makers while taking the decision for the 
adoption of health informatics in their countries. 

Angappa Gunasekaran
University of Massachusetts, USA
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Preface

The adoption of health informatics within healthcare organisations is characterised by a series of phases 
since the 1960s. Initially, health informatics adoption began in financial systems in the 1960s, which 
provided support to the organisations’ billing, payroll, accounting and reporting systems. During this 
phase, health informatics adoption was clear and straightforward (e.g. elimination of clerical positions). 
Clinical departments took a major initiative during the 1970s that supported their internal activities such 
as radiology, laboratory and pharmacy. Financial systems once again became prominent in the 1980s 
with major investments in cost accounting and materials management systems1. During the 1990s, atten-
tion turned towards enterprise-wide clinical systems, including clinical data repositories and visions of 
a fully computerised electronic patient medical record. All the technological developments in the field 
of health informatics have been made in providing well functioning systems to healthcare organisations 
in order to improve healthcare services. Computerised Patient Record (CPR) systems; the adoption of 
the Internet along with Intranet and Extranet; Asynchronous Transfer Mode (ATM) networks along 
with local area networks; wide area networks; enterprise systems; integration approaches and remote 
diagnostics via telemedicine have experienced significant growth in recent years2.

The adoption of the Internet in healthcare has significant impacts on the delivery of healthcare serv-
ices and has bridged the gap between healthcare providers, patients, suppliers and other stakeholders. In 
addition, the Internet is used by healthcare organisations to support operational management including 
employment announcement and staff recruitment. The adoption of the Internet has led to the concept 
of intranets and extranets and a number of medical intranets and extranets have been developed and 
implemented for different purposes, such as for internal and external sharing of medical information and 
patients’ insurance eligibility, which have been greatly facilitated by broadband Internet. The need for 
most patients to take on more responsibility for their healthcare is made easier by an increasing avail-
ability of medical information on the Internet. Thus, the number of specialised or health-related web 
portals is increasing. Such developments in this area suggest that health informatics has the potential to 
facilitate the innovation of health care delivery and that innovation is truly needed3. 

The above clearly suggests that accessibility, adoption and use of health informatics tools are likely 
to transform and affect almost every aspect of better healthcare services. Therefore, it is important to 
understand the development in the domain of health informatics within the context of both developed 
and developing countries. Most countries with highly developed health systems are investing heavily in 
computer hardware and software in the expectation of higher quality for lower costs. Recent systematic 
reviews show that health informatics is providing a range of benefits, particularly in the areas of prevention 
and care to the patients. However, there remains a relative lack of published evaluations of informatics 
tools and methods. The uncritical adoption of new systems, based on the pressures of technological push, 
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continue to discredit policy makers who have had to commit significant resources despite inadequate 
information on what can be realistically expected from a proposed system. In the context of developing 
countries, this becomes all the more significant since the resources are not abundant, and hence warrant 
extremely judicious use. Thus, studies from the developing countries’ perspective become invaluable 
in guiding the adoption of new technologies and tools, and technologies related with health informatics 
within this context. 

In line with the above, the overall mission of “The Handbook of Research on Advances in Health 
Informatics and Electronic Healthcare Applications: Global Adoption and Impact of Information 
Communication Technologies” is to provide an understanding of the global adoption and impact of 
Information and Communication Technologies (ICTs) within the area of Health Informatics. Correspond-
ing to the mission, the 30 chapters comprising this Handbook have discussed a range of topics covering 
Evaluation, Tools and Technologies, Applications and Impact on health informatics and electronic health-
care systems. The book highlights the major areas of adoption of health informatics in both developed 
and developing countries, and further examines the constraints, experiences and outcomes, as well as 
identifying policy concerns and planning implications. In effect, this Handbook provides an advanced 
understanding of health informatics from a global perspective. This Handbook contributes towards 
theory, practice and policy. Theoretically, it exerts efforts towards expanding the knowledge within the 
area by synthesising and evaluating the appropriate literature in order to enhance the understanding of 
health informatics adoption, usage and impact from the perspectives of both developed and developing 
countries. The Handbook will form an aid for gaining an improved appreciation of the factors such as 
costs, benefits and barriers associated with its adoption. Therefore, the Handbook can potentially help 
healthcare organisations, development functionaries as well as policy makers to understand the impact 
of health informatics on health care administration and health outcomes for providing better healthcare 
services and reducing medical errors.

The Handbook is organised into 30 chapters, co-authored by 55 contributors from 34 different in-
stitutions/organisations located in more than 30 countries (such as Australia, Italy, India, Norway, the 
United Kingdom, and the United States of America). Such geographical and institutional variety indi-
cates that the Handbook has drawn on a collection of wide and diverse outlooks. The 30 chapters have 
been organised into five sections: Health Informatics and E-Health Evaluation (six Chapters); Health 
Informatics and E-Health Tools and Technologies (five Chapters); Health Informatics and E-Health Ap-
plications (six Chapters); Health Informatics and E-Health Impact (five Chapters) and further reading 
(eight Chapters). 

Considering the richness and depth of the content, we firmly believe that this handbook will be an 
excellent resource for readers/audiences who wish to learn more on how to encourage the successful 
adoption of emerging information and telecommunication technologies in healthcare, both in the context 
of developed and developing countries. The chapters included in this Handbook are also useful for read-
ers who are interested in learning about how various research approaches and methods fit with different 
theories. The target audience for the Handbook includes Healthcare Service Providers, Policy Makers, 
Academics/Researchers, Students of IS and IT Management. 

We sincerely hope that this Handbook will provide a positive contribution to the area of information 
systems in general and health informatics specifically. In order to make further research progress and 
improvement in the understanding of this area, we would like to welcome feedback and comments about 
this Handbook from readers. Comments and constructive suggestions can be sent to the Editors of IGI 
Global at the address provided at the beginning of the Handbook. 
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Background

Globally, the healthcare services are considered to 
be the biggest service industry, and they are tak-
ing top priority, receiving enormous investments, 
and are growing at a rapid pace in most developed 
countries (Mitchell, 2000; Pan American Health 
Organization, 1999)

E-health, which are basically enabled and driven 
by the use of information and communication tech-

nologies in healthcare have the potential to change 
the healthcare industry worldwide in terms of their 
infrastructures, and the costs and quality of services 
(Wickramasinghe and Misra, 2004; Wickramas-
inghe and Goldberg, 2004).

E-health is a very broad term encompassing various 
activities in an evolving field. As such, for practical 
reasons, in this paper the used definition is the one 
that has been adopted by the World Health Organiza-
tion. According to the Organisation, E-health can be 
defined as ‘being the leveraging of the information 
and communication technology (ICT) to connect 

aBstract

The purpose of this study is to explore the user’s perspective in evaluating e-health services, and to present 
evaluation criteria that influence user’s utilization and satisfaction of e-health services. The evaluation 
criteria are based on two lines of studies relating to the behaviour of users of new products or services 
and on broad examining and critical analysis of the existing evaluations initiatives in e-health context. 
The evaluation criteria can serve as part of an e-health evaluation framework, and also to provide useful 
tools to allow the development of successful e-health initiatives by assisting the healthcare organisation 
to address areas that require further attention.
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provider and patients and governments; to educate 
and inform healthcare professionals, managers and 
consumers; to stimulate innovation in care delivery 
and health system management; and, to improve our 
healthcare system’ (Hans Oh et al. 2005).

E-health evaluation may be carried out dur-
ing planning, development, or operation of an 
e-health system (Brender, 2006). The purposes 
of e-health evaluation are also varying from one 
case to another. For example, the purpose could 
be to encourage the use of information systems in 
healthcare through assessing the risks and benefits 
for both users and government institutions (Fried-
man and Wyatt, 2000), or the purpose could be to 
provide the basis for the decisions about an e-health 
system under investigation or its implementation 
context (Brender, 2006).

E-Health evaluation involved many stakehold-
ers, users being the most important (Gustafson 
& Wyatt, 2004). Therefore, assessing e-health 
from users’ perspective should address all the 
key factors that influence the users’ acceptance 
to the new adopted technologies including the 
risks and benefits associated with the design 
and implementation of the e-health initiative in 
specific contexts.

The research in the area of information systems 
evaluation in general and e-health evaluation in 
particular is a complicated and difficult subject 
(Friedman and Wyatt, 2000; Serafeimidis and 
Smithson, 2000; Peffers and Saarinen, 2002). 
The complexity and difficulty lies in the chal-
lenges faced at the intersection of three areas, 
each well-known for its complexity; healthcare 
services, information systems, and evaluation 
methodologies.

Healthcare services are well-known to be a 
complex domain. This is related to the fact that 
healthcare is a safety-critical area, dictated by 
complex regulations especially those that apply 
to manage directly patients information, medi-
cal knowledge itself and methods of healthcare 
delivery which are changing rapidly (Friedman 
and Wyatt, 2000)

Information systems and their evaluation is 
also another complex domain, especially when 
considering both the social and technical context 
of their use. This is due in great part to the opinion 
that information systems research and e-health 
systems as a part of it, is a social science as much 
as an information systems science (Mingers, and 
Stowell, 1997). The case of e-health is even more 
complicated, as its social aspects have greater 
impact on the system success or failure than any 
other information system.

The final and more important challenges are 
the complexity and difficulty of establishing 
evaluation methodologies, while the evaluation 
domain is suffering from the limited experience 
of using methods, the unfamiliarity with evalua-
tion techniques and the difficulty in interpreting 
results (Ballantine et al. 1999; Farbey et al. 1999; 
Powell, 1999).

The main aim of this study is to explore the us-
ers’ perspective in evaluating e-health services and 
to present evaluation criteria that influence users’ 
utilization and satisfaction of e-health services. 
The evaluation criteria can serve as part of e-health 
evaluation framework, and also to provide useful 
and necessary tools to allow the development of 
successful e-health initiatives by assisting the 
healthcare organisation to identify and thus address 
areas that require further attention. The selection 
process of the evaluation criteria will take into 
account the challenges faced at the intersection of 
the three areas, healthcare services, information 
systems, and evaluation methodologies.

thE rEsEarch approach

To explore the users’ perspective in evaluating 
e-health services and to present the evaluation 
criteria that influence users’ utilization and 
satisfaction of e-health services, it is imperative 
to select a relevant research approach that takes 
into account the general aims of the research 
study.
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The process of selecting and deploying ap-
propriate research approach for this study, is an 
important and critical issue, and should only be 
decided on after considering a number of factors 
including;

The research question and its context (how • 
to identify the key factors that influence us-
ers’ utilization and satisfaction of e-health 
services?)
The multi-dimensional aspects of e-health, • 
as it has different roots and complex rela-
tionships associated with using informa-
tion communications technologies, man-
agement as well as health regulations, and 
governments policies.
The large number of stakeholders involve • 
in e-health evaluation, each with their own 
particular needs, values and objectives.

As this study forms a part of a research project 
which will progress through a number of phases, 
the research will be based on a sequential multi-
method approach (Creswell, 2003). Adopting 
the sequential multi-method approach paves the 
way to the use of the appropriate method for each 
research phase and creates the opportunity for 
multiple analyses about the same collected data.

This study represents phase one of the research 
project, and will be based mainly on two lines of 
studies relating to the behaviour of users of new 
products or services. These studies are: diffusion 
of innovations (Rogers, 1995) and technology 
acceptance (Davis, 1989). The aim of using both 
studies is to build theoretical framework that aids 
in the selection process of the evaluation criteria 
influencing users’ utilization and satisfaction of 
e-health services. Broad examining and critical 
analysis of the existing evaluations initiatives 
specifically those who were based on e-health 
services case studies was also used to overcome 
the limitation of the theoretical framework.

In the next phase of the research project the 
authors will carry out an empirical validation and 

examination of the proposed evaluation criteria, 
the validation will be performed through case 
study methodology (Yin, 2003). This process is 
very important; it will address potential improve-
ments, and verify the adaptability of the proposed 
criteria to various e-health contexts.

towards an Evaluation 
FramEwork For 
E-hEalth sErvicEs

Though the development of a comprehensive 
evaluation framework for e-health services is 
beyond the remit of this study, it is vital to exam-
ine the current evaluation frameworks in order to 
choose the appropriate evaluation approach and 
select the suitable framework that can accom-
modate the proposed evaluation criteria. We have 
selected for our analysis a number of evaluation 
approaches that we believe are more suitable for 
the evaluation in the healthcare context.

The evaluation of government e-services in 
general, and e-health services in particular as many 
researchers agree, is both an under developed and 
under managed area in theory and practice (Bren-
der, 2006; Friedman and Wyatt 2000; Lofstedt, 
2005). Nevertheless, the research field in this area 
has been the focus of a number of studies which 
take different approaches.

One of these studies is focused mainly on the 
evaluation criteria, which can be called criteria-
based evaluation approach. What is typical for this 
approach is that the information systems interface 
and the interaction between users and the systems 
work as a basis for the evaluation together with a 
set of predefined criteria. The chosen criteria rule 
the evaluation process and its results (Cronholm 
and Goldkuhl, 2003). In the same direction and 
based on what drives the evaluation, Cronholm 
and Goldkuhl (2003) identified another two ap-
proaches named goal-based and goal-free evalua-
tions. The goal-based evaluations use goals from 
the organisational context to assess the information 



4

Towards an Evaluation Framework for E-Health Services

system. Goal-free evaluation is based on gathering 
data about a broad range of actual effects of the 
system and evaluating the importance of these 
effects in meeting demonstrated needs (Patton, 
1990). Among the three previous approaches, 
the criteria based one is the most appropriate for 
e-health services evaluations. The appropriateness 
stems from the fact that e-health applications are 
principally complex in nature, hence they require 
an approach that can be derived from a multitude of 
perspectives and theories such as TAM or DOI.

Another group of evaluation studied were intro-
duced to address one or more of the perspectives 
of the system stakeholders. Freeman (1984) was 
among the first, who introduced the stakeholders’ 
concept. Since then, several researchers have ad-
opted the stakeholders approach in their research 
of information systems evaluation. However, 
there is only limited literature that recognizes 
healthcare stakeholders and their changing role 
in the evaluation of e-health services.

Moreover, even in the limited literature avail-
able on healthcare stakeholders, the description 
and identification of these stakeholders seems to 
be generally ignored (Mantzana and Themisto-
cleous, 2006).

For practical reasons this study will only focus 
on the e-health users’ perspective. We believe that 
the acceptance and satisfaction of e-health services 
are dependent primarily on users’ motivation to 
adopt and utilize these services, user utilization 
being important for the success of e-health ser-
vices. However, only few studies have investigated 
the key factors that influence user’ adoption of 
e-services (Lofstedt, 2005).

The stakeholder’s evaluation approach is 
part of the school which suggested five levels of 
evaluation approaches for healthcare information 
systems, which are macro, sector, firm, applica-
tion, and stakeholder. This suggests that different 
criteria would inevitably apply to each of these 
approaches (Connell, and Young, 2007).

There is also another group of evaluation 
studies which is defined by the basis on which 

the evaluation is performed. In this direction 
Grover et al. (1996) categorize three approaches: 
Comparative, normative and improvement. In the 
comparative approach, the evaluation is based on 
comparing a particular system with other similar 
systems. The normative approach compares the 
system against a theoretical ideal system or, in 
essence, against best practice. The improvement 
approach is intended to assess how much the 
system has improved over time. In this study we 
intend to use only the comparative and norma-
tive approaches because the main aim is toward 
proposing evaluation criteria for proposed imple-
mentations rather than historical ones.

Furthermore, another group of evaluation stud-
ies classified evaluations is based on when the as-
sessment is performed (Brender, 2006; Cronholm 
& Goldkuhl, 2003; Grover et al, 1996). According 
to these studies the evaluation can be carried out 
during the analysis and planning phase, or during 
the development and the adaptation phases, or after 
the development has completed and the system 
is in use. An example of this kind of evaluation 
is process evaluation approach which is intended 
to evaluate the efficient use of resources, and is 
normally performed during the analysis and plan-
ning phase. There is also the response evaluation 
approach which assesses the users reaction to the 
system, usually performed during the final stage 
of implementation, or while the system is in use. 
The equity implementation model presented by 
Lauer et al (2000) is an example of the response 
evaluation approach. The model was based on the 
equity theory (Adams, 1965), a well-established 
theory in the social sciences and was adopted in 
e-health assessments to examine and understand 
user reaction to the implementation of a system. 
Lauer et al, (2000) stated that the focus of this 
approach is on the effect of the changes that such 
a system brings about on the system users.

The last example in this group is the impact 
evaluation approach, which is intended to assess 
the overall social and technical impact of the sys-
tem on users and organisations, and is normally 
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performed while the system is in use. According to 
Grover et al. (1996), because the impact evaluation 
is the most comprehensive, it is the most difficult 
approach to undertake. The impact evaluation 
approach can be quite beneficial in evaluating 
e-health services because it would comprehen-
sively recognize users and organisations needs, 
by measuring the acceptability as well as the risks 
and benefits of e-health services (Gustafson and 
Wyatt, 2004). In this study, the focus will only be 
on the criteria that influence the user’s reaction to 
the e-health services and the social, economical 
and technical effects of these services.

To conclude, we suggest that the appropriate 
evaluation framework for e-health services which 
can accommodate the proposed evaluation criteria 
would have the following characteristics:

The framework is • criteria-based. The cri-
teria can be grounded in, and derived 
from, one or more specific perspectives or 
theories.
The framework only considers one stake-• 
holder or a group of stallholders with a 
common perspective in an evaluation pro-
cess (In this study it is users’ perspective)
The framework combines both compara-• 
tive and normative approaches toward 
proposing evaluation criteria for e-health 
services.
The framework only considers the • criteria 
that influence the user’s reaction to e-health 
services, and the impact of these services 
on the users.

usErs’ BEhaviour towards 
nEw products or sErvicEs

There are many studies on the behaviour of con-
sumers of new products and services, these studies 
were adopted in research to predict user’s accep-
tance of innovations including e-health services. 
Towards aiding the selection process of the evalu-

ation criteria those influencing users’ utilization 
and satisfaction of e-health services, this study 
will make use of two lines of these studies

The first one is Diffusion of Innovations Theory 
(DOI). DOI is one of the popular theories which 
were introduced by Rogers (1995) to explain how 
a new idea or innovation propagates in a social 
system. The theory is based on 50 years of research, 
and was adopted by many researchers in differ-
ent research fields including the e-government 
research. For example, the theory was used by 
Carter, and Belanger, (2004) to assess the citizen 
adoption of e-government initiatives. Since being 
introduced, the diffusion of innovations theory was 
adopted in different ways in many studies includ-
ing the use of the important part of the theory and 
the well-known S-shaped curve of adoption and 
the categorization of adopters.

In applying diffusion theory to e-health 
services evaluation, the most relevant points to 
recognize are the innovation perceived attributes 
identified by Rogers’ study and their applicabil-
ity to e-health services: Rogers (1995) describes 
the characteristics of an innovation in terms of 
its perceived attributes, and these attributes are 
responsible in controlling the rates of diffusion 
of the innovation. Rogers (1995) identified three 
primary perceived attributes, which are relative 
advantage, compatibility, and complexity. He 
added two other innovation attributes, which are 
trialability and observability.

From the five factors of DOI theory, we will 
only include in this study the primary ones, which 
are relative advantage, compatibility, and com-
plexity. We believe that the other two, trialability 
and observability, are not pertinent for e-health 
services. Rogers (1995) considers trialability and 
observability as less important than the other three. 
Tornatzky and Klein (1982) have the same view, 
and they conclude that relative advantage, com-
patibility, and complexity are the most relevant 
factors to adoption research.

The second line of studies relating to the 
behaviour of users to new products or services is 
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Technology Acceptance Model (TAM) (Davis, 
1989). TAM is widely used to study user accep-
tance of technology. It was designed to examine 
the mediating role of perceived ease of use and 
perceived usefulness in their relation between 
systems characteristics as external variables and 
the probability of system use as an indicator of 
system success. However, as noted by several 
researchers (Hufnagel & Conca, 1994; Melone, 
1990; Paul et al. 2003), TAM suffers from the 
absence of significant factors, including consider-
ing both human and social change processes and 
their affects on the adoption and utilization of new 
information systems. Paul et al. (2003) added that 
although technology acceptance model is useful, 
using TAM specifically in empirical research may 
give inconsistent results.

The technological acceptance model was 
used in the evaluation of e-services in the public 
sector by many research studies (Al-adawi et al. 
2005;Carter, and Belanger, 2004). The model 
was also applied to healthcare by Lapointe et al 
(2002). In applying technology acceptance model 
to e-health services evaluation in this study, we 
will consider the mediating role of both perceived 
ease of use and perceived usefulness and their 
influence in the users’ utilization and satisfaction 
of e-health services

proposEd E-hEalth 
Evaluation critEria

E-government services evaluation and e-health 
services evaluation in particular are unable to 
reveal the full value of e-government projects 
without considering the perspectives of all the 
e-government services stakeholders and the e-gov-
ernment value measures presented by evaluation 
criteria consisted of all the key issues perceived 
by each of the stakeholders.

As mentioned earlier healthcare services are 
known to be a complex domain. This is related 
to the fact that healthcare is a safety critical 

area, dictated by a complex regulations. These 
regulations should be carefully considered in the 
selection process of the evaluation criteria, and in 
the description of the criteria used for a specific 
e-health service.

Hence, the proposed criteria are derived from 
two sources. The first source is two lines of studies 
relating to the behaviour of users of new products or 
services. The second source is a broad examination 
of the existing evaluations initiatives specifically 
those who were based on e-health services case 
studies. The first source represented by DOI and 
TAM which are popular and widely used theories, 
but still have their own merits and limitations. One 
of the main limitations of both theories is that they 
are not conclusive models and they suffer from 
the absence of significant factors. To adapt both 
theories for e-health context and overcome their 
limitations, critical analysis of e-health services 
case studies were used.

Considering the technical perspective, the 
economic perspective, and the social perspective 
in selecting and grouping the proposed evaluation 
criteria for this study, the criteria will be grouped 
in three sets of criteria, which are usability, direct 
costs and benefits, and trust. This classification 
should serve the deployment of the evaluation 
framework.

the usability criteria

The first set of evaluation criteria is the usability 
criteria. Usability in the proposed criteria may 
represent perceived ease of use and perceived 
usefulness as depicted by Davis (1989) technology 
acceptance model (TAM), or complexity as de-
fined by Rogers (1995) diffusion of innovation.

Davis (1989) defines perceived usefulness as 
“the degree to which a person believes that using 
a particular system would enhance his or her job 
performance”. He also defines perceived ease of 
use as “the degree to which a person believes that 
using a particular system would be free of effort”. 
Rogers (1995) defines complexity as the “degree 
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to which an innovation is perceived as difficult to 
understand and use”

We believe that perceived ease of use is pre-
dicted to influence perceived usefulness, since the 
easier a system is to use, the more useful it can be. 
We also believe that complexity and perceived ease 
of use are measures for the same issue. Therefore 
we are considering the three issues belonging to 
the same set and they will be represented by the 
usability criteria.

Usability has different interpretations and 
meanings depending on the context of use. Be-
van and Macleod (1993) define usability as the 
quality of interaction within a particular context. 
Another description of usability which considers 
user’s perspective is proposed by Nielson (1993), 
according to him, usability relates to how well 
users can use the functionality of a system or 
service in terms of what it can do. Researchers 
have provided broad dimensions and introduced 
long lists of aspects by which the usability can be 
assessed. These include accessibility (Steinfeld & 
Danford, 1999), functionality (Melander-Wikman 
et al. 2005; Nielson, 1993; Steinfeld & Danford, 
1999), compatibility (Bevan et al. 2007; Chau 
and Hu (2001), user’ satisfaction, easy to learn 
and use (Melander-Wikman et al. 2005; Nielson, 
1993), and user interface (Melander-Wikman et 
al. 2005).

Accessibility is an important subset of usability. 
According to Terry Ma, and Zaphiris (2003), ac-
cessibility means an effective and efficient user 
interface which is inclusive of more people in 
more situations and can achieve user satisfaction. 
Those people are different in their accessibily 
requirments and needs. A high percentage of them 
particularly those who suffer from disabilities or 
cronic illness are more likely in need than others 
for accessible and effective e-health services. Mont 
(2007) reported that an estimated 20 percent of 
American and Australian populations and 12.2 
percent of British population have disabilities. 
Another research by Lenhart et al. (2003), shows a 
high percentage of about 38 percent of Americans 

with disabilities are using the Internet. The same 
research also shows that users with disabilities 
are more likely than the general population to use 
e-health services and have access to these services 
only from home.

Accessibility requirements for e-health ser-
vices should generally accommodate all people, 
but particularly remove or reduce all the barriers 
that can hamper disabled people from fully ben-
efiting from e-health services. One of the efforts 
for determining accessibility is the guidelines 
developed by the “Web Accessibility Initiative”, a 
working group of the World Wide Web Consortium 
(Caldwell et al. 2007)

Despite the importance of accessibly in in-
fluencing the users’ perspective of e-services in 
public sector and e-health services in particular, 
studies show that governments either ignored 
or did not pay enough attention to the acces-
sibility importance. According to the Global e-
government Survey conducted by World Market 
Research Centre and Brown University (2001), 
only 2% of government websites worldwide have 
some form of disability access and only 7% of the 
e-government websites were accessible. Another 
study by West (2000) show that only 15 percent of 
American government websites offer some form 
of disability access, such as TTY (Text Telephone) 
or TDD (Telephone Device for the Deaf) or are 
approved by disability organizations. The study 
also revealed that only 4 percent of American 
government websites offer foreign language 
translation features on their websites. Another 
example for ignoring accessibly in healthcare 
services is a cross-sectional study by Zeng and 
Parmento (2004). The study was aiming to evaluate 
the accessibility of consumer health information 
of 108 Web sites, and reported that no Web site 
met all the accessibly criteria in their assessing 
framework.

Compatibility is another important criterion to 
be included in the usability criteria. According to 
Rogers (1995), compatibility is measured by the 
degree to which an innovation is perceived as being 
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consistent with the existing values, past experiences, 
and needs of potential users. Chau and Hu (2001) 
argued that compatibility is positively affecting 
user’s attitude toward accepting new technolo-
gies in healthcare environments. They based their 
argument on the assumption that users would be 
more likely to consider technology useful if they 
perceived it to be compatible with their existing 
practices. In addition, users would consider tech-
nology easy to use if they did not need to change 
their practices significantly in an environment that 
can not cope with radical change.

Functionality is a broad criterion of the us-
ability criteria which supposes to cover the user’s 
requirements from a system to perform specific 
tasks in a specific situation; this includes ac-
curacy, validity, robustly, speed and availability 
(Melander-Wikman et al. 2005).

User satisfaction is generally regarded as one of 
the most important measures of system or service 
success and should be included in the proposed 
usability criteria. The user satisfaction criterion 
can be measured by various dimensions including 
utility, reliability, efficiency, customization and 
flexibility (Horan et al. 2006).

Table 1 summarizes the proposed usability 
criteria, list of measuring aspects by which the 
criteria can be assessed and suggestions for 
measuring descriptions. The aim of proposing the 
measuring descriptions is to provide general guide 
for assessing these aspects. The applicability of 
the descriptions for specific context is out of the 
scope of this study.

the direct costs and 
Benefits criteria

The second set contains the direct costs and ben-
efits criteria. The criteria in this set are primarily 
based on Rogers’s relative advantage. Accord-
ing to Rogers (1995), relative advantage is “the 
degree to which an innovation is seen as being 
superior to its predecessor”. It is essentially a 
cost–benefit analysis of how useful a given in-

novation when compared with what is already 
available. Relative advantage represents mostly 
the economic return involved in the adoption of 
an innovation, but could also include the imme-
diacy of reward, social prestige, or savings in time 
and effort (Rogers, 1995). The direct costs and 
benefits criteria have traditionally dominated the 
traditional information system evaluation process, 
and they were criticized by many authors (Farbey 
et al. 1995; Serafeimidis and Smithson, 2000) for 
their limited relevance to the role of information 
systems. This limitation is in their definition of 
stakeholders, targeting only direct tangible costs 
and benefits and being only based on accounting 
and financial instruments. On the other hand, many 
authors (Eng, 2002; Glasgow, 2007; Gustafson 
& Wyatt, 2004; Smaglik et al. 1998) argue that 
direct costs and benefits are important and should 
be considered in evaluating e-health services. 
Despite the above mentioned opinions regarding 
the limitations of using the economic issues in 
the evaluation; we tend to support the opinion of 
including them as part of the evaluation criteria 
because healthcare services have a high economic 
impact on governments and citizens comparing to 
any other services (Bower, 2005; Friedman and 
Wyatt, 2000; Gustafson, 2001).

One of the efforts in assessing the direct finan-
cial cost and benefits of e-health is the e-health 
impact project which was commissioned by the 
European Commission (DG Information Society 
and Media) (Stroetmann et al. 2006). The main 
aim of the project was to evaluate the economic 
and productivity impact of e-health services. The 
research project developed a generic economic 
assessment and evaluation framework for e-health 
applications, and was mainly focused on citizens’ 
perspective in assessing ten e-health application 
cases. The ten cases were selected from across 
the European Union for their proven, sustainable 
e-health application. The result of the assessment, 
which was carried over a period of 15 years, in-
dicates a positive, sustainable economic impact 
of these e-health services.
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Table 2 summarizes the proposed direct costs 
and benefits criteria and suggestions for measur-
ing descriptions for e-health services evaluation. 
Adopting the proposed evaluation criteria and 
their descriptions for a specific e-health service 
should take into account the relevancy of each 
of the evaluation criterion to the prevailing situ-
ation. This mainly depends on the maturity of the 
e-health initiative, and could lead to partial use 
of the evaluation criteria.

the trust criteria

The third set of the proposed evaluation criteria 
is the trust criteria. Trust has been acknowledged 
as a crucial property of information systems that 
provide e-services in a variety of contexts, be-
cause failing to address the trust aspects correctly 
may have a profound impact on the e-services 
(Fruhling, and Lee, 2004;Presti et al. 2006). The 
aspects of trust must be tackled properly during 

Table 1. The usability criteria and suggestions for measuring descriptions 

Evaluation Criteria Measuring 
Aspects

Suggestions for Measuring Descriptions

Easy to learn and use Easy to learn Measured by the time needed to learn to work with a service.

Easy to use Assessed by the simplicity of the service and how easy it is to understand and com-
prehend its functions

Accessibility Content 
Accessibility

Measured by the degree of compliance with the Web Content Accessibility Guide-
lines

User interface Judged by the available options of user interfaces (e.g. Graphical interface, Multi-screen 
interface, Attentive User Interface).

Disability access & trans-
lation

Is the system offering some form of disability access and foreign language translation 
features?

Compatibility Compatibility Assessed by how quickly and easily the e-service can fit into the whole healthcare 
system.

Functionality Accuracy Measured by the degree to which information provided by the service is free of er-
rors.

Validity Measured by the clarity and regularity of information updating.

Robustly Judged by the technical functionality of the service.

Speed Judged by the system response time; web page load time; download time.

Availability Assessed by the availability of the service 24hrs/7days per week and the existing of 
alternative choices.

User satisfaction Utility Assessed by the completeness and usefulness of the service content (Loiacono et al., 
2002)

Reliability Judged by the appropriately of the service functions in terms of the technology as well 
as the accuracy of the content (Zeithaml et al. 2000).

Efficiency Judged by the time spent to complete the information task, quality of the information 
found, appropriateness of information found, and satisfaction with the outcome (Wang 
et al., 2005).

Customization Measured by the degree of service tailrarity to meet the needs of individual user (Bur-
gess, 2004).

Flexibility Assessed by whether a system or a service provides choice of ways to state a need and 
delivers dynamic information (Zeithaml et al. 2000).
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the development and use of e-services. Trust can 
be defined as “the willingness of a party to be 
vulnerable to the actions of another party based 
on the expectation that the other will perform 
a particular action important to the trustor, ir-
respective of the ability to monitor or control 
that other party” (Mayer et al. 1995). Trust in 
e-health services is associated with data security 
and privacy of personal health data (Rodrigues, 
2003). Given the sensitive nature of healthcare 
information, trust requires maintaining security 
in handling of patients’ information, protecting 
their privacy, and assuring them that their personal 
information will be treated confidentially. Without 
this assurance, it will be difficult to promote the 
use of e-health services.

Enhancing trust involves enhancing security 
measures. This requires a large variety of measures 
and principles. Slaymaker et al. (2004) identified 
several aspects for security to be considered in 
any e-health project. These aspects include: user 
authentication, encrypted data movement, data 
integrity, security breach detection, physical secu-
rity, audit trails, client and server authentication, 
and availability.

Trust in e-health services is also associated 
with the privacy of personal health data. Accord-
ing to Davis et al. (1999) “Privacy is the state of 
being free from intrusion, and in the context of 
health care, it concerns the responsibility of a care 
provider to protect a patient from any disclosure 

(i.e., discovery by others), even unintentional, of 
personal health data by providing security to the 
patient and the patient’s records”.

Moor (1997), stated that the main consideration 
in developing policies for protecting privacy is to 
make sure that the right people, and only the right 
people, have access to relevant information at the 
right time. Moor (1997) also proposed a controlled 
and restricted access technique for managing 
privacy. The technique is based on setting up 
zones of privacy and provides the opportunity 
for different people to be authorized for different 
levels of access to different kind of information 
at different times.

In practice, studies show that governments 
and health organizations have different levels 
of consideration for trust, security and privacy 
in their initiatives. An example is the study of 
Jarvinen (2005) which concludes that govern-
ments and health organizations have low levels 
of consideration for privacy. The study which 
covers 39 American health organizations reveals 
numerous examples of practices that make the 
customer vulnerable can be found in the analy-
sed healthcare privacy policies. These practices 
include the absence of an adequate privacy notice, 
not give the users reasonable control over their 
information and the use of technical and confus-
ing language in the privacy policies that make 
it difficult for the user to fully understand them. 
Another study by West (2000) also confirms 

Table 2. The direct costs and benefits criteria and suggestions for measuring descriptions 

Evaluation Criteria Measuring 
Aspects

Suggestions for Measuring Descriptions

Costs Money Saving How much money the citizens are saving by using the e-health service.

Time Saving How much time the citizens are saving by using the e-health service.

Benefits Effort Saving Measured by the degree of convenience in using a particular e-health service.

Quality Assessed by the added value to the Citizens information and knowledge about their 
conditions, diagnoses, treatment options and healthcare facilities, as well as the 
appropriate timing of the service

Access Judged by access level comparing to the same quality of services through alterna-
tive channel.
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similar finding. The study shows that there is very 
low consideration to the security and privacy in 
the American e-government websites. The study 
reveals that only 7 percent of American govern-
ment websites have a privacy policy, and another 
5 percent show some form of security policy. On 
the other hand, there are positive examples for the 
consideration of security and privacy such as the 
privacy provisions in Canada or quality seals for 
e-government services which was introduced in 
Austria (Aichholzer, (2003).

Table 3 summarizes the proposed trust cri-
teria and suggestions for measuring the aspects 
of the criteria. Although the table provides clear 
and useful set of criteria, the criteria are general 
and it may be necessary to modify them to suite 
specific e-health initiative. The aim of proposing 
the measuring descriptions is to provide general 
guide for assessing the criteria aspects. The ap-
plicability of the description for specific context 
is out of the scope of this study.

conclusion

This study argues that e-health services evalua-
tion framework should be criteria based, while 
the criteria can be grounded in, and derived from, 
one or more specific perspectives or theories, 
and cannot be entirely framed within the bounds 
of a single theory or perspective. Understanding 
the multi-disciplinary nature of e-health services 
evaluation and the challenges that it faces is the 
first requisite towards dealing effectively with 
the complexities, and overcoming the barriers of 
e-health services evaluation.

This chapter provides a set of clear and useful 
e-health evaluation criteria that can be used to help 
achieve better citizen services utilization, to serve 
as part of e-health evaluation framework, and to 
address areas that require further attention in the 
development of future e-health initiatives.

The proposed criteria were mainly derived 
from two sources. The first source was two lines 
of studies relating to the behaviour of users of 
new products or services. The second source was 

Table 3. The trust criteria and suggestions for measuring descriptions 

Evaluation Criteria Measuring 
Aspects

Suggestions for Measuring Descriptions

Security User authentication Measured by how strong the user authentication is and if its key capabilities 
are sufficient for e-Health services

Encrypted data movement Assessed by the suitability of the technology used to protect the transfer 
of data.

Data integrity Determined by if the information is complete, whole, valid and digitally 
signed when required

Security breach detection Judged by the ability of the system to monitor and look for suspicious activ-
ity on the network.

Physical security Assessed by how secure is the area that holding the database equipments and 
if it is located in an area with limited and controlled access.

Audit trails Judged by the ability of the system to record the modification of data, to keep 
the most up to date version of data and to retrieve old versions of data.

Privacy Responsibility Measured by the degree of protection supplied by the healthcare organization 
for patient information from any disclosure.

Access Control Assessed by the degree of control on different level of access to different 
kind of information at different time.

Confidentiality Measured by the degree of compliance with the UK Data Protection Act 
(1998)
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a broad examining of the existing evaluations 
initiatives, specifically those who were based on 
e-health services case studies. Hence, general 
evaluation criteria were proposed that cover the 
technical, economic and social aspects affecting 
citizen utilization of e-government services. The 
proposed evaluation criteria can also be adapted 
to a specific e-health service by analysing the 
criteria that apply in that situation.

The limitation of this study lies in the absence 
of empirical validation and examination of the 
proposed evaluation criteria that has not yet been 
applied in the fieldwork. Hence, the proposed fac-
tors require an empirical validation which will be 
performed by the authors in the next stage of this 
research using multiple case study strategy and 
will form the basis for further research.
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kEy tErms and dEFinitions 

Direct Costs and Benefits Criteria: Refers to 
the tangible set of criteria that normally dominates 
traditional information system evaluation.

Evaluation Framework: Refers to a model 
by which the evaluation process will be guided 
through a number of phases including; determine 
the evaluation goals, choose the evaluation ap-

proach and methods, identify the practical issues, 
decide how to deal with the ethical issues, and 
determine how to interpret and present the evalu-
ation outcomes.

Trust Criteria: Refers to the set of criteria 
that covers data security and privacy of personal 
data.

Usability Criteria: Refers to the set of criteria 
which represents how well users can use a system 
or service in terms of what it can do. This may 
include; accessibility, functionality, compatibility, 
user’ satisfaction, easy to learn and use, and user 
interface.

User’s Perspective: Refers to the perception 
of actors in the demand side which are affected by 
and/or affected in a specific service or system.
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Chapter 2

Evaluating Healthcare IT 
and Understanding the 
Work of Healthcare are 
Entangled Processes

Joseph Schulman
New York Presbyterian Hospital, USA

introduction

This chapter grew out of a story about how a com-
mittee of clinicians and information technology 
(IT) professionals learned to think more clearly 
about healthcare IT; to think about it in a somewhat 
deductive manner. Since healthcare IT is a tool to 
aid the work of healthcare, the group ultimately 
determined that critical reflection entails identify-

ing what may be considered first principles that 
justify and inform the work itself. At the outset, 
the committee’s task of characterizing IT success 
versus failure seemed perfectly clear. But only so 
until they began to understand the crucial distinc-
tion between healthcare system tasks and goals, 
and that activity without clarity of purpose may be 
activity without value. From these insights emerged 
an interrogative framework anchored in clear no-
tions of purpose and designed to yield operational 
understanding. Over time, the essential idea became 

aBstract

Parallel to the monumental problem of replacing paper- and pen-based patient information management 
systems with electronic ones is the problem of evaluating the extent to which the change represents an 
improvement. Meaningful and useful evaluation rests upon: a) explicitly conceptualizing the goals and 
tasks of the daily clinical work; b) thinking of electronic information management technology as a cog-
nitive tool; c) explicitly representing in the tool the pertinent information elements; d) selecting among 
possibilities for representing a problem formulation so as to facilitate the solution; and e) appreciat-
ing the dynamic interaction between the work and the tool–that changing a tool necessarily changes 
the work. Anchored in the story of how one hospital committee learned to think about the purpose and 
impact of a patient information management system, this chapter gives practical insight to these evalu-
ative considerations.

DOI: 10.4018/978-1-60566-030-1.ch002
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evident: clinical work and tools are calibrated to 
each other. The committee came to appreciate 
that a tool achieving quick user acceptance may 
be one that makes little use of its technological 
potential; and that workers may be unaware that 
their early opinions about new tools reflect their 
imposing the specifics of the previous work/tool 
interaction on the present one. The story of how this 
group learned to think about evaluating healthcare 
IT was originally published in the Journal of the 
American Medical Informatics Association and 
is reprinted here with permission: “Discovering 
how to think about a hospital patient information 
system by struggling to evaluate it: a commit-
tee’s journal.”(J. Schulman, G.J. Kuperman, A. 
Kharbanda, & R. Kaushal, 2007)

Of equal importance to understanding first 
principles that underpin the work of healthcare is 
an understanding of first principles for designing 
IT to aid that work. One such principle is the notion 
of a problem space – discussed in the committee’s 
journal, later in this chapter. This chapter begins 
by examining additional foundational principles 
of IT design. These include the notion of a cog-
nitive tool; exactly which information elements 
one ought to pay attention to; considerations for 
selecting among representational options so as 
to facilitate solving an information management 
problem; the vital importance of explicitly con-
ceptualizing the bulk of the daily work in order 
to deftly manage it via database technology; and 
the idea that our tools generally determine how 
we think and work.

cognitivE tools

IT is a cognitive tool. A cognitive tool is an ar-
tifact to represent and express what one knows; 
it may even help one to discover new knowl-
edge. It is intended to aid human cognitive 
processing,(Jonassen) to extend and facilitate what 
one could otherwise achieve unaided. The point of 
such a tool is not to relieve health care providers 

of the actual task of cognitive processing, but to 
extend providers’ cognitive abilities. Users should 
be able to process more information than if they 
had no tool. Note that whether or not such a tool 
is available, providers must think deeply about 
the information at hand. The tool should promote 
deeper, more critical reflection and help the user 
discover relevant ideas that might have been 
missed without the tool. Rather than solely make 
the current task array easier, cognitive tools should 
enable the user to perform additional tasks that 
were always pertinent to the work but otherwise 
unfeasible.(Jonassen) Moreover, since the truly 
intelligent system is the user – not the tool, the 
tool ought to be largely controlled by the user. In 
contrast, all too commonly current technology 
imposes constraints on exactly how the user may 
formulate and think about a problem.

which ElEmEnts oF thE daily 
work shall wE attEnd to?

One way to think about IT as a tool to facilitate 
the daily clinical work – which largely entails for-
mulating and solving problems – is to decompose 
the work into its component processes:(Robertson, 
Elliot, & Washington, 2007)

1.  Seeking information
2.  Presenting information
3.  Organizing knowledge

Thus, IT affects cognition and ultimately action 
because it frames the way its users think. How does 
this happen? From a user perspective, a particular 
database software implementation is essentially a 
template of blanks to be filled in or to be viewed. 
Each template directs attention to particular as-
pects of work (formulating and solving problems) 
and to particular data elements – and discounts 
or ignores others. Templates underpin not only 
healthcare database software but also similarly 
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intended word processor or spreadsheet applica-
tions; and to some extent, templates also underpin 
the mental models of providers who manage their 
patient information with pen and paper. In any 
case, rather than reflecting the real importance of 
the selected data elements, the framing and focus 
of such templates may derive from what is readily 
measured or represented or from what decision 
makers determine based on legacy and/or accepted 
belief. For some IT implementations, the framing 
and focus may be apropos for specific types of 
patients or pathophysiological conditions, but it 
may be uniformly applied to an inappropriately 
wide range of patients and conditions.

doEs how wE rEprEsEnt what 
wE pay attEntion to, mattEr?

Whatever the framing and focus of an IT imple-
mentation, it amounts to a specific representational 
system; a map of the reality over which it is hoped 
the tool will provide greater mastery. Such a system 
includes:(Norman, 1993)

1.  That which is to be represented
2.  That which does the representing; 

symbols

This map – whether represented in conscious-
ness or in a cognitive tool such as a database 
software application – must itself exist as a repre-
sentation: a metarepresentation.(Norman, 1993) It 
is the meta-representation – the mental model of 
reality – that one tends to reflect upon.(Norman, 
1993) Very importantly, often more than one way 
exists to represent the selected aspect of reality. 
So it is central to evaluative thinking to ask: How 
does one choose among the possibilities?

The answer entails evaluating the suitability 
of each representation for solving the associated 
problem. In the words of popular wisdom, “there’s 
more than one way to skin a cat.” It turns out that a 
problem’s difficulty and its very nature are related 

to its representational or meta-representational 
specifics. This abstract idea becomes concrete 
and much clearer after considering two games: 
one called “15,” and the second, the well-known 
“tic tac toe.”(Guerlain, Hayes, Pritchett, & Smith, 
2001; Norman, 1993)

The game of “15”: Two players may select, 
without replacement, any of the nine digits – 1, 
2, 3, 4, 5, 6, 7, 8, 9. A player may take one digit 
in turn. The aim is to be the first player to get any 
three digits that add up to 15.

Consider this game scenario:(Norman, 1993) 
Player A selects 8. Player B selects 2. On the 
second round, A selects 4 and B selects 3. On 
round three, A selects 5; now, what digit should 
B select next? Please pause and try to answer the 
question.

Most people find this a difficult problem to 
solve. It produces cognitive overload. Tasks in-
clude mentally keeping track of game rules; which 
player selected which digit; which digits remain; 
and which remaining combination is preferred: 
both players’ numbers must be added in various 
combinations of three digits and then one must 
decide either to block the opponent or advance 
toward winning.

Now consider a second game.
The game of “tic tac toe”: Most readers know 

this game from childhood. Played on a 3 X 3 
matrix, the aim is to be the first player to position 
three identical symbols – either X’s or O’s – in 
a straight line.

Consider this game scenario: Player A uses X 
symbols and Player B uses O symbols. Figure 1 
shows the game at round number 3; now, where 
should Player B place an O next? Again, please 
pause to answer the question.

Most readers (and children) find this problem 
easy to solve. They quickly determine that Player 
B should place an O in the lower right cell (Table 
1).

Why does “15” seem difficult and “tic tac toe” 
easy? It is because the way the information about 
the “tic tac toe” game is represented enables one 
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to see the solution “at a glance.” No memory and 
little additional reflection are needed. In contrast, 
“15” as represented above provides no memory 
or other information processing aids.

But “15” need not be so difficult a game. As 
mentioned earlier, often more than one way exists 
to represent an aspect of reality; and that a task’s 
difficulty and its very nature are related to its 
representation or meta-representation. The game 
“15” may be represented differently, graphically, 
as if it were “tic tac toe.” Imagine that player A 
and Player B played “15” such that they arranged 
the available digits as though they were X’s and 
O’s in “tic tac toe.” The upper portion of Table 2 
illustrates one possible configuration reflecting 
the earlier game scenario:(Norman, 1993)

After referring to the matrix in the upper por-
tion of Table 2 and the game in play in the lower 
right, it’s readily apparent that the digit Player B 
should select on round three is 6, in the lower right 
cell. The lower left portion of Table 2 highlights 
the parallel with “tic tac toe.”

proBlEm isomorphs

The games of “15” and “tic tac toe” illustrate a 
key first principle for healthcare IT design, the 
notion of problem isomorphs.(Norman, 1993; 
Simon, 1996) In each game, the problem, the 
essential question to be answered, is actually 
the same. The tasks involved in answering the 
essential question, and the attendant difficulty, 
differ greatly because of how the relevant aspect 
of reality was represented. For either “tic tac toe” 
or “15,” graphically representing the information 
as the matrix illustrated in Figure 2 aids the player 
by providing some “external memory.”(Guerlain et 
al., 2001) Note, however, that for a given problem 
the preferred representational choice may depend 
on whether a person or a computer is doing the 
data processing. Although it is easier for a person 
to solve “15” when graphically represented, it is 
easier for a computer to do so when it is arith-
metically represented.(Norman, 1993) It is easier 
for a person to solve “tic tac toe” when spatially 
represented. However, many people would find 
it much more complicated and unintuitive to 
write a computer program for solving “tic tac 
toe.”(Norman, 1993) Thus, optimal representation 

Table 1. Game scenario (Norman, 1993) 

X O X

X

O

Table 2. Player A’s selections are bold; Player B’s selections are in Italics 

4 3 8

9 5 1

2 7 6

X O X 4 3 8

X 5

O 2
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depends on the available knowledge that may be 
brought to bear, the problem-solving algorithm 
applied, and the performance characteristics of 
the computational system.

The great variation in healthcare and the way 
it is documented, often with little association to 
outcomes (Blumenthal, 1994; The Center for the 
Evaluative Clinical Sciences, 1998), suggests 
that the notion of problem isomorphs could be 
beneficial to usefully conceptualizing healthcare 
and evaluating healthcare IT. Eddy observed that 
“When different physicians are recommending 
different things for essentially the same patients, 
it is impossible to claim that they are all doing the 
right thing.”(Eddy, 2005) Here is one elementary 
illustration of the relevance of problem isomorphs 
to healthcare IT evaluation. To answer a question 
or solve a problem, an IT user often must navigate 
among several windows on a computer monitor. 
This forces the user to rely on human memory 
and cancels some of the machine potential for 
leveraging recall. (Think again about the experi-
ence of playing the arithmetically represented 
game of “15.”) In some software applications, 
once a particular view has opened the user can’t 
go back to check another with related informa-
tion without losing information already entered 
on the current screen view. Imagine how helpful 
it would be for clinicians if a specific array of 
data elements particularly pertinent to a patient’s 
problem profile was available on a single screen 
view – something like the graphically represented 
game of “15.”

In summary:

1.  Try to discriminate bad representations that 
produce a cognitive quagmire from good rep-
resentations that can point to the answer

2.  Recognize that the very concept of the 
problem to be solved may change when 
workers have cognitive tools that expand 
their perceptual capability, their memory, 
and their computational skills

When the only tool you have is a hammer, every-
thing looks like a nail ~Abraham Maslow

can wE rEcognizE it succEss 
whEn wE look at it?

Success vs. Failure: Is the Glass Half Empty or 
Half Full? (Reprinted from Schulman, 2006. Used 
with permission)

Van Der Meijden et al reviewed publications 
between 1991 and 2001 that evaluated inpatient 
information systems requiring data entry and 
retrieval by health care professionals.(Van Der 
Meijden, Tange, Troost, & Hasman, 2003) They 
found a plethora of studies extensively describ-
ing system failures but could find no study that 
explicitly defined system success. Indeed, health 
information systems are rather prone to failing.
(Littlejohns, Wyatt, & Garvician, 2003) One 
fundamental for learning from an information 
system failure is to disentangle user resistance to 
change(Rogers, 1995) from suboptimal technical 
solutions. Those who protest the changes occurring 
in patient information technology must come to 
see that the real choice does not include the status 
quo.(Department of Health, 2002; Dick, Steen, 
Detmer, & eds., 1997) (Thompson & Brailer, 
2004) Bearing in mind that user acceptance need 
not imply a problem successfully solved, see 
Lorenzi and Riley(Lorenzi & Riley, 2000) for a 
review of individual and organizational factors 
that influence people to accept new information 
technology.

success/Failure permutations

It is probably clear by now that “How to recognize 
IT success?” begs other questions: How well have 
the representations been matched to the tasks? Are 
the correct tasks being performed – how does one 
know? A variety of possibilities are possible:
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1.  A well-conceived and/or implemented 
software application of an adequately con-
ceptualized work reality

2.  A well-conceived and/or implemented 
software application of an inadequately 
conceptualized work reality

3.  A poorly-conceived and/or implemented 
software application of an adequately con-
ceptualized work reality

4.  A poorly-conceived and/or implemented 
software application of an inadequately 
conceptualized work reality

A substantial portion of healthcare IT short-
comings may derive from the current work reality 
and how it is conceptualized.(C. Nemeth & Cook, 
2005; C. P. Nemeth, Cook, & Woods, 2004) The 
daily work of healthcare may appear to unfold 
smoothly, but only because clinicians are doing 
many thing to make it appear so. Closer examina-
tion reveals an exceedingly complicated, vague, 
variable, inconsistent, and fast-paced reality.(C. 
Nemeth & Cook, 2005) Experienced clinicians 
know that clinical processes may be implicit or 
even ad hoc – and vary with each patient.(Joseph 
Schulman, 2004) These realities of under-concep-
tualization and procedural anarchy are “hiding in 
plain sight.”(C. Nemeth & Cook, 2005) Those who 
cannot recognize what is actually unfolding before 
them cannot understand the work as it truly is and 
therefore cannot create appropriately supportive 
cognitive tools.(C. Nemeth & Cook, 2005) What is 
needed to move beyond this difficulty is to apply 
to healthcare IT cognitive engineering methods 
and meticulous observation of the clinical work 
as it actually is – in distinction to what workers 
would like to imagine it is.

A perhaps contrasting view is expressed in 
an intriguingly titled article, “Designs are hy-
potheses about how artifacts shape cognition 
and collaboration.”(Woods, 1998) The author 
appears to assume that software designers begin 
with an adequately conceptualized work reality 
(possibilities #1 and #3 in the above list). He 

makes two points. First, our tools determine how 
we think and work – and how we do these things 
with our co-workers. Secondly, an implemented 
design’s actual performance in aiding cognition 
and collaboration must be explicitly tested. Of 
course, testing the design hypothesis requires 
data describing appropriate outcome variables 
and predictor variables. This, in turn, requires a 
conceptual framework for that which we wish the 
tool to help us with.

Are we trapped in a conundrum of determining 
whether the chicken or the egg comes first? Here 
is how one group saw their way out.

discovEring how to think 
aBout a hospital patiEnt 
inFormation systEm By 
struggling to EvaluatE 
it: a committEE’s Journal 
(rEprintEd From schulman, 
kupErman, kharBanda, 
& kaushal, 2007. usEd 
with pErmission)

Alice came to a fork in the road. “Which road do 
I take?” she asked. “Where do you want to go?” 
responded the Cheshire cat. “I don’t know,” Alice 
answered. “Then,” said the cat, “it doesn’t mat-
ter.” ~Lewis Carroll, Alice in Wonderland

As organizations transition from paper to elec-
tronic media for storing and managing patient 
information, front-line clinicians experience dis-
quieting feelings that may range between vague 
distress and profound disruption of their world. 
These clinicians face “dilemmas of transformation 
in the age of the smart machine.”(Zuboff, 1988) 
We think it is crucial that all involved in this 
transformation strive for clarity in understanding 
how technology restructures the work situation, 
how a computer-based patient information sys-
tem can “abstract thought from action”(Zuboff, 
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1988) – not only automate but also informate 
(Zuboff, 1988) – reveal activities, events, entities, 
ideas, and information to some degree previously 
opaque; and how work tasks, work flow, and tools 
dynamically interact.

Hospital information technology (IT) commit-
tees represent a part of an organization’s strategy 
for crossing the chasm separating the culture of 
paper media and the culture of electronic media.
(Healthcare Information and Management Sys-
tems Society, 2006; Shortliffe, 2005; Wyatt, 1995) 
These committees commonly include front-line 
clinicians. These individuals may have little ex-
perience with either the potential or the pitfalls of 
the technology over which they adjudicate, and 
little experience in how to critically think about 
the issues. To draw attention to this aspect of the 
unfolding transformation and contribute to the 
conversation about how to make sense of it, we 
summarize our committee’s early experience.

in the Beginning, the task 
seemed so clear

We work at a large academic hospital. Our com-
mittee is comprised of administrators, clinicians 
including physicians, nurses and pharmacists, 
and IT specialists. Our charge is to improve our 
inpatient clinical IT systems by determining: 
desirable features for our electronic patient in-
formation management system; how to minimize 
work disruption during system implementation; 
and how to evaluate the consequences of replacing 
the previous technology. In particular, we were 
asked to suggest exactly what to measure in order 
to determine whether the IT system is successful. 
At the outset, this seemed rather straightforward to 
many members. So at the first meeting the group 
quickly crafted a list of “short term goals.” These 
included assembling an inventory of resources 
from which we could obtain evaluation data, 
planning to assess the medical error reporting 
system for IT related events, and conducting an 
IT user survey.

stepping Back

Then one of us spoke up. “These aren’t goals. 
They’re tasks. Before deciding what to do (task), 
shouldn’t we say exactly what we want to achieve 
(goal)? For example, depending on our goal, we 
might prefer to track trigger events (sentinel met-
rics (Resar, Rozich, & Classen, 2003)) instead of 
analyzing data from the medical error reporting 
system.”

Several of the clinicians, understandably, con-
ceptualized the committee work as they do their 
clinical work. After a patient’s history, physical 
exam, and ancillary data are presented on rounds, 
they often immediately rattle off the next lab stud-
ies and images to obtain. If pressed on this issue, 
they say they’re so accustomed to their work that 
in the blink of an eye they (implicitly) determine 
the goals those labs and images are intended to 
promote. However, test this assertion by asking: 
“If the laboratory tests and images you need – for 
instance, a CBC, CRP, and a chest X-ray – provide 
the answers you seek, then precisely what is the 
question these answers inform?” Some workers 
simply respond with a puzzled look, some will 
articulate a reply; but the replies tend to vary among 
respondents – and infrequently are they framed 
as questions. Rarely, someone will articulate the 
question the studies, the “answers,” indeed inform: 
“What is the estimated probability my patient has 
condition x, given the results of these studies?” 
Activity without clarity of purpose may be activity 
without value. If the estimated probability that a 
patient has condition x, given confirmatory study 
results, does not exceed a threshold value justify-
ing the benefits/risks of treatment, the studies, the 
“answers,” are unnecessary. Similarly, evaluation 
data should only be collected if they help to answer 
a specific question designed to explicitly probe 
goal achievement.
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identification of purpose

At our next meeting, we tried again to articulate 
what we wanted to accomplish over the short-term: 
1) We want to identify existing data sources that can 
inform evaluation of our work and to understand 
the sources’ strengths and weaknesses. 2) As a 
foundation for evaluation, we want to enumerate 
the intended consequences of the current IT imple-
mentations and discover some of the unintended 
consequences. Although in hindsight #1 was still 
quite vague and #2 essentially stated that the goal 
was to create a list of goals, we pressed on.

“What are we trying to achieve in the long 
term?” 1) We want to be able to describe the 
effects of our clinical interventions, including 
otherwise unapparent effects we would not know 
of without analyzing aggregated patient data. 2) 
We want to use the potential of IT to improve the 
care we provide.

This sounded pretty good. Even so, we ac-
knowledged the imprecision by following with 
the question embedded in our committee’s charge: 
“How do we define success – how will we know 
when we have achieved these goals?” We did not 
appreciate at the time, that the idea we began to 
grapple with might be more usefully conceived 
as a continuous variable, a spectrum of “doing 
a good job,” rather than binary, success/failure. 
(Aarts, Doorewaard, & Berg, 2004) Nor did we 
appreciate the need to operationally define “doing 
a good job”; or that crafting this definition was at 
the core of our measurement task; nor the need 
to consider the multiple evaluative perspectives 
from which achievement might be framed, for 
example, the committee’s, the clinical staff’s, the 
IT department, the organization. We did appreciate 
that answering the question entailed developing 
evaluative criteria for our information manage-
ment tool, along with evaluative criteria for our 
clinical performance.

We were starting to get it: identifying what we 
measure comes after developing a clear, explicitly 
articulated idea of what we’re trying to achieve. 

This idea of what we’re trying to achieve must 
do more than sound lofty and laudable. It must 
describe what the system is to be about at the core. 
Without such clarity, we’d ultimately just collect 
lots of data without gaining knowledge. By this 
formulation we recognized too, that our work 
was enmeshed with that of another committee 
charged with developing clinical performance 
metrics. Although we actually were back where 
we started, we sensed that we could now make a 
more informed choice about the path to take.

Broad goals

In discussing candidate goals, members indicated 
that IT was important because it represented a 
means for reducing errors. So we scrutinized a 
widely accepted definition of error:

“… all those occasions in which a planned se-
quence of mental or physical activities fails to 
achieve its intended outcome, and when these 
failures cannot be attributed to the intervention 
of some chance agency.”(Reason, 1990)

Clearly, we needed to achieve much more 
conceptual clarity and specify our ideas in greater 
detail. The notion of error makes no sense until 
we precisely identify the intended outcome, i.e. 
the goal of the activity.

Our deliberations also led us to Norman’s 
(Norman, 1993) and Zuboff’s (Zuboff, 1988) 
notion of IT as a cognitive tool – something that 
should make us smarter than we are without it. 
Therefore, taking account of the various users at 
our hospital, we pondered how to think about the 
main features this cognitive tool should offer.

Herbert Simon helped point the way:

”Solving a problem simply means representing it 
so as to make the solution transparent… a problem 
space in which the search for the solution can take 
place… Focus of attention is the key to success – 
focusing on the particular features of the situation 
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that are relevant to the problem, then building a 
problem space containing these features but omit-
ting the irrelevant ones.” (Simon, 1996)

A new candidate goal and associated evaluative 
criteria were revealed. Now we asked, “To what 
extent does our tool aid in creating a productive 
problem space?”

By now, most of us had completely forgotten 
that we initially thought the committee’s charge 
could be straightforwardly dispatched. We under-
stood that it was so complex we must break it up 
into more manageable chunks. We identified broad 
categories within which to articulate hospital IT 
goals and problems

Business, i.e. billing and collections• 
Regulatory compliance• 
Reporting• 
Patient documentation• 
Electronic prescribing• 
Decision support and other cognitive • 
enhancements
Referrals• 
Clinical performance evaluation and qual-• 
ity improvement

Exposure-outcome relationships ◦
Patient registries• 
Workflow and efficiency• 

criteria for measures

We were beginning to share the view that col-
lecting data is merely the tip of the iceberg that 
is IT measurement. Data collection is buoyed by 
a body of explicit performance questions whose 
answers have potential to advance our purpose. 
Proposed measures must plausibly inform those 
answers by withstanding rigorous and uniform 
scrutiny:

What dimension of IT use or patient care • 
does this measure inform us about?

With what overarching aim does this  ◦

dimension resonate? That is, if a list of 
explicit aims and a fine-grained pro-
cess map of our entire enterprise were 
spread before us, precisely which aim 
and process component(s) does this 
measure enable us to associate?

Such measurement activity  ▪
should both derive from, and 
test hypotheses about causal 
sequences

What results do we expect, i.e. what is our • 
hypothesis?
How would we interpret results that • 
might be displayed? (This entails work-
ing with fabricated, “dummy data,” during 
planning.)
What might we do differently once we • 
know this thing?
What target performance range do we seek • 
to achieve for this measurement variable?

This interrogative framework depends on clear 
notions of purpose, intended outcomes. However, 
systems may produce surprises: unintended, 
undesired outcomes. How might the committee 
learn about unintended consequences of IT? We 
discovered another daunting challenge. Some-
times, we wouldn’t know in advance what to look 
for; even worse, we might not recognize what we 
were looking at after it occurred. As a first step, we 
would measure unintended IT consequences via 
some type of user survey. Practical considerations 
required that we draw a sample from all users. 
Therefore, we would have to determine how to 
sample. Our thoughts increasingly reflected our 
experience: “First, we should discuss detailed, 
explicit aims of the survey. That way, we’ll have 
a clearer idea of what to do. For example, if one 
aim is to gain insight to whether responses might 
be biased by user’s experience with antecedent 
technology, we might consider including comple-
mentary “fly-on-wall” observers’ reports.”
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learning from others

We considered the wide range of IT already 
implemented – for which corresponding goals 
often appeared to be implicit at best. And we 
considered the practical reality that committee 
members could devote only a small fraction of 
their total work time to this effort. It seemed 
sensible to develop ever-more fine-grained goals 
in conjunction with accumulating insights via 
learning from what others have done in these 
areas. That is, we would start with others’ evalu-
ative frameworks, reflect on the goals they (at 
least implicitly) seek to establish, and over time, 
refine our own concept of our goals and how we 
determine that we achieve them.

We drew heavily from the excellent overview 
of Ash, Berg, and Coiera (Ash, Berg, & Coiera, 
2004) to draft an extensive conceptual framework 
for probing clinicians’ experience using our insti-
tution’s patient information management system 
(Box 1). The work/tool interaction section of Box 
1 merits additional discussion. The content and 
flow of the daily work – the tasks constituting 
the means of achieving the (hopefully explicit) 
aims – reflect what is possible and practical at the 
time. The tools are designed to facilitate the work, 
and similarly reflect what is possible and practical 
at the time. Thus the notion of what constitutes 
the daily work, operationally framed, varies over 
time. Note that the aims of the daily work tend to 
be more stable than the tasks selected to achieve 
the aims. To illustrate, in the days of paper-based 
patient records, clinicians would never dream of 
instantly computing a patient’s post-test prob-
ability of a particular disease as soon as a test 
result is reported. Today, this is indeed possible. 
Although such Bayesian computation was always 
consistent with the aims of clinical work, it may 
become part of the daily work when it is possible 
and practical.

our revelation

The essential point is that clinical work and tools 
are calibrated to each other. If a tool is changed, 
the work flow and/or fine structure it is intended 
to support must necessarily change. (Aarts et al., 
2004) Thus, stakeholders must consider as an as-
pect of progress the need to recalibrate work flow 
and/or fine structure to new tools’ capabilities; ever 
mindful of the aims that motivate the work. A tool 
achieving quick user acceptance may be one that 
makes little use of its technological potential and 
correspondingly less likely to advance the goals or 
justify the investment. The “aha moment” arrives 
with the understanding that preserving existing 
problem solving approaches that suppress evident 
potential for more effectively and/or efficiently 
advancing the goals is antithetical to progress. A 
problem space with which workers are comfortable 
may, when new tasks are enabled, be rendered 
suboptimal. Therefore, in the context of the goals 
of the enterprise, we define user acceptance as a 
result of judging not a new tool in isolation, but 
a new work/tool dyad. A short “test drive” yields 
an answer to the wrong question.

Workers long accustomed to a particular way 
of working may have difficulty imagining new 
ways made possible by tools that enable things 
they never dreamed of. Indeed, workers may 
be unaware that their early opinions about new 
tools reflect their imposing the specifics of the 
previous work/tool interaction on the present 
one. To further illustrate this important idea of 
dynamically calibrating work and tools to each 
other, we invited members to consider this ques-
tion: “If all you had to do was ask for it, what do 
you wish your patient information management 
tool could do?”

Serve me new and relevant information • 
without my having to open a specific pa-
tient’s record – the information system 
should “find me” when necessary
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Support Bayesian decision making (com-• 
pute post-test disease probability)
Enable me to access it remotely (from • 
home)
Configure multiple windows into one co-• 
herent display, as I deem necessary
Optimize the • problem space in relation to 
the nature of the problem, rather than the 
same configuration for every patient
Facilitate communication among • 
consultants
Improve communication efficiency; mini-• 
mize interactions and interruptions

Communicate with other involved  ◦
providers from within a patient 
record

Document communication and  ▪
results

Prevent duplication of efforts, prevent  ◦
memory lapse

Promote an explicit list of patient-specific • 
goals for the day, articulated as part of dai-
ly patient rounds
Support a shared to-do list among all care • 
providers

The point of this invitation was to illuminate 
the way one’s conceptualization of work is molded 
by one’s notion of what is possible. The aim was 
to highlight contrasts: the difference between 
the items enumerated on a current task list and a 
potential ideal task list; the gap between the way 
tasks are done and potentially more efficient/
effective alternatives enabled by technological 
advancement. Pondering such contrasts promotes 
creativity in formulating a problem space and 
solution. (Simon, 1996) Although the invitation 
was not intended to encourage user expectations 
with which tool builders could not keep up, some 
low level of discord appears desirable for stoking 
the flame of continual improvement.

lessons we learned

In conclusion, although evaluating a clinical IT 
implementation is a daunting challenge, it is central 
to managing the organization. IT evaluation should 
be founded upon explicit understanding of the 
goals of the enterprise – necessarily the first step 
in the process, appreciating the incessant work/
tool interaction, and expecting that these change 
over time. This view thus calls for:

Persuading the user community that their • 
choices do not include the status quo
Discriminating user resistance to change • 
from suboptimal technical solutions(Rogers, 
1995; J. Schulman, 2006)
Appreciating that user acceptance • 
need not imply a problem successfully 
solved(Lorenzi & Riley, 2000; J. Schulman, 
2006)
Setting realistic expectations; understand-• 
ing that early iterations of a solution may 
produce only tolerable or promising re-
sults, i.e. it is impossible to anticipate ev-
ery issue that will arise after implementa-
tion.(J. Schulman, 2006)
Appreciating that the appropriate evalua-• 
tive study design may be a matter of con-
troversy. Randomized controlled trials, 
though a gold-standard for discriminating 
an intervention effect, are typically infea-
sible. Some outcomes may not even be 
quantifiable; however, they may be ana-
lyzed using widely accepted qualitative 
methods.(Stoop, Heathfield, de Mul, & 
Berg, 2004)
Periodically re-thinking the boundaries and • 
elements of the problem space

Daunting as IT evaluation may be, it is unavoid-
able because, as our story illustrates, it is central 
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Box 1. Conceptual framework for probing clinicians’ experience using a patient information manage-
ment system 

Dimension of IT tool use: Work Flow
Data entry• 

Do we impose perceived additional work tasks? ◦
Is information displayed in a visual format that facilitates the task? ◦

Fonts ▪
Background color ▪
Content structure ▪

Data retrieval• 
Individual patients ◦
Aggregates of patients ◦
How soon after creation is a record available? ◦

Interruptions: when distracted by a competing task, do users lose track of thoughts and where they were in the record by the time • 
they return to it or does the tool remember for them?
System response time; down time• 
Ease of system access• 
Feature navigation: ease, and possibility to toggle between features• 
Juxtaposition • error: is a data element so close to something else on the screen that the wrong option may easily be clicked or an 
item read in error?
Have users devised workarounds? That is, have users devised strategies and tactics enabling them to live with the system despite • 
demands they deem unrealistic, inefficient, or harmful?
To what extent does this tool promote entering information only once, but enable presenting it in varied contexts?• 

Dimension of IT tool use: Cognitive enhancement/impedance
Does this tool overwhelm users (cause cognitive overload) by overemphasizing• 

structured and ‘’complete’’ information entry ◦
alerts and reminders ◦
If so, please provide detailed explanation ◦

Does this tool cleave information that belongs together, forcing users to switch between different screens, so that users feel • 
deprived of the overview desired?

If so, please provide detailed explanation ◦
Standard phrases• 

Are readability and information value of reports diminished by over-use of standard phrases? ◦
Does the availability of these standard phrases discourage users’ composing thoughts and crafting meaning? ▪
As users read a narrative, is understanding sometimes confounded by uncertainty whether a sentence or clause  ▪
represents thoughtful word use – a spot-on description; or merely a conveniently available selection – a more or 
less apropos description?

Have others over-used cut and paste or copy and paste text manipulation?• 
Redundant information ◦
Inaccurate information ◦

Are data provided as abstract cues, or do they contain sufficient context to establish their referential function?(Zuboff, 1988)• 
Do users feel they function more as data entry workers or as knowledge workers?• 

Do users feel their identity as a professional has changed by using this tool? ◦
If so, how? ▪

To what extent does this tool draw out users’ intellect in working with the data and aid their creating meaning from it?(Zuboff, • 
1988)

Dimension of IT tool use: Communication
To what extent do users think that another professional reviewing their entry will grasp the essence of what they intended to • 
communicate?

Do users think that “entering” their contribution to the patient record replaces their previous means of initiating and com- ◦
municating their plans?
Have users noticed a change in the amount of direct interaction among physicians, nurses, and pharmacy? ◦

If so, in what direction? ▪
Is this perceived to be in their patient’s and their interests?• 

Has overall reliance on the computer system as a source of answers to clinical questions increased, decreased, or stayed  ◦
the same?
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to healthcare. Fortunately, as we engage with the 
challenge we become increasingly energized. We 
urge others to serve on committees such as ours 
because the rewards of this arduous, often frustrat-
ing, endeavor are nothing less than greater clarity 
about the essence of our work in healthcare, greater 
mastery in achieving its purpose, and a greater 
sense of meaning in our daily tasks.

conclusion

Evaluating healthcare IT and understanding the 
work of healthcare are entangled processes be-
cause clinical work and associated information 
management tools are calibrated to each other. 
The point of such tools is to extend providers’ 
cognitive abilities: promote deeper, more critical 
reflection, and help the user discover relevant ideas 
that might have been missed without the tool; all 
the while speeding the flow of the component tasks 
constituting the daily work. However, healthcare 
IT can aid providers in their work only to the 
extent that providers and IT designers understand 
exactly what the work is to achieve and by what 
means. Lofty and laudable-sounding goals gen-
erally are uninformative for IT design. Explicit, 
operationally defined goals; work tasks designed 
to efficiently and effectively achieve the goals; 
and clear ideas of what is meant by “efficiently” 
and “effectively”; these are the prerequisites for 
evaluative thinking.

Since one’s concept of work is molded by 
one’s notion of what is possible, the work of 
healthcare and IT tools to facilitate it exist in a 
dynamic, changeable relationship. This relation-
ship resembles the evolutionary dynamic between 
biological organisms and their complex and ever-
changing environment. The concept of a success-
ful organism is meaningless without a specified 
environmental context. As that environment 
changes – and indeed it continually changes – so 
does the evaluative framework for determining 
what constitutes success.
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kEy tErms and dEFinitions

Cognitive Tool: an artifact to represent and 
express what one knows; intended to aid human 
cognitive processing, to extend and facilitate what 
one could otherwise achieve unaided.

Electronic Information Management Tech-
nology (IT): typically, a database software appli-
cation (less sophisticated implementations occur in 
word-processing or spreadsheet software) running 
on some configuration of computer hardware

Goal, Aim, Purpose: That which one seeks 
to achieve via a particular work operation; a 
desired result.

IT Evaluation: the process of determining the 
degree to which an IT implementation facilitates 
the work of an individual or organization

Meta-Representation: the representation of 
the representational system – the explicit map of 
the portion of reality of interest. Reflection on the 
chosen map of reality actually tends to occur upon the 
meta-representation – the mental model of reality.

Patient Information Management System: a 
data management system that facilitates process-
ing of patient information

Problem Isomorph: a single problem can be 
stated in various ways, and often therefore can be 
variously represented. The particular represen-
tation, or problem isomorph, can influence the 
difficulty of solving the problem.
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Problem Space: the collection of possible 
information configurations and actions that may 
transform them, in order to advance toward a goal; 
i.e. the circumstances within which the search for 
the solution to a problem can take place.

Problem Solving: the process of moving 
from a starting point in the problem space to the 
goal.

Representational System: a map of the reality 
over which it is hoped the associated cognitive 
tool will provide greater mastery. Such a system 
includes both that which is to be represented and 
that which does the representing – symbols.

Task: one of a set of actions – specific steps in 
a process – contributing to achieving a goal.
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introduction

Electronic Health Records (EMR), Computerized 
Physician Order Entry (CPOE), and Decision 
Support Systems (DSS) promise to contribute 
substantially to the quality of care (Bates, 2005; 
Chaudhry et al., 2006; Shamliyan, 2007). None-
theless, implementation of these types of Health 

Information Technology (HIT) in the United States 
has fallen far short of this promise and has often 
produced disappointing results (Blumenthal & 
Glaser, 2007; Crosson et al., 2007; Fitzhenry et 
al., 2007; Grossman, Gerland, Reed, & Fahlman, 
2007; Linder, Ma, Bates, Middleton, & Stafford, 
2007; Chaudhry et al., 2006; Sidorov, 2006). Some 
HIT projects have been scaled back or abandoned 
altogether (Conn, 2007).

aBstract

Many unintended and undesired consequences of healthcare information technologies (HIT) are gener-
ated by interactions between newly introduced HIT and the existing healthcare organization’s sociotech-
nical system--its workflows, culture, social interactions, physical environment, and technologies. This 
chapter presents and illustrates a model of these interactions that we call interactive sociotechnical 
analysis (ISTA). ISTA places special emphasis on recursive processes (i.e., feedback loops that alter the 
uses of the newly introduced HIT) promote second-level changes in the social system, and sometimes 
lead to changes in the new HIT systems themselves. We discuss ISTA’s implications for improving HIT 
implementation practices and suggest how clinicians, IT specialists, and managers can better anticipate 
likely consequences of introducing HIT; more effectively diagnose unforeseeable consequences which 
emerge during implementation; and better respond to these emerging consequences.
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Many of these disappointments reflect unde-
sired and unanticipated consequences that emerge 
during the HIT’s implementation (Ash, Sittig, 
Poon et al., 2007). In an earlier paper we traced 
common, unanticipated consequences to five types 
of sociotechnical interactions among new HIT 
and the provider organization’s existing social 
and technical systems -- including workflows, 
culture, social interactions, physical infrastructure, 
and technologies (Harrison, Koppel, & Bar-Lev, 
2007). In that paper we presented the main types 
of interactions in a conceptual framework (or 
model) we call Interactive Sociotechnical Analysis 
(ISTA),

This chapter starts with a review of ISTA’s 
background and its main features. Then, draw-
ing on published studies and on our and others’ 
observations, we provide an array of illustrations 
of unintended consequences that arose from the 
processes depicted in the ISTA model. There 
follows a discussion of ISTA’s implications for 
improving HIT implementation practices. In par-
ticular we suggest ways in which clinicians (i.e., 
physicians and nurses), IT specialists, and manag-
ers can better anticipate the likely consequences 
of HIT implementation; more effectively diagnose 
unforeseeable consequences which emerge dur-
ing implementation; and better respond to these 
emerging consequences.

Background

studies of unintended 
consequences

A growing body of research and user reports 
reveals many unanticipated and undesired conse-
quences of implementation (Aarts, Ash, & Berg, 
2007; Ash, Berg, & Coiera, 2004; Campbell, Sit-
tig, Ash, Guappone, & Dykstra, 2006; Han et al., 
2005; Koppel et al., 2005; Rosenbloom et al., 2006; 
Schneider & Schneider, 2006; Silverstein, 2006; 
Wachter, 2004, 2006; Wears & Berg, 2005). Un-

anticipated and undesirable consequences, which 
are usually just called unintended consequences 
(Ash, Sittig, Dykstra et al., 2007), often undermine 
patient safety practices and occasionally harm 
patients (Weiner, Kfuri, Chan, & Fowles, 2007; 
Campbell, Sittig, Ash, Guappone, & Dykstra, 
2007; McAlearney, Vrontos, Schneider, Christine 
R. Curran, & Pedersen, 2007). Unintended con-
sequences also lead to cost escalations, resistance 
to implementation, and sometimes to failures of 
HIT projects (Silverstein, 2006).

The literature on HIT’s unintended conse-
quences documents these interactions and contains 
several typologies and conceptual frameworks that 
help guide research and practice (Ash, et al., 2004; 
Ash, Sittig, Dykstra et al., 2007; Campbell et al., 
2006). Our previous paper (Harrison, Koppel, & 
Bar-Lev, 2007) provides a detailed comparison 
of the ISTA model to the best-known typologies 
(Ash, et al., 2004; Campbell et al., 2006). One 
of the most important differences concerns the 
typologies’ usability. Conceptual frameworks 
are usually more helpful when they represent 
important empirical variations through just a few 
distinctive types.

To enhance ISTA’s usability we sought to 
encompass the diverse sociotechnical sources of 
unintended consequences within just five types, 
and we characterized these types in terms of a 
very limited set of concepts. Moreover, we placed 
greater emphasis than previous studies did on 
consequences resulting from emergent interac-
tions and containing recursive feedback loops 
among elements of the sociotechnical system – 
for example, effects of HIT on clinical practices 
and relations, which in turn shape the way that 
HIT is used.

research Foundations

ISTA draws on five distinct bodies of research. 
First, traditional sociotechnical systems (STS) 
research documents dynamic, mutual influences 
among the social subsystem (people, tasks, rela-
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tionships), the technical subsystem (technologies, 
techniques, task performance methods, work 
settings), and their social and organizational en-
vironments (Fox, 1995). Early STS work focused 
on attaining an optimum balance between the 
social system -- including the needs of the work-
ers -- and the technologies used in manufacturing 
and extraction industries. Later STS research in 
healthcare showed how sociotechnical forces 
shape work processes, which impact employee 
motivation and patient outcomes (Chisholm & 
Ziegenfuss, 1986; Systems Engineering Initiative 
for Patient Safety, 2003).

Sociotechnical studies of office automation 
indicate that early designers of management 
information systems adopted a “rational/static” 
approach that focused mainly on enhancing 
information processing efficiency and manage-
rial control (Mumford & Banks, 1967; Bostrom 
& Heinen, 1977a). This narrow, mechanistic 
approach overlooks effects of new information 
systems on employees and their organization and 
fails to grasp the dynamic and interconnected 
nature of organizations as systems. In contrast, 
sociotechnical analysts advocate applying the STS 
principles of participative design and autonomous 
work groups to the introduction of new computer 
systems.(Bostrom & Heinen, 1977b; Mumford, 
1983).

Second, the closely-related field of ergonomics 
examines effects of work technologies and physi-
cal environments on individuals (International 
Ergonomics Association, 2006; Carayon & Smith, 
2000). Ergonomics points to crucial interactions 
among work organization, patient, provider, and 
organizational factors (Karsh, Holden, Alper, 
& Or, 2006). Macro ergonomics examines how 
features of work organization -- including physi-
cal settings, tasks, technology, and organizational 
arrangements -- affect individual stress and 
performance (Carayon, 2006; Carayon & Smith, 
2000). Ergonomic practitioners design physical, 
cognitive, and organizational work features that 
fit peoples’ needs, abilities, and limitations.

Traditional sociotechnical and ergonomic 
analyses stress the benefits of appropriate design 
of technologies, but they tend to treat designed 
configurations as stable over time and consistent 
across contexts. Hence, traditional STS and er-
gonomic research examines how technological 
features affect people and social systems but 
does not explore the other side of that relation-
ship: how social systems shape technology and 
its uses (Kling, 2000). In contrast, several other 
research streams recognize that technology and 
the social world are intertwined and influence 
one another.

The third body of research includes social 
construction of technology studies, along with the 
broader negotiated-order and interpretive tradi-
tions on which social construction draws (Giddens, 
1984; Maines & Charlton, 1985; Weick, 1979). 
Researchers in these fields show how interactions 
among technology users -- including managers, 
clinicians, and other healthcare staff -- help select, 
reinterpret, modify, and even create technologies. 
(Aarts, Doorewaard, & Berg, 2004; Cornford, 
2003; Orlikowski, 2000; Pinch & Biker, 1987; 
Weick, 1979, 1990). From this vantage point, as 
people adopt and use technologies, they alter them 
and transform relations among the technologies 
and their organizational contexts.

Fourth, technology-in-practice, shows that 
technologies such as EMR and CPOE are not 
just shaped by practitioners; they also mediate 
practice (Berg, 1997; Weick, 1979). Healthcare 
emerges through collaborative work and tight 
interconnections among people, tools, machines, 
documents, and organizational routines (Bar Lev 
& Harrison, 2006; Berg, 1999; Timmermans & 
Berg, 2003).

Social informatics, the fifth research field 
on which ISTA builds, applies insights from the 
research just reviewed. Following social construc-
tion and technology-in-practice, social informatics 
explicitly acknowledges the embeddedness of 
information technologies within organizations and 
broader social contexts (Kling, 2000). Thus nearly 
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identical information technologies can be applied 
and used very differently because of the many, 
complex interactions among people, between 
people and equipment, and even between sets of 
equipment (Kling, McKim, & King, 2003).

methodology

To clarify the aims and limitations of this chap-
ter, we will briefly explain the logic we used to 
develop the ISTA types. Then we will describe 
our procedure for selecting examples of each type 
and the methods behind each example.

The main goals of this chapter are analytic, 
rather than empirical. We seek to model the 
main types of interactions that lead to unintended 
consequences, but do not attempt to estimate the 
frequency or distribution of these types. Nor do 
we seek to develop and test hypotheses about the 
causes or consequences of each interaction type. 
Rather than reporting systematically gathered 
data on the ISTA types, we provide illustrations 
of each type of these interactions.

We used a combination of deductive and induc-
tive reasoning to develop ISTA. Using deduction 
we moved from findings and insights from the five 
bodies of research summarized above to gener-
alizations about possible sources of unintended 
consequences. For example, both theoretic and 
empirical findings led us to generalize that users’ 
reactions to new HIT and their local adaptations of 
it may diverge so dramatically from the original 
HIT design that managers and IT designers are 
forced to reconfigure some HIT features. This 
hypothesis led us to create one of the interaction 
types presented in our ISTA typology.

Once we had developed the typology, we 
sought a broad mix of illustrations of how each 
type works. We combed published studies, obser-
vations from our own studies, reports of problems 
with HIT literature appearing on the web (e.g., 
Silverstein, 2006). In addition we solicited il-
lustrations from clinicians interested in HIT and 
working with it. We selected for this chapter the 

examples that most clearly illustrated each type 
and that did not require lengthy explanation.

Fourteen of the seventeen examples provided 
below were drawn from published studies of HIT 
implementation in acute care hospitals. These 
studies used a wide range of data gathering and 
analytic techniques, including observations of 
HIT use, interviews with users, and examination 
of documents relating to HIT implementation. 
Details on these methods are available in the 
original sources.

ista FramEwork

From the research foundations reviewed above, 
we draw four key features of ISTA, which are 
sometimes neglected in discussions of the con-
sequences of implementing HIT:

The importance of examining actual uses • 
of HIT (“HIT-in-use”), rather than uses 
that were planned or envisioned by design-
ers or managers
The impact on • HIT use of technical and 
physical settings of work
Users’ renegotiation and reinterpretation of • 
HIT features
Interaction and interdependence among • 
social and technical systems and recursive 
relations (i.e., feedback loops) among so-
ciotechnical subcomponents.

The ISTA framework thus encourages us to stop 
viewing HIT innovations as things and instead treat 
them as elements within unfolding processes of 
sociotechnical interaction. From the viewpoint of 
ISTA, the results of HIT innovation can never be 
fully determined by the technology. Sociotechni-
cal interactions are dynamic, emergent, hard to 
understand, and often surprising -- conditions 
characterizing complex adaptive systems (Plsek, 
2001). ISTA rejects popular mechanistic assump-
tions that HIT implementation problems can be 
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solved with more or better HIT and that proper 
HIT implementation depends primarily on training 
and technical support. ISTA thus diverges from the 
prevailing IT engineering approach, which models 
existing administrative and clinical practices in 
new HIT solutions, fine tunes them, and freezes 
these solutions and required user behaviors (Corn-
ford, 2003; Davidson & Heineke, 2007).

Figure 1 provides a graphic portrayal of the 
ISTA framework. It shows interactions among 
subcomponents of the sociotechnical system that 
act as major sources of unintended consequences. 
Other interaction types could be derived logically, 
but these do not appear to affect unintended con-
sequences as strongly as the ones shown. The five 
interaction types are:

1.  New HIT changes existing social 
system.

2.  Technical & physical infrastructures me-
diate HIT use: Interaction of new HIT with 

existing technical and physical conditions 
affects HIT-in-use.

3.  Social system mediates HIT use: Interaction 
of new HIT with the social system affects 
HIT-in-use.

4.  HIT-in-use changes social system: 
Interaction of new HIT with the social sys-
tem affects HIT-in-use, which then further 
changes the social system.

5.  HIT-social system interactions engender 
HIT redesign: Interaction of new HIT with 
the social system affects HIT-in-use, which 
then leads to changes in HIT properties.

Arrows in Figure 1 show the impact of one STS 
subcomponent on another and correspond to the five 
interaction types. Arrow 1 shows effects of newly 
implemented HIT on the Social System subcompo-
nent within the adopting organization. Arrows that 
pass through a subcomponent show sociotechnical 
interactions. For example, Arrow 2 depicts interac-

Figure 1. Interactive sociotechnical systems
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tion between New HIT and the existing Technical 
and Physical Infrastructures. This interaction in turn 
shapes HIT-in-Use. Arrow 3 shows the effects on 
HIT-in-Use of interactions between new HIT and 
the organization’s Social System. Arrows 4 and 5 
indicate that, once shaped by the interactions shown 
by Arrow 3, HIT-in-Use can produce further changes 
in the Social System (Arrow 4) or in New HIT’s 
formal properties (Arrow 5).

The ISTA typology contains both continuities 
and departures from previous models of unintend-
ed consequences and from other previous studies 
of HIT outcomes. The first two ISTA types are 
widely discussed in STS and ergonomics. Type 
3 is prominent in the literature on unintended 
consequences but has received less attention from 
other researchers in information technology and 
healthcare. Types 4 and 5 are less fully developed 
in most discussions of unintended consequences 
and virtually absent from the broader literature 
on HIT.

consEquEncEs oF 
sociotEchnical intEractions

Let us now illustrate how each ISTA type can lead 
to unintended consequences.

type 1: new hit changes 
Existing social system

This type captures processes through which HIT 
interventions in healthcare organizations alter prior 
patterns of work, communication, or relationships 
among clinicians. HIT designers often seek to 
alter work practices but are too often surprised 
by interactions with HIT that engender undesir-
able changes.

Many of these changes involve disruptions of 
communication routines. Consider, for example, 
the following observations (Koppel, Davidson, 
Wears, & Sinsky, in press):

A teen-age woman met with her doctor for a routine 
physical examination. She sat to the physician’s 
right, slightly behind his desk. The physician, in 
turn sat at the desk facing the computer screen. 
This arrangement meant that the physician’s body 
and face were turned away from the patient. The 
physician, who was not a particularly good typist, 
was nonetheless intent on simultaneously ques-
tioning his patient and recording her remarks in 
the computer. Unable to type while looking at her, 
his eyes were assiduously glued to the screen. He 
asked a series of questions which were physically 
addressed to the computer screen rather than the 
patient. The observer noted several things that 
the doctor missed as he typed the information 
into the EMR: 1) the patient provided facial and 
body-language cues suggesting that she was oc-
casionally being facetious. 2) Her facial behavior 
and a pause indicated doubt in response to one 
question. 3) A hand movement suggested that she 
was holding something back, as she provided a 
vague response to a sensitive question about her 
sexual activity.

Miscommunications or failures to perceive 
subtle verbal and physical cues like these could 
produce serious misunderstandings by the physi-
cian or lead to additional, unnecessary probing 
by the physician that would further weaken the 
already fragile physician-patient relationship. We 
do not mean to suggest by this example that when 
physicians wrote their notes by hand they always 
attended to the patient’s nuanced communications 
and correctly interpreted them. But at least prior to 
the EMR, the computer screen and keyboard did 
not pose additional barriers between doctor and 
patient. EMRs require a lot of the physician’s at-
tention. Despite their advantages, the large number 
of EMR screens, subroutines, and templates draw 
the physician’s attention away from the patient. 
Some argue that physician distraction results 
mainly from poor typing ability; as their typing 
gets better the distraction of entering information 
into the EMR will diminish. Certainly poor typing 



39

Interactive Sociotechnical Analysis

skills don’t help. But the real question remains: 
Can one pay careful attention to subtle patient clues 
while focusing on a complex computer screen full 
of questions and check-off boxes?

Sometimes HIT’s disruption of the ongoing 
social system has far more serious consequences. 
A well-known study on CPOE provides two ex-
amples (Han et al., 2005):

First, introduction of CPOE into a tertiary chil-
dren’s hospital reduced bedside nurse-physician 
interaction about critically ill infants. Nurses 
had fewer opportunities to provide feedback that 
sometimes led to beneficial medication changes. 
Second, CPOE procedures altered communication 
between transport teams and the emergency room 
(ER). Prior to introduction of CPOE, transport 
teams radioed the ER, so ER staff could order 
medications and complete admission forms before 
the patient’s arrival. When CPOE was launched, 
transport staff had to provide patient information 
in the ER, and treatment was delayed until after 
ER staff entered the data. Resulting delays and 
reduced clinician interaction may have contrib-
uted to higher mortality rates after introduction 
of CPOE.

Studies of this sort (also Campbell et al., 
2006; Patterson, Cook, & Render, 2002) show 
how HIT implementation can alter or disrupt oral 
communication among clinicians, even when 
talk is faster, more clinically accurate, and safer 
than transmitting information through HIT. The 
challenge when introducing HIT is to improve 
problematic and dangerous forms of communi-
cation, such as illegible prescriptions, without 
undermining vital communication flows among 
clinicians and with patients.

type 2: technical and physical 
infrastructures mediate hit use

Poor fit between new HIT and existing technical 
and physical infrastructures is a common source 

of unintended consequences. Most noticeable to 
HIT specialists are problems of interface between 
new and existing IT. These problems are a frequent 
source of technical failure for new HIT and can 
lead to poor decisions, delays, data loss, errors, and 
unnecessary testing (Aspden et al., 2006; Koppel 
et al., 2005; Davidson & Heineke, 2007).

The following example shows how interface 
issues may affect implementation of remote ICU 
monitoring (e-ICU):

Many hospitals are implementing e-ICUs --where 
a clinical team in a remote center observes pa-
tients in scores of ICUs across dozens of hospitals 
using cameras, microphones, body and medica-
tion monitors. The e-ICU enables hospitals to 
reduce ICU staffs during off-hours. However, 
many of the hospitals implementing the e-ICU 
lack electronically integrated progress notes or 
nursing notes. Instead, these notes must be faxed 
to clinicians in the remote monitoring center (F. 
Sites, RN, Operations Director, Penn E-lert eICU, 
Univ. of Pennsylvania Health System, Personal 
Communication, Oct. 2, 2006). Busy nurses can-
not always collect and fax these documents in a 
timely manner, and off-site clinicians often must 
rely on monitors without progress and nursing 
notes. These clinicians report that the lack of 
paper-based information is troubling and oc-
casionally causes serious problems. The delayed 
or missing information obliges them to make 
decisions with partial information. In addition, 
they find it cumbersome to combine on-line and 
paper-based information.

“Paper persistence” is another common con-
sequence of inadequate integration of new HIT 
and existing information systems (Campbell et 
al., 2006). Use of paper was widespread in the 
five institutions studied by Campbell and her 
colleagues. In some cases, staff had to print out 
CPOE orders and then manually reenter them 
into the local department’s clinical information 
system.
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Poor interfaces between HIT and the physical 
settings in which it is deployed may also lead to 
workarounds and other unanticipated HIT uses; 
these deviations from the planned uses of HIT 
sometimes harm safety, quality, or efficiency. 
IT designers lacking awareness of ergonomics 
may overlook simple, yet fateful environmental 
features, such as the physical ease with which 
computers can be accessed or moved. Here is a 
particularly vivid illustration of the consequences 
of such oversight:

Many hospitals use personal computers affixed 
to carts to provide bedside access. Unfortunately, 
in one hospital, the utility of these computers on 
wheels (“COWs”) was limited by their being 
too “fat” to fit readily into patient rooms (N. 
Rodenhausen, RN, CNO and Sr. V.P. Patient Care 
Services, N.Y. Downtown Hospital, Personal 
Communication, May 12, 2006). As a result, 
nurses using COWS tethered in the hallway during 
barcode scanning may not hear or see alarms for 
wrong patients or medication errors.

Other features of work layout -- including 
noise, overcrowding, and distracting illumination 
-- affect work healthcare performance and safety 
(Alvarado, 2007) and may have unanticipated, 
negative effects on HIT use. Inappropriate physical 
layouts can extend data-entry time, reduce face-
to-face communication, and increase distractions 
(Koppel et al., 2005a). For example, as staff walk 
across a busy floor to terminals, encounters with 
several patients and staff may lead them to forget 
or garble information obtained at the bedside.

type 3: social system 
mediates hit use

Reinterpretations and negotiations about new 
HIT often lead to different HIT uses from those 
intended by HIT’s designers. Yet technical experts 
sometimes discount the potential impact on HIT-
in-use of negotiation and reinterpretation. For 

instance, many electronic systems call for real-
time documentation of medication administration. 
However, when nurses under heavy work loads 
encounter cumbersome software for medication 
administration, the nurses often delay medication 
charting until the end of their shifts (Bar Lev & 
Harrison, 2006; Koppel et al., 2005a). This unsanc-
tioned practice can generate inaccurate recording 
of medication times and quantities, inappropriate 
duplication of prescriptions, less efficient com-
munication between physicians and nurses, and 
reduced efficacy of software safety checks

To take another example, consider how nurses 
sometimes learn to work around unwieldy barcod-
ing procedures:

In hospitals with Barcode Medication Administra-
tion Systems (patient and medication barcoding), 
nurses are frequently frustrated and delayed by 
torn or missing barcode-wristbands (Patterson, 
Cook, & Render, 2002). They sometimes cope 
with these difficulties and speed the process of 
scanning patients’ wristbands by printing ad-
ditional patient barcodes and affixing them to 
supply cabinets, doors jams, scanning equipment, 
nurses’ key rings, and nursing stations (Koppel, 
Wetternick, Telles, & Karsh, in press). Although 
these workarounds help nurses perform their work 
and seem efficient, they undermine medication 
barcode safety features by allowing scanning and 
recording of medications away from the patient. 
Thus scanned medications for several different 
patients might be put on the same tray or in the 
same pocket. Because the scanning data reflect 
apparently flawless administrations, the errors 
may go unnoticed.

An important reason that HIT-in-use so often 
diverges from designed HIT is that the original 
designs fail to take reflect ongoing features of the 
work system and of social relations among prac-
titioners, including collaborative and interactive 
work patterns (Ash, et al., 2004; Patterson, Cook, 
& Render, 2002). Here is a vivid illustration of the 
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effects of ignoring work flow when implementing 
HIT. It comes from an observational study of the 
introduction of system-wide CPOE into an ICU 
(Cheng, 2003):

Before introduction of CPOE, nurses were used 
to alerting physicians about changes in patients’ 
conditions. Physicians often gave oral orders to 
nurses and only signed orders after the nurses 
had transcribed and administered them. The 
CPOE required physicians to initiate orders, 
pharmacists to check them, and clerks to deliver 
them to nurses for administration. Imposition of 
this linear workflow led to delays in delivery of 
orders, left nurses in doubt whether physicians 
had initiated orders, and sometimes produced 
divergent printed orders: the physician’s original 
and the pharmacist’s modification. In response, 
nurses continued to initiate orders by making 
suggestions to physicians. Nurses also frequently 
interrupted physicians to ensure that orders had 
been entered into the CPOE system. Moreover, 
nurses assumed responsibility for deciding what 
to do when the CPOE system presented them with 
conflicting medication orders.

Workarounds like these may help preserve 
important forms of collaboration that are not sup-
ported by an HIT design. But such workarounds 
may also make care less efficient and compromise 
safety and quality.

type 4: hit-in-use changes 
social system

This type shows how HIT implementation can lead 
to recursive interaction involving an undesirable 
feedback loop between HIT-in-use and prevailing 
work patterns and relationships. In this type of 
interaction, use of new HIT is altered by the care 
organization’ social system (as in Type 3), but 
then the HIT-in-use leads to new and additional 
changes in the social system. Consider the follow-
ing example (LaRosa & Koppel, 2007):

New HIT (i.e., CPOE and EMRs) allows Infec-
tious Disease (ID) fellows to access information 
on patients for whom housestaff wish to prescribe 
newer, expensive antibiotics. The ID fellows seek 
to limit use of expensive, broad-spectrum antibi-
otics, Housestaff, however, are often eager to try 
new antimicrobials and to avoid the ID approval 
process. Housestaff developed “ stealth dosing,” 
waiting until the ID fellows go off-duty at 10 PM to 
order the restricted antimicrobials. The next morn-
ing, ID fellows review the previous night’s orders 
and sometimes demand medication changes. But 
changing antibiotic regimes can be problematic, 
so ID fellows let many such orders stand even if 
they are not ideal. Because ID fellows often take 
no remedial actions and housestaff can game the 
system, stealth dosing constrains the ID-fellows’ 
authority and weakens the antimicrobial oversight 
process.

The beginning of this example sounds like the 
ICU example (Type 3). Housestaff workarounds 
lead to unanticipated HIT uses (stealth dosing). 
But the continuation of the stealth dosing example 
shows that the HIT-in-use (i.e., stealth dosing) 
also feeds back to adversely affect authority 
relations.

Recently we observed another instance in 
which HIT-in-use ultimately led to a change for 
the worse in clinical practice and in relations 
between a clinical specialty and the hospital 
management:

One hospital system responded to changes in 
regulatory requirements regarding suicide assess-
ment by rolling out a “Self-Harm Assessment” and 
building this tool into its CPOE templates. In one 
of the system’s member hospitals, management 
only consulted with a single psychiatrist when 
it decided to automate the suicide assessment. 
No other clinicians were notified prior to imple-
mentation of this change in HIT implementation. 
These decisions produced a surge of inappropriate 
psychiatric referrals. For instance, an 84 year old 
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man sustained an acute CVA [bad stroke] with 
hemiparesis [weakness on one side of the body]. 
In the process of being admitted to the hospital, 
he was asked a routine nursing intake question: 
“Have you ever felt life was not worth living?” 
When he responded in the affirmative, the DSS 
automatically ordered a psychiatric consultation 
to assess for suicidality. Neither the admitting 
physician, primary physician, nursing staff, family, 
nor the patient were asked or informed about the 
consultation. The psychiatrist deemed the patient 
not actively suicidal. Although psychiatrists and 
other clinicians complained about the DSS pro-
cedure several months ago, it has thus far not 
been changed. Delays in DSS re-programming, 
the hospital corporation’s concern for regula-
tory compliance, and bureaucratic processes 
have all been blamed for the inability to change 
the automated referral structure. Currently the 
psychiatrists are overwhelmed by many unneces-
sary consultations generated through DSS, rather 
than through the exercise of clinical judgment. As 
a result, the psychiatrists have less time to treat 
patients who legitimately require psychiatric 
attention. Further, because patients who need 
medication and medication titration are not as 
carefully monitored as before, they are more often 
disruptive to the hospitals’ other patients, staff, and 
activities. These disruptions also strain relations 
with other colleagues and hospital staff.

This case clearly shows how the social system 
(regulatory concerns and lack of consultation 
with clinicians on HIT innovations) affects HIT-
in-use (automatic, unjustified psychiatric refer-
rals), which then further alters the social system 
(psychiatry becomes overloaded, patients needing 
attention disturb others, and staff interactions are 
strained).

Here is yet another illustration of recursive, 
sociotechnical feedback captured in our fourth 
interaction type. In this instance the result is 
an unanticipated and undesirable change in the 

clinical routine:

Several CPOE systems use “forced fields,” which 
require that certain information be inserted before 
physicians can continue ordering medications.. 
Physicians sometimes regard the forced fields as a 
nuisance. For instance, an internist who wants to 
enter Tylenol for an adult must enter the patient’s 
weight, even though Tylenol is not especially dose-
specific to an adult’s weight. This doctor has seen 
the patient a few times and estimates her weight 
at about 150 lbs (when, in fact, she is 30 pounds 
heavier). Although the internist is somewhat 
uncertain about the weight, the physician is not 
overly concerned since precise weight is not criti-
cal for the dosage. Unfortunately, that estimated 
information then enters into the required data field 
and becomes embedded in the patient’s electronic 
record. The next physician to access the record is 
a nephrologist, for whom patient weight may be 
critically important. That nephrologist has no idea 
that 150 lbs was a guess, and makes a delicate 
calculation of dosage and schedule based on the 
weight provided by the record.

Like the stealth dosing episode, this illustration 
starts with a process that fits Type 3: New HIT 
(the EMR template requiring entry of patient’s 
weight) interacts with the social system (physi-
cian’s assumption that the template is simply a 
barrier to rapid ordering of the required medica-
tion – rather than a source of data for subsequent 
treatments) to produce unintended HIT-in-use 
(entry of presumed, imprecise value for weight). 
The HIT-in-use then leads to further changes in 
the social system when the next physician who 
sees the patient forgoes checking the data in the 
patient admissions record or in other nursing 
documentation files and instead relies on the 
conjectural weight recorded in the EMR.
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type 5: hit-social system 
interactions Engender hit redesign

This type involves an even more dramatic effect 
of recursive feedback from the social system to 
HIT than that described in Type 4. Here users’ 
reactions to new HIT and their local adaptations 
of it diverge so dramatically from the original HIT 
design that managers and IT designers are forced 
to reconfigure some HIT features. In one major 
medical center with a homegrown EMR, this type 
of process undermined a primary design feature 
of the EMR (Bar Lev & Harrison, 2006):

Shortly after the EMR was introduced, physi-
cians objected to forced-choices in diagnostic 
templates. Accustomed to submitting handwrit-
ten notes, physicians viewed template options as 
masking diagnostic ambiguities and even requir-
ing premature conclusions about etiology. For 
example, pediatricians often admitted children for 
observation upon presentation of serious symp-
toms; in some of these admissions the physicians 
had not yet determined a clear-cut diagnosis. In 
response to pressure from the physicians, the IT 
team redesigned the software to allow free-text 
entries of diagnoses.

In the vascular surgery department of the same 
institution, there were also dramatic consequences 
of clinician reactions to HIT (Bar Lev & Har-
rison, 2005):

When the EMR software was first introduced to 
the ward, it required free-text entry by nurses. In 
practice, the nurses condensed their entries to 
the minimum. This tendency reflected the nurses’ 
typing difficulties, their already heavy work load, 
and their unwillingness to extend their work day to 
complete EMR entries. In response to the problem, 
the department’s management, which had some 
autonomy in the EMR design, had a series of 

templates created containing descriptive state-
ments that could simply be clicked when they were 
appropriate. The hope was that ease of data entry 
would keep nurses from leaving out details from 
their notes. The unexpected result, according to 
the head nurse, was that the nurses began “to fit 
the patient to the template format, rather than the 
other way around.” Patients’ records became so 
similar as to be indistinguishable. Nurses used the 
“click-on” option rather unselectively and seemed 
to stop reporting on their patients as individuals. 
Management soon abandoned its experiment in 
providing precoded options and returned free-text 
entry of nursing notes.

Sometimes, the impact of user reactions and 
of HIT-in-use only shows up over a longer period 
of time. Take, for example, recent developments 
in DSS:

When ordering medications via the computer, 
some systems incorporate off-the-shelf DSS. These 
generate warnings about doses or interactions, 
which quickly become overwhelming, and are 
ignored as “alarm fatigue” sets in (Ash, et al., 
2004; Aspden et al., 2006). Physician annoyance 
and ignored warnings lead managers to deactivate 
the alarms. Subsequently IT designers seek to 
reintroduce selected warnings that have been ap-
proved by in-house clinicians. Another managerial 
response involves “tiered” alarms, where warning 
levels mirror possible harm levels: physicians 
may ignore low-harm alarms, must acknowledge 
more serious alarms, and must explain overrides 
of the most serious alarms (van der Sijs, Aarts, 
Vulto, & Berg, 2006).

In this case, HIT innovations trigger responses 
by individuals (ignoring warnings), by managers 
(removing, then introducing new warnings), and 
by technology designers (tiered alarms).
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implications

ISTA leads us to expect emergent and unintended 
developments, as HIT interacts with existing 
systems. Thus ISTA emphasizes the complex-
ity and the inherently surprising nature of HIT 
implementation.

Recognition of emergent, unintended conse-
quences and appropriate response to them require 
learning during implementation (Ash, et al., 2004). 
To facilitate learning, IT designers and users need 
to adopt a flexible and experimental approach: 
This approach treats unintended consequences as 
opportunities for understanding the sociotechnical 
system and promoting alignment between the so-
ciotechnical system and the IT (Argyris & Schon, 
1996; Harrison and Shirom, 1999).

To promote this type of learning, we developed 
the following diagnostic questions which IT de-
signers and users can pose about sociotechnical 
interactions and their unintended consequences:

1.  How does new HIT influence the health-
care organization’s current social system, 
and, particularly, practitioner behavior and 
relations?

2.  How do existing technologies and physical 
environments influence actual uses of HIT 
(HIT-in-use)?

3.  How does the healthcare organization’s 
social system affect HIT-in-use?

4.  How does HIT-in-use then affect the social 
system?

5.  In turn, how do these changes in the social 
system lead to reconfigurations of IT’s for-
mal properties?

We also identified practices that can support 
learning throughout implementation.

Box 1 lists the recommended practices. Use 
of teams and representation of end users (physi-
cians, nurses, managers) and IT staff (vendors 
and in-house) during planning and throughout 
implementation promotes learning by surfacing 
problems and solutions (Knox & Simpson, 2004). 
Team representativeness fosters recognition 
of variations in needs and perceptions among 
different practitioners, units, and organizations 
(Carayon, 2006).

Some potential implementation develop-
ments can be anticipated or discovered through 
pilots, dry runs, and use of outside experts; but 
many ST interactions only become evident dur-
ing actual use. Learning about implementation 
requires frequent feedback to implementation 
teams via active questioning, on-site observation, 
and surveys of diverse groups of users (Ash., et 
al., 2003; Harrison & Shirom, 1999; Koppel et 
al., 2005). Hence HIT implementation should be 
closely followed during initial installation and 
adjustments made as needed in implementation 
tactics. After the initial go-live period, monitor-
ing is critical. Direct and frequent contact with 

Box 1. Recommendations for HIT implementation projects 

1. Create multidisciplinary implementation teams, including managers, nurses, physicians, vendors, internal IT staff, outside experts not 
connected to the vendor or any single department, and quality improvement personnel. 
2. Identify gaps and weaknesses in current practices and then design improvements in delivery processes and clinical practice into HIT; 
preserve constructive work patterns, norms, and structures. 
3. Use dry runs and pilots to uncover critical sociotechnical interactions. 
4. Actively observe and investigate how people work, what they think about their work, and how they use HIT. 
5. Periodically assess implementation progress and examine effects of HIT on workflows and the social system. Obtain frequent feedback 
from users on their reactions to HIT and practice changes following implementation. 
6. Modify implementation to cope with emerging and unanticipated developments, improve sociotechnical fit, and enhance outcomes. 
7. Work with vendors, internal IT personnel, and clinicians to retool HIT as needed. 
8. Expect surprises and learn from them.
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users and gathering of granular data about user 
experiences are essential. Observations and in-
terviews including open-ended questions reveal 
critical assumptions about how work should be 
done – recall the tendency of nurses to postpone 
medication entry and to work around barcoding 
procedures, as described above.

Granular information also helps implementers 
discover work practices not reflected in HIT-
mediated information, including interactions 
among practitioners, timing of data entry, and 
contextual information (e.g., Bar Lev & Harrison, 
2006; Koppel et al., 2005). For example, when 
physicians and nurses discuss a case, they rou-
tinely weigh the experience and status of people 
offering information, their certainty, and sense of 
urgency – contextual factors that may be missing 
from electronic records.

ISTA can help move HIT beyond the automa-
tion of current work practices toward the redesign 
of work processes – identifying and redesigning 
inefficient, dangerous, or suboptimal practices 
(Harrison & Shirom, 1999; Institute of Medicine, 
2001). Redesign can also focus on supporting 
neglected but constructive practices, such as 
face-to-face practitioner consultations (Ash, et 
al., 2004). This type of IT-supported redesign 
requires early assessment of gaps between cur-
rent and ideal practice, along with cooperation 
and constructive confrontation among managers 
and clinicians.

Ongoing re-examination and retooling of 
HIT interfaces and functions allows meaningful 
responses to experiences and emerging needs 
-- including changes in support, training, design, 
workflow, and the pace of HIT introduction. 
Implementation teams should work with vendors 
or internal designers to remove bugs, improve 
functionalities, and address HIT’s sociotechni-
cal consequences. Those who have successfully 
installed sophisticated HIT products typically 
report close and long-term work with vendors, 
consultants, or internal designers (Bates, 2005; 
Chaudhry et al., 2006). They made adjustments 

which went well beyond fine tuning and included 
major revisions. HIT implementers, however, 
must weigh the advantages of meeting user ex-
pectations and mirroring local practices against 
the benefits of standardization and of sustaining 
systems interoperability.

discussion

Growing awareness of HIT implementation’s 
mixed results contributes to its surprisingly 
shallow market penetration in the United States 
(Ash & Bates, 2005; Blumenthal & Glaser, 2007; 
California Healthcare Foundation, 2008; Jha et 
al., 2006). While some vendors and lobbyists still 
proclaim HIT as a panacea for an ailing healthcare 
system, users already know that HIT produces 
many unanticipated and undesired consequences. 
They also know that unintended consequences can 
sometimes undermine quality and safety and can 
lead to implementation failure.

The ISTA model may make it easier for 
researchers and practitioners to identify and re-
spond to unanticipated consequences. ISTA may 
be particularly useful because of its distinctive 
focus on recursive processes (Types 4 and 5) -- 
where system interactions produce unanticipated, 
second-level effects. Further research, including 
observational studies of actual HIT use, should 
assess the generalizability of our typology and 
further refine it. Particular attention is needed to 
recursive and emergent processes in HIT imple-
mentation.

While not absolving new technology developers 
from their responsibilities to offer responsive, safe, 
and useful products, ISTA places analysis of the 
dynamics of healthcare organizing (Weick, 1979) 
at the center of HIT implementation. Many of the 
most important consequences of sociotechnical 
interactions emerge as new HIT becomes inter-
twined with the ongoing sociotechnical system. 
These developments cannot be fully anticipated 
during HIT design and implementation planning. 
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To spot such unfolding consequences of sociotech-
nical interactions, managers, designers, clinicians, 
and researchers need to carefully track HIT-in-use 
throughout implementation and provide feedback 
on emerging consequences.

In the long run, some of HIT’s unintended con-
sequences may play a role in helping HIT design-
ers and healthcare professionals learn to deploy 
HIT more effectively. Of course, practitioners of 
HIT and medicine cannot tolerate developments 
that harm patients; HIT implementation therefore 
must proceed with caution. Familiarity with the 
ISTA model can help clinicians, managers, and 
designers become more aware of critical, unfolding 
processes in HIT implementation. This awareness 
will, in turn, help these practitioners realize HIT’s 
potential for improving healthcare safety, quality, 
and efficiency.
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kEy tErms and dEFinitions

Emergent Processes: social and organiza-
tional processes, such as an altered forms of com-
munication or work flow among clinicians, that 
gradually develop and become apparent during 
implementation of HIT -- rather than being present 
and apparent before implementation.

Ergonomics: also known as human factors, 
ergonomics is the development and application 
of knowledge of human capacities to the design 
of systems, organizations, jobs, technologies, and 

products. The aim is to enhance safety, efficiency, 
and usability.

HIT-in-Use: refers to actual uses of Health 
Information Technology, in contrast to those that 
were intended by HIT designers or managers.

Sociotechnical Systems: an approach to 
organizational research and development that 
treats organizational behavior and performance 
as emerging through interactions and alignments 
among the technical subsystem, social subsystem, 
and the organization’s social and organizational 
context.

Sociotechnical Interaction: mutual influ-
ence among the technical and social subsystems 
and among their components (e.g., interaction of 
technologies and physical setting of work – both 
of which are part of the technical subsystem).

Recursive Interaction: refers to system 
feedback loops that alter the uses of the newly 
introduced HIT, promote second-level changes in 
the social system, and sometimes lead to changes 
in HIT configurations

Unintended Consequences: unanticipated 
side effects of interventions into organizations. 
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aBstract

This chapter presents results and experiences from the MOBEL (MOBile ELectronic patient record) 
project at the Norwegian University of Science and Technology (NTNU) in Trondheim, Norway. MOBEL 
was a multidisciplinary research project established in 2000. The problem area of the project was com-
munication and information needs in hospital wards, and the aim of the project was to develop and 
explore methods and prototypes for point of care clinical information systems (PoCCS) that support 
clinicians in their patient-centered activities. The chapter summarizes four sub studies performed dur-
ing the project. Each study presents different approaches to user-centered design of PoCCS. Findings 
from these studies confirm the need for mobile information and communication technology (ICT) in 
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hospitals. Furthermore, the studies demonstrate how more user involvement and complementary ap-
proaches to traditional requirements engineering (RE) and system development methods can be useful 
when developing mobile information and communication systems for clinicians.

introduction

The Information and communication systems that 
are employed in today’s health organizations are 
still to a high extent designed according to what 
can be called the desktop computer interaction 
model. The underlying assumption of this model 
is that support must be given to an individual user 
at a stable location. This model works well in 
most office environments, where users interact 
with information systems at their office desk, 
performing mostly isolated and well-demarcated 
tasks. However, as will be argued in this chapter, 
the model does not readily apply to clinical work. 
Clinical work is inherently different from office 
work in a number of important aspects. This im-
plies that different types of systems are needed to 
support clinical work and moreover that different 
approaches and methods are used for designing 
these systems. This insight motivated the MOBEL 
(MOBile ELectronic patient record) project that 
will be presented in this chapter.

The MOBEL project consisted of four separate 
studies (denoted here as Study A to D). They have 
each pursued a set of different research ques-
tions, but seen together they form a continuum 
of user-centered design approaches. The main 
research focus of Study A was to obtain in-depth 
understanding of information- and communication 
practices amongst physicians in a mobile clinical 
setting. Study B aimed at developing a method for 
performing structured observation and analysis 
of clinical work as a basis for empirical based 
requirements engineering. In Study C, the focus 
was on involving users more actively in the system 
design process, by including health personnel in 

role playing workshops. And finally, the main 
focus of Study D was to investigate evaluation 
criteria for sensor-based interaction techniques 
providing mobile health care personnel point of 
care access to medical information.

This chapter summarizes the objectives, re-
search approaches and findings of the MOBEL 
studies. The objective of the chapter is to contribute 
to the body of knowledge that is relevant for design-
ing mobile ICT for hospitals. Findings from the 
project confirm the aforementioned characteristics 
of clinical work, and stress the need for mobile ICT 
in hospitals. Furthermore, the studies demonstrate 
how more user involvement and complementary 
approaches to traditional requirements engineer-
ing (RE) and system development methods can be 
useful when developing mobile information and 
communication systems for clinicians.

The next section of the chapter briefly presents 
the problem area and an overview of the project. In 
the following sections studies A to D are described 
in more detail, and finally, a summary and some 
concluding remarks are given.

thE moBEl proJEct

The MOBEL project was established in 2000 
as an interdisciplinary research project under 
the strategic area of medical technology at the 
Norwegian University of Science and Technol-
ogy (NTNU).1 The basic insight motivating the 
project was that clinical work has some specific 
characteristics that distinguish it from what can be 
referred to as ‘office work’. The most prominent 
of these characteristics are:
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• It is inherently mobile: Clinicians have to 
move between patients who are physically 
distributed and interact with colleagues at 
different locations. There is not one, stable 
workplace.

• It is information intensive: Doing clini-
cal work requires a lot of information. This 
involves information about the nature and 
stages of the patient’s disease(s), his clini-
cal condition, the actions taken and the ac-
tions planned. Furthermore, a lot of infor-
mation is produced as a result of clinical 
work.

• It is highly collaborative: Clinicians work 
in teams. Their work involves shared re-
sponsibilities, collective planning, team 
decision making, multidisciplinary work, 
and continuous negotiation of responsibili-
ties for actions.

• It is inherently multi-tasking: A clinician 
is normally involved in providing care for 
more than one patient at a time. Often they 
are interrupted in their work and have to 
change their attention to another patient or 
clinical task.

Information and communication systems that 
support clinical work must take into account these 
characteristics. This does not only require differ-
ent systems than the ones currently in place, but 
it also requires different approaches to designing 
these systems. The focus in the design process 
must not so much be on isolated clinical tasks 
performed by individual clinicians, but more on 
the communication and coordination that take 
place in point of care situations.

The main objective of the MOBEL project was 
to develop and explore methods and prototypes 
for point of care clinical information systems 
(PoCCS) that support clinicians in their patient-
centered activities. Three research issues were 
central to the project:

1.  How to gain insight at work practices at the 
point of care?

2.  How to derive requirements for PoCCS?
3.  How to evaluate prototypes of PoCCS in a 

controlled and feasible way?

The four MOBEL-studies presented in this 
chapter have each addressed different aspects 
relevant for understanding and designing systems 
for mobile clinical work. They are methodologi-
cally related, in the sense that they address the 
different phases of what literature refers to as 
user-centered design.

User-centered design is a philosophy and a 
collection of methods where knowledge about 
users and their involvement in the design process 
is central. The extent to which users are involved 
varies with different methods. In some cases users 
are consulted at specific times during the design 
process. Other methods imply a more continuous 
involvement of users, by adopting them as partners 
throughout the entire design process. Approaches 
in which users have deep impact on the design 
process are often referred to as participatory design 
(Ehn, 1988; Greenbaum & Kyng, 1991), or the 
Scandinavian approach (Kyng, 1994).

User-centered design was first applied as a 
large-scale software design methodology to get 
feedback on the usability of the graphical interfaces 
designed for the Xerox “Star” workstation in late 
1970s. Norman and Draper (1986) popularized the 
term through their book User-Centered System 
Design: New Perspectives on Human-Computer 
Interaction. Norman (1988) drew further on the 
concept in The Psychology of Everyday Things 
(POET).

Figure 1 shows how the different approaches 
of the studies presented in this chapter are related. 
Although the project was based on user-centered 
approaches, the different studies involved users 
in different ways and in different stages. Studies 
A and B are based on field studies; observing real 
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users (i.e. physicians and nurses) in real clinical 
settings. Hence, they were mostly involved with 
research issue 1 and 2 identified above. Study C 
moved the users out of the hospital wards and 
actively involved them in role play, developing 
new situations and solutions of problems that 
they found relevant. This study was involved with 
research issues 2 and 3 mostly. This also holds 
true for Study D in which prototypes of messag-
ing systems were developed and evaluated with 
real users in a usability laboratory configured as 
a small hospital ward.

The following sections provide a more detailed 
presentation of the objectives, research approaches 
and findings of Study A to D.

study a: undErstanding 
clinical inFormation and 
communication practicEs 
in moBilE work: an 
Ethnographic approach

The motivation behind Study A was that computer 
systems in Norwegian hospitals predominantly 
have been stationary, meaning that clinicians 
receive little computer support at the point of 
care. This led to a desire of investigating clinical 
work in hospital wards in more detail, particularly 
focusing on how clinicians communicate and work 
with information. The study had an explicit focus 
on mobile work (Melby, 2007).

Figure 1. Research approaches and connections between the MOBEL studies
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objectives: study a

The main objective of Study A was to obtain 
in-depth understanding of information and com-
munication practices amongst physicians in a 
mobile clinical setting, by conducting participant 
observation in a hospital ward. More specifically, 
the following research questions were pursued: 
How do clinicians collect, transfer and store in-
formation? What are their information needs and 
how are these needs solved? How do clinicians 
communicate, e.g. what mediums are used? Due 
to the focus on mobile work situations, the study 
domain was limited to the investigation of clinical 
work performed outside physicians’ offices.

research approach: 
Ethnographic study

The theoretical approach in Study A was a com-
bination of concepts from medical sociology and 
Science and Technology Studies (STS), or what 
we may call a socio-technical approach. Such an 
approach makes it pertinent to understand how the 
organization works; how work practices are carried 
out, how routines are established and sustained, 
and how actors organize and reorganize their 
work in a constantly changing environment. The 
research has drawn on concepts like articulation 
work (Strauss, Fagerhaug, Suczek, & Wiener, 
1997), coordination (Berg, 1999), standardiza-
tion (Timmermans & Berg, 2003) and boundary 
objects (Star & Griesemer, 1989). Using an STS 
perspective implies applying a broad definition 
of technology. Investigating health personnel’s 
use of technologies for mediation of information 
and knowledge thus includes studying the use of 
mundane technologies, like a piece of paper, to the 
use of sophisticated technologies, like advanced 
clinical information systems (Timmermans & 
Berg, 2003). Since the technologies are embedded 
in relations to other tools, people, and working 
practices, it is not possible to study the technology 
in itself, it must be studied in practice. In Study 

A, it was thus studied how a number of technolo-
gies play a part in the mediation of information 
and knowledge, and how the social and material 
artifacts mutually constitute each other in a hos-
pital ward. Furthermore, the study focused on 
physicians’ expressed information needs, the use 
of procedures and guidelines in clinical mobile 
settings, and finally on how certain objects may 
function as communicative devices or ‘boundary 
objects’ between the different groups of health 
personnel.

Methodologically, the study has been drawing 
on ethnographic data collected from one hospital 
department during two periods of fieldwork. 
Ethnography or participant observation denotes 
a research method where the researcher takes part 
in peoples’ everyday life and everyday activities 
over a period of time. The aim is to obtain first-
hand knowledge about social processes in a real 
life setting (Dingwall, 1997; Silverman, 2001). 
Participant observation is a method that may 
be useful in different kinds of research projects, 
including projects that aim at providing input to 
design. First of all, participant observation pro-
vides knowledge about what people actually do, 
and not what they say they are doing. By using 
participant observation we avoid problems of 
people not remembering what they have done, or 
people not telling the truth, or becoming normative. 
Secondly, it is a useful method for investigating 
how people are interacting with their environment. 
The interplay between social and material actors is 
often an important focus in observational studies, 
and it was a core theme in Study A.

The first period of fieldwork took place in 2001 
and lasted for one month, while the second period 
took place during a four-month period in 2002. 
In addition to participant observation, informal 
interviews with health personnel were conducted. 
The observational data was documented through 
field notes. In addition, health personnel’s presen-
tation of patient histories, discussions of test- and 
laboratory results and discussions of ward patients 
were recorded and subsequently transcribed and 
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analyzed. In total, 30 different meetings were 
recorded.

Ethnography has been criticized for taking 
too long time and to only offer snapshots of cur-
rent practice. Ethnographic data may, however, 
be analyzed and used in different ways and may 
thus be tailored to provide input to requirements 
(Randall, Harper, & Rouncefield, 2007). In Study 
A the main objective was to obtain knowledge of 
current practice. However, in collaboration with 
Study B, there was also an objective to investigate 
ways of utilizing observational data as basis for 
design.

Findings: study a

Study A had a broad and mainly explorative ob-
jective, but was confined to the study of clinical 
mobile work, especially looking into the informa-
tion and communication practices taking place 
in the ward. The clinicians were not actively 
involved in the study, except for being observed 
while conducting their daily work, e.g. they were 
not explicitly providing input to requirements 
or design. Only on a few occasions during the 
interviews, clinicians directly expressed needs 

for specific kinds of computer support. One ex-
ample of this was the request for a screen on the 
wall, where clinicians jointly could see patient 
information, e.g. from the patient record, while 
discussing a particular patient.

The main findings of Study A underline how 
coordination and mediation of knowledge and 
information are core tasks for health personnel. 
The study also shows that medical knowledge is 
a product of negotiations between the personnel, 
meaning that medical work is very much col-
laborative work.

Furthermore, the study shows that clinical 
work to a great extent is characterized by flexible 
and improvised practices, even though standards 
and guidelines do exist. The flexible character 
of clinical work – and the need to keep clinical 
work flexible – implies that applying standard 
procedures are challenging and that such standards 
must be subject to discussions and tinkering. 
The study also emphasizes the need for mobile 
systems in hospitals that support collaborative 
and flexible work.

Study A also showed that there are no seam-
less information and communication technology 
in the ward. On the contrary, health personnel are 

Figure 2. Discussion of ward patients’ test and laboratory result
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using a number of different and complementary 
technologies in a skilful way. The content in 
these different information and communication 
technologies overlap and provide information 
redundancy. This redundancy could be seen as 
an advantage since important information could 
be found in different sources, but it could also be 
a disadvantage if the information sources are not 
updated simultaneously.

The analyses of the observations show that 
sources of information have to be easily accessible 
to be used. At the same time health personnel assess 
the credibility of the sources, and credibility seems 
to be put higher than easy access. Furthermore, the 
study shows that hospital physicians demand sev-
eral types of information. In the study the need for 
seven different information types were assessed, 
and the information types most in demand were 
patient data and medical knowledge. This kind of 
information is by far also the easiest to integrate 
into computer systems. The information parallels 
the information found in the patient record or in 
medical reference works.

Even though there exist a myriad of information 
sources at the hospital, physicians quite frequently 
still experience a lack of information. This may in 
turn affect how they perform their work. The study 
shows that paper-based mediums still are impor-
tant, and documentation, collection and planning 
happened primarily through paper mediums. The 
electronic patient record was seldom used. The 
study shows that there is a great need for common 
spaces where health personnel may negotiate, 
discuss and coordinate clinical information. The 
great challenge is to design good places or spaces 
where health personnel can meet. Such a place or 
space may take a virtual form, or it may take the 
form of a mobile computer system brought into 
the different clinical situations.

study B: rEquirEmEnts 
EnginEEring For moBilE 
hEalth inFormation systEms

As described in the previous section, the main 
objective of Study A was to obtain knowledge of 
current practice by using participant observation, 
but also to investigate ways of utilizing observa-
tional data as basis for design. Study B was also 
based on understanding current clinical practice, 
but the focus of the research performed in Study 
B was to explore how observation and analysis of 
clinicians’ information and communication behav-
ior could be used as an approach to requirements 
engineering (RE) for mobile health information 
systems (Sørby, 2007).

objectives: study B

The main objective of Study B was to investigate 
how knowledge about clinical information and 
communication practice can be transformed into 
specific requirements for PoCCS. The study fo-
cused on exploring a method for identifying and 
recording knowledge about actors, roles, situa-
tions, procedures, information, communicative 
acts, and other rich context information in real 
hospital ward situations. The ultimate goal of the 
research was to elicit and produce requirements to 
context-aware user interfaces for clinicians (i.e. 
physicians, nurses, and other allied healthcare 
professionals working with hospital patients) 
(Coiera, 2003).

research approach

Characterizing Cooperation in the Ward

In order to get a general understanding of the 
domain and a view of how the current informa-
tion sources were used in the hospital wards, an 
initial observational study was conducted in col-
laboration with Study A. Five days of observations 
in two hospital wards were supplemented with 
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informal interviews with the health personnel, 
in addition to insights from the more extensive 
participative observational study performed in a 
third ward (described in Study A). During the study, 
the observers followed physicians and nurses in 
their daily patient-centered work, taking free-text 
notes. Based on the notes and supplementary in-
formation, 11 example scenarios were extracted. 
The scenarios included meetings, ward rounds, 
medication administering and other important 
ward situations. Subsequently, the scenarios were 
characterized by means of a previously developed 
framework, consisting of attributes with corre-
sponding predefined values. The attributes were 
grouped in three main sections: process attributes, 
input attributes, and outcomes, see (Sørby, Melby, 
& Nytrø, 2006) and (Sørby, Melby, & Seland, 
2005) for details. The main attributes were related 
to the produced or exchanged information; e.g. 
information type, amount, medium, information 
flow, and time perspective. Other important at-
tributes concerned contextual information such as 
participants/actors, and planning, delegation, and 
decision-making issues. Table 1 shows an example 
scenario abstracted from the observations with 
corresponding characterization.

Structured Observations

The initial study outlined above revealed a need 
for more extensive and detailed observations of 
clinicians’ information and communication be-
havior. This led to the development of a method 
for structured, focused observation of clinicians’ 
communication and information behavior. Struc-
tured observation can be defined as the planned 
watching and recording of behavior and/or events 
as they occur within a well-known/predefined en-
vironment. The method was developed iteratively 
through several observational studies consisting 
of a total of more than 400 hours of observation. 
It is based on manual observation of clinicians 
in hospital wards in their daily, patient-centered 
work such as pre rounds meetings, ward rounds, 

and patient discharge. The field data is recorded 
by means of note-taking forms, which can be 
adapted according to current focus of interest. 
The observation forms include fields consisting 
of predefined codes with primary emphasis on 
information sources and information types, but the 
forms also include free-text fields, which enables 
recording of context information such as situation 
or event trigger, reason for admission, illness 
history, the purpose of the act being performed, 
and the outcome of the act. This rich context data 
allows for further investigation of findings in the 
initial analyses. Figure 3 shows an example form 
and extract from observational data recorded at 
the Department of Cardiology during summer 
2005 (translated from Norwegian).

Analysis of Communicative Behaviour

In order to analyze data obtained through the 
structured observations a goal has been to develop 
a technique for transforming observational field 
data to visualizations of profiles of the com-
municative behavior of individual physicians or 
nurses, roles, or other groups of healthcare per-
sonnel. Visualization of communicative behavior 
provides the opportunity to elucidate variations 
among individual clinicians, as well as between 
different clinical roles and activities in various 
hospital wards. We have used the narratives in 
the observations, background knowledge, and the 
codified information to classify communicative 
activities according to a limited set of predefined 
communicative acts (e.g. ‘inform’, ‘prescribe’ and 
‘navigate into common understanding (NCU)’). 
The approach is described in detail in (Sørby & 
Nytrø, 2007). Figure 4 shows examples of com-
municative acts profiles for two residents working 
in different wards; Department of Cardiology 
(Resident9) and Division of Gastroenterology 
(Resident1). Figure 4a shows the profile of Resi-
dent9 during 22 pre rounds situations (total number 
of comm. acts: 192), while Figure 4b shows the 
corresponding profile for Resident1 during 37 
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Table 1. Example scenario (S3) and characterization 

S3: Medication - per patient 
One of the nurses in the patient care team uses information from the patient chart to put today’s medications for the ward patients onto a 
medicine tray. Later, the nurse in charge inspects the medicine tray to ensure that the medicines correspond to the recorded information 
on the patient chart

Facet Attribute Value(s) S3

Process

Number of participants 2-4

Number of roles Two

Number of role levels Two

Composition Predetermined

Decomposition Yes

Scenario nature Formal

Regularity Daily

Scheduling On the spot

Variance of required info. Somewhat

Location(s) Predetermined, fixed

Spatiality One place

Temporality Asynchronous

Information exchange One-to-many

Initiation On demand, Precondition

Delay tolerance of scenario start None

Information input

Novelty To some

Recorded Patient record

Longevity Short term

Medium/mode Text

Scope All

Delay tolerance of input info. None

Output/ 
Produced outcome

Explicit Yes

Shared Yes

Novelty To some

Recorded Patient record

Longevity Long term

Type of produced 
Information

Cooperative 
Constructive

Medium/mode Text

Scope Patient care team members

Delegation of responsibility Predefined

Delegation of tasks Predefined

Delay tolerance None

Outcome type known in adv. Yes
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pre rounds situations (total number of comm. 
acts: 225). The figure shows the percentage dis-
tribution of the different communicative acts for 
the two residents. The unbroken lines show the 

communicative acts performed by means of paper-
based sources (e.g. the patient chart and personal 
notes); the dotted lines show the use of electronic 
sources (e.g. the EPR) and the stippled lines show 

Figure 3. Example form and excerpt from observational data – Dept. of Cardiology (translated from 
Norwegian). Main actor: Resident 9 (R9). Information sources are Patient list (PATLIST), Nurse (NUR), 
the Electronic Patient Record (EPR), the Patient Chart (PC), and Patient (PAT). ‘I/O’ indicates the 
direction of the information exchange (In (I)/ Out (O)), and the main information types are Changes 
(NEW), Findings and examination results (FINDEX), and Medications (MED).
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the use of human sources (e.g. colleagues and 
nurses). The figure reflects the variations in the 
communicative patterns of the two residents and 
indicates how new information and communica-
tion systems must be flexible and adaptive to the 
different users’ needs.

Findings: study B

The research performed in this part of the MOBEL 
project has mainly concentrated on the develop-
ment of an approach to structured, focused obser-
vation and analysis of clinicians’ communication 
and information behavior. The main strength of 
such an approach is that it enables efficient field 
data recording at appropriate abstraction levels, 
and the recorded data requires a minimum of tran-
scription before further analysis. The technique 
combines structured, predefined coding of field 
data with free-text fields, which enables both 
quantitative and qualitative analysis of the data. 
This is useful for understanding the context of the 

communication and information behavior of the 
clinicians being observed, and leads to valuable 
insight into clinical work which is necessary when 
designing new information systems. The approach 
can also be used after the implementation of a 
new system in order to compare information and 
communication behavior before and after a new 
system has been introduced.

Medical students were found to be particularly 
suited for performing observations in the hospital 
wards. Both clinicians and patients are used to 
being followed by medical students, and they are 
found less intrusive than system developers and 
computer science students. Due to their domain 
knowledge and their role as apprentices and future 
users of the information systems they can also 
function as mediators between the end users and 
the system developers, both during the data col-
lection and the analysis phases of the studies.

Combining the structured observation ap-
proach with knowledge and insights from in-depth 
observational studies as described in Study A 

Figure 4. Example of comm. acts profiles for two residents in different wards during pre rounds situa-
tions. a: Resident9 (Dept. of Cardiology), # Comm. Acts: 192 (22 pre rounds situations), b: Resident1 
(Div. of Gastroenterology), # Comm. Acts: 225 (37 pre rounds situations)
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provides a strong foundation for creating empiri-
cally grounded use cases and scenarios. These use 
cases and scenarios can then be used as a basis for 
further requirements engineering and development 
of new clinical information systems.

study c: usEr involvEmEnt 
with rolE play and low-
FidElity prototyping

While Study A and Study B were based on field 
studies and observations of health care workers’ 
current information and communication practice, 
Study C ’Creative system development through 
dramatization of use scenarios’ had a different 
approach. In this study we wanted to investigate 
whether users (health care workers) are able to 
envision mobile, ergonomic and contextual aspects 
of clinical systems that do not yet exist, i.e. is it 
possible to involve users more actively in the 
design of future clinical information systems? 
The overall goal of Study C was to explore and 
develop role play as a method to involve users 
in the process of developing and understand-
ing requirements for mobile clinical systems in 
hospitals. Based on current practice scenarios 
identified in Studies A and B, health care workers 
were invited to participate in workshops aiming 
at improving and developing the scenarios into 
future solutions.

objectives: study c

Role play with low fidelity prototyping was chosen 
as the method in focus in this study for several 
reasons. First of all, role playing brings users and 
developers ‘out of the chair’ and into the physical, 
social, and embodied reality of mobile computing 
(Svanæs & Seland, 2004). This is important for 
development of clinical IT systems to support 
health care personnel’s mobile or nomadic work 
(Bardram & Bossen, 2005). Secondly, role play 
is a promising method for exploring current and 

future work practices and to understand hospital 
work without disturbing patients and clinicians. 
Thirdly, acting out everyday work situations and 
drawing screen sketches on paper require no 
technical skills. The role play and the prototyping 
enable users and system developers to achieve a 
common understanding about work processes, IT-
systems and possible solutions and thus become a 
tool for communication. And finally, even though 
role play has been used by several designers during 
the last decade, little empirical data is gathered 
on role play as a design method. Role play is not 
yet fully understood as a system development 
method, nor has it been methodically applied 
(Kuutti, Iacucci, & Iacucci, 2002).

The research on role play with low fidelity 
prototyping in this study has mainly focused 
on understanding 1) how role play workshops 
can be organized and facilitated to enhance user 
involvement, and 2) strengths, weaknesses and 
when to use the method in a system development 
process.

research approach

The empirical material for this study was gathered 
through eight role play workshops, where five 
were directly related to mobile devices in hospi-
tals (Seland, 2006; Svanæs & Seland, 2004). The 
participants in the health related workshops were 
nurses and physicians from the local hospital. 
These workshops were held in a 1:1 architectural 
model of a future hospital ward, containing sev-
eral patient rooms, meeting rooms, laboratory, 
and reception area. For each workshop we added 
and evaluated a new element, such as “involv-
ing a theatre instructor”, “involving real users”, 
“involving system developers” and “starting the 
day with field data”, and in this way the workshop 
format was gradually refined.

After our first attempts to systematize role play 
as a method, we ended up with a general two-
step format focusing on current and future work 
practice. In each workshop the participants were 
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divided into two groups, and each group started 
brainstorming on current work practice. Some 
of the ideas from the brainstorming session were 
elaborated into a typical work scenario, where the 
participants either had to search for or register 
some information. As workshop organizers we 
encouraged the participants to focus on situations 
that were slightly complicated and that preferably 
involved several people. After the initial agree-
ment on the scenario, the participants rehearsed 

their scenario, and showed their performance 
for the other group. In the second step of the 
workshop, the groups transformed their current 
practice scenario into a future practice scenario. 
The change from current to future practice was 
done by a process called ‘design-in-action’, where 
the participants improvised how they would use 
new information technology, services and mobile 
devices while acting. Each time a participant or 
an observer found a need for some information, 

Figure 5. Workshop description
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the role play was stopped and the participants 
discussed whether they needed it or not. If the 
answer was ‘yes’ the idea was sketched down 
and the role play continued. A typical course of 
a workshop is presented in Figure 5.

Each workshop day was closed by a discussion 
among the participants about ideas they had de-
veloped and their view on the applicability of role 
play as a system development method. In addition 
there was an evaluation session with seven health 
informatics developers, who discussed limitations 
and advantages of role play with low fidelity pro-
totyping as a system development method, and in 
which phases of the system development process 
such methods could be useful. These discussions 
were video taped and transcribed, and the main 
results from these evaluations are presented in 
the next section.

Findings: study c

The main outcomes from the series of workshops 
were related to the organization and the format of 
such activities (for more detail see (Seland, 2006)). 
The system developers evaluating the workshops 
perceived the method as valuable for involving 
nurses and physicians in actively sharing informa-
tion needs and developing requirements for new 
solutions. For example, being able to ‘freeze’ a 
play and ask “What type of information do you 
need now?” was considered useful since it was 
possible to get immediate feedback on suggested 
solutions.

We as role play organizers observed that 
role playing was very natural for the health care 
professionals when they acted themselves. They 
required very little theatre warm up exercises. In 
fact, some nurses even started to improvise as if 
they were in their roles when they were asked to 
brainstorm a typical everyday scenario. One nurse 
asked another: “How long have you been ill?” 
etc. and a second nurse responded as if she were 
a patient. From this we concluded that role play 
is a natural means for health care professionals 

to describe their stories, and share their system 
requirements.

When improvising with low-fidelity proto-
types, the nurses and the physicians had many 
useful ideas. Some ideas appeared because the 
role play and the context of the play acted as cues, 
while other suggestions had been thought through 
in advance. In the second case, the concreteness 
of the role play situations and the possibility of 
sketching user interfaces on paper made it easy 
for the participants to present and to share their 
ideas with the other workshop participants.

Role play with low-fidelity prototyping was 
perceived as useful for fast exploration of new 
ideas and for establishing a common ground for 
the system developers and end users. The approach 
has also proven beneficial when system develop-
ers have little or no knowledge of the domain and 
when it is inconvenient to perform field studies. We 
believe that role play is a useful complementary 
technique to other system development methods 
to enhance user participation in early phases of 
the system development process. However, role 
play is not perceived as sufficient to create an 
overall understanding of a system and must be 
supplemented with other methods (such as those 
presented in Studies A and B) when designing 
mobile systems for hospitals.

study d: conducting 
laBoratory-BasEd 
usaBility Evaluations oF 
moBilE ict in simulatEd 
clinical EnvironmEnts

The introduction of mobile and context-aware ICT 
into clinical work has raised new challenges related 
to how we evaluate this type of technology. While 
the human-computer interaction community has 
contributed to develop a well-established under-
standing of how to evaluate desktop computer 
systems, less is known about how to conduct 
usability evaluations of mobile ICT. In clinical 
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settings, in particular, mobile ICT is likely to be 
used in rapidly changing use situations with dif-
ferent physical and social characteristics. In order 
to produce valid results, the research settings in 
which usability evaluations are conducted need 
to reflect these dynamic aspects of use.

objectives: study d

This part of the MOBEL project aimed to pro-
vide empirically grounded guidelines for how to 
conduct formative usability evaluations of mobile 
ICT supporting clinical work at the point of care 
(Dahl, 2007).

research approach

Evaluating mobile ICT for hospitals is chal-
lenging. In particular, conducting evaluations 
in realistic environments can raise difficulties. 
Because of patient safety and information confi-
dentiality it is often not feasible to conduct such 
evaluations in the field (i.e. in actual hospital 
wards). In the field it can also be challenging 
to achieve a sufficient degree of control over 
the research setting, which is often required to 
conduct systematic evaluations of IT solutions. 
Likewise, conducting evaluations of mobile 
designs for clinical care in conventional usabil-
ity laboratories is generally not an appropriate 
option. Standard usability laboratories are in-
tended for evaluation of desktop applications, 
and generally not suited for recreating aspects 
like mobility and interaction in physical space 
(Kjeldskov & Skov, 2007).

To assess the user-perceived usability of the 
different candidate solutions (see below) support-
ing mobility, we invited nurses and physicians to 
test prototypes as part of simulated point of care 
scenarios acted out in the same full-scale ward 
model that was used in Study C.

Supporting Point of Care 
Access to Medical Information 
with Ubiquitous Computing

Much of the current part of the MOBEL project 
has been inspired by, and builds on principles, 
associated with context-aware and ubiquitous 
computing (UbiComp). A central notion in the 
ubiquitous computing paradigm is to integrate 
computers into the physical environment, thereby 
allowing places and objects that surround us to 
become physical interfaces through which we 
can interact with computers (Weiser, 1991). By 
enabling computers embedded into the physical 
environment to automatically sense and adapt to 
their use context, ubiquitous computing seeks to 
seamlessly integrate computer technology with 
activities taking place in the real world.

Ubiquitous computing builds on the premise 
of changing use situations. Mobility and interrup-
tions are often the cause of such change. This has 
made hospitals attractive candidates for ubiquitous 
computing solutions (Bardram, 2004).

Supporting Point of Care Access 
to Medical Information with 
Ubiquitous Computing: Prototypes

Earlier work on interaction in digitally augmented 
space suggests that different configurations of 
the elements that form the physical interface of 
ubiquitous computing solutions might have an 
impact on how such solutions are experienced by 
users in situ (Svanæs, 2001). To further explore 
the dynamic relationship between physical entities 
and the role they play in interaction with point of 
care systems, we designed four candidate solu-
tions. Each solution combined implicit or explicit 
(location or token-based) sensor input provided 
by users, with mobile or fixed (PDA-based or 
bedside terminal) output.

Figures 6-9 show the evaluated design solutions. 
In Figure 6, information from a patient’s medical 
record is automatically retrieved and presented on 
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the hospital worker’s handheld device as he comes 
within a predefined range (indicated by the white 
dashed line) of a given patient. In Figure 7, patient 
information retrieval is also based on the physical 
location of the hospital worker, but in contrast to the 
previous solution the information is automatically 
presented on a fixed bedside terminal.

Figure 8 and Figure 9 show interaction design 
solutions in which user input is provided explicitly 
via physical tokens (i.e. barcode cards). In Figure 
8, the hospital worker uses a mobile device with a 
token reader to scan a patient’s ID tag attached to 
her bed. Scanning the patient’s ID tag causes the 
corresponding medical information to be presented 
on the hospital worker’s device. Lastly, in Figure 9, 
the tokens and the computer device have changed 
roles. In this setup the hospital worker carries the 
tokens identifying each patient with him. Medi-
cal information concerning a specific patient is 
presented on fixed bedside terminals when his or 
her corresponding token is scanned.

As the current study focused on what constitutes 
the physical interface of UbiComp solutions for 
point of care access to medical information, only 
simplified graphical user interface representa-
tions of medical records were used as terminal 
output.

Findings: study d

The test design and results are described in detail 
in Dahl and Svanæs (2008). The main contribu-
tion of the laboratory evaluations and the major 
methodological implications of the study are 
summarized below.

Usability Criteria for Mobile 
ICT for Hospitals

Based on observations of how the prototypes 
were used during the evaluation and feedback 
from the participants, we found that the usability 
of the evaluated prototypes were to a large extent 
determined by factors related to the immediate 
physical and social use situation. This included 
ergonomic aspects such as the ability to have both 
hands free for physical interaction with patients 
(e.g., examinations, assistance). It also included 
aspects relevant for the communication between 
the caregiver and the patient at the point of care. 
Examples of the latter included the extent to 
which a particular configuration of I/O devices 
had an interruptive effect on the conversation, 
and to which degree the configuration facilitated 
caregiver-patient communication (e.g., the pos-
sibility of using the terminal as a shared visual 
display during consultations).

Figure 6. The hospital worker’s position in physical space is used to automatically retrieve medical 
information concerning a patient who is physically close. The information is presented on a portable 
device
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Figure 9. Tokens and devices switch roles vis-à-vis Figure 8

Figure 8. The location-aware zones surrounding each patient bed in Figures 6 and 7 are replaced by 
physical tokens (cards) containing bar codes. The tokens act as physical links to the patients’ medical 
record. Scanning the barcode on a token with a mobile device retrieves the corresponding information

Figure 7. Fixed bedside terminals replace the mobile device used in the interaction design solution 
shown in Figure 6
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Methodological Implications

Based on the findings above we will briefly discuss 
the methodological implications that usability 
evaluations of mobile ICT for hospitals raise.

Realistic Test Environments can Help Detect 
Subtle Design Flaws and Qualities
Feedback from the hospital workers participating 
in the evaluation suggested that the perceived 
usability of the different techniques was subject 
to factors beyond the terminal interface and the 
technical design as such. Often, this was related 
to subtle qualities of the designs, such as the pos-
sibility to share screen content with patients, or 
hide it from casual bystanders, and the ability to 
keep face-to-face contact with the patient. Gen-
erally, these are examples of aspects that are not 
captured with summative evaluations performed 
in conventional usability laboratories. In essence, 
this highlights the need for conducting usability 
evaluations of mobile ICT for clinical work in 
the physical environments and care scenarios that 
closely simulate actual work situations.

Simple Prototypes Tested in Realistic Settings 
can Promote Reflections Among End Users
From our experiences from the laboratory evalua-
tions we also found that practical usability experi-
ments, with simplified candidate solutions and 
end users performing simulated tasks in realistic 
settings, encourage participants to relate the testing 
to their own work experiences, and comment on 
the usability of the prototypes as if the testing was 
conducted in their actual work environment. We 
found that during experiments, simple prototypes 
can act as vehicles for reflection for participants. 
Such qualitative feedback from end users is often 
highly valuable in early phases of design, when 
functionalities and features to implement are not 
yet set in stone.

The Contextual Nature of the Usability of 
Mobile ICT Raises the Need for Evaluating 
Multiple Design Solutions
The current approach has contributed to identify 
subtle contextual factors that can affect the usabil-
ity of the mobile designs. It has also highlighted 
that for mobile ICT and UbiComp the total user 
experience does not separate physical aspects of 
a system (ergonomic flexibility) from software 
aspects. Lastly, the current study has shown that 
approximating at design time the contextual factors 
that affect the usability in an immediate situation 
is difficult. This can be viewed as an incentive 
for designers of mobile ICT and point of care 
systems to consider a number of complementary 
solutions, and then implement the set of solutions 
found most suitable.

summary and concluding 
rEmarks

Of the different phases traditionally distinguished 
in requirements engineering, the elicitation phase 
has proved to be more problematic. The name of 
this phase suggests that requirements are out there, 
waiting to be elicited or discovered. It is clear 
that this is an oversimplification. Work practices, 
actors, communicative behavior and the like, are 
out there to be observed and analyzed. Require-
ments for information systems that support and 
are embedded in these work practices must be 
derived from these observations and analyses. 
Exactly how this derivation takes place is still 
very much an unresolved issue, and can be seen 
as one of the major challenges faced by systems 
development and requirements engineering.

In health informatics this issue is very promi-
nent. Successful applications that support real 
clinical work are few. An important reason for this 
could be that we still lack the knowledge as to which 
aspects of health care work should be taken into 
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account in order to inform design. And, furthermore, 
it is unclear how the obtained insights into health 
care work actually do inform design.

The studies presented in this chapter focus on 
this issue, or, in other words, on the transition from 
knowledge about the clinical workplace to specified 
requirements for supporting information systems. 
The transition is achieved as follows (see Figure 
10): Extensive workplace studies result in empiri-
cally grounded scenarios. These scenarios can be 
played out in role playing workshops that result in 
functional specifications of supporting technolo-
gies. These functional specifications are turned into 
prototypes that will be assessed in experimental 
clinical settings in a laboratory environment.

It is clear that the presented studies are in-depth 
investigations into important aspects of the transi-
tion from work practice to system requirements. 
Linking the results into an integrated method 
for requirements elicitation and specification is 
the next step. The concept of ‘clinical scenario’ 
is pivotal in this. It bridges the workplace study 
to the role playing workshops and the prototype 
development. The exact specification of a scenario 
is, however, still an open question. It is clear that 
the Unified Modeling Language (UML) approach 
that restricts use case scenarios to man-machine 
interaction sequences is much too restrictive. 
Purely narrative fragments, relating sequences 
of events, are probably too unrestrictive. There 
has not yet been any substantial theory proposed 
about the exact information that must be contained 
in these scenarios and the format in which this 
information should be framed.

Future research will focus on the role of the 
clinical scenario in bridging work practices and 
requirements. Major questions that will be ad-
dressed are:

How are workplace observations account-• 
ed for in clinical scenarios?
How are • clinical scenarios specified?
How do • clinical scenarios inform system 
requirements?

Figure 10. from clinical knowledge to specified 
requirements
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kEy tErms & dEFinitions

Low-fidelity prototype: A prototype that 
is sketchy and simple and often is created with 
foam models and drawings on paper. It has some 
characteristics of the target product, but may differ 
in interaction style, visual appearance or level of 
detail. Low-fidelity prototypes are often developed 
to visualize or test early design ideas.

Point of care clinical systems (PoCCS): 
Information systems that support clinicians by 
allowing easy input and retrieval of information 
as close as possible to where care takes place 
(Westbrook & Gosling, 2002).

Role play: In this chapter, role play is defined 
as the acting of relevant and representative sce-
narios from everyday work situations by prospec-
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tive end users. The users either play their usual 
role or a role they know very well. As soon as 
the role play participants have agreed on setting, 
main actors, and most important plot, a scenario 
is improvised.

Socio-technical approach: An approach that 
recognizes the interrelatedness of social and tech-
nical aspects of an organization. Socio-technical 
insights may be used to inform the design of 
computer systems.

Structured observation: The planned watch-
ing and recording of behavior and events as 
they occur within a well-known or predefined 
environment

Ubiquitous computing: A human-computer 
interaction model introduced by Mark Weiser 
(Weiser 1991), where computer technology to a 
high degree allows itself to reside silently into 
the background of the users’ attention. A central 
notion in the ubiquitous computing paradigm is to 
integrate computers seamlessly into our everyday 
activities and physical environments. By enabling 
these embedded computers to automatically 
sense and adapt to their use context, ubiquitous 

computing seeks to render the computer “invis-
ible” in use.

Usability: The extent to which a product can 
be used by specific users to achieve specified goals 
with effectiveness, efficiency and satisfaction in 
a specified context of use (ISO 9241).

User-centered design approach: A collection 
of methods where knowledge about users and their 
involvement in the design process is central.
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introduction

Health care organizations and patients can benefit 
greatly from the appropriate and effective use of 

information systems (hereafter IS) (Kaushal, Barker 
and Bates, 2001). Effective implementation of IT in 
health care has the potential to save billions of dollars 
while reducing morbidity and mortality (Chaudhry, 
Wang, Wu, Maglione, Mojica, Roth, Morton, and 

aBstract

Although there is limited research and evidence base, it is reasonable to expect that high quality informa-
tion technology is an integral factor in the success of today’s healthcare sector. However, the healthcare 
sector is considered to be low level investor in information technology (IT) when compared to other sec-
tors. There are studies that look at the sums spent on health IT as a basis for determining how effective 
the IT systems are. We support the idea that the effectiveness of IT systems is not an exact measure and 
a more systematic approach needs to be taken when evaluating success of an IT system. In this study, we 
have evaluated an assessment method, process based information systems effectiveness (PRISE), which 
is based on a novel model of information systems effectiveness in the healthcare domain. The results 
of our case series provide specific implications concerning the applicability of a general “information 
systems assessment” approach, in the medical context.

DOI: 10.4018/978-1-60566-030-1.ch005



75

Process-Based Evaluation of Hospital Information Systems

Shekelle, 2006). As Burke and Menachemi (2004) 
stated in the paper, in the recent years, health care 
investment in IT has experienced a significant 
increase, which in parallel results with an increase 
in IT capabilities. Empirical research has shown 
that effective information systems in healthcare 
organizations are associated with reduced costs 
and with better care and organizational perfor-
mance (Chang and King, 2005; Li and Ye, 1999), 
which suggests a connection between IS process 
improvement and organizational effectiveness. 
However the impact of IS implementations are 
hard to measure and identify (Jayasuriya, 1997). 
Researchers also suggest that the impact of IS is 
usually accidental rather than planned (Borum 
and Christiansen, 2006).

While the effectiveness of information systems 
is recognized as an important issue, the definition 
of IS effectiveness in the information systems 
literature is not yet mature and consistent (Ozkan, 
Hackney and Bilgen, 2007). Various models such 
as Capability Maturity Model (CMM/CMMI) 
(SEI, 2007), Control Objectives for Information 
Technology (COBIT) (ISACA, 2007) and Infor-
mation Technology Infrastructure Library (ITIL) 
(OGC, 2007), have been proposed and used by 
the IT industry (Ozkan et al, 2007). IS manage-
ment and evaluation frameworks are not limited 
to the above mentioned and the list includes ap-
proaches that range from the generic ISO 9001 
(Braa and Ogrim, 1995), Six Sigma (Schroeder, 
2007), and EFQM (EFQM, 2006; Donahue and 
Vanostenberg, 2000) models through IT specific 
models such as SPICE (SEI, 2007), ISO 9126, 
ISO 20000 (ISO,2007), to healthcare-IT specific 
models such as Q-Rec (Q-Rec,2007), Joint Com-
mission International Information Management 
Standard (Donahue and Vanostenberg, 2000) and 
HIS-Monitor (Ammenwerth et al, 2007). Each of 
these approaches has a distinct focus, and its own 
strengths and weaknesses.

In their seminal review paper, DeLone and 
McLean defined IS success in terms of success 
in six categories. These categories were system 

quality, information quality, user and user satisfac-
tion, individual impact and organizational impact 
(DeLone and McLean, 2003). In 2003, they revised 
their model to include service quality as another 
quality category and they united individual and 
organizational impact into one “net benefits” 
category (DeLone and McLean, 2003).

Proper evaluation and assessment is essential 
for the ongoing improvement of information sys-
tems. Yet, a great number of studies that evaluate 
the organizational aspects of hospital information 
systems (hereafter HIS) are based on exploratory 
methods (i.e. do not test a pre-defined hypothesis) 
(Ammenwerth and Keizer, 2005). Objective and 
explanatory measurement methods are needed to 
better evaluate organizational aspects of IS, both in 
general IS and in HIS context. Another deficiency 
of the IS evaluation studies is that the evaluated 
system usually has a limited focus (Ammenwerth 
and Keizer, 2005), either in functionality or lo-
calization (i.e. departmental systems). Among the 
explanatory studies that utilize formal assessment 
and/or measurement data rather than user feedback 
or satisfaction, there are very few studies that 
have a wider focus and evaluate enterprise-wide 
systems (Ammenwerth and Keizer, 2005)

It is logical to think that there must be a strong 
relationship between “improvement in managing 
IS” and “overall performance of the organization” 
as measured by effectiveness. Systematic mea-
surements are needed to test this hypothesis. The 
first step in attracting attention to this area is to 
review the current level and status of information 
systems management practices. As Eccles (1991) 
says, “What gets measured gets attention”. To 
improve the current status we need to measure 
IS management and IS effectiveness, although 
effectiveness is extremely hard to measure (Borum 
and Christiansen, 2006) because of the highly 
complex “sociotechnical systems” that make up 
an information system.

DeLone and McLean emphasize the need for 
a validated measuring instrument which could 
provide a standardized evaluation of information 
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systems effectiveness; this would permit com-
parisons across departments, systems, users and 
organizations (DeLone and McLean, 2003). Such 
a measurement would help to build a cumulative 
research tradition which could clarify effective-
ness measures.

IS evaluation is an active and organization-
dependent undertaking. Organizations need a 
comprehensive framework for assessment to help 
and guide them, in developing an IS evaluation 
methodology.

This study takes a method used previously in 
non-medical settings and applies it to the health 
care domain. We also aim to show how organi-
zational factors are related to the management of 
IS processes.

rationalE For thE study

Several studies have looked at the effects of in-
formation systems on health care organizations 
(Jayasuriya, 1997). Electronic health records is the 
single most important type of system evaluated, 
followed by clinical physician order entry (CPOE), 
clinical decision support systems (CDSS), tele-
medicine, radiology information systems (RIS) 
and picture archiving and communication systems 
(PACS) (Keizer and Ammenwerth, 2005). Numer-
ous health care-specific information systems are 
used in a modern health care facility; their effect 
on both organizational performance and health 
care quality is important. The combined effect is 
also more than the sum of their individual impacts 
on the organization.

Before we delve more into information systems 
evaluation, we need to clarify the difference be-
tween IT and IS. Information Systems is a wider 
concept than information technology and is closely 
related to organizational functions and informa-
tion requirements (Wilcocks and Lester, 1993; 
Ozkan, 2004, 2005; Ozkan and Bilgen 2003). 
IS are both affected by organizational practices 
and in return have an effect on the organization. 

Methods are needed to make these relationships 
between organizational factors (i.e. size, effective-
ness, human resources, and financial health) and 
information systems, visible and measurable. IS 
projects are more likely to fail than succeed but a 
correlation between organizational factors and IS 
success, could guide decision makers in planning 
and implementing systems.

oBJEctivEs oF thE study

Our objective is to use the PRISE evaluation tool 
to measure the level of process maturity of hos-
pital information systems. Although the acronym 
HIS is generally used for “hospital information 
systems” and “health information systems” in-
terchangeably, our focus in this study is limited 
to ”hospital information systems” and does not 
include other information systems used in health 
care settings. We use the following definition for a 
Hospital Information System: “Computer system 
designed to support the comprehensive informa-
tion requirements of hospitals and medical centers, 
including patient, clinical, ancillary and financial 
management” (Shortcliffe and Cimino, 2006).

Information systems are composed of ele-
ments; some are easier to measure than others. 
An assessment framework that only focuses 
on discrete “easy to measure” elements cannot 
show the whole picture or provide an exclusive 
assessment of the success of a system (Perera et 
al, 2007). Central processor unit utilization time 
and network load are easily measured, but the 
usability of a new graphical user interface or the 
usefulness of a decision support advice might be 
harder to measure.

The goal of an HIS evaluation framework is 
to provide a set of measures and performance 
indicators that can be used to predict the qual-
ity of processes that ultimately result in better 
outcomes at either a user/patient or cost saving 
level(Perera et al, 2007). Development of a uni-
versal set of indicators and measures require best 
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practice data and established validity pertaining 
to the individual indicators (Perera et al, 2007). 
This scope of evidence is only possible through 
many studies that provide this kind of scientific 
proof from numerous different systems and imple-
mentation settings. One of our goals is to provide 
methodology and data that contributes to this body 
of knowledge.

PRISE is a novel, comprehensive and innova-
tive approach to assessing the effectiveness of IS 
processes; it was developed by one of the authors 
of this paper as part of a PhD thesis (Ozkan et al, 
2007) and to help organizations evaluate their IS 
management with a strong process focus. The 
PRISE questions can be asked by an external as-
sessor or reviewed internally for self evaluation. 
PRISE has 10 process areas, all of which are all 
related to IS. Each area includes more detailed 
questions which are scored on a scale that has six 
levels. Each score level from 0 to 5 represents a 
different level of maturity in IS processes.

PRISE has successfully evaluated IS process 
maturity in non-health care technology organiza-
tions as applied in the original PhD thesis (Ozkan, 
2006; Ozkan et al, 2007). Since there is a lack of 
specific health IS assessment frameworks, we 
believe that the application of general IS assess-
ment frameworks such as PRISE might suggest 
how health IS assessment methods should be 
developed and applied.

We hypothesize that there are correlations 
between PRISE scores and organizational factors 
within a health care organization. Identifying 
these correlations will guide future research in 
determining causal relationships between these 
organizational factors and IS success. Our research 
question is: “Is there a relationship between certain 
organizational factors and PRISE scores?”

rEsEarch mEthodology

organizational setting

The assessment was carried out in Turkish health 
care provider organizations with inpatient capabili-
ties: state hospitals, private hospitals and academic 
medical centers (university hospitals). The Hos-
pital Information Systems (HIS) were assessed 
using the information systems success assessment 
tool: PRISE (Process Research for Information 
Systems Evaluation). All of the hospitals used 
commercial software systems with little or no 
internal development of support or maintenance. 
The research did not involve any general and 
administrative systems (i.e. accounting informa-
tion systems) nor any departmental information 
system confined to that department.

study design

819 hospitals were initially contacted via e-mail. 
A total of 4 e-mail reminders were sent to all the 
target hospitals. Total number of institutions which 
agreed to participate in our study is 17. Each health 
care organization was sent an e-mail message 
with an attached copy of the assessment tool (see 
appendix) and instructions on how to use it. The 
institutions were asked to assign a senior IS officer 
to complete the self-assessment process.

prise Evaluation tool

The Hospital Information Systems (HIS) were 
assessed using the information systems success 
assessment tool: PRISE (Process Research for 
Information Systems Evaluation). PRISE (Ozkan, 
2006; Ozkan, Hackney and Bilgen, 2007) was 
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developed to provide a comprehensive and integra-
tive information systems assessment framework. 
Jayasuriya et al, note that most other approaches 
to evaluate IS effectiveness lack an integrated 
approach; they may yield convenient solutions 
within their specific contexts, but they do not 
comply with all of the guidelines in the literature 
(Borum and Christiansen, 2006). PRISE aims to 
provide an integrated approach to IS evaluation 
by complying with the guidelines.

The PRISE model consists of three main 
components: People, Resources, Services and 
Benefits, with a total of 10 process areas within 
those components (Table 1). The model consists 
of 92 questions in 10 process groups, which are 
assesses on a 6 level scale as shown in Table 2.

participants

10 of the participants were State hospitals, owned 
by the government and run by the Ministry of 
Health. Some of these state hospitals are third 
level research hospitals but most are secondary 
level care hospitals. The University hospitals that 
participated in our study are also owned by the 
government. Only 2 of the participating hospitals 
were privately owned. Table 3 shows a detailed 
distribution of the participants.

We had participants from thirteen different 
provinces of a total of 81 provinces in Turkey. 
13 health care providers were from provincial 
centers and 4 of them were from smaller towns. 
The number of beds ranged from 19 to 1200 with 
a mean of 411. The number of physicians ranged 
between 10 and 1390 with a mean of 276. 13 of 

Table 1. PRISE process areas 

Process code Process Definition

People P1 Definition of the IS organization and relationships

P2 Education and training of users

P3 Provision of assistance and advice to IS users

Resources P4 IS interactions

P5 Configuration management

P6 Performance and capacity management

P7 Operations management

Services and Benefits P8 Continuous service

P9 Change management

P10 Monitoring services

Table 2. PRISE scale 

Level Explanation

0 Non existent

1 Initial /Ad Hoc

2 Repeatable but intuitive

3 Defined process

4 Managed and measurable

5 Optimized

Table 3. Hospital type 

Hospital Type Number

State hospital 10

University Hospital 4

Private Hospital 1

Medical Center 1

Mouth and dental health center 1

Total 17
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the institutions had an internal IT or IS depart-
ment independent of an outsource company. Not 
surprisingly, the hospitals that were located in 
provincial centers (urban centers) had IT/IS de-
partments and the hospitals in small towns (rural 
centers) did not; 12 of the hospitals had 2 or fewer 
people employed in the IT/IS departments. One 
institution employed 31 people in IT/IS services. 
This large variation in the number of IT/IS services 
personnel (standard deviation SD=7.9) reflects 
organizational differences in the approach to 
IT/IS management.

Our participants had a mean of 4.2 years of 
experience (SD=3.1) with their enterprise-wide 
information systems and they had been using 
their most recent installation for a mean of 3 years 
(SD=2.9). We found that 10 hospitals had not 
changed vendors and used only the information 
system currently in use. The average number of 
different IS used was 1.6 (SD=0.8). We found 
that 13 hospitals used only one enterprise-wide 
information system for their information process-
ing needs.

None of the participating institutions had a 
model of its enterprise workflow and business 
processes prior to the last installation. Nor did 
they have any previous experience with a formal 
IT/IS assessment or evaluation framework such 
as COBIT (ISACA, 2007), CMMI (SEI,2007) or 
ITIL (OGC,2007).

All of our participants utilized an outside 
company to provide IT services although some 
health care providers in Turkey use software 
developed in-house.

application of the tool and 
the conduct of the study

Each self assessor was asked to report accord-
ing to the above scale. The assessment form that 
was e-mailed to hospitals included instructions 
about PRISE and information about the logistics 
of the study; there was a link to a web site that 
had textual and video training about PRISE and 

additional questions regarding organizational 
factors. The respondents had to give a numerical 
value for each item on the scale based on the level 
definitions according to a pre-defined scale. Each 
participant was asked to fill in the assessment 
forms and return the results to the researchers. 
There are two main reasons for choosing the self 
assessment method. First, PRISE is neither a legal 
nor an industry standard, but rather a publicly avail-
able free guideline. For a framework that is not 
formally endorsed the only viable dissemination 
method is adoption and self assessment .Second, 
although self assessment of IS processes is a 
major undertaking requiring a lot of preparation 
and effort, we believe this self assessment model 
can help organizations become aware of weak-
nesses in their IS processes and practices as they 
get some practice in IS evaluation. Since there 
is currently no economic or legal incentive for 
PRISE adoption, we believe that self assessment 
and improving the assessment methodology to 
better support this approach, is the most viable 
approach at the present time.

Findings

In order to examine the data, statistical and qualita-
tive analysis methods have been used. Descriptive 
statistics were run to analyze the collected data. 
The responses to the questionnaire were analyzed 
using the SPSS (Statistical Package for the Social 
Sciences) 15.0 Windows software program. Charts 
and tables were created from the data using SPSS 
features.

Table 4 shows that PRISE scores ranged be-
tween 0.4 – 3.54 (SD=0.86). The mean for all cases 
was 2.18 and the median was 2.11. The scores 
for individual process areas varied; the minimum 
scores for each process area ranged from 0.0-0.7 
and the maximums ranged from 3.33-4.7.

13 health care providers (76.5%) received 
scores of 3 or lower. Level 3 signifies a docu-
mented process and a standard way of carrying 
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out IS related management activities. We checked 
whether there were any statistically significant 
relationships between process scores and such 
organizational factors as location (being in a pro-
vincial center rather than a smaller town) or size 
of the target population. Mann-Whitney U tests 
showed significant differences in P5-Configura-
tion management and in P8-Continuous service 
process areas for health care institutions with 
different target populations. We used Spearman’s 
bivariate correlation analysis to see if there were 
any significant correlations in these differences. 
Our data shows a strong positive correlation 
between the target population of the institution 
and P5-Configuration management scores with a 
correlation coefficient of 0.573 (P= 0.02).

We also explored whether the providers’ own 
size (number of beds and/or number of physi-
cians) were associated with any difference in the 
PRISE scores. We analyzed the results with Mann-

Whitney U test and found that none of the process 
areas showed any significant differences.

We expected to find a correlation between 
the number of IT staff and certain process area 
scores. We found that the higher the number of 
IT personnel, the higher an institution scored on 
P8-Continuous service process area; organiza-
tions which give importance to maintaining a 
continuous level of service must have sufficient 
resources to perform such tasks. The number of 
IT personnel was also positively correlated with 
the overall PRISE score (see Table 5). The overall 
PRISE Score was calculated by taking the mean 
of all 92 PRISE questions.

Table 4. PRISE scores 

PRISEProcess P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 Total

Mean 2.47 2.31 2.28 1.53 2.21 2.19 2.35 2.56 1.87 2.02 2.18

Median 2.22 2.44 2.00 1.40 2.09 2.00 2.42 2.56 1.80 2.00 2.11

Std. Deviation 0.97 1.06 1.07 1.20 1.03 1.00 0.76 1.11 0.88 1.10 0.86

Minimum 0.67 0.22 0.70 0.00 0.55 0.33 0.58 0.44 0.18 0.10 0.40

Maximum 4.11 3.75 3.80 3.80 4.09 3.50 3.33 4.78 4.00 4.10 3.54

The process areas, P4 – IS interactions, and P9 – Change management received the lowest mean scores. Process areas, P1- Definition of the 
IS organization and relationships, and P8 – Continuous service received the highest mean scores.

Table 5. Correlation between the number of IT personnel and certain PRISE scores 

P8 PRISE Score IT personnel

Spearman’s rho P8 Correlation Coefficient 1.000 0.896(**) 0.632(**)

Sig. (2-tailed) . 0.000 0.006

PRISE Score Correlation Coefficient 0.896(**) 1.000 0.534(*)

Sig. (2-tailed) 0.000 . 0.027

IT personnel Correlation Coefficient 0.632(**) 0.534(*) 1.000

Sig. (2-tailed) 0.006 0.027 .

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).
-- N=17
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discussion and 
lEssons lEarnEd

It is imperative to provide quality care while re-
ducing soaring health care costs. To accomplish, 
we must know if the models we apply in other 
industries will also result in efficiency and ef-
fectiveness in health care information systems. 
The only way we can achieve this is through 
evidence-based health care informatics.

More research should identify factors that result 
in effective health care information systems. We 
also need to prove that IT actually reduces costs 
instead of being a cost center for the enterprise. 
Information systems assessment and health infor-
matics evaluation are aspects of evidence-based 
health informatics that can provide answers to 
these important questions. We believe our study 
is a contribution and a step forward in showing 
that health care information systems can benefit 
from the IS assessment models used in other 
industries.

PRISE contained some questions that were not 
really suited to a hospital setting. Despite their 
many differences, all our participant hospitals 
had consistently higher or lower scores on certain 
process areas, indicating that regardless of size, 
location, ownership model or focus, they shared 
certain characteristics.

This situation is illustrated by the “P5-Config-
uration management process” area which contains 
11 questions, some of which did not apply closely 
in health care settings. Although there is a certain 
amount of software development activity, none of 
our health care institutions primarily developed 
software; they all bought or outsourced their IT 
services. In this situation, contract management 
and service management activities become more 
important than management of development 
activities. Yet, our data showed a strong positive 
correlation between the target population of the 
institution and P5-Configuration Management 
area scores. We believe this is due to the fact 
that software development, hence configuration-

management related activities were only carried 
out in larger hospitals that were generally located in 
large urban areas. Our analysis also reflect a similar 
relationship between IT personnel number and 
P5- Configuration management process area; these 
hospitals could afford tailored software (developed 
either by their own personnel or by contractors) 
to increase the functionality of their systems, and 
they reported higher level management practices 
in the area of configuration-management process. 
This result suggests that small rural hospitals 
should be supported in terms of IT personnel and 
software development since every institution has 
specific information needs that can be satisfied 
with appropriate development.

All of the participating institutions had some 
form of management support and initiatives to im-
plement better IS/IT management practices. Some 
hospitals were required to plan and document IS 
management activities for external reasons such 
as quality improvement and accreditation (i.e. ISO 
9001 and/or JCI Accreditation); others had people 
at the top management level with IT/IS know-how. 
Both of these resulted in relatively higher scores 
in P1- Definition of the IS organization and rela-
tionships. We believe that these relatively higher 
scores did not translate into higher scores in other 
process areas, because of a lack of organizational 
culture and effective communication in terms of 
IT/IS management.

We found that despite their differences, all 
organizations share common strong and weak 
process areas. It is not surprising that process area 
“1-Definition of the IS organization and relation-
ships” and process area “8-Continuous services” 
have higher scores than other process areas. All 
organizations were aware that good IS manage-
ment and the provision of continuous service is 
crucial to the continuity of their business opera-
tions and a failure to maintain business continuity 
could result not just in catastrophic financial losses 
but even in the loss of patient lives.

Organizations received generally lower scores 
for the process areas “4-IS interactions” and 
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“9-Change management”; given the current nature 
of medical services in Turkey, this result is quite 
normal. Hospitals operate within their own defined 
domains; they are not concerned about data shar-
ing and interoperability. Process area “9-Change 
management and monitoring services” is another 
weak side of these organizations. These results 
may be partially due to a lack of understanding 
of general change management and monitoring 
services, which in turn, affects IS as well. Orga-
nizations did not have a clear understanding of 
either of these concepts; we found that most if not 
all the items in this section, were implemented 
only at a very basic level.

Probably our most important finding was the 
correlation between the Total PRISE score and 
number of IT personnel in a hospital. IT personnel 
number was the only organizational factor corre-
lated with total PRISE scores; other factors were 
found to be correlated with scores for sub process 
areas. This finding indicates that the human factor 
is very important in IS processes’ success and that 
appropriate staffing of IT departments is closely 
related to the quality of information systems.

Although the PRISE model, is very thorough 
in assessing the IS processes of a general orga-
nization, we believe it can be more effectively 
applied in health care domain if it is modified for 
the specific needs and attributes of health care 
organizations.

Some things were not evaluated thoroughly 
by PRISE. These included the outsourcing model 
(which was very common in the IS sourcing of 
our participating organizations) and some other 
very important health-IS related issues such as 
privacy and confidentiality, workflow manage-
ment issues and outcomes management, PRISE 
covers the breadth of IS assessment, but lacks 
specific questions or the depth necessary to ef-
fectively evaluate issues regarding clinical aspects 
of hospital information systems. A new model 
that can address such issues must be developed 
to improve assessment in the health care IS do-
main. Such a model can be a promising future 

research topic.
It is important to note that the findings from 

this research study are useful for the following IS 
stakeholders: (1) IS managers, (2) IS users, (3) 
IS developers. The evaluation of IS processes of 
an IS organization, i.e. in this study “hospitals”, 
by means of using PRISE model are primarily 
valuable for the managers of hospitals.

limitations

Our study assumed that every health care orga-
nization had a functional organization-wide HIS 
and was capable of using a questionnaire-based 
self assessment tool to evaluate its own effective-
ness in managing IS. We observed that both the 
motivation and the capability to conduct such a 
self assessment were less than expected resulting 
in a low participation rate in our study. More par-
ticipation could have allowed us to generalize the 
results of our case study country-wide. A future 
project that receives financial support may be 
able to reach more hospitals and perform a more 
thorough analysis of IS management.

Application of PRISE may yield different 
results, if a trained assessor carries out the as-
sessment. An increase in the number of hospi-
tals participating in our study would produce a 
better statistical analysis and might show dif-
ferent relationships between PRISE scores and 
organizational characteristics. We believe that 
organizational effectiveness should also be mea-
sured and compared with the results of PRISE 
measurements. It would be very important for 
future research to study whether higher PRISE 
scores, meaning a better information system, are 
related to better financial and medical outcomes. 
We believe our study is an important attempt to 
objectively measure management practices related 
to the information systems in the health care en-
vironment. Hopefully our findings will pave the 
way for improvement in health care information 
systems, perhaps leading to better health care.
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kEy tErms and dEFinitions

Information systems effectiveness: Refers to 
the systematic approach needs to be taken when 
evaluating success of an information system.

Information systems evaluation: It is the 
process that contains several criteria through which 
key areas of the proposed information systems 
will be evaluated.

Information systems resources: The re-
sources of the information systems refer to people 
hardware software and data.

Information technology management: Ac-
cording to Michael K. Badawy Information Tech-
nology Management is concerned with exploring 
and understanding IT as a corporate resource that 
determines both the strategic and operational 
capabilities of the firm in designing and develop-
ing products and services for maximum customer 
satisfaction, corporate productivity, profitability 
and competitiveness
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appEndix

Process: P1 Definition of the IS organisation and relationships

Component of PRISE: People

Questions:

1.  Does the IS organisation communicate its goals and results at all levels?
2.  Is the IS organised to be involved in all decision processes, respond to key organisation initiatives 

and focus on all corporate automation needs?
3.  Is the IS organisational model aligned with the organisation functions and does is adapt rapidly to 

changes in the organisation environment?
4.  Through encouraging and promoting the taking of responsibility, does the IS organisation develop 

and grow individuals and heightens collaboration?
5.  Are there clear command and control processes, with segregation where needed, specialisation 

where required and empowerment where beneficial?
6.  Does the IS organisation properly position security, internal control and quality functions, and 

adequately balances supervision and empowerment?
7.  Is the IS organisation flexible to adapt to risk and crisis situations and moves from a hierarchical 

model, when all is well, to a team-based model when pressure mounts, empowering individuals in 
times of crisis?

8.  Can a strong management control be established over the outsourcing of IS services, with a clear 
policy, and awareness of the total cost of outsourcing?

9.  Are essential IS functions explicitly identified in the organisation model, with clearly specified 
roles and responsibilities?

Process: P2 Education and training of users

Component of PRISE: People

Questions:

1.  Is there a comprehensive education and training program, focused on individual and corporate 
needs in place?

2.  Are these education and training programs supported by budgets, resources, facilities and 
trainers?

3.  Are training and education critical components of the employee career paths?
4.  Do employees and managers identify and document training needs?
5.  Is the needed training provided in a timely manner?
6.  Is there senior management support to ensure that employees perform their duties in an ethical and 

secure manner?
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7.  Do employees receive system security practices training in protecting against harm from failures 
affecting availability, confidentiality and integrity?

8.  Does the corporate policy require that all employees receive a basic training program covering 
ethical conducts, system security practices and permitted use of IS resources?

9.  Is there management acceptance that training costs are investments in lowering the total costs of 
technology ownership?

Process: P3 Provision of assistance and advice to IS users

Component of PRISE: People

Questions:

1.  Are there up-to-date and easily accessible Frequently Asked Questions (FAQs) and their answers 
available?

2.  Do knowledgeable and customer-oriented support staff resolve problems in close co-operation with 
the problem management staff?

3.  Are all user inquiries consistently and thoroughly registered by the help desk?
4.  Are the user inquiries that cannot be resolved in a timely manner appropriately escalated?
5.  Is the clearance of user inquiries monitored?
6.  Are user questions resolved in a timely manner?
7.  Are those user inquiries that cannot be resolved in a timely manner investigated and acted upon?
8.  Does the management monitor trends to identify root causes in a proactive manner and follow up 

with analysis and the development of sustainable solutions?
9.  Are there corporate policies and programs defined for training users in technology use and security 

practices?
10.  Is there management awareness of the cost of support services and user downtime and of the need 

to take action on root-cause issues?
11.  Are support costs charged back to the business using simple tools and clear policies?

Process: P4 IS Interactions

Component of PRISE: Resources

Questions:

1.  Are communication with the customers done via the Internet medium ?
2.  Is there an extensive use of the other information systems web pages?
3.  Is there an extensive interaction with the customer via the Internet?
4.  Is the use of other information systems documented?
5.  Is there an extensive use of similar information systems for improvement?
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Process: P5 Configuration Management

Component of PRISE: Resources

Questions:

1.  Are there owners established for all configuration elements who responsible for maintaining the 
inventory and controlling change?

2.  Is the configuration information maintained and accessible, based on up-to-date inventories and a 
comprehensive naming convention?

3.  Is there an appropriate software library structure in place, addressing the needs of development, 
testing and production environments?

4.  Is there a release management policy and a system to enforce it?
5.  Are record keeping and physical custody duties kept segregated?
6.  Is there an integration with procurement and change management processes?
7.  Are vendor catalogues and configuration aligned?
8.  Do configuration baselines exist, identifying the minimum standard components and integration 

requirements, consistency and integration criteria?
9.  Is there an automatic configuration detection and checking mechanism available?
10.  Is there an automatic distribution and upgrade process implemented?
11.  Is there zero tolerance for illegal software?

Process: P6 Performance and capacity management

Component of PRISE: Resources

Questions:

1.  Are the performance and capacity implications of IS service requirements for all critical business 
processes clearly understood?

2.  Are the performance requirements included in all IS development and maintenance projects?
3.  Are the capacity and performance issues dealt with at all appropriate stages in the system acquisi-

tion and deployment methodology?
4.  Is the technology infrastructure regularly reviewed to take advantage of cost/performance ratios 

and enable the acquisition of resources providing maximum performance capability at the lowest 
price?

5.  Are skills and tools available to analyse current and forecasted capacity?
6.  Is the current and projected capacity and usage information made available to users and manage-

ment in an understandable and usable form?

Process: P7 Operations management
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Component of PRISE: Resources

Questions:

1.  Are operations instructions well defined, according to standards, and with provision of clear cut-off 
and restart points?

2.  Is there a high degree of standardisation of operations?
3.  Is there close co-ordination with related processes, including problem and change management 

functions, and availability and continuity management?
4.  Is there a high degree of automation of operations tasks?
5.  Are operational processes re-engineered to work effectively with automated tools?
6.  Is rationalisation and standardisation of systems management tools implemented?
7.  Is the input and output handling, as much as possible, confined to the users?
8.  Are changes to job schedules strictly controlled?
9.  Are there strict acceptance procedures for new job schedules, including documentation 

delivered?
10.  Are there preventive maintenance schemes in place?
11.  Are the service support agreements with vendors defined and enforced?
12.  Are there clear and concise detection, inspection and escalation procedures established?

Process: P8 Continuous Service

Component of PRISE: Services and Benefits

Questions:

1.  Is there a no-break power system installed and regularly tested?
2.  Are potential availability risks proactively detected and addressed?
3.  Are the critical infrastructure components identified and continuously monitored?
4.  Is the continuous service provision a continuum of advance capacity planning, acquisition of high-

availability components, needed redundancy, existence of tested contingency plans and the removal 
of single points of failure?

5.  Is there a procedural action taken on the lessons learned from actual downtime incidents and test 
executions of contingency plans?

6.  Is the availability requirements analysis performed regularly?
7.  Are the agreements used to raise awareness and increase cooperation with suppliers for continuity 

needs?
8.  Is the escalation process clearly understood and based on a classification of availability 

incidents?
9.  Are the costs of interrupted service specified and quantified where possible, providing the motiva-

tion to develop appropriate plans and arrange for contingency facilities?
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Process: P9 Change Management

Component of PRISE: Services and Benefits

Questions:

1.  Are change policies clear and known and are they rigorously and systematically implemented?
2.  Is the change management strongly integrated with release management and is it an integral part 

of configuration management?
3.  Is there a rapid and efficient planning, approval and initiation process covering identification, 

categorisation, impact assessment and prioritisation of changes?
4.  Are there automated process tools available to support workflow definition, pro-forma workplans, 

approval templates, testing, configuration and distribution?
5.  Are there expedient and comprehensive acceptance test procedures applied prior to making the 

change?
6.  Is there a system for tracking and following individual changes, as well as change process param-

eters, in place?
7.  Is there a formal process for hand-over from development to operations defined?
8.  Do the changes take the impact on capacity and performance requirements into account?
9.  Is there a complete and up-to-date application and configuration documentation available?
10.  Is there a process in place to manage co-ordination between changes, recognising 

interdependencies?
11.  Is there an independent process for verification of the success or failure of change implemented?
12.  Is there segregation of duties between development and production?

Process: P10 Monitoring services

Component of PRISE: Services and Benefits

Questions:

1.  Are there useful, accurate and timely management reports available?
2.  Have the processes been defined and understood what the targets are and how to achieve them?
3.  Do the measurements of IS performance include financial, operational, customer and organisational 

learning criteria that ensure alignment with organisation-wide goals?
4.  Are there clearly understood and communicated process objectives?
5.  Is there a framework established for defining and implementing IS management reporting 

requirements?
6.  Is there a knowledge base of historical performance established?
7.  Is there a consistent application of the right limited number of performance indicators?
8.  Is there an increased number of process improvement opportunities detected and acted upon?
9.  Is the management satisfied with performance reporting?
10.  Is there reduced number of outstanding process deficiencies observed?
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Chapter 6

How does Telemedicine Benefit 
from Broadband Technologies?

Vincenzo Gullà
Advanced Digital Technologies (ADITECH SRL), Italy

introduction

Telemedicine has been a matter of research and 
convulsive generation of pilot networks and trials in 

all the world, all aiming to find the most appropriate 
solution and draw the economic model that could 
be of reference to define directives and guidelines 
which may help to provide remote medical cares.

The aim of this paper is to focus on some of the 
most significant results, carried out by researchers 

aBstract

The present chapter focuses on some aspects of the state of the art of telemedicine systems and their use 
over broadband. It starts with a brief summary of the most popular telecommunication technologies to 
give the reader an overview of today’s broadband technology and methods. Some important deployment 
data are included showing the global growth and use in many countries. Results of very significant pilot 
projects using videocommunication implemented in Italy and in Europe are taken into consideration, 
demonstrating the benefits of the patient’s psychological status in conjunction with health care assistance. 
The chapter proposition is to show a business model, based on an Italian reality exploiting the Marche 
region population development and healthcare statistics. The simulation example is the adaptation of 
telemedicine solution for early hospital discharge applied to a public healthcare structure, typically a 
hospital. The model takes into account the possible adaptation of an “early discharge solution” imple-
mented with portable telemonitoring light videocommunication terminals, which, thanks to broadband 
availability, may be installed at the patient’s home for a predefined period (typically 7 to 10 days). The 
simulation aims to highlight and dimension cost reduction or, in a more appropriate view, give the 
percentage of resource that can be relocated to provide a better service and how a national healthcare 
service may take advantage of these scenarios.

DOI: 10.4018/978-1-60566-030-1.ch006
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and healthcare organisations, in Italy and Europe 
and attempt to draw a suitable model, which taking 
advantage of the wide broadband deployment and 
cost effective approach, can be of help to identify 
solutions addressing sustainable telemedicine 
service networks.

The study gives the reader some highlights on 
the enormous growth and development that have 
characterized the telecommunication industry in 
this last decade (1990-2000), which has seen the 
domination of Internet, the IP protocols along with 
the new and much more economic broad band 
approach, allowing end users to access advanced 
network services in a much easer, faster and eco-
nomic way, than some years ago these events open 
new frontiers of interactive applications, related 
to data transmission, video and IP voice, originat-
ing new services, which one can find useful and 
comfortable for itself, but in a more general contest 
are essential tools to improve social benefits and 
communities quality of life Gulla (2006), Tao 
(2005), (2004) Kevin (2003).

The study hereby exploited, wants to make 
the point on how these consolidated technolo-
gies, properly assembled and merged with more 
medical needs, have been successfully employed 
in pilot networks and trials, in many countries and 
have proven to be a suitable aid to provide better 
cares to elderly and weak persons, as well as a 
compelling support to healthcare and telemedicine 
applications and services.

But technology suitability and availability in 
not the only issue to permit that a feasible solution 
may be replicable and widely deployed in sustain-
able manner. Successfulness is still cost related 
and a more critical factor is the identification on 
the most appropriate telemedicine business model. 
As a matter of fact telemedicine applications ad-
dressed a few years ago would have cost impact 
higher than 30-40% or even more compared to 
today’s solutions and broadband cost benefits 
(Pelissero and Velo, 2004), Gulla (2005), Gulla 
(2006).

This paper shares the authors experience in 
this field as an aid to those who seriously intend 
to design, implement and run local telemedicine 
networks, given that the final objective is to 
improve the quality of health care assistance and 
benefit from innovative technology cost saving 
methods and lesson learned experiences. Bearing 
in mind that any model cannot be successfully 
replicable if not designed in accordance with the 
local available resources, service requirements 
and constrains and local health policies.

mEthodology

The study starts with a brief introduction to the 
most popular telecommunication technologies, 
gives an overview of today’s broadband tech-
nology and last mile methods implemented by 
most of the telecommunication carriers, to reach 
end users with a suitable and useful bandwidth 
Gulla (2007). Broadband deployments data are 
included to give a measurement of how fast this 
technology is being used in all the world, providing 
the most recent available deployment data, thus 
proven the availability of broadband technology 
in many countries.

Results of very significant pilot projects car-
ried out by carriers, service providers, universities 
and research centres in Italy and in Europe making 
use of videocommunication and vital parameters 
data gathering medical devices are taken into con-
sideration, for showing that this technology not 
only allows the doctor to have a more complete 
view of the patient in understanding the patients 
psychological status to give more appropriate 
guidance and make more accurate analysis, but 
also to assure the patient that he is being visited 
by someone providing the necessary moral support 
Cleland (2006), Parati (2006), Klapan (2005).

The paper will then illustrate a business model, 
based on an Italian reality exploiting the Marche 
region population development and health care sta-
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tistics. The simulation example is the adaptation of 
telemedicine solution for early hospital discharge 
applied to a public health care structure, typically 
a hospital. The model takes into account the pos-
sible adaptation of an “early discharge solution” 
implemented with portable telemonitoring light 
videocommunication terminals, which, thanks 
to broadband availability, may be installed at the 
patients’ home for a predefined period (typically 
7 to 10 days). The simulation aims to highlight 
and dimension cost reduction or, in a more ap-
propriate view, give the percentage of resource 
that can be relocated to provide a better service 
.and how may a national health care services take 
advantage of these scenarios

a look to BroadBand 
Background

As stated by many regulatory bodies and as the 
majority of telecommunication market have 
agreed on, broadband was in somehow defined 
as a communication link having a transmission 
speed ranging form 144Kbps (kilobits per second) 
to several Megabits . Other technologies, that today 
we may define “older” but are still on the market 
place, such as ISDN1 (can reach 128Kbps over 
twisted pair, so even if it could not be anymore 
considered in the field of Broadband technology, 

ISDN is really the precursor of today’s broadband 
digital links. In Figure 1, a summary of the last 20 
years technology evolution in terms of bandwidth 
growth Gulla (2006) is illustrated in a graphic to 
give the reader an overall picture.

SHDSL Single-Pair high-speed digital sub-
scriber line is a symmetric technology that grants 
the same transmission and receiving speed on a 
twisted pair telephone line Combination of the 
twisted pair (2+2) may improve the available 
bandwidth for a better exploitation of the trans-
mission mean (theoretically up to 10 Mbps). The 
asymmetric family ADSL (asymmetric digital 
subscriber lines) has a theoretical speed of 1Mb 
upstream and 6-8 downstream. Other flavors such 
as ADSL2 or 2+ have improved the data transmis-
sion speed to 20Mbps. VDSL (very high speed 
DSL) may reach in some cases a theoretical speed 
of 100Mbps (VDSL2). All these technologies suf-
fer severe distance attenuation, that is to say a loss 
of bandwidth depending of the distance between 
the Central Office and the end user.

Today the most developed and wide spread 
Broadband technologies are: xDSL, Cable, Fibber 
and Wireless such as Wifi, WiMax and last but 
not least 3G mobile technologies .

xDSL: The most deployed broadband flavour 
in the world resulting to be DSL (Digital Subscriber 
Line) taking advantage of it’s physical layer: 
twisted pair- the backbone of analogue telephone 

Figure 1. shows the differentiation between symmetric and asymmetric technologies
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lines, which have the highest penetration ratio 
compared to any other technology deployed in the 
last 50 years. Therefore telcos investors address 
xDSL taking advantage of the lower deployment 
cost compared to any other communication tech-
nology. Figure 2Varley, (2007).

Digital Subscriber Lines (DSL) is divided 
in different flavours in relation to the provided 
bandwidth as shown hereafter Gulla (2006). (see 
Figure 3)

Cable: Second to DSL is cable technology, 
which had a great development in many countries 
thanks to the Cable TV channel delivery service 
and latter is some countries taking advantage of 
IP technology, grooming together voice and data 
and allowing TV companies to enter the tele-
communication market sector. Some countries 
policies’ have originated networks characterized 
by long twisted pair trunks, which now penalise 
broadband transaction over the last mile and lo-
cal loops.

Cable technology is a shared technology among 
users, it has sometimes bandwidth limitations for 
individual use, especially on the uplink or return 
channel and in rush hours

Fibber is with no doubt the highest available 
bandwidth delivery technology, but today suffers 
from higher deployment costs compared to DSL 
and Cables. Many analyst agree that the next future 

will be characterized by hybrid networks deploy-
ments, with fibber getting more and more closer to 
buildings and in some cases, when architectonic 
barriers or cost/benefits analysis drivers allow, 
FTTH (Fibber to the home) directly to homes, in 
other, maybe involving mostly old towns, will be 
combined together with new xDSL technologies 
such as VDSL2 in the last mile (or even shorter 
loops) to deliver something near its theoretically 
potential 100Mbps bandwidth capability.

Wireless In addition other interesting scenarios 
are raising with Wireless technologies where Wifi 
(802.11) plays the prime actor . Most countries 
regulatory bodies have shown some reluctant to 
allow radio outdoor frequency spectrum sharing 
for commercial services, and grant Wifi services 
only to limited public areas better known as “Wifi 
hotspots” that are commonly available in airports, 
train stations, hotel, schools campus, etc.

Indeed Wifi gives great advantages allowing 
to access networks and interned from wherever 
one can be, providing a shared bandwidth .

WiMAX (802.16) is nowadays being deployed 
in many areas, addressing MAN (Metro Area 
Networks) applications. The technology is being 
considered of great interest and may show, in the 
very next future, more powerful perspectives and 
better economic opportunities, characterized by 
a larger bandwidth (theoretically 75Mhz) and a 

Figure 2.
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wider reach, industries believe it will be heavily 
used to bring broadband in rural and remote areas 
(mountains, country towns and small villages) and 
probably it will take over wifi hotspot business as 
well. Roaming is the critical aspect but it will not 
be a major barrier to wide deployment.

3G UMTS is the raising mobile technology, 
famous for its mobile video-telephony applica-
tions having allocated an individual bandwidth 
of 128 to 2Mb, depending of environmental and 
network configuration constrains, it is a powerful 
candidate for mobile broadband applications that 
improves info-mobile services as well as fixed 
ones. Limitations to intensive use may come from 
economic aspects and cost evaluations. At the 
end most of the technologies will be addressed 
as complimentary and probably different broad 
band technologies will be adopted together to al-
low everyone from any place to access broadband 
links Tao (2005).

thE markEt highlights

The IP broadband era has put Telecom companies 
under tremendous pressure. The new operators 
entering the IP market, eroding the incumbents 
analogue voice margins with an increasingly fierce 
competition, has forced the operators to invest 
heavily in broadband infrastructures and introduce 
more value added data services, addressing busi-
ness customers, to recover the continuous loss 
. In many cases telecoms had to redesign their 
business model with a much faster and dynamic 
market approach addressing innovation.

This is a heavy task for most but the broadband 
market today has shown that there are no survivors 
without innovation. The market is also showing 
signs of saturation, convergence is increasing fast 
and residential lines are decreasing as well, for 
instance in the United States lines have already 
decreased to 140 million and is expected to fall 

Figure 3. Source: DSLForum [15] the graphics gives an idea of how the bandwidth decreases with 
distance increase . Distance is measured for the nearest Central Office to the end users home
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to 120 million by 2010. Pech (2004). The lesson 
learned is that to keep the market leaderships one 
must look very deep and understand the needs that 
become drivers and therefore business. We don’t 
want to go in telecommunication business models 
details here, but highlight that broadband opens 
to many and more innovative opportunities and 
in this research attentions needs to be addressed 
to important raising requirements, sometimes 
left beside by aggressive market plans, but could 
represent a very promising market such as for 
instance social drivers.

Symmetric or asymmetric connections de-
livered by broadband links offers wide amount 
of data interactivity as a basic feature and this 
makes the difference with other entertainment 
or communications media. Once the end user get 
used to this functionality he will asks for more, 
understanding the usefulness and potentials of re-
ceiving and transmitting huge amount of data. The 
Internet experience has given large proof of this 
statement and young generations are the biggest 
players in the digital gamming, file downloading 
and entertainment market.

Up to now, this has been the predominant key 
factor pushing the demand for wider deployment 
of broadband worldwide. Multimedia applications 
such as download of music, films, pictures have 
raised the demand for more bandwidth availability 
and specially for Peer to Peer services, as well as 
leading the industries to invest in more entertain-
ment media equipment and services (gamming set 
top boxes, IPTV, etc). But other than entertainment, 
TV or business applications broadband is a mean 
that has the power to improve men’s quality of 
life. There are many fields of social applications 
not really addressed by the big economic players 
because of market immaturity: numbers don’t show 
a fast return of investments and the business models 
are not yet so profitable. Probably this is due to the 
fact the broadband economic playground should 
include players such as social stakeholders, more 
motivated to longer mid term view. The benefits that 
a wide band interactive data transmission pipeline 
can generate in terms of social services is enormous 
and sometimes essential, not only to improve the 
quality of service delivery but also to allow a wider 
cost effective social services to end users .

Figure 4.
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population growth

One serious and very dramatic factor being a 
concern for many governments in the western 
and eastern world is the fast growth of elderly 
people, in US called Baby Booming. The overage 
aging is growing fast as well as life expectation . 
In the last 30 years in Europe the over 60’s have 
raised more than 50%. European statistics show 
a further increasing trend in elderly dependence 
as well. (see Figure 4)

Today there is one elderly inactive person 
for every 4, In Europe the number is expected to 
raise at a ratio of 1 elderly over 2 active persons. 
(see Figure 5)

This impressive growing factors are main 
critical ones effecting the health care assistance 
system, leading to estimate impressive increase 
of assistance and care request for the next decade. 
This will be and in some cases is already the new 
social assistance and welfare scenario, furthermore 
being the population ageing an irreversible fac-
tor there are no doubts at all, that the growth in 
numbers could not effected or influenced by any 
market or business factor. The question here is 
how to face this event with satisfactory solutions 
for:the health care stakeholders, the end users and 
the governments, bearing in mind the two most 
important topics: economy of investments and 
quality of life improvement.

BroadBand and 
social BEnEFits

E-health highlights

Today’s live environment is a fast changing and 
ageing society, requiring new and more challeng-
ing needs. Most elderly in the western world live 
by their own or with family relatives, they some-
times are subject to age diseases, have difficulties 
to move, are unable to take care of themselves, 
or just feel lonely.

It would be desirable to have some sort of 
technological assistance that can keep an “eye” 
on them, keep their health under control, remote 
monitor vital parameters, advice relatives of any 
raising need or alarming event, or allow to talk to 
a doctor when ever this is needed for physiological 
or medical support. In other words enables these 
people to be independent in their own homes, 
improving their quality of life. Nevertheless such 
solutions can give a very positive contribution to 
prevent unnecessary hospital admission or early 
de-hospitalization providing additional cost ef-
fective savings. Many trials and pilot projects 
deployed over the Eastern world have demon-
strated unquestionable cost savings

Broadband will play a crucial role in this ir-
reversible social scenario. Broadband is not a 
technology that can just create an alternative way 

Figure 5.
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to inform or deliver TV and entertainment pro-
grams, it has a more concrete role of excellence, 
supporting live quality improvement and services 
for the benefit of all Gulla (2007).

Triple play makes possible to live monitor vital 
parameters, make a remote medical visit, assist 
a patients using technology which provides data, 
video and voice. The solutions does not necessary 
require inventing new sophisticated IT end user 
technologies or go so far to new and innovative 
special developed computers. (see Figure 6)

As all the applications that succeeded the 
approach must be kept simple and easy to use. 
Thinking about the most common media equip-
ment available in homes one will certainly drop his 
eyes on two home devices: TV sets and telephones 
that are the very best candidates to become car-
riers of welfare and social health care services. 
(see Figure 7)

tElEmEdicinE 
ExpEriEncEs in Eu

Studies carried out in many European countries 
have shown the benefits of telemedicine solu-
tions in both home care and home assistance. 
The projects have initially used telephone based 
solutions for vital parameters monitoring for dif-
ferent health pathologies and for elderly remote 
assistance and telecare.

UK, Germany and the Netherlands conducted 
recently the TEN-HMS project (TRANS EUROPE 
NETWORK HOME CARE MANAGEMENT 
SYSTEM) . Scope of the trial was to compare 
the effects of managing hearth failures with con-
ventional nurse support and home telemonitoring, 
based on telephony vital parameters monitoring 
Cleland (2006). (see Figure 8)

Results have shown the advantages in terms 
or staff improvement efficiency, patient quality 
of life and health . Telemonitoring was demon-

Figure 6.
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Figure 7.

Figure 8.
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strated to be suitable for heart failure monitoring 
showing substantial reduction in mortality of 
patients under continuous remote control . Other 
experiences such as for instance the one conducted 
in Italy by the INRCA: National Institute for El-
derly Heart Care, was focused to the integration 
of data with videocommunication to simulate a 
remote specialist doctor visiting a patient in its 
own home. The trial conducted in the year 2000-
2001 included rest houses and private homes. 
The service provided was to the patients was post 
hospitalization, monitoring for patients suffering 
of heart failures and moral support, involved 89 
sites. (see Figure 9)

The results achieved are impressive. A very 
high number of incoming calls, that otherwise 
would have required hospital admission, were 
solved directly with the doctors’ remote visit and 
vital parameters (such as blood pressure, heart 
rate, heart and ling auscultation, etc) detection 
and control Cleland (2006). More that the 65% 
of emergency calls were solved without moving 
the patients resulting and a further improvement 
in ones life quality. (see Figure 10)

Furthermore, in this trial homes were linked 
to the care givers by means of ISDN 128Kbps 
lines, to allow two way videocommunication and 
data transmission.128 Kbps was the minimum 
bandwidth to support a good quality videocom-
munication (recommended by H263 compression 
protocols). The doctors site was equipped with a 
vital parameter measurement software acting also 

as a database to store the patients history and visit 
results. Cost issues were in any how very high due 
to the type of equipment used, only professional 
videoconference systems were available and ISDN 
lines traffic was very expensive and not deploy-
able on large scale. The cost for line installation 
and the data transmission traffic over an ISDN 
line could not justify, on a long term, home care 
services compared to a hospital long stay.

In anyhow the trial demonstrate that remote 
care delivery was achievable with excellent results 
. Other experiences conducted in the Netherlands 
and Austria, all focusing videocommunication as 
a mean to assist elderly and provide home care 
services have highlighted the importance of such 
technology in home care. The trials were managed 
by two companies specialized in home care as-
sistance Thoma (2006).

1.  Volkshilfe Styria, an Austrian care-provider 
active in the state of Styria with about 1700 
employees.

2.  Sensire, a Dutch care-provider with about 
15.000 employees.

The Austrian care provider Volkshilfe project 
was co-financed by the EU during July 2004 to July 
2005. The project was based on POTS (analogue 
telephone lines with only 33.6kbps). In Q2 2006 
Volkshilfe will enter the next phase of the project 
using specially designed equipment on broadband 
IP networks (up to 384kbps). Telekom Austria, 
the largest telecom provider in Austria, provided 
assistance with the project.

In 2003, the Dutch care provider Sensire, began 
to implement video communication over ISDN 
(128kbps). In 2006, Sensire’s video network in-
cludes 700 installations mainly via broadband IP 
networks (up to 384kbps). The network services 
are provided by KPN, the largest telecom provider 
in the Netherlands.

Findings resulting from the trials:

Patients show a higher level of accuracy and • 

Figure 9.
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improved assessment that lead to more effi-
ciency during the caregiver’s on-site visit.
technology appears to be a problem for the • 
elderly at first sight, but after a brief train-
ing they become familiar with the system 
and use it accordingly.
Patients encourage the caregiver to call • 
them to see how they are and are much 
happier to check their current condition.
Patients prefer more frequent video vis-• 
its compared to less frequent face-to-face 
visits.
Nurses agree that video is appropriate to • 
replace home visits and is useful as an ad-
ditional service.
Ease of handling, good picture and audio • 
quality, suitable design for the elderly (font 
size, symbols, readability…), compact-
ness, and support are basic requirements 
for such a system.

The network configuration for delivery of IP 
home care services addressed by the two com-
panies is shown hereafter. The patients home are 

equipped with either a TV set top box or a video 
telephone, both with data interfaces for electro-
metrical device monitoring .

Tilting cameras with enhanced features such as 
zooming and remote control make the call centre 
operations more simple and efficient. The experi-
ence resulting in a quality of life improvement 
for elderly they could keep there usual life stile 
feeling more safe and under control for the remote 
presents of expert care givers. (see Figure 11)

Early de-hospitalization 
cost Benefits

Among the addressable Broadband health care 
applications showing potentials of return of in-
vestments for heath care stakeholders, carriers and 
service providers is the early de-hospitalization 
or early hospital demission.

On of the major cost factors why healthcare 
is expensive other than staff is because hospitals 
provide a 24 h hotel service including access to 
monitoring by nursing and medical staff. Most 
patients choose for hospitalization because 

Figure 10.
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monitored by expert staff, but once a patient has 
been hospitalized he often remains there for long 
periods, due both to the critical phase management 
and secondly care assessment, causing unavoid-
able cost increments for the social structures.

It is unlikely that sending patients home to 
soon may result in early readmission unless the 
patients is in somehow kept under control even 
after discharged by the hospital . The solution to 
this critical issues I to keep monitoring the patient 
in his own home environment using tele-medicine 
sysetms. Such solutions experienced in many tri-
als have shown their potentials to decrease both 
unwanted early readmission and hospital costs.

In the previous chapters we have exploited 
trials experienced in many countries and different 
health care delivery environments, all showing 
the medical, moral and quality of life validity of 
telemedicine solutions. In the following we want 
to show how these solutions can give a great con-
tributions to make healthcare more cost efficient 
applied to early de-hospitalization.

The simulation basically shows that it is pos-
sible to reduce the number of hospital days stay, 
monitoring the patient for part of the required 
care time, in his own home. The parameters 
used to make this simulation are taking from the 

yearly health care statistics of the Italian Region 
Marche, for a medium town hospital and can be 
easily applied to any other local model. Data were 
combined together with the national health care 
statistics (ISTAT)

This business model shows the benefits that a 
medical health care structure can achieve, allow-
ing cost saving and contemporary better use of 
health care infrastructures, as well as the quality of 
patients life being controlled in his own environ-
ment surrounded by his relatives. The reference 
solution configuration is similar to those used in 
the Netherlands or Austria. A network of special 
TV set to boxes or video telephones in the patients 
home, connected to a video call center managed 
by the hospital department and care givers able to 
interface electro medical devises such as: SpO2, 
ECG, Weight scale, blood pressure, Vital param-
eters, etc. Equipped with special emergency and 
patients retrieval functionalities that allow the 
call center operator to have a continuous control. 
Bidirectional broadband links of at least 384Kpbs 
are sufficient to provide a very good image qual-
ity together with data and voice. The remote visit 
takes place on the home TV set and the patients 
is no longer forced to stay in the hospital or to 
face traffic jam or long waiting queue for medi-

Figure 11.
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cal visits or routing vital parameters control. (see 
Figure 12)

Basic hypothesis

The simulation was based on the following in-
puts:

over 65 aged population trend statistics for 
the 2005-2010 time window (data provided by 
ISTAT)

Percentage of hospital admission for over • 
65, observed during the 2000-2001 time 
window: 29% (data detected from a exper-
imental project conducted by INRCA)
Average yearly hospital admission • 
growth:10%

Early de-hospitalization potential patients • 
14% (+1%yearly increment)
36 health care structures (hospitals and • 
clinics existing in the observed Italian re-
gion) (see Figure 13 and Figure 14)

project data

Average hospital admission: 9 days• 
Average daily admission cost € 500 • 
(DRG)
5 days hospital stay +4 days hospital home • 
care assistance
The Tele-video-monitoring system is in-• 
stalled at the patients home for the 4-7 days 
after hospital discharge)

Figure 12



104

How does Telemedicine Benefit from Broadband Technologies?

Figure 14

Figure 13.
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Home care assistance is provided by the • 
hospital on a 24 hour basis
Equipment finance amortization is assumed • 
to last 3 years with 10% loan bank interest
Installation, training and equipment main-• 
tenance is all included in the economic 
computation (see Figure 15)

The model main basic is that the service is provided 
directly by the hospital to early discharged patients 
in their own homes. The previous mentioned tri-
als have demonstrated that the “you se me I see 
you approach” guarantees continues link between 
care givers and patients, specially when he is in 
its own home, this indeed results in a better life 
quality improvement.

The patient has a more friendly approach and 
feels to be under safe control and receives assis-
tance directly at home.

• Video is an aid to train and assists end us-
er’s family and relatives

• Patient is more confident with its own doc-
tor and nurse

• Interactive video allows the remote operator 

to have complete knowledge and control 
of any event that could compromise end 
user’s health or safe conditions

The economic benefits deriving from this com-
putation are projected in the following graphics 
and one can notice that the cost saving trend is 
around 30% in the first year. (see Figure 16)

conclusion

This study shows that it is possible to provide very 
high quality and cost effective remote monitoring 
for home care applications with today’s IP broad-
band technology . Broadband deployment has a 
chance to make this application even more feasible 
and cost attractive. No doubts on the quality of life 
improvement perception for patients and elderly 
people neither on the cost benefits achievable by 
care givers. It is essential in the very near future 
to find means, tools and solutions to provide more 
efficient and cost effective health care . The only 
way to achieve this objective is to allow medi-
cal and social assistant staff to be more efficient 
and provide support to a wider number of people 

Figure 15
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without increasing costs, and the study provided 
is showing how this is possible. It is indeed an 
opportunity that broadband stakeholders need 
to address in there research for new and more 
attractive applications .Broadband telemedicine 
today shows very interesting and promising return 
of investments to service providers, care givers 
and end users.
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kEy tErms and dEFinitions 

Early hospital discharge: It is applied to a 
public health care structure, typically a hospital. 

IP broadband: The network configuration for 
delivery of IP home care services.

Last mile: The method implemented by most 
of the telecommunication carriers, to reach end 
users with a suitable and useful bandwidth. 

Social drivers: The driver related to under-
stand the needs of business.

Video communication: Form of telecommu-
nication through which live image communication 
being performed.

EndnotE

 1 Integrated Service Digital Network (ISDN) 
technology widely deployed in Europe for 
data transmission- typically starting from 
64Kbps to 128 and combined up to 384Kbps. 
This technology was very popular for vid-
eocommunication applications.
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Chapter 7

Organisational Factors 
and Technological Barriers 

as Determinants for the 
Intention to Use Wireless 
Handheld Technology in 
Healthcare Environment:

An Indian Case Study

Raj Gururajan
University of Southern Queensland, Australia

introduction

In the last few years, high expectations, techno-
logical developments, and effective and efficient 

services have been shown to be prerequisites for 
improvements in the healthcare domain (Rogoski, 
2005). Latest trends in the healthcare sector include 
the design of more flexible and efficient service 
provider frameworks aimed at providing health 

aBstract

Traditional technology adoption models identified ‘ease of use’ and ‘usefulness’ as the dominating factors 
for technology adoption. However, recent studies in healthcare have established that these two factors 
are not always reliable on their own and other factors may influence technology adoption. To establish 
the identity of these factors, a mixed method approach was used and data were collected through inter-
views and a survey. The survey instrument was specifically developed for this study so that it is relevant 
to the Indian healthcare setting. Authors identified clinical management and technological barriers as 
the dominant factors influencing the wireless handheld technology adoption in the Indian healthcare 
environment. The results of this study showed that new technology models will benefit by considering 
the clinical influences of wireless handheld technology, in addition to known factors. The scope of this 
study is restricted to wireless handheld devices such as PDAs, smart telephones, and handheld PCs.

DOI: 10.4018/978-1-60566-030-1.ch007
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services to all stakeholders. In order to implement 
such frameworks, wireless technology is increas-
ingly being used in the healthcare sector (e.g. data 
management automation). A decrease in the cost 
of wireless devices and improved awareness of 
the benefits that ensue by using related wireless 
applications are two of the contributing factors 
towards the increased use of wireless technology 
in this sector (Gururajan, Quaddus, et al., 2005). 
Even though the future of this technology and its 
usability is promising, its adoption is still in its in-
fancy, which is attributed to the complex and critical 
nature of the healthcare environment. In the current 
competitive and complex business environment, 
technology developments have played a critical 
role in delivering high quality of care (Reinecke, 
2004). However, there is limited knowledge and 
empirical research on the effectiveness and adop-
tion of wireless technology in general, and in the 
Indian healthcare system in particular.

Recent research has established that invest-
ment in emerging Information Technology (IT), 
including Information Systems (IS), can lead 
to productivity gains only if they are accepted 
and effectively used by respective stakeholders. 
Consequently, acceptance and utilization of IT/
IS in the healthcare environment have been cen-
tral themes in the information systems literature. 
Therefore, the fundamental focus of this research 
is to investigate and examine the influence of 
internal and external determinants on the useful-
ness of wireless technology. Further, this research 
also assesses how its acceptance contributes to 
the adoption of wireless technology. I believe 
that this research is the first of its kind attempted 
in the Indian healthcare domain and it employs 
empirical evidence to explore the impact of wire-
less technology and its usefulness in the Indian 
healthcare system. The Indian healthcare domain 
is at the forefront in adopting the latest medical 
technologies and applications, as evidenced by 
media reports and, as such, it constitutes an ex-
cellent context for validating existing adoption 
theories and extending them.

The main contribution of this research in-
cludes the identification of a set of drivers and 
barriers to using wireless technology in a given 
Indian healthcare setting. In addition to this, for 
the first time, a set of clinical factors influencing 
the adoption of wireless technology has been 
identified and validated using a second order 
regression model.

Background

The concept of wireless technology in health-
care is discussed in many studies (Dyer, 2003; 
Hu et al., 2002; Sausser, 2003; Simpson, 2003; 
Wisnicki, 2002). For example, Wisnicki (2002) 
provides details of how broadband technology, 
an essential component of wireless technology, 
can be used in healthcare. While prior studies 
agree that wireless applications have the potential 
to address the endemic problems of healthcare, 
very limited information can be found about the 
determinants of such applications (Gururajan et 
al., 2005; Gururajan et al., 2004). In general, the 
majority of the works reviewed are descriptive 
about the benefits of wireless handheld devices 
in healthcare in general, and medicine in particu-
lar. There is only a small number of studies that 
provide evidence-based information concerning 
these devices in healthcare (Fischer et al. 2003; 
Sax et al. 2005). Furthermore, five major studies 
in the area of healthcare (evaluated by (Spil & 
Schuring, 2006) testing the Technology Accep-
tance Model (TAM) produced findings which 
were inconsistent with the body of knowledge 
in non-healthcare settings. With ‘Perceived Ease 
of Use’ and ‘Perceived Usefulness’ as the major 
TAM attributes, these studies found that in the 
health environment, ‘Perceived Usefulness’ is an 
important attribute in technology adoption, while 
‘Perceived Ease of Use’ was found to have no ef-
fect (Spil & Schuring, 2006). This is different to 
findings reported in non-health IS studies, where 
both attributes were found to be reliable technology 
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adoption predictors. Therefore, further empirical 
investigation is required to explain the reasons 
why this variation exists in healthcare.

tam in healthcare context

In healthcare literature, the discussion on wireless 
technology falls into three periods. For example, 
studies prior to and including 2000 discussed the 
status of wireless technology and the possible role 
the technology can play in healthcare. Studies 
between 2000 and 2003 discussed how wireless 
technology can be deployed in healthcare and 
the potential benefits the technology can bring to 
healthcare. It should be noted that these studies 
were only ‘discussion’ type studies. The major-
ity of these studies did not provide any empirical 
evidence as to the use or acceptance of wireless 
technology in healthcare domains. Studies from 
2004 to the current date have collected data to 
establish the usefulness of wireless technology 
in healthcare. These studies, to some extent, have 
focussed on the PDAs as these devices have been 
found to be useful in the nursing domain for clini-
cal data management.

The studies between 2000 and 2003 discussed 
various capabilities of wireless technology in 
clinical domains. For example, how broadband 
technology can be used in healthcare was dis-
cussed by (Wisnicki, 2002); the ability to address 
the prevailing healthcare staff crisis by adopting 
intelligent solutions using agent and wireless 
technology that can identify the need and match 
the need with available resources in a timely and 
efficient manner was outlined by Davis (2002); 
better compliance with the rigorous regulatory 
framework was highlighted by Wisnicki (2002); 
reduction in medication errors and hence the 
benefits that can be realised was discussed by 
Turisco (2000); provision for greater flexibility 
and mobility of healthcare workers in performing 
their work was portrayed by Athey & Stern (2002); 
and effective management of the increasingly 
complex information challenges and improved 

access to information from anywhere at anytime 
was discussed by Stuart & Bawany (2001). Our 
review clearly identified that all these studies were 
only implying the potential of wireless technology 
and did not provide any empirical evidence.

While prior studies agreed that wireless 
applications have the potential to address the 
endemic problems of healthcare, very limited 
information can be found about the determinants 
of such wireless applications in order to establish 
the adoption of technology in a given healthcare 
context (Gururajan et al., 2005; Gururajan et al., 
2004). During the period of 2004–2006, studies 
emerged in the area of technology acceptance, 
specifically focussing on the acceptance of wire-
less technology in healthcare domains. These 
studies were empirical in nature and were testing 
the available models of technology acceptance or 
a variation in order to ascertain whether previ-
ous models hold good for a new technology in a 
specific domain. These studies were reported in a 
book titled E-Health Systems Diffusion and Use, 
published by Idea Group Publishing in 2006 (Spil 
& Schuring, 2006). In addition, there is a need to 
explore whether further attributes exist which may 
influence the adoption of wireless applications in 
the healthcare environment.

In essence, the recent studies appear to suggest 
that the current models of technology acceptance 
or its derivatives are not suitable to predict the 
adoption factors of wireless technology in a 
healthcare environment. Strong support can also 
be derived from three specific studies that have 
tested TAM models in healthcare. The first study, 
conducted by Jayasuriya (1998), established that 
ease of use was not significant in a clinical domain. 
The second study by Chau & Hin (2002) echoed 
similar sentiments. The third study by Hu et al. 
(1999) also found similar findings. Further, recent 
studies conducted by Howard et a. (2006) also 
established that ease of use was not significant 
in determining factors of adoption in a clinical 
domain in regard to wireless technology. Further, 
Ivers & Gururajan (2006) also found that there are 



112

Organisational Factors and Technological Barriers as Determinants for the Intention

other factors beyond the TAM models influencing 
the acceptance of technology.

Interviews conducted by Gururajan and Molo-
ney et al. (2005) with 30 Queensland nursing staff 
members revealed that clinical usefulness of wire-
less technology is far more significant than ease of 
use factor as established in TAM. Another focus 
group discussions between Gururajan and Quad-
dus et al. (2005) and Western Australian senior 
health managers by also indicated that aspects of 
clinical usefulness such as integration of clinical 
data may be a more significant factor than the ease 
of use factor. Howard et al. (2006) also identified 
clinical usefulness is far more influencing than 
the ease of use factor while determining factors 
of adoption of wireless technology in the Indian 
healthcare domain.

However, the recent findings that the ease 
of use factor is not strongly significant in the 
healthcare domain when determining wireless 
technology adoption warrants explanation—as 
this is different to many other reported studies in 
the generic IS domain where both attributes (ease 
of use and perceived usefulness) were reported to 
be reliable predictors.

This variation requires further empirical in-
vestigation in order to explain the reason behind 
this variation specific to healthcare. Therefore, 
there is a need to identify attributes that assist 
in the adoption of wireless applications in the 
healthcare environment. We argue that the initial 
validity of TAM was predominantly established 
by testing the model with students as surrogates 
in a generic software application domain. This 
environment is very different to the healthcare 
environment, where skills are at different levels. 
Further, the healthcare environment is complex, 
sensitive and time critical. These could be some of 
the reasons why TAM did not perform as expected 
in healthcare settings.

Therefore, there appears to be a basis to 
identify factors that contribute to the adoption of 
technologies in healthcare settings. Given that 
wireless technologies have started making in-

roads in healthcare, the overarching purpose of 
the research is to identify the factors that influence 
the adoption of wireless technology in the Indian 
healthcare system. The rationale of the purpose 
is justified by the fact that India is a leader in 
software technologies, especially medical ap-
plications. Further, India is emerging as a ‘health 
tourism’ nation, due to the advancement in medi-
cal technology and reduction in cost in offering 
high quality health services—as highlighted by 
various print media. However, our initial review 
of available literature indicated that this area is 
under-researched. Collectively, these aspects led 
to the following research question:

What are the determinants for the adoption • 
of wireless technology by physicians in the 
Indian healthcare system?

The first stage of this study is focused on 
answering the research question qualitatively 
and the second stage on answering the research 
question quantitatively. Details as to how the 
research question was answered are provided in 
the research methodology section below.

mEthodology

The research question dictates the need for quan-
titative research methods, while the behavioural 
component of the same investigation dictates 
qualitative research methods. The rationale for this 
approach is based on the notion that behavioural 
components require a thorough understanding of 
how users apply wireless technology in a given 
setting in order to understand behavioural issues. 
To extract ‘tacit’ aspects, this is best accomplished 
by applying a qualitative approach. A quantitative 
instrument can then be developed to extract the 
quantitative aspects, such as the opinion scores.

Health professionals view the term ‘wireless 
technology’ in different ways, either as a product 
or a process. The combined domain of wireless 
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technology and healthcare is relatively new in the 
Indian IS domain. While IS studies have discussed 
the impact of Information & Communication 
Technology (ICT) tools and associated behavioural 
intentions on healthcare users, limited informa-
tion can be found as to how the combination of 
wireless technology and healthcare settings would 
influence users who are already conversant with 
novel and advanced medical technologies (Spil & 
Schuring, 2006). The workplace or organizational 
factors that influence such combinations are yet 
to be explored in detail. Such an exploration has 
close association with the choice of research 
method, as these methods pave the way for proper 
inquiry into the factors that determine technology 
acceptance in a given setting. On this basis, the 
suitability of one research method over another 
has to be carefully weighed. Consequently, this 
study identified an exploratory approach to be 
suitable for the initial investigation. This ap-
proach is particularly favourable in confirming 
the direction of the study, variables chosen for 
the study, and in helping refine the literature. 
The exploratory study can also possibly eliminate 
some variables, while providing opportunities for 
including emerging variables.

qualitative data collection

As argued, for the first stage of this research the 
investigators used a qualitative approach to collect 
initial sets of themes for the adoption of wireless 
technology in the Indian healthcare system. For 
this purpose, 30 physicians operating in Indian 
healthcare were identified randomly. These phy-
sicians were aware of wireless technology, or 
were using some form of wireless technology in 
their workplace. They were derived from both 
public and private hospitals. I included certain 
administrative type physicians in order to identify 
aspects pertaining to the use of wireless technol-
ogy in administration. Demographic details were 
not recorded to guarantee anonymity. These 

physicians were interviewed over a period of six 
months by an independent member (external to 
the team) who identified the attributes for the 
adoption of wireless technology by physicians 
in the Indian healthcare system. This approach 
was deliberate to address criticisms of ‘bias’ in 
the interview process. Further, due to linguistic 
issues, I required a person with proficiency in both 
the Indian language and English. The interview 
questions were derived from existing literature 
and our experience of conducting similar studies 
in Australia. The interviews were conducted over 
a 45-60 minute period and recorded using a digital 
recorder. Once they were recorded, the interviews 
were transcribed.

quantitative data collection

This study developed a survey instrument from the 
interview data. The main reason for this digressed 
attitude was that previously tested instruments 
in the technology domain were not relevant to a 
healthcare setting and were found to be inadequate 
in answering the research question. The data from 
the interviews were used to develop specific ranges 
of questions to gather a more detailed view from 
the wider population. This survey instrument was 
pilot tested to capture the information reflecting 
the perceptions and practice of those adopting 
wireless technology in the Indian healthcare 
system. Particularly, it focussed on what internal 
and external environmental factors affect the 
adoption of wireless technology and the extent of 
this influence. The survey was then distributed to 
over 300 physicians randomly chosen from the 
telephone book, and a total of 200 responses were 
received. The survey responses were then entered 
into a spreadsheet file. A Visual Basic interface 
was written to generate numerical codes for vari-
ous elements of the survey for data analysis using 
SPSS. The coded spreadsheet file was then copied 
onto a SPSS file format.
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data analysis

Qualitative data was analysed using the NVivo 
(version 7) application, which helped identify the 
initial themes from the interviews. Quantitative 
data were analysed using SPSS, which helped 
identify the factors and their correlation for the 
adoption of wireless technology in the Indian 
healthcare setting.

qualitative data analysis

Prior to coding schemes on the qualitative data, re-
liability was assured through saturation of themes 
during interviews. Qualitative data was manually 
coded to extract themes that had an impact on 
wireless technology acceptance as stated by the 
physicians. In total, 63 themes were extracted from 
the interviews. The initial themes include aware-
ness, cost factors, advantages and disadvantages, 
medical errors, information sharing, current state 
of technology, usefulness and role of wireless 
technology, and technology awareness. On the 
basis of the interviews and the literature review, 
the themes were classified into drivers and barri-
ers as shown in the following table. Drivers were 
themes that exhibited positive tone, and barriers 
were themes with negative tone. The classification 

of drivers and barriers was subjective. I did not 
conduct in-depth discourse analysis on the data 
as this stage was expected to provide only the 
scope for the quantitative study. This purpose of 
developing the list of drivers and inhibitors was 
to provide a direction for the development of the 
survey instrument for the collection of quantitative 
data in order to capture the wider community views 
and to generalize the outcome of the research. 
This grouping is presented in Table 1.

It is to be noted that the content of the Table 
1 is consistent with findings of previous studies 
conducted by Gururajan et al. (2004; 2005). This 
prompted conducting a quantitative study in or-
der to establish causality among dependent and 
independent variables, as well as external validity 
and generalisability.

quantitative data analyses

In order to ensure statistical reliability, suitable 
tests were run on the entire instrument, as well 
as selected group of variables. For example, the 
reliability test returned a Cronbach alpha value 
of 0.965 for the instrument, indicating high reli-
ability (Zikmund, 1994). I ran this test because the 
instrument was generated from the interview data 
and, hence, it was necessary to establish statistical 

Table 1. The factors driving and inhibiting wireless technology adoption in healthcare 

Drivers 
  • Save-time 
  • Improve-clinical-workflow 
  • Efficiency-in-communication 
  • Delivery-of-high-qual-info 
  • Better-quality-of-service 
  • Save-effort 
  • Improve-clinical-performance 
  • More-contact-time-with-patients 
  • Improved-delivery-of-information 
  • Reduce-overall-cost 
  • Positive-impact-on-patient-safety 
  • Reduce-inaccuracies 
  • Improve-public-image 
  • Reduce-medical-errors 
  • Easy-access-to-data 
  • Attract-more-practitioners 
  • Reduce-workload

Barriers 
  • Legal barriers 
  • Administrative purpose 
  • Communication with physicians 
  • Patient education 
  • Communication with colleagues 
  • Obtain lab results 
  • Note taking 
  • Electronic medical records 
  • Device usage barrier 
  • Benefit evaluation barrier 
  • Resource barrier 
  • Electronic prescribing
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reliability. In addition, reliability tests were also 
run for three factor groupings, namely, drivers, 
inhibitors of adoption, and other technology fac-
tors. The reliability tests returned values of 0.941, 
0.447 and 0.536, respectively, indicating that the 
data were suitable for factor analysis testing.

I did not run any demographic analysis as the 
main aim of the research was to identify the deter-
minants for the adoption of wireless technology. 
Therefore, it was decided that a correlation matrix 
would be suitable followed by a factor analysis. The 
correlation matrix was conducted on the question-
naire items and found to be acceptable. The matrix 
is not reported in this study because factor analysis 
provides the correlation implicitly.

As a second step, survey data were analysed for 
factor analysis using SPSS. I used the exploratory 
factor analysis techniques for this purpose. For 
the purpose of the study, a principal component 
analysis (PCA) was conducted using a Varimax 
rotation with a factor loading of 0.5. I ran the 
factor analysis with 2 factor components in order 
to verify the driver and barrier themes extracted 
from the interview qualitative data. It is evident 
from Table 2 that the two factor component matrix 
identified drivers and the barriers for the adoption 
of wireless technology in the Indian healthcare 
setting. This finding is consistent and aligned 
with the findings of the qualitative data collection 
stage (i.e. first stage) of this research.

Table 2. The factors driving and inhibiting wireless technology adoption in healthcare from data analysis 
of survey result 

Drivers Loading values Barriers Loading values

improve-clinical-workflow .798 poor technology barrier .605

tech-support .764 time for training barrier .572

delivery-of-high-qual-info .760 tech expertise barrier .554

save-time .757 benefit evaluation barrier .503

better-quality-of-service .749 legal barriers .465

save-effort .743 solutions barrier .444

improved-delivery-of-information .732 system migration barrier .442

efficiency-in-communication .730 technical support barrier .436

more-contact-time-with-patients .725 lack of support barrier .352

improve-clinical-performance .702 device access barrier .316

more-training .699 device comfort barrier .248

improve-public-image .695 funding barrier -.225

easy-access-to-data .692 security as barrier .224

positive-impact-on-patient-safety .679 device usage barrier .208

reduce-inaccuracies .659

reduce-workload .657

reduce-medical-errors .650

reduce-overall-cost .634

attract-more-practitioners .600

Org-culture .464
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Subsequent to the two component factor analy-
sis, I ran another analysis on the driver factors 
alone to identify factor groups emerging from the 
data. This resulted in three major groups emerging 
within the drivers as indicated in Table 3.

I titled these three groups of factors as ‘organi-
sational’, ‘management’ and ‘clinical’. It should 
be noted that these titles are subjective and based 
on the questionnaire items. For example, saving 
effort, reducing cost, etc. are organisations issues 
and, hence, the title ‘organisational’. Thus, the 
organisational components include wireless tech-

nology drivers that can generate specific benefits 
for organisations. The management components 
represent the benefits that healthcare managers 
can realise using wireless technology. The clinical 
components encompass clinical drivers of using 
wireless technology.

A similar factor model was generated for the 
inhibitors. The model resulted in Table 4:

Similar to the drivers, the inhibitors also re-
sulted in three specific categories. The ‘technol-
ogy’ category includes technology factors that 
inhibit wireless adoption in Indian healthcare. 

Table 3. The factors driving wireless technology adoption in healthcare from data analysis of survey 
result 

Organizational Management Clinical

save-effort .716

reduce-overall-cost .708

reduce-inaccuracies .703

save-time .667

easy-access-to-data .659

attract-more-practitioners .769

improve-public-image .680

tech-support .680

reduce-workload .817

improve-clinical-performance .797

Table 4. The factors inhibiting wireless technology adoption in healthcare from data analysis of survey 
result 

Technology Resource Usage

poor technology barrier .625

time for training barrier .582

solutions barrier .575

benefit evaluation barrier .528

tech expertise barrier .527

system migration barrier .511

funding barrier -.749

resource barrier -.690

technical support barrier .542

device usage barrier .519
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The ‘resource’ category encompasses resource 
barriers that are currently being encountered in 
the healthcare setting. Finally the ‘usage’ category 
is comprised of inhibiting factors, which are as-
sociated with usage issues.

In addition to the two factor groups, namely 
drivers and inhibitors, I also identified a third, and 
named this ‘clinical usefulness’; its components 
are shown in Table 5.

This factor group yielded three components. 
The first component deals with the general com-
munication aspects facilitated by wireless technol-
ogy in healthcare settings. The second component 
refers to clinical communication using wireless 
technology. The third component is specific to re-
cords management. In summary, the data analyses 
yielded three specific categories of factors which 
can affect the adoption of wireless technologies in 
the healthcare setting. These comprise adoption 
drivers, inhibitors, and clinical usefulness.

The factor analysis provided me with initial 
answers to the research questions: the factors that 
determine the adoption of wireless technology.

hypotheses Formulation and testing

Based on the evidence collected, the three sets 
of factors, namely, drivers, barriers and clinical 
usefulness, contribute to the adoption of wire-
less technology in healthcare. I hypothesise that 
the drivers positively impact clinical usefulness, 
whereas the barriers have a negative impact on 
it. While the drivers and barriers include factors 
beyond the technology aspects, their respective 
influences are restricted to the clinical domain as 
this is where the usefulness of wireless technology 
can be experienced. Therefore, the following two 
hypotheses were generated for testing:

H1: Drivers of wireless technology positively 
impact clinical usefulness.

H2. Barriers to wireless technology negatively 
impact clinical usefulness.

I digressed away from the traditional regres-
sion modeling because I felt that the data may be 
insufficient to run a traditional regression model. 

Table 5. The factors ‘clinical usefulness’ of wireless technology adoption in healthcare from data analysis 
of survey result 

General Communication   Clinical Communication   Records Management

Obtain lab results .837

Administrative purpose .770

Electronic prescribing .670

Medical database referral .632

Patient education .727

Communication with colleagues .707

Communication with patients .676

Drug administration .596

Communication with physicians .548

Electronic Medical Records .764

Generating exception list .738

Note taking .617

Disease state management .563
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Further, the intention of the study is NOT to de-
velop a cause and effect model, but to determine 
the factors identified. Therefore, a Partial Least 
Square (PLS) model was developed in order to 
test the hypotheses. The rationale for using PLS 
includes: PLS is used for confirmatory factor 
analysis (CFA); the pattern of loadings of items 
on the latent constructs is explicit; PLS provides 
strong convergent and discriminant validity; p-
value of t-value is significant (over 0.50 level) for 
constructs; and measurement items load highly 
on theoretically assigned factors and not highly 
on other factors.

pls modEl dEvElopmEnt

In order to develop the PLS model, a PLS Graph 
prototype was used. Initially, the individual driv-
ers, barriers and clinical usefulness were tested for 
CFA scores and these were found to be reliable. 
When the CFA was found to be satisfactory, a 
model was built with clinical infuences as depen-
dent variable on drivers and barriers. The factors 
of these three constructs were linked using PLS 
Graph software and the model was run. The final 
outcome is shown in Figure 1 below.

Figure 1 shows that the factor loading (the 
number on the path: for example, for the construct 

Figure 1. PLS model of adoption of wireless technologies in Indian healthcare
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Drivers, the ‘esydataccs’ has 0.763) and the fac-
tor weight (the number in the parantheses: for 
example, 0.101) for almost all factors are reliable. 
The drivers and clinical usefulness load very highly 
(over 0.8 for most of the items), indicating a high 
reliability. Further, all variables have a t-value of 
over 1.96 to indicate high convergent validity.

Upon construct validation, a simple PLS 
(consolidated) model was developed to test the 
hypotheses. The model consists of clinical useful-
ness as the dependent variable, and drivers and 
barriers as independent variables. The model was 
run with PLS Graph program and the screenshot 
shown in Figure 2 displays the values along the 
link from Drivers to Clinical Usefulness, and 
Bariers to Clinical Usefulness. As hypothesised, 
drivers exhibited a positive loading (0.097) and 
the barriers exhibited a negative loading (-0.384). 
The number below the circle Clinical Usefulness 

is the construct R2, which is calculated and dis-
played for each dependent variable. The lower the 
R2, the minimum the error in the model. In the 
model the R2 values for the dependent variable 
‘Clinical Usefulness’ is 0.167. This is not high 
and, hence, the error is minimal. This is shown 
in Figure 2.

implications

Clearly, wireless technology can be used to fa-
cilitate access to clinical information and commu-
nications between clinicians, maximise clinician 
time, increase patient safety, and accomplish the 
strategic and business goals of health organisa-
tions. Taken together, these factors have a direct 
impact on clinical usefulness and its effectiveness. 
However, achieving clinical usefulness with wire-

Figure 2. Result of model testing
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less handheld devices can be a challenge and has 
several implications.

Firstly, the highest security standards must be 
achieved. This includes direct end-to-end data 
encryption, authentication, authorisation, main-
tenance of audit logs and session management 
(Chen et al. 2004). While high security standards 
are essential, their implementation is likely to 
affect usability. For example, the download and 
encryption of patient information from the server 
where it is stored into a wireless handheld device 
may not be prompt. Sax et al. (2005) argue that 
clinicians may experience increasingly longer 
time lags when they carry out increasingly more 
complex procedures. This is likely to adversely 
affect clinical usefulness and, hence, decrease 
user acceptance.

Closely associated with security is also the 
issue of patient confidentiality, which is of signifi-
cant importance and concern. Although wireless 
handheld devices have locking security features 
and password protection functions which activate 
during periods of inactivity, the frequent use of 
these functions during the clinicians’ busy daily 
schedules may have an impact on clinical useful-
ness. (see Figure 1 and Figure 2)

Secondly, the design of an effective human-
computer interface, while challenging, constitutes 
a key factor for the acceptance of the technology 
and its routine use by healthcare workers (Chen 
et al. 2004). This is an important development 
consideration as the relevant information should 
be easy to navigate and read, and has to be pre-
sented in an organised fashion when required 
within the resource limitations (e.g. screen size and 
bandwidth) of a wireless handheld environment. 
Usability factors are not only likely to constitute 
an acceptance barrier, but can also be the cause of 
medical errors. Bates et al. (2001) argue, ‘While 
it may be easy and common to blame operators 
for accidents [or errors], investigation often indi-
cates that an operator “erred” because the system 
was poorly designed’ (p. 301). Therefore, medi-
cal errors can also occur due to poor usability. 

Taken together, these factors would contribute 
to reduce medical errors. By implication, it is 
important to involve users in the design of the 
wireless applications, thereby maximising their 
clinical usefulness.

Thirdly, simply acquiring and implementing 
wireless technology alone would be insufficient to 
accomplish clinical usefulness and, subsequently, 
drive adoption and diffusion. Wireless technology 
should be integrated with process improvement 
and organisational change. Process improvement 
requires the optimisation of clinical processes and 
should be supported by technology, rather than 
driven by it (Smith 2004). Ultimately, this is likely 
to generate significant patient outcomes and finan-
cial improvements with health organisations.

Fourthly, as suggested by the empirical evi-
dence collected in this study, cost constitutes an 
important factor which will affect the integra-
tion and, subsequently, the success of wireless 
handheld devices in the healthcare setting (Sax 
et al. 2003). Typically costs include the software, 
the server, upgrades of healthcare organisations’ 
existing networks and legacy systems, the costs 
of the handheld units themselves, as well as 
maintenance and support. While existing research 
in this area argues that such technology has the 
potential to decrease charting time and medical 
errors and enhance patient care quality, there is no 
evidence that comparisons of costs before and after 
the implementation of wireless technology have 
been made. This suggests that further research is 
required, but also, most importantly, it shows that, 
indirectly, costs have the potential to affect clinical 
usefulness and threaten widespread adoption.

FuturE rEsEarch

This research is an exploratory study to identify 
clinical influences of wireless technology ap-
plicable to the Indian healthcare system. While 
data were obtained on perceived opinions, actual 
measurement of usefulness of wireless technology 
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in a clinical setting was not conducted. Currently, 
another project is being conducted that would 
enable measurement of clinical influences of us-
ing wireless technology in an objective manner. 
This new project will provide some insights into 
the efficiency gains of using wireless technology 
and the challenges people encounter in using this 
technology.

This study is confined to the Indian health-
care setting, which limits the generalisability of 
its findings. However, this study is also the first 
of its nature and, as a result, it has prepared the 
groundwork for further research which can con-
firm (or refute) whether the findings reported in 
this study are applicable to other settings. Data are 
collected using the same instruments in Australia, 
Taiwan and India. It is anticipated the data collec-
tion to be completed by in 2009.. This exercise, 
it is hoped, will enable to extend the notion to 
broader populations.
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introduction

Healthcare is currently going through a series of 
technological advancements and modifications. 
Health information has always been of great impor-
tance to society and has a strong impact on various 
social aspects. Due to its nature, health information 

has to be dealt with great care and confidentiality. 
At the same time, it has to be shared and exchanged 
across various organizations or individuals to pro-
vide improved healthcare service. Two of the most 
important disciplines in Health Informatics today 
are bioinformatics and medical informatics. As 
Computer Science and Biotechnology communi-
ties join forces to create new technologies for the 
advancement of medical science and improvement 

aBstract

Healthcare is a vast domain encapsulating not only multiple sub-domains or sub-sectors but also many 
diverse operations and logistics within each sub-sector. This diversity needs to be handled in a systematic 
and well-characterized manner in order to maintain consistency of various healthcare tasks. Integration 
of health information systems within each healthcare sub-sectors is crucial for ubiquitous access and 
sharing of information. The emerging technology of HealthGrids holds the promise to successfully 
integrate health information systems and various healthcare entities onto a common, globally shared 
and easily accessible platform. Many different types of HealthGrids exist but there lacks a taxonomy to 
classify them into a hierarchical order. This chapter presents a well-characterized taxonomy of different 
types of HealthGrid and classifies them into four major types, namely BioGrid, MediGrid, PharmaGrid 
and CareGrid. Each of these HealthGrids possesses dedicated features and functionalities. The proposed 
taxonomy serves to better understand the realtionship among various HealthGrid types and would lay 
a basis for future research.
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of medical service delivery (Stewart, 2004), this 
might prove to be promising for enabling people 
to lead normal, healthy lives.

It is widely recognised today that the health-
care industry requires customized solutions with 
respect to information integration. The information 
sharing techniques currently available are not suf-
ficient to meet the requirements of an integrated 
health care system. The state of electronic infor-
mation integration in healthcare lags noticeably 
behind other business domains such as banking, 
insurance and electronic commerce (Bilykh et 
al., 2003). There is a need for health information 
systems to be fully integrated with each other and 
provide interoperability across various organiza-
tional domains for ubiquitous access and sharing. 
Moreover, due to rapid progress of biotechnology 
an increasing number of life science databases are 
becoming available that are being operated and 
managed individually (Tohsato et al., 2005). Many 
existing solutions still do not offer the desired 
levels of utility/functionality or sophistication that 
a health information system demands.

The emerging Grid technologies hold out the 
promise of a global information channel that is 
far more powerful and uniquely distinct from 
the existing internet framework (Naseer and 
Stergioulas, 2006b). By definition:

“Grid is a large-scale, high-performance, always-
on and dynamic, although geographically distrib-
uted yet networked, infrastructure that comprises 
and seamlessly unifies a variety of autonomous, 
heterogeneous components such as processes, 
resources, network layers, interfaces, protocols 
and services, with strong, consistent and con-
trolled relationships among them.” (Naseer and 
Stergioulas, 2006b)

HealthGrid is a Grid used in the context of 
healthcare. HealthGrids are expected to success-
fully integrate health information systems and 
various healthcare entities, including humans and 
non-humans, such as scientists, scientific tools, 

medical instruments, physicians, patients and all 
types of healthcare data or medical information, 
onto a common (global) platform that would be 
shared and easily accessible (Breton et al., 2005). 
In such a scenario, each health information system 
is composed of various distinct components, which 
are integrated in a way that each component has 
its well-defined semantics and ontology and is 
well-aware of all other components.

Considering the vast nature of the heathcare 
domain (Alexopoulos et al., 2007), it can not be 
assumed that only one HealthGrid would be suf-
ficient for the entire healthcare domain. However, 
many small HealthGrids could be combined 
together to form a giant HealthGrid infrastruc-
ture in order to facilitate collaborative work and 
resource sharing. There are several existing medi-
cal classifications, terminologies and taxonomies 
(Alexopoulos et al., 2007) but such a taxonomy 
that illustrates how the various HealthGrids could 
be classified does not exist yet. Therefore a tax-
onomy is needed that classifies various types of 
HealthGrids and lays-out a hierarchical structure 
that is simple to understand but is yet systematic 
& well-characterized. Such a taxonomy would 
be beneficial for understanding, in detail, the 
realtionship among various HealthGrid types and 
would lay a basis for the future research.

This chapter offers a systematic taxonomy of 
the HealthGrids. It first outlines the characteris-
tic features and functionalities of HealthGrids, 
and reflects on the need for Grid technology in 
healthcare. The taxonomy of HealthGrids is pro-
posed, based on their functionality, purpose, and 
application area. Finally, this chapter reflects on 
the future of HealthGrids in Health Informatics 
and draws some conclusions.

hEalthcarE nEEds 
grid tEchnology

The case for the use of Grid technology in health-
care arises mainly from the need to improve, 
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safeguard and effectively exploit the available 
life-significant medical information, the need 
to protect the privacy of personal, life-sensitive 
health information, and the need to provide in-
tegrated healthcare services and have in place 
effective, global channels of collaboration.

Health-related information is important for 
the well-being of society and has to be accurate 
and consistent. Medical information provided 
over the internet often suffers from ambiguity 
and contradiction that would increase the com-
plexity and confusion of medical issues instead 
of solving them. Moreover, anyone can publish 
or post material of their choice over the internet 
without any peer review or checking, which makes 
open internet an unreliable source of healthcare 
information.

Information available on HealthGrids can ini-
tially be peer reviewed once before uploading, but 
even more importantly, it can be constantly and 
continuously checked and revised appropriately, 
thus making HealthGrids an accurate and reliable 
source of health information that can be accessed 
any time from any place.

Blake and Bult (2006) stated: “One of the major 
challenges faced by the biomedical research com-
munity is how to access, analyse, and visualize 
heterogeneous data in ways that lead to novel 
insights into biological processes or that lead to 
the formulation of a hypothesis that can be tested 
experimentally”. In order to exploit effectively 
the wealth of medical information, there is an 
urgent need to integrate, manipulate, process, 
and analyse huge heterogeneous datasets from 
disparate sources. More systematic use of Grid 
technology in healthcare will not only help meet 
the current needs for data processing, but will 
ensure that future demand for even more capacity 
to deal with far larger volumes of data can be met 
(Breton et al., 2005).

Moreover, whenever confidential medical 
information is shared among health organizations, 
security and privacy are critical issues (Bilykh et 
al., 2003), since HealthGrids contain ‘life sensi-

tive data’. The information content in a healthcare 
system is related to various entities, such as hos-
pitals and their staff, stakeholder organisations 
and their members, medical equipment/devices, 
medicines, diseases, patient information records 
and healthcare operations (pathways). Amongst 
all the entities, the patient record is the most 
prominent, since it encapsulates information on 
most other entities (some of which is personal, 
and should be kept private to the patient).

On another level, HealthGrids can prove to be 
an effective channel for international collabora-
tions where the world’s scientific minds can col-
lectively work, such as to conduct a group-wise 
analysis, and might produce solutions that would 
effectively address complex medical problems 
(for instance, a disease or remedy).

There are many other reasons why the health-
care industry needs Grid technology, such as to:

1.  provide more computational power
2.  make network resources readily available
3.  better utilise system resources, and reduce 

wastage by eliminating idle resources
4.  create new business opportunities and exploit 

economies of scale
5.  enable faster problem solving
6.  support multiple operations by concurrent 

and ubiquitous access
7.  provide the massive data storage spaces 

required in healthcare
8.  make healthcare solutions/systems more 

efficient
9.  facilitate collaborations and integration 

among various healthcare resources and 
stakeholders

All of the above and many more emerging 
issues demand to be addressed in a sophisticated 
manner by an advanced and reliable solution 
and a systematic, well-characterized taxonomy 
of different types of HealthGrids is expected to 
facilitate these operations. A study by Estrella et 
al. (2007) discusses that Grid computing holds 
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the promise of harnessing extensive computing 
resources located at geographically dispersed 
locations that can be used by a dynamically 
configured group of collaborating institutions. It 
defines a suitable platform on which distributed 
medical informatics applications could be based. 
Particularly, HealthGrids are expected to address 
issues such as data distribution, data processing, 
data analysis, data sharing, data security, resource 
heterogeneity and interoperability.

HealthGrids might prove to be a good way to 
address these needs and provide reasonable solu-
tions the challenges of modern healthcare. A study 
by Piggott et al. (2004) explores the potential use 
of Grid technology in Healthcare, such as inte-
gration of heterogeneous data sets from multiple 
diverse sources systems. Thus, if successfully 
implemented, the HealthGrid will have a high 
impact towards lower costs and greater benefits 
for healthcare in the long run. In this respect, the 
HealthGrid could be the driver of Health Informat-
ics and which is the next generation of healthcare 
IT and a taxonomy of various HealthGrid types 
would be of significance at this stage in order to 
have a better idea of how the various types are 
classified in order of their hierarchy.

taxonomy oF 
hEalthgrids typEs

There are various types of HealthGrids defined 
in the healthcare sector. Each has been devised 
for a dedicated purpose, so as to provide special 
services and to support the performance monitor-
ing of specialized tasks in a particular healthcare 
sector. A taxonomy of HealthGrids types is pro-
posed based on their functionality, purpose, and 
application area. This must be kept in mind that 
all HealthGrids are mainly DataGrids.

Considering the vast nature of the heathcare 
domain (Alexopoulos et al., 2007), it can not be 
assumed that only one HealthGrid would be suf-
ficient for the entire healthcare domain. However, 

many small HealthGrids could be combined 
together to form a giant HealthGrid infrastruc-
ture in order to facilitate collaborative work and 
resource sharing. There are several existing medi-
cal classifications, terminologies and taxonomies 
(Alexopoulos et al., 2007) but such a taxonomy 
that illustrates how various HealthGrids could be 
classified doesnot exist yet.

This chapter presents a taxonomy of Health-
Grids (Figure 1) and classifies them into four major 
types, namely BioGrid, MediGrid, PharmaGrid and 
CareGrid, where the BioGrid and the MediGrid 
merge into the BioMedicalGrid, which combines 
the features and functionalities of both Bio and 
Medi Grids. The BioGrid is sub-categorized into 
representative examples such as ProGrid for Pro-
teomics and GeneGrid for Genomics, both of which 
merge into the ProGenGrid. The MediGrid is also 
further sub-categorized into typical implementa-
tions, such as Medical Imaging (Visual) grids (e.g. 
MammoGrid) for the management and process-
ing of medical images, scans or DICOM (Digital 
Imaging and Communications in Medicine) files, 
NeuroGrid for neurologists and SimGrid for medi-
cal simulations and modelling (another example of 
a Visual Grid). There is a need for the HealthGrids 
to be integrated and possess strong interactions 
among themselves in order to facilitate data sharing. 
For example, although GeneGrid does not have a 
direct link with the CareGrid as shown in Figure 
1, however, data from both these domains could 
be made available for accessing & sharing over 
these Grids, if needed.

The various types of HealthGrids, along with 
characteristic applications, are examined and 
discussed further in this section. Each of the 
HealthGrids described in this section is effectively 
a DataGrid and could also be a SemanticGrid 
(Semantic grid project, 2007) if it is based on 
semantic principles. For example, in a similar 
fashion to NeuroGrid, there can be a dedicated 
HealthGrid for each medical domain, such as Car-
dioGrid, OptiGrid, OrthoGrid, GynaecologyGrid 
or OtolaryngologyGrid and many others.
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Biogrid

BioGrid is a type of HealthGrid designed spe-
cifically for accessing and sharing biological 
information, often around the globe, by authorized 
individuals and/or organizations. Information 
related to biological components at the molecular 
level such as genes, proteins, DNA, RNA, chro-
mosomes and other molecular biological structures 
need to be critically analysed for further biologi-
cal research purposes. BioGrids are increasingly 
important in the development of new computing 
applications for the life sciences and in providing 
immediate medical benefits to individual patients. 
They have significant potential to support the of-
fering of personalised medical care and to be able 
to target only those at risk (Ellisman et al., 2004). 
Examples of BioGrid are shown in Figure 2.

OGSA-DAI (Open Grid Service Architecture 
Data Access and Integration) have been used in 
ChemBioGrid by bringing Data Management tools 
into collaborative environment. The mechanism 
has been studied, for supporting Digital Libraries 
in High-Performance Computing environment 
based on Grid technology. OGSA-DAI have been 
implemented to provide abilities to assemble 
heterogeneous data from distributed sources 
into integrated virtual collections (Zhuchkov et 
al., 2006). The BioGrid is sub-categorized into 
the ProGrid and the GeneGrid, which are also 
the applicable examples of BioGrids and are 
described below:

Figure 1. Taxonomy of HealthGrids types
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a. ProGrid

ProGrid is a practical example of BioGrid that 
is specialized in the management of all types of 
information related to proteins, such as proteomic 
and proteo-type data, protein structures, protein 
identification, protein analysis, protein expres-
sion level, protein mutation, protein screening 
and classification.

The human body is incredibly complex and 
consists of roughly 50 trillion cells, each consist-
ing of an enormous number of components (of 
the order of 1013), many of which are proteins. 
It normally takes months on a Peta-flop class 
computer (one capable of performing 1015 cal-
culations per second) to simulate the activity of 
a single protein, taking into account each atom 
in the protein. No such computer systems exist 
today, and designing one remains a formidable 
challenge (Stewart, 2004).

The ProGrid will be able to address this is-
sue by making available enormous computation 
resources for highly complex computational op-
erations. A recent study (Cannataro et al., 2005) 
presents MS-Analyzer, a tool for the manage-
ment processing and analysis of proteomic Mass 

Spectrometry data. It is a specialized version of 
PROTEUS (Cannataro et al., 2004), which is a 
Grid-based Problem Solving Environment for 
bioinformatics applications that uses (a) domain 
ontologies to design complex in silico experiments 
by modelling basic software tools, data sources 
and workflow techniques and (b) data mining 
software tools to provide proteomics facilities. 
Its main requirements include interfacing with 
proteomics facilities, storing and managing pro-
teomic Mass Spectrometry data, and interfacing 
with off-the-shelf data mining and visualization 
software tools.

An architecture combining the use of OGSA-
DAI, Grid distributed querying (OGSA-DQP) 
and data integration software tools to support 
distributed data analysis has been proposed (Zam-
boulis et al., 2006), for the integration of several 
autonomous proteomics data resources.

b. GeneGrid

GeneGrid is another practical example of BioGrid 
that is specialized in the management of all types 
of information related to genes and of relevance 
to genomic studies, such as information on ge-
nomes & genotype, genetic structures, genetic 
sequences, genetic mutations, genetic diseases, 
genetic epidemiology, gene therapy, gene naming, 
genetic analysis, gene screening, genetic variation 
and genetic classification. For the purposes of 
genetic epidemiology GeneGrid can support the 
unified naming of phenotypes and standardised 
acquisition and recording of clinical parameters. 
In genetic epidemiology studies, a clinical annota-
tion service is one of the central services in a Grid 
for clinical phenotype descriptions (Breton et al., 
2005). The GeneGrid project (Jithesh et al., 2005) 
integrates numerous bioinformatics programs and 
databases available on different resources across 
various sites allowing scientists to easily access 
the diverse applications and data sources without 
having to visit many web servers. This reduces 
the overall time for executing the experiment. The 

Figure 2. Examples of BioGrid
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Grid services developed in the GeneGrid project 
are based on the Open Grid Services Architecture 
(Foster et al. 2003) and provide scheduled access 
to resources, data, and applications, using XML-
based messages.

The need to have a dedicated GeneGrid arises 
due to the ever-increasing volumes of genomic data 
and ever more demanding complex computations 
for genetic operations.

c. ProGenGrid

The ProGrid and GeneGrid merge into the ProGen-
Grid which is dedicated to perform management of 
data related to the sequence and structure of both 
the genome and proteins. Operations carried out 
on a ProGenGrid could include the aggregation, 
selection, retrieval, analysis, filtration and sharing 
of proteomic and genomic data for concurrent 
access and collaboration. The ProGenGrid, de-
veloped at the University of Lecce (Aloisio et al., 
2005a), is intended to provide a practical solution 
to specific HealthGrid problems. This Grid aims 
at providing a virtual laboratory where e-scientists 
can simulate biological experiments, compose 
existing analysis and visualization tools, monitor 
their execution, store the intermediate and final 
output and finally save the model of the experi-
ment for updating or reproducing it. Another study 
(Aloisio et al., 2005b) introduces the ProGenGrid 
workflow that comprises a semantic editor for 
discovering, selecting and composing bioinfor-
matics tools available in a Grid environment, and 
a workflow scheduler for running the composed 
applications. The workflow editor uses an ontol-
ogy of tools for the bioinformatics domain and 
employs the Unified Modeling Language (UML) 
for modelling the workflow. The UML graphical 
notation is stored as an XML file. On running the 
application, the workflow scheduler takes activi-
ties from the XML file and runs them, taking into 
account the state and availability of Grid resources 
and relevant bioinformatics tools. The system also 
allows monitoring of the job flows.

medigrid

The MediGrid (Medical Grid) is a type of Health-
Grid designed specifically for accessing and 
sharing medical information around the globe by 
authorized individuals/organizations. Examples 
of MediGrid are shown in Figure 3.

It is expected to contain all levels of medical 
information from tissue, organ, and patient to 
population and public health, including various 
types of scans, mammograms, simulations and 
models of different body organs and other medical 
domains. All this information needs to be shared 
and critically analysed for further medical research 
purposes. A paper proposes a MediGrid (Boccia 
et al., 2005) which has been designed specifically 
for the aggregation and integration, analysis and 
visualization, and processing and management 
of biomedical images for nuclear doctors. It is a 
distributed, user friendly GUI-based application 
that uses the First In First Out (FIFO) algorithm 
for job scheduling and follows the Grid Appli-
cation Development Software (GrADs) Project 
workflow (Berman et al., 2001), (Vadhiyar and 
Dongarra, 2005). It focuses on complex Grid-

Figure 3. Examples of MediGrid
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enabling parallel algorithms for the examination 
of medical images.

Amongst others, the MediGrid can be sub-
categorized in terms of its practical application; 
representative examples include the MammoGrid, 
the NeuroGrid and the SimGrid, which are next 
described:

a. MammoGrid

The MammoGrid (Mammography Grid) (Mam-
moGrid, 2007) is one of the most important 
practical examples of a MediGrid designed par-
ticularly for the access, storage, retrieval, analy-
sis, management, manipulation and sharing of 
various types of digital images, medical scans, or 
DICOM (Digital Imaging and Communications in 
Medicine) files. Some computationally intensive 
image analysis algorithms often devised to assist 
clinicians to make decisions in diagnosis and 
therapy are known to produce better results, but 
are not used in practice due to the lack of comput-
ing power (Breton et al., 2005). The MammoGrid 
is expected to provide enormous computing and 
storage resources so as to make feasible and to 
support distributed image analysis.

A recent study (Scheres et al., 2005) presents 
an interface between Grid computing middleware 
and a three-dimensional electron microscopy 
(3D-EM) image processing package (“Xmipp”) 
(Sorzano et al., 2004). Results showed clearly that 
3D-EM image processing can greatly benefit from 
the resources offered by Grid computing. Another 
study (Glatard et al., 2005) produced a generic, 
Grid-enabled workflow framework, to be deployed 
on the computational Grid infrastructure provided 
by the EGEE European project (EGEE, 2008). It 
encompasses image registration algorithms wrapped 
in standard Web-Services, a Grid enabled workflow 
manager, and Grid middleware for performing the 
distributed computations. The framework developed 
could easily be adapted to a wide variety of medical 
applications. However, one of the limitations stems 
from the stateless nature of Web Services.

e-Diamond, a UK e-Science project (Brady 
et al., 2003), is a Grid-enabled prototype system 
(medical image database) that aims at support-
ing breast cancer screening by maintaining a 
national database for digital mammograms. In the 
development of e-Diamond, an object-relational 
approach to the storage of DICOM files has been 
taken (Power et al., 2004). Other work carried 
out within the context of the e-Diamond research 
project (Power et al., 2005), (Simpson et al., 2005) 
addresses the challenges of patients’ data security 
and confidentiality via employing query modifi-
cation. Query modification is also used in GIMI 
(Simpson et al., 2005) to restrict access to the 
data in Grid-enabled medical research databases 
for the sake of patients’ data security.

A MIP-Grid (Grid-enabled Medical Image 
Processing Application System) is presented 
(Huang et al., 2006), that is based on OGSA-DAI 
middleware. It aims at providing high performance 
medical image process services in a large distrib-
uted grid computing environment. OGSA-DAI 
allow uniform access to and integration of data 
held in heterogeneous data resources.

b. NeuroGrid

The NeuroGrid (Neurology Grid) is another ex-
ample of a MediGrid that is designed to support 
neurologists worldwide in their collaborative 
work. A recent study (Geddes et al., 2005) has 
proposed the implementation of a NeuroGrid, i.e. 
a Grid dedicated to neuro-scientific studies. It is 
intended to be built on the experience of other UK 
e-science projects aiming to assemble a Grid infra-
structure, and apply this to three exemplar areas: 
(a) stroke, (b) dementia and psychosis, and (c) 
generic collaborative neuroscience research. Grid-
enabled sharing of data, experience and expertise 
will facilitate the archiving, curation, retrieval and 
analysis of imaging data from multiple sites and 
enable large-scale clinical studies in neurology. 
To achieve this goal, the NeuroGrid seems to be 
built upon existing Grid technologies and tools 
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(developed within the UK e-Science programme), 
aiming to integrate image acquisition, storage 
and analysis, and to support collaborative work-
ing within and between neuro-imaging medical 
centres. Moreover, the Biomedical Information 
Research Network (BIRN) (Ellisman and Peltier, 
2004) is devoted to neurology and is exploring 
the use of Virtual Data Grid (VDG) to support 
multiscale brain mapping. BIRN currently partici-
pates in three testbed projects; namely Function 
BIRN, Morphometry BIRN and Mouse BIRN 
(Stewart, 2004).

In the not too distant future, a dedicated Neu-
roGrid will address the need to support the com-
putation and monitoring of various neurological 
functions, for both humans and animals, such as 
brain histology, MRI (Magnetic Resonance Imag-
ing), neurological disorders, electron microscopy 
and brain imaging.

c. SimGrid

The SimGrid (Simulation Grid) is also an example 
of MediGrid designed specifically for providing 
special simulation and modelling services for 
various types of medical treatments and analysis 
such as surgery, radiotherapy, chemotherapy, 
endoscopy, electrocardiography, osteotomy and 
bio-fluids simulation. Thus SimGrid encapsulates 
all simulation levels from Proteomics and Ge-
nomics up to overall body-level simulation. The 
SimGrid can be of importance not only in planning 
surgeries but also in training surgeons (Breton et 
al., 2005). The simulation process is quite time 
consuming and might require millions (or even 
billions) of computation cycles and terabytes of 
storage space, depending upon the nature of the 
specific simulation task. However, using Grids 
for this purpose could resolve the problem of 
computation speed to a considerable extent.

A recent study (Gonzalez-Velez and Gonzalez-
Velez, 2005) presents a stochastic simulation of 
L-type Ca2+ current assuming thousands of calcium 
channels on the membrane of a spherical cell. The 

simulation runs on a dedicated Grid and employs 
structured parallelism techniques. Results showed 
hours of time saved using a computational Grid 
for simulation (compared to single-machine 
simulation runs).

GEMSS (Grid-enabled Medical Simulation 
Services) (Jones et al. 2004), (Benkner et al. 
2005) that is concerned with the Grid-provision 
of advanced medical simulation applications and 
aims to provide a transparently accessible health 
computing resource suited to solving problems of 
large magnitude. The viability of this approach 
is currently being evaluated through six diverse 
medical applications, including maxillo-facial 
surgery planning, neuro-surgery support, medical 
image reconstruction, radiosurgery planning and 
fluid simulation of the airways and cardiovas-
cular system. Without using a Grid, an accurate 
nonlinear simulation takes a considerably longer 
time (up to several hours), whereas, by allowing 
access to high performance computing through 
the Grid, the simulation time can be reduced to a 
level acceptable for clinical implementation (less 
than one hour), with the potential to improve the 
outcome of the surgical procedure. The GEMSS 
Grid infrastructure is based on standard Web Ser-
vices technology with an anticipated future transi-
tion path towards the OGSA (Foster et al. 2003) 
standard proposed by the Global Grid Forum.

A new execution and simulation procedure for 
two dental applications, namely Computational 
Fluid Dynamics (CFD) and Computational Aero 
Acoustics (CAA) is proposed in (Nozaki et al., 
2005), which can reduce the implementation 
time via Grid-enabled parallel processing. The 
study also reports on the design, implementation 
and performance evaluation of the optimal CPU 
resource allocation based on the total computation 
time of the dental application, which combines 
CFD and CAA as a part of a DentGrid system. 
The data for both the simulations is obtained 
by Magnetic Resonance Imaging (MRI). This 
DentGrid system aims to be a computation and 
storage power supplier for dental clinics and hos-
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pitals. Simulating dentistry operations is highly 
beneficial, in the sense that dentists can examine 
visually the post-effects of dental surgery.

The modelling of individuals is an ongoing 
research topic and involves the complete simula-
tion of the human body, which is a computation-
ally intensive task. In the field of modelling and 
simulation, Grid computing has the capability 
to accelerate the pace of the analysis/discovery 
process and to deliver the new results quickly and 
efficiently to the medical user community (Berti 
et al., 2003).

The application of OGSA-DAI in Simulation 
Grids has been discussed (Xing et al., 2006), to 
address the issues of integrating, controlling and 
accessing the different types of distributed data 
resources in the simulation. The databases in the 
simulation grid system supported the dynamic 
distribution of the data and model resources in 
the simulation environment.

OGSA-DAI has been used also as a middle-
ware in the BioSimGrid project (Wu et al., 2004), 
that aims to exploit the Grid infrastructure to 
enable comparative analysis of the results of bio-
molecular simulations.

Biomedicalgrid

The BioGrid and MediGrid merge into the Bio-
MedicalGrid which encapsulates features of both 
the Bio and Medi Grids. The main challenge faced 
in biomedical informatics is the development and 
maintenance of an infrastructure for the storage, 
access, transfer and simulation of biomedical 
information and processes. Moreover, Biomedi-
calGrids must be able to produce, use and deploy 
knowledge as a basic element of advanced appli-
cations and to achieve this, they are mainly based 
on Knowledge Grids and Semantic Grids (Breton 
et al., 2005). BiomedicalGrids will thus provide 
a universally accessible platform for the sharing 
of ever-increasing biomedical data pertaining to 
all the levels of healthcare such as molecule, cell, 
tissue, organ, patient and public health. They are 

expected to provide interoperability and sharing/
collaboration to both the Biological and Medical 
domains of healthcare.

Recent research (Tirado-Ramos et al., 2005) 
has used on-line application monitoring for 
improved computational resource selection and 
application optimization. A number of user-
defined performance metrics within the European 
CrossGrid Project’s G-PM tool (CrossGrid.org, 
2008), (Stevens et al., 2004) have been used to 
run a blood flow simulation application (solver) 
based on the lattice Boltzmann method for fluid 
dynamics. Results showed that online monitor-
ing gives a more accurate view of computational 
resource status than the regular resource informa-
tion provided by standard information services to 
resource brokers. Moreover, on-line monitoring 
has good potential for optimizing biomedical ap-
plications for more efficient computational runs. 
Other work (Alonso et al., 2005), (Tirado-Ramos 
et al., 2005) has shown how a BioMedicalGrid can 
enhance the processing of a biomedical applica-
tion as well as the respective image analysis. The 
integration of a bio-physical model into a clinical 
augmented reality system is another challenging 
task, where Grid technology could be the key 
(Breton et al., 2005).

pharmagrid

Another important type of HealthGrid is the Phar-
maGrid (Pharmaceutical Grid), which focuses on 
the management and sharing of drug-related data 
to support operations such as clinical trials, dose 
computation, drug discovery, drug development, 
drug interactions, pathology and genomics that 
could be carried out in a collaborative environment 
to advance the quality of healthcare. Examples of 
PharmaGrid are shown in Figure 4.

The pharmaceutical industry is a distinct do-
main with specific operations and processes, and 
is currently faced with many challenges. There is 
an increasing need for more innovative products 
that can target more effectively today’s critical 
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diseases. At the same time, there is a growing 
pressure for personalised medication (by using 
both phenotype and genotype), a move which 
will increase both the effectiveness and safety of 
medicines, but which will eventually shrink the 
scale of economy and create a much more frag-
mented market. Furthermore, the data produced 
by the pharmaceutical industry is of the order of 
terabytes or petabytes in size and needs massive 
storage capacity. Moreover, various operations to 
do with the manufacturing of drugs and the dis-
semination of drug information need huge numbers 
of computational cycles. The results obtained from 
various drug experiments and clinical trials are 
of crucial importance and need to be delivered in 
a consistent and timely manner to the healthcare 
professionals and patients.

One of the key challenges of the pharmaceutical 
sector today is to manage, share and understand 
the medicines information in a way that facilitates 
and accelerates the Research & Development pro-
cess. This progress suffers from poor information 
management due to inflexible, closed, heteroge-

neous, unconnected and segregated sources of 
information. It has now been widely recognised 
that Grid technology holds out the promise for a 
more effective means of sharing and managing 
information and enhancing knowledge-based 
processes in the Pharma R&D environment. The 
emerging PharmaGrid is a powerful new technol-
ogy set to revolutionise the way medicines-related 
(“Pharma”) information is used. The PharmaGrid 
has the potential to address the “information” 
problem, with many benefits for the industry, in 
terms of boosting innovation in drug discovery, 
shaping clinical trials, reducing time to market, 
and reducing costs. (see Figure 4)

Furthermore, Grid technologies have the po-
tential to provide transparency and integration of 
information, break communication barriers, en-
hance communication and collaboration between 
the various actors (industry, regulators, healthcare 
and insurance providers, doctors and patients), 
and as a result to accelerate a large number of 
healthcare processes to do with pharmaceutical 
therapies.

Other benefits from the use of PharmaGrids 
include (Houghton, 2002):

substitution of in silico for in vitro and in • 
vivo testing;
operation and management of clinical • 
trials;
monitoring post-launch usage and • 
outcomes;
marketing and distribution of medicines;• 
e-commerce and total quality management • 
in healthcare supplies and procurement;
regulatory and watchdog activities;• 
financial planning and cost efficiency in • 
healthcare;

• health information services for all 
stakeholders;
electronic prescription and clinical deci-• 
sion support tools.

Figure 4. Examples of PharmaGrid
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Even more crucially, the Pharma industry and 
researchers are faced with a continuously growing 
amount of distributed heterogeneous information, 
a real explosion of experimental data, documents, 
article, patents, with rapidly changing terminology 
and analysis approaches. In order to adequately 
fulfil such requirements, the PharmaGrids have 
to meet the following challenges:

Intelligent middleware that facilitates the • 
user transparent access to many services 
and execution tasks
High quality security features, enabling • 
large databases to be accessed via Grid 
solutions
Sophisticated semantic and contextual sys-• 
tems to enable diverse sources of data to be 
related to knowledge discovery

Thus PharmaGrids are expected to deal with 
all types of drug-related information such as drug 
features, design specifications, safety, success rate, 
purpose and usage, and complex operations such 
as clinical trials, evaluation process, experimental 
results, treatment, and effective trails. This infor-
mation should be shared across various organiza-
tional boundaries and manipulated online.

The development of PharmaGrids is instrumen-
tal in meeting the current industry challenges, as 
it will provide an efficient way of exchanging and 
managing knowledge in a shared environment in 
the areas of discovery, development, manufactur-
ing, marketing and sales of new drug therapies. 
Grid infrastructures are currently built upon dif-
ferent architectures, designs, technologies, open 
standards, and operating systems. PharmaGrid 
development is a highly complex and technically 
challenging activity and it should address many 
different problems to do with Pharma information, 
including knowledge-representation and integra-
tion, distributed architectures, search and access 
controls, data mining and knowledge management, 
real-time modelling and simulations, algorithm 

development and computational complexity. 
PharmaGrids will need to be scale-independent/
scalable, adaptive, secure and dependable Grid 
infrastructures that enable the management of large 
networked distributed resources across different 
platforms of stakeholders, such as pharmaceutical 
companies, policy makers, R&D development 
companies. The required enabling technologies 
include amongst others semantic web and agent-
mediated approaches, peer-to-peer technologies 
and self-organising architectures.

PharmaGrids can be part of or closely in-
tegrated with other HealthGrids. For reasons 
of competitiveness and intellectual property 
protection, PharmaGrids are predominantly pri-
vate, enterprise IntraGrids with strict access and 
authentication controls, but there is a recognised 
need for cross-industry platforms (InterGrids), 
whereby the resulting integration will lead to more 
efficient coordination of activities.

Moreover, PharmaGrids open up the perspec-
tive of cheaper and faster drug development and 
may enable parallel processes in drug develop-
ment, away from the traditional approach where 
the full cycle of target discovery, target validation, 
lead discovery, lead optimization and transition to 
development takes on average 12 years (Breton 
et al., 2005). PharmaGrids hold the promise to 
provide improved and efficient drug design and 
better control of diseases and to improve patient 
safety and quality of healthcare. Examples of 
PharmaGrids could include dedicated Grids for 
Drug Discovery, Drug Modification, Management 
and/or Running of Clinical Trials.

Another study (Tohsato et al., 2005), uses Glo-
bus Toolkit 3 and OGSA-DAI, for the federation 
of heterogeneous databases, for supporting a drug 
discovery process. Due to the rapid progress of 
biotechnology, there are an increasing number of 
life sciences databases, which need to be shared 
in order to conduct research collaborations, and 
OGSA-DAI could make this feasible.
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caregrid

The CareGrid is designed specifically for the 
general public healthcare services such as pa-
tient-centred or virtual healthcare services, dose 
computation, self-assessment, and online health 
management. Services on the CareGrid could be 
customized according to the individual patient 
needs so as to provide personalized healthcare 
services. Moreover, the CareGrid aims to pro-
vide data management facilities and improved 
diagnosis.

A typical example of CareGrid is a recently 
implemented prototype for HealthInfoGrid (Bi-
lykh et al., 2003). The HealthInfoGrid can also 
be viewed as a Service Grid and its services are 
designed for sharing and distributing medical 
information, at times of critical importance and 
under strict privacy and security regulations. 
Formalization of the interaction semantics of the 
HealthInfoGrid components is based on coloured 
Petri-nets (Jensen 1997). HealthInfoGrid has vari-
ous components such as organization, staging area, 
initiator, translator, and merger/adder. Examples 
of CareGrid are shown in Figure 5.

CareGrids represent a new facet of advanced 
and improved healthcare that can provide per-
sonalized healthcare services at a cost-effective 
price. Patients can access the CareGrid to retrieve 
information about their own health, such as 
clinical tests and diagnosis, dose composition and 
recommendation, precautions and preventions. 
This would save them the time and effort spent in 
waiting to book appointments and all the hassle 
that goes with such processes.

Examples of CareGrids could include dedi-
cated Grids for Primary Care, Social Care, Home 
Care, and Chronic Care.

what’s nExt in hEalth 
inFormatics with hEalthgrids?

As we have seen, HealthGrids can be used to 
support many kinds of healthcare operations and 
tasks. As such, they can be made to adapt to the 
lifestyle choices of the patients. Patients should be 
more and more able to choose their living styles, 
keeping in mind their persistent health conditions. 
The future of Health Informatics with Health-
Grids implementations would allow patients to 
take control of their own health by personalized 
healthcare or illness management programs, thus 
improving healthcare provisioning quality while 
lowering the costs. Particularly, future HealthGrid 
applications will:

Figure 5. Examples of CareGrid
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provide secure access to medical data/in-• 
formation distributed globally
free-up doctors’ time and provide health-• 
care to patients at their doorsteps
enhance the use of various health monitor-• 
ing devices, which can be plugged together 
via Grids to provide better quality of care
provide active • interoperability & collabo-
ration among the various healthcare stake-
holders, which is needed for the success of 
Health Informatics
facilitate • resource sharing

The main problems with medical information 
or healthcare data are that it is:

difficult to access• 
not always available• 
lacks integrity & • interoperability
difficult to understand or data being • 
obscure
lacks sharing of distributed resources (in-• 
cluding healthcare data)

These problems are magnified due to the dy-
namic nature of healthcare data which is always 
being modified, and changes to one part are not 
updated or reflected onto other parts of the system. 
Moreover, in Health Informatics massive datasets 
and heavy computation make things even more 
complicated. Also the health information systems 
need to be inter-connected. As HealthGrids are 
mainly DataGrids, they provide platform for data 
integration and facilitate interoperability among 
various healthcare data sources. Thus changes 
to one would automatically be reflected in other 
and healthcare information would be accessed in 
a timely and seamless manner.

The case for the use of Grid technology in 
healthcare arises mainly from the need to improve, 
safeguard and effectively exploit the available 
life-significant medical information, the need 

to protect the privacy of personal, life-sensitive 
health information, and the need to provide in-
tegrated healthcare services and have in place 
effective, global channels of collaboration. To 
do all this effectively, different types (the most 
suitable ones) of HealthGrids should be employed 
to perform different dedicated tasks with spe-
cialized features and functionalities and for this 
purpose a taxonomy of various HealthGrid types, 
described earlier in this chapter, would prove to be 
very useful. For long-term future, there is a need 
for designing various Grid-enabled applications 
specifically for HealthGrids. Moreover, there is 
a diverse range of many other services (Naseer 
and Stergioulas, 2006a), which can be provided 
on HealthGrids.

Future of Health Informatics lies in the integra-
tion, not only among various types of HealthGrids 
but also among the various healthcare stakehold-
ers, in order to conduct collaborative research. 
It also lies in constructing new types of special-
ized HealthGrids, i.e. HealthGrids dedicated for 
specialized tasks such as anatomy, morphology, 
and epidemiology. Integration among various 
HealthGrids would allow information sharing at 
an advanced level where information related to 
one classified domain would be accessible by other 
domains. Future trends also follow that Grid tech-
nologies get tightly integrated with Web Services 
technologies (Naseer and Stergioulas, 2007).

However, the case for HealthGrid implemen-
tation in Health Informatics is not that obvious. 
Learning new Grid-enabled techniques, proce-
dures, and know how about the HealthGrids ap-
plications and confidentiality of the medical data 
remains a challenge. Thus, if HealthGrids can 
take-on this challenge and provide easy and secure 
accessibility to the physically distributed hetero-
geneous data sources with simple user-friendly 
interfaces, then the future of Health Informatics 
is secure and very promising through the imple-
mentation of specialized HealthGrids.
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conclusion

In order to fully benefit from Health Informatics 
there is a need for the Healthcare data to be avail-
able, accessible, readable, understandable and 
most importantly reliable. Moreover, Healthcare 
information needs to be interoperable and shared 
by integrated channels of collaboration and health-
care stakeholders.

This chapter has reviewed current implemen-
tations of HealthGrids, and offered a systematic 
taxonomy of the HealthGrids. It has outlined 
the characteristic features and functionalities of 
HealthGrids and reflected on the need for Grid 
technology in healthcare. Based on their function-
ality, purpose, and application area, a taxonomy of 
HealthGrid types has been proposed constituting 
of four major categories. It has been shown that 
each serves a dedicated purpose, so as to provide 
the required services and to support the perfor-
mance monitoring of the specified/desired tasks. 
Furthermore, the various types of HealthGrids 
have been examined on an individual basis and 
their representative implementations have been 
reviewed. In summary, this chapter gives some 
suggestions about the future of Health Informatics 
with HealthGrids.

To exploit effectively the wealth of medical 
information, there is an urgent need to integrate, 
manipulate, process, and analyse huge hetero-
geneous datasets from disparate sources. More 
systematic use of Grid technology in healthcare 
will not only help meet the current needs for data 
processing, but will ensure that future demand for 
even more capacity to deal with far larger volumes 
of data can be met.

Data security is another major issue, as health-
care data has to be protected through ethical 
firewalls to ensure the privacy, confidentiality 
and integrity of patients’ data. HealthGrids deal 
with ‘life sensitive data’ and patient record is the 
most sensitive data resource that encompasses 
many critical elements related to personalized 
healthcare. As patient record encapsulates in-

stances of various other entities, HealthGrids can 
help achieve the required levels of robustness and 
consistency of the patient record by provision of 
secure access to:

patient’s medical history• 
medical images (e.g. mammograms)• 
library of examples for training & • 
diagnosis
health support services• 
drug details & clinical trials• 

• health information systems
standard formats of files & information for • 
comparative analysis

As HealthGrids can also serve as an effective 
channel for international collaborations, in order 
to incur long-term economic benefits from the 
implementation of HealthGrids, there is a need 
for interoperation and integration among various 
HealthGrids as shown in Figure 1. Also construct-
ing new types of specialized HealthGrids dedicated 
for specific tasks would strengthen the future 
implementation of Health Informatics. Moreover, 
it has been witnessed from the study that contem-
porary Grid technologies such as OGSA-DAI and 
can prove to be a candidate solution to the problem 
of data federation or integration. However, work is 
still going on and efforts are being made towards 
a modernized facet of future healthcare by using 
HealthGrids as depicted in a prognosis for year 
2013 (Silva and Ball, 2002).

As a final remark, HealthGrids hold the 
promise to offer accurate and reliable sources of 
health information that can be accessed at any 
time and from any place. They can and should 
become a major driver in the race towards suc-
cessful e-Health and an important ingredient of 
Health Informatics which is the next generation 
of healthcare IT. A successfully implemented 
HealthGrid infrastructure could support all the 
facets of healthcare sector, and help realise the 
vision of personalized healthcare. Successful 
implementation of HealthGrids will have a high 
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impact towards lower costs and greater benefits 
for healthcare in the long run, thus facilitating 
the provision of quality healthcare services cost-
effectively.
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kEy tErms and dEFinitions

Grid: a large-scale, high-performance, always-
on and dynamic, although geographically distrib-
uted yet networked, infrastructure that comprises 
and seamlessly unifies a variety of autonomous, 
heterogeneous components such as processes, 
resources, network layers, interfaces, protocols 
and services, with strong, consistent and controlled 
relationships among them

Grid Services: a type of Grid resource (service 
resource) with special capabilities and features 
to get tasks successfully accomplished on Grid 
networks. These are used to access other types 
of Grid resources
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HealthGrid: a type of Grid. It is a Grid infra-
structure dedicated to the management of health-
care resources that encompasses and integrates the 
various Grid components and healthcare compo-
nents with consistent, compatible and meaningful 
coordination among them, to facilitate provision 
of the healthcare services

Heterogeneity: a difference in format, plat-
form, semantics or ontology

Integration or Interoperability: a link or 
connection that enables communication among 
two or more resource types

OGSA-DAI: Open Grid Service Architecture 
Data Access and Integration, it is a powerful tech-
nology that possesses strong features for providing 
interfaces to heterogeneous data sources on Grids 
in order to integrate them

Resource or Grid Resource: a Grid resource 
can be any real or conceptual object that is needed 
to be accessed by other entities, such as human 
users of the system or programmes that generate 
requests for accessing particular resources

Taxonomy: a classification
Web Services: considered as the most efficient 

and reliable communicators of messages from 
one place to another regardless of geographical 
or technological heterogeneity
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Chapter 9

Improving Patient Safety with 
Information Technology

James G. Anderson
Purdue University, USA

introduction

Adverse drug events resulting from medication 
errors are a significant problem in the U.S. (Bates, 
1996; Classen, Pestotnik, Evans, Lloyd, & Burke, 
1997). Traditionally hospitals have relied on volun-
tary reporting of errors. As a result it is estimated 
that only 5-10% of medication errors that result 
in harm to patients are reported (Cullen, Bates, 

Small, et al., 1995). Most of these errors result 
from deficiencies in system design (Leape, Bates, 
Cullen, et al., 1995; Gwande, Thomas, Zinner, et 
al., 1999; Anderson, 2003). Based on these studies, 
the Institute of Medicine recommended that confi-
dential voluntary reporting systems be adopted in 
all health care organizations and that information 
technology be implemented to reduce medication 
errors (Kohn, Corrigan & Donaldson, 2000). How-
ever, little progress has been made since the IOM 
report (Leape & Berwick, 2005).

aBstract

Over three-quarters of a million people are injured or die in hospitals annually from adverse drug events. 
The majority of medication errors result from poorly designed health care systems rather than from neg-
ligence on the part of health care providers. Health care systems, in general, rely on voluntary reporting 
which seriously underestimates the number of medication errors and adverse drug events (ADEs) by as 
much as 90%. This chapter reviews the literature on (1) the incidence and costs of medication errors and 
ADEs; (2) detecting and reporting medication errors and related ADEs; (3) and the use of information 
technology to reduce the number of medication errors and ADEs in health care settings. Results from 
an analysis of data on medication errors from a regional data sharing consortium and from computer 
simulation models designed to analyze the effectiveness of information technology (IT) in preventing 
medication errors are summarized.
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This chapter reviews the literature on: (1) 
the incidence and costs of medication errors and 
ADEs; (2) detecting and reporting medication 
errors and related ADEs; (3) and the use of infor-
mation technology (IT) to reduce the number of 
medication errors and ADEs in health care settings. 
The methodology includes: (1) a review of the 
literature on the incidence of medication errors 
and the use of IT to detect and reduce medication 
errors; (2) analysis of data from a regional data 
sharing system; and (3) the results of computer 
simulation models designed to analyze the effec-
tiveness of IT in preventing medication errors.

Background

It is estimated that three quarters of a million people 
are injured or die each year from adverse drug 
events (ADEs) (Bates, 1996: Classen, Pestotnik, 
Evans, Lloyd, & Burke, 1997: Lazarou, Pomeranz 
& Corey, 1998). One study of medication errors 
in 36 hospitals and skilled nursing facilities in 
Georgia and Colorado found that 19% of the 
doses were in error; seven percent of the errors 
could have resulted in adverse drug events (ADEs) 
(Barker, Flynn, Pepper, Bates, & Mikeal, 2002). 
Overall it has been estimated that adverse drug 
events (ADEs) occur in from two to seven out of 
every 100 patients admitted to a hospital in the 
USA (Bates, Cullen, Laird, et al.., 1995; Classen, 
Pestotnik, Evans, Lloyd, & Burke, 1997). Medica-
tion errors and associated ADEs increase the cost 
of hospitalization by about $4,700 per incident 
(Bates, Spell, Cullen, et al., 1997). The increased 
costs for a 700-bed hospital due to ADEs were 
estimated to be $2.8 million annually. Johnson 
and Bootman (1995) estimated the annual cost 
of morbidity and mortality due to drug therapy 
in 1995 for the U.S. to be $76.6 billion.

ADEs also occur among outpatients at an es-
timated rate of 5.5 per 100 patients (Honigman, 
Lee, Rothschild, et al., 2001). A recent analysis 
of hospital emergency departments in the U.S. 

estimated that ADEs account for 2.4 out of ev-
ery 1,000 visits (Budnitz, Pollock, Weidenbach, 
Mendelsohn, Schroeder, & Annest, 2006).

Most errors are not reported making it difficult 
to ascertain the true rate of medication errors. 
Hospitals generally rely on voluntary reporting, 
which may result in the detection and reporting 
of as little as 10% of ADEs (Cullen, Bates, Small 
et al., 1995). One study of hospital units found 
that only 36 errors were reported on incident re-
ports and 84 errors were reported on anonymous 
questionnaires over a period of 59,470 patient 
days (Barker & Allan, 1995). It was estimated 
that as many as 51,200 errors may have occurred 
in dispensing and administering medications over 
this period of time.

Over 24 states have mandated some form 
of medical error reporting (Comden & Rosen-
thal, 2002). Many of these reporting systems 
are internet-based and differ in the data that is 
shared (from specific processes/outcomes such 
as medication errors and/or nosocomial infections 
or infections resulting from treatment to a broad 
range of incidents); the participants (individual 
clinicians to entire healthcare organizations); 
geography (regional, state, and national); tech-
nology (paper-based to online); and regulatory 
expectations about participation (voluntary or 
mandatory) (Rosenthal & Booth., 2004; Flowers 
& Riley, 2001). To date there is little evidence of 
the effectiveness of these error reporting systems 
in reducing medication errors and ADEs.

A study analyzed data from 25 hospitals in 
Pennsylvania that agreed to share data on medi-
cation errors and organizational actions taken to 
prevent a reoccurrence of these errors (Anderson, 
2008; Anderson, Ramanujam, Hensel and Siro, 
2008). The Pittsburgh Regoinal Healthcare Ini-
tiative was predicated on a learning chain model 
where reporting and sharing information on er-
rors will lead to organizational program solving. 
Identifying system failures and unsafe practices 
and procedures will then result in improved patient 
safety (Siro, 2003, 2005). Over a 12 month period 
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the hospital reported approximately 17,000 medi-
cation errors. An examination of the longitudinal 
trends in the data indicated that error reporting 
increased at a statistically significant rate over the 
12 month period. At thie same time reported cor-
rective organizational actions remained unchanged 
during this same period.

Information technology is also being used to 
detect adverse drug events (Bates, Evans, Murff, 
Stetson, Pizziperri, and Hripcsak, 2003). For 
example, pharmacy data and clinical laboratory 
data that are available in electronic form can be 
screened for adverse drug events (Jha, Kuper-
man, Teich et al., 1998). Another study found 
that hospital information systems that monitor 
medication orders for drug-drug interactions 
and drug-allergy problems and provide drug-
dose checking, cumulative dose checking, dose 
algorithms and detection of transcription errors 
identified approximately 89% of adverse events. 
(Bates, O’Neil, Boyle et al., 1994).

In another application of IT to detect ADEs a 
computerized system developed at LDS Hospi-
tal in Salt Lake City, Utah was programmed to 
generate a daily list of potential ADEs from data 
contained in an integrated hospital information 
system such as sudden medication stop orders, 
ordering of antidotes, and abnormal laboratory 
values. During an 18 month period 631 of 731 
verified ADEs were detected by the automated 
system compared to only nine ADEs that were 
identified by the traditional reporting system. 
(Classen, Pestotnik, Evans & Burke, 1991).

Information systems are also being used to 
detect ADEs in an ambulatory setting (Honig-
man, Lee, Rothschild et al., 2001). One study 
compared several methods of detecting ADEs 
based on searching for International Classification 
of Diseases, 9th edition (ICD-9) codes previously 
associated with ADEs, violations of allergy rules, 
monitoring of events generally associated with 
ADEs, and text searches of visit notes (Honigman, 
Lee, Rothschild et al., 2001). The study concluded 

that computerized search programs can be used in 
quality improvement efforts to detect ADEs.

main Focus oF thE chaptEr

About 50 percent of medication errors result from 
a lack of information when the provider is order-
ing drugs for a patient. A second major source of 
errors is the transcription process (Leape, Bates, 
Cullen, et al., 1995). Studies have shown that 
information technology and decision support can 
reduce errors and resulting adverse effects by re-
ducing these sources of errors (Bates, 2000; Bates 
& Gawande, 2003). System applications of IT 
rather than individual applications are most likely 
to be effective in reducing medication errors (An-
derson, 2003; Leape, Bates, Cullen, et al., 1995). 
Kaushal, Shojania and Bates (2003) reviewed five 
trials that evaluated the effects of computerized 
physician order entry (CPOE) and seven trials 
that evaluated clinical decision support systems 
(CDSS). The investigators concluded that use of 
CPOE and CDSS can significantly reduce medi-
cation errors. For example, the implementation 
of a computerized physician order entry system 
reduced medication-related errors between 55 
percent and 83 percent depending upon the level 
of decision support (Bates, Leape, Cullen, et al., 
1998; Bates, Tecih, Lee, et al., 1999).

Computerized decision support systems have 
also been shown to be effective in improving 
medication safety. A study by Evans, Pestotnik, 
Classen and others (1998) found that use of a 
computer-based anti-infective drug management 
program resulted in a 70 percent decrease in ADEs 
caused by anti-infective drugs.

Also, computerized alerting systems have been 
shown to decrease error rates, delays in treatment, 
hospital length of stay and costs (Jha, Kuperman, 
Teich, Leape et al., 1998). The HELP system at 
LDS Hospital in Salt lake City, Utah automatically 
identifies patients who are at risk for adverse drug 
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events by continuously monitoring electronically 
stored patient data. Hospital staff is alerted to take 
action to prevent harm to the patient when potential 
ADEs are detected (Evans et al., 1994).

However, experience with early hospital and 
ambulatory care medical information systems 
suggest that major organizational changes are 
frequently required to successfully implement 
information technology especially physician 
order entry systems (Anderson, 2007; Dorman, 
Muth-Selbach, Krebs, Criegee-Rieck et al., 2000). 
Studies such as the one reported by Anderson and 
others (2002) and the Institute for Safe Medica-
tion Practices (1999) suggest that piece-meal 
implementation of information systems may fail 
to detect and prevent errors.

Anderson and others (2002) developed a 
computer simulation model representing the 
medication delivery system in a hospital. Param-
eters of the model were estimated from a study of 
prescription errors on two hospital medical/surgi-
cal units and used in the baseline run. The model 
simulates the four stages of the medication deliver 
system: prescribing, transcribing, dispensing and 
administering drugs. In this study interventions 
that have been demonstrated in prior studies to 
decrease error rates were simulated. The results 
suggest that a computerized information system 
that detected 26 percent of medication errors and 
prevented associated ADEs could save 1,226 
days of excess hospitalization and $1.4 million 
in hospital costs annually. The results suggest 
that clinical information systems are potentially 
a cost-effective means of preventing ADEs in 
hospitals and demonstrate the importance of view-
ing medication errors from a systems perspective. 
Prevention efforts that focus on a single stage of 
the process had limited impact on the overall error 
rate. This study suggests that system-wide changes 
to the medication deliver system are required to 
significantly reduce medication errors that may 
result in adverse drug events in a hospital setting 
(Anderson, Jay, Anderson and & Hunt, 2002).

FuturE trEnds

Surveys of U.S. hospitals show that less than 
15 percent of hospitals have implemented an 
electronic medication order-entry system (Ash, 
Gorman & Hersh, 1998; Pederson, Schneider & 
Santell, 2001). Anderson and Balas (2006, 2008) 
surveyed primary care physicians in the U.S. to 
determine their use of electronic medical records, 
electronic prescribing, use of decision support 
tools and electronic communication with patients. 
Overall 20% to 25% of physicians reported using 
each of these IT applications in practice. While 
the majority of physicians perceived benefits of 
IT they cited costs, vendor inability to deliver 
acceptable products and concerns about potential 
violation of the confidentiality of patient data as 
major barriers to implementation of IT applica-
tions.

An Institute of Medicine report stated that 
the development of a national health information 
network is critical for advancing patient safety in 
U.S. health care (IOM, 2001). However, incentives 
will have to be provided to increase the rate of 
adoption of IT in health care. One study estimates 
that the development of a national IT network will 
initially cost $156 billion and $48 billion annu-
ally in operating costs (Kaushal et al., 2005). The 
report concludes that the private sector is unlikely 
to rapidly adopt IT without public investment and 
incentives. The Medicare Payment Advisory Com-
mission (1999) in a report to congress proposed 
that financial incentives be provided for the imple-
mentation of computerized physician order entry 
systems. Legislation has been introduced into the 
U.S. Congress that that would provide grants for 
hospitals to implement information technology 
(Medication Error Reduction Act, 2001). At the 
state level California enacted legislation requiring 
hospitals to implement information technology 
in order to reduce medication errors (California 
Senate Bill 1875, 2000).

Medical errors occur in ambulatory care set-
tings and nursing homes as well as in hospitals 
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(Gurwitz, Field, Avorn, McCormick, Jain, Eckle, 
et al. 2000; Gurwitz, Field, Harrold, Rotthschild, 
Debellis, Seger, et al., 2003). To date most informa-
tion technology applications designed to detect and 
prevent medication errors have been developed for 
inpatient hospital settings. An important area for 
research and development is the design of systems 
for ambulatory settings. It has been estimated that 
universal adoption of computerized physician or-
der entry in the ambulatory setting could prevent 
as many as 2.1 million ADEs a year resulting in 
annual savings of $34 billion (Johnston, Pan, 
Walker, Bates & Middeleton, 2004).

The process of reporting medication errors 
and ADEs needs to be significantly improved. 
At present only about 10% of medication errors 
are reported using a voluntary reporting system. 
In recent years, about one-half of the states have 
implemented mandatory reporting systems for 
adverse events (Comden & Rosenthal, 2002). 
Moreover, the Joint Commission on Accreditation 
of Healthcare Organizations (JCAHO) requires 
hospitals to conduct root-cause analyses of adverse 
events and encourages healthcare organizations to 
report them to the JCAHO. The usefulness of these 
reporting systems in reducing medical errors has 
been limited to date. Lessons learned from error 
reports generally do not result in organizational 
changes required to prevent future errors from 
reoccurring (Anderson, Ramanujam, Hensel, & 
Siro, 2007).

Currently there is a mismatch between patient 
safety goals and hospital actions to reduce the risk 
of future medication errors. Hospitals increasingly 
seem to recognize the need to implement voluntary 
error reporting systems in order to gather informa-
tion needed to reduce errors. At the same time, 
they fail to initiate organizational changes that 
are needed to improve patient safety. Typically 
hospitals narrowly focused on communicating 
information about errors to health care providers. 
However, more than the implementation of vol-
untary reporting systems is required. Significant 
reductions in errors will also require that organi-

zational changes consistent with the improvement 
of patient safety be carefully institutionalized and 
integrated into long-term plans.

conclusion

In order to achieve an acceptable level of patient 
safety, the Institute of Medicine has called for a 
national health information infrastructure that will 
provide complete patient information and decision 
support tools to health care providers and will cap-
ture patient safety information (Aspden, Corrigan, 
Wolcott & Erickson, 2004). Also the President’s 
Information Technology Committee (2004) has 
recommended the adoption of electronic health 
records to provide information to providers at the 
point of care, computer-assisted decision support 
based on evidence-based medicine, electronic 
order entry and interoperability in exchanging 
health information.

There is considerable evidence that medication 
errors that result in ADEs can be detected and 
prevented (Agency for Healthcare Research and 
Quality, 2001). Information systems that include 
physician order entry, decision support, and alert-
ing systems can significantly reduce errors and 
adverse events that result in injury to or the death 
or patients. However, information technology in 
order to be effective must be implemented using 
a systems approach. Also implementation will 
require organizational commitment to the use of 
information technology to improve patient safety 
(Glasser, 2002).
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kEy tErms and dEFinitions

Adverse drug events (ADE): A medication 
that results in unintended harm to a patient

Computerized Decision support systems: A 
computer-based system that consists of a knowl-
edge base and an inference engine that generates 
advice to the providers

Computerized physician order entry 
(CPOE): Clinical systems that electronically relay 
the physician’s or nurse practitioner’s diagnostic 
and therapeutic plan for action

Electronic health record (EHR): An elec-
tronic repository of information about a patient’s 
health care and clinical information management 
tools that provide alerts, reminders and tools for 
data analysis

Medical alerts: a computer generated message 
to the provider that is created when a record or 
event meets prespecified criteria
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introduction

This chapter consists of six sections highlighting 
issues on information and communication technol-
ogy (ICT) adoption and implementation. The first 
section discusses the phenomenon of ICT adoption in 

healthcare institution. Second, we include literature 
reviews based on three perspectives that oftentimes 
pose challenges to the deployment of ICT: (1) or-
ganizational, (2) people, and (3) technology. Third, 
we highlight the methodology of the study in this 
chapter which is a case study. In this section, we 
provide the background of a single case study -- a 
medical research institute in Malaysia -- to illustrate 

aBstract

The objective of this chapter is to illustrate a case study of a medical research institute in Malaysia in 
order to discuss issues pertaining to ICT adoption in healthcare organizations, in particular exploring 
the culture, challenges, and issues of ICT adoption among medical teams, patients, etc. In this chapter, 
we examine the question of ‘What are the challenges of implementing ICT in healthcare organizations?’ 
Some of the lessons learned from the case study were: ICT was successfully adopted and implemented 
based on several factors such as supportive organizational culture, competent IT workers, committed 
IT department and heavy investment on ICT infrastructure. Yet challenges also arise which hinges upon 
factors like initial deployment of outside IT resources or expertise for ICT implementation, lack of user 
training and continuous communication between involved parties in the initial stage.
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lessons learned and challenges of ICT adoption and 
implementation. Fourth, we present our findings 
which is the detailed descriptions of the issues 
and challenges based on an analytical framework 
called 5Ws (what, when, why, where, and who) 
as well as from the three perspectives mentioned 
above. Fifth, we provide the discussions in light of 
lessons learned and the contribution of the study. 
Lastly, the chapter concludes by summarizing the 
findings for healthcare institutions that intend to 
adopt and implement ICT in their organizations 
and presents the directions for future research 
undertakings.

In the era of globalization and information 
age, healthcare industries are intensely promoting 
and adopting ICT to improve patient care. When 
more and more patients as health consumers 
seek and prioritize quality in their lives through 
enhanced healthcare treatments and services, it 
places great demands on the health care industry’s 
information-handling abilities and infrastructure 
(Bodenheimer, 1999). As supported by a recent 
World Bank (2006) report, “Reliable information 
and effective communication are crucial elements 
in public health practices. The use of appropriate 
technologies can increase the quality and the reach 
of both information and communication.”

In line with this, Malaysia as a developing 
country has invested heavily in ICT with the mis-
sion and vision to improve patient care. Malaysia 
realizes that patients with healthy lives are better 
able to maintain healthy minds, healthy lifestyles, 
and a balance between work and family. In a similar 
vein, healthcare service organizations also seek 
for optimal strategies and solutions to increase 
their medical services. When introducing ICT, 
these organizations need to consider carefully the 
challenges that arise from it such as whether the 
organizational culture is supportive towards any 
ICT adoption and implementation, whether the 
organization can build ICT infrastructures that are 
efficiently and effectively, and whether the orga-
nization is willing to recruit, select, and employ 
competent human resources to use ICT as tools.

For example, according to the study by Mass 
and Eriksson (2006), when ICT was introduced 
and hospital staff were unprepared for changes 
because there was no adequate information given 
by the technology providers, the immediate re-
sult was a lack of knowledge of the new clinical 
requirements, and users who were ignorant of 
how to use the new technology; the larger conse-
quence, was a slowed process of implementation 
and adoption. On the other hand, organizations 
like hospitals have now realized the potential of 
integrating ICT into their organization. Technol-
ogy is reshaping organizations by blending their 
information systems with rapidly advancing tele-
communication technology (Frenzel & Frenzel, 
2004). In addition, management teams feel that 
having ICT integrated into their systems will 
improve and strengthen healthcare systems in 
the future. Ragam (2007) asserts that successful 
ICT adoption will lessen errors considerably, if 
not totally eliminate them. In addition, according 
to the World Health Organization, technologies 
form the backbone of services to prevent, diag-
nose and treat illness and disease. ICTs are only 
one category of the vast array of technologies 
that may be of use, but given the right policies, 
organization, resources and institutions, ICTs can 
be powerful tools in the hands of those working 
to improve health (WHO, 2004).

Besides ICT becoming the catalyst factor 
for economic growth, it serves as an essential 
medium of communication between patients and 
medical teams. Studies have shown that in face-
to-face encounters, patients often refuse to share 
or disclose their illness to support groups such as 
medical teams, family or friends, even when such 
disclosure can help them cope with terminal ill-
ness. Whether ICT will make patients more or less 
willing to disclose their information to the support 
group or family members is still unknown. Hence, 
the main purpose of this chapter is to understand 
ICT adoption and implementation issues in one 
case study of a Malaysian hospital as an example 
of a health-care institution. In this chapter, we will 
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investigate one overarching research question: 
What are the challenges of implementing ICT in 
healthcare organizations?

culturE and challEngEs 
oF ict adoption and 
implEmEntation

In this section, we first provide some definitions 
on basic concepts such as culture, organizational 
culture, and information system culture. We also 
provide the linkages between these different layers 
of culture. Second, we also present some literature 
reviews on ICT adoption and implementation 
based on the conceptual framework (see Figure 
1). In specific, we investigated the culture of ICT 
adoption among the medical teams and support 
staff in the hospital environment. Culture can be 
defined as the way of life or the way things are 
done. Cultural values are usually associated with 
nations, though a particular nation may consist 
of subcultures and even subcultures (Holt & 
Wigginton, 2002). In addition, Robbins (1996) 
defines national culture as “the primary values and 
practices that characterize a particular country” 
(p.48). Culture differs in many aspects and exists 
between countries based on cultural dimensions 
introduced by several theorists. The following 
paragraphs explore in more detail the three types 
of culture with which we are concerned: national, 
organizational, and IS.

A cross-cultural theorist, Geert Hofstede (1980) 
has conducted hundreds of studies to examine 
the impact of cultural values on many aspects 
of organizational behaviors and management 
practices. His study illustrates national culture 
based on four dimensions--power distance, uncer-
tainty avoidance, individualism vs. collectivism, 
and masculinity vs. femininity. Each dimension 
describes a different area of the cultural impact 
on management practices. For example, power 
distance illustrates the willingness of a person 
to accept the inequality of power in an organiza-

tion. The second cultural value, individualism vs. 
collectivism, refers to the ‘sense of belonging’ a 
person feels when it comes to job satisfaction and 
tasks. Third, uncertainty avoidance explains the 
level of risk and uncertainty that people are willing 
to accept and undertake. The last dimension, femi-
ninity and masculinity, describes the difference 
between people who are ambitious, hardworking, 
committed and task oriented as opposed to people 
who are caring, and relationship-oriented.

Organizational culture comprises the atittudes, 
experiences, beliefs and values of an organization. 
According to Schein (1992), organizational cul-
ture can be defined as “A pattern of shared basic 
assumptions that the group learned as it solved 
its problems of external adaptation and internal 
integration, that has worked well enough to be 
considered valid and, therefore, to be taught to new 
members as the correct way you perceive, think, 
and feel in relation to those problems” (p.34).”Thus 
the impact of organizational culture is extensive 
and intense in organizations where it is manifested 
in concepts such as ‘the way we do things around 
here,’ or certain rites and rituals of the company, 
‘our company climate,’ ‘our common practices 
and norms’, and ‘our core values.’ Schein (1985) 
suggests three levels of culture: artifacts, espoused 
values, and basic underlying assumptions. These 
organizational levels definitely overlap with the 
national background of an individual, which might 
create conflicts.

Besides organizational culture, another layer 
of cultural values that need to be emphasized is 
the information system (IS) culture. What is an 
IS culture? There is no clear distinction of this 
type of culture since it overlaps with national and 
organizational culture. To avoid any confusion 
with the already multifaceted cultural values in this 
chapter, we will limit our definition of IS culture to 
one particular instance, that of the organizational 
culture of the developer of the ICT and the users 
who either adopt or reject the technology that he 
or she uses in an organization. Extending the work 
of Hofstede, IS culture can be defined as the set 
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of values and practices shared by the members of 
an organization involved in information activi-
ties; this includes people like IT professionals, 
managers, and end-users. IS culture is thus a 
subset of an organizational culture, with unique 
values that are attached to the IT department. IS 
culture might resist technologies which threaten 
to change their current status, power, and working 
habits, especially when they may violate some 
of the groups’ shared values. IS culture may also 
be more or less compatible with certain forms of 
IT; when that is the case, the result can be resis-
tance to IT changes, failure in ICT adoption, and 
lack of implementation. In other words, the way 
people perceive the usefulness and ease of use 
of a given ICT will be impacted by the existing 
national culture – in this case, that of the medical 
teams as well as the support staff – together with 
the common practices, artifacts, espoused values 
and underlying assumptions of the developer(s) 
in an organization.

On the overall, culture is complex and mul-
tifaceted (Fan, 2000). As such, national culture 
is interrelated to organizational culture, profes-
sional culture (e.g. medical teams as doctors and 
nurses), as well as the IS culture. All these layers 
of cultural values can affect the way people handle 
innovation and ICT adoption. For instance, a 
study by Aggouram & Ingham (2003) found that 
when an organization attempts to standardize their 

information system, culture plays an important 
role as it affects the success of such task. Besides 
the multifaceted layers of culture, we also need 
to address the challenges that are confronted by 
people when a new technology is introduced. The 
key question is whether or not people are able 
to adopt the newly introduced ICT and if yes, 
what is the culture surrounding the ICT adoption 
and what are the challenges encountered by an 
organization?

challenges of ict adoption

Based on the following conceptual framework 
(Figure 1), there are three aspects that we exam-
ined pertaining to the issue of ICT adoption in the 
hospital which are (1) organizations, (2) human, 
and (3) technology. Without a doubt, ICT has 
played a significant role in organizations such as 
hospitals and will continue to play a greater role 
in the aim of enhancing healthcare services. ICT is 
no longer just a business tool but an integral part 
of the organization’s strategies. ICT impacts not 
only the IT department but every area or depart-
ment in the organization since ICT is responsible 
for the integration of information across the 
entire organization. Based on empirical studies, 
the challenges of ICT arise from three barriers: 
organization, people and technology (Nambisan 
& Wang, 1999; Lorenzi & Riley, 2003; Nøhr, 

Figure 1. Conceptual framework of challenges in managing ICT in healthcare organizations
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2005; Pare, 2007; Tanriverdi & Iacono, 1999). 
These challenges and issues must be managed 
critically and effectively in order for an organiza-
tion to function successfully via the use of ICT 
tools and applications.

organizational challenges

One of the most widely discussed questions on 
ICT implementation in hospitals is the cost of ICT 
investment – that is, the cost of the hardware and 
software needed to run the healthcare system. This 
could be actually high depending on the latest 
cost of software on the market, but it can also be 
relatively high, for example particularly costly to 
hospitals located in rural areas where not enough 
investment is made in updating or changing to new 
healthcare systems. In addition, organizations must 
consider costs associated with planning, specify-
ing requirements, customizing and re-customizing 
systems, training providers, and reengineering the 
delivery of healthcare systems to accommodate 
hospitals. Miller and West (2007) suggest that the 
initial cost of implementing an Electronic Medical 
Record in a health center may be as high as $US54, 
000 to $US64,000 per participating physician, 
with ongoing costs of $US21,000 per physician 
per year. The key question is thus who will bear 
the expensive costs of ICT investment?

Another important organizational challenge 
is the organizational culture. An effective and ef-
ficiently managed organization normally ensures 
that their managers and employees understand the 
basic beliefs and policies governing behavior both 
within the organization and in external business 
relationships. The concept of organizational cul-
ture encompasses not only the organization as a 
whole, but also the individuals who are part of, or 
interact with it. According to Zakaria and Mohd 
Yusof (2001), a culture that promotes change is 
thought to be a more nurturing environment for 
technology users than a culture that promotes sta-
bility and certainty. Resistance towards usage of 

ICT in healthcare systems will frequently surface 
unless the culture is receptive towards changes, 
and unless people are ready to both accept new 
ideas and, more importantly sustain the changed 
conditions in the future.

human/people challenge

Human resources are the most important assets 
that contribute to organizational success. With the 
introduction of complex and rapidly evolving tech-
nology, organizations oftentimes are limited by 
the scarcity of skilled employees and experienced 
managers needed to operate the newly introduced 
ICTs. It is recommended that IT managers and 
their top management have a plan to cope with 
skill shortages because organizations that fail to 
manage their present staff stand little chance of 
obtaining and retaining outstanding individuals. 
Human resources that are reliable and full of 
capabilities will also increase the efficiency and 
effectiveness of the ICT. Therefore, organizations 
need to ensure they can recruit, train, and retain 
talented IT experts. This issue is directly related to 
organizational performance as well as individual 
performance; significant contributions that ma-
terially improve an organization’s performance 
have oftentimes been made by a small number of 
individuals. Another important aspect is that reli-
able and competent IT expertise can disseminate 
operations and services much faster than people 
who do not know or understand how to use ICTs. 
Thus user training must be in place in order to bring 
users up to a tolerable level of competence which 
in turn increases the user acceptance of techno-
logical change. User training must be included in 
all phases of ICT adoption, from the initial stage 
up to the implementation stage. As suggested by 
Johnson (2001), three important tasks need to be 
included: educating the healthcare professionals, 
conducting research to understand the importance 
of ICT to stakeholders, and advocating for ICT 
use in organizations.
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technological challenge

Without doubt, ICT is changing the way health 
care functions. With ICT tools, organizations can 
enhance healthcare services electronically where 
barriers like time, distance and space no longer 
matters. What matters is the quality of services. 
For instance, health care organizations can offer 
more efficient and various services for health con-
sumers such as ability to access their own health 
records, browse the Internet for further information 
and knowledge about one’s illness, communicate 
freely and speedily between patients and doctors, 
and reach out to online communities of patients 
that suffer the same illness for psychological sup-
port. However, with the amplified role played by 
ICT, there are some technological challenges that 
arise such as ease of use, usability, information 
security and compatibility of the system with 
the existing one. All the challenges transpire as 
a result of the technological change undergone 
at the organizational as well as individual level. 
Technological change is defined as “the change 
period, during which something new is planned 
and introduced, e.g. the period associated with 
the introduction of new processes that have ma-
jor new technological ingredients” (Wild, 1990, 
p.55). The challenges that stem from such changes 
need to be managed. According to Benjamin and 
Levinson (1993), “The greater the functionality 
of an IT system, the more levels of learning and 
adjustments are required to use it (p.30).” In sup-
port of that, Zakaria and Yusof (2001) suggest that 
readiness and willingness to learn about the new 
technology at a greater depth and the customiza-
tion of each of the processes are key issues that 
need to be taken into account when planning or 
undergoing technological change. Only then can 
the learning and transition processes during ICT 
adoption and implementation be a success.

mEthodology

a case study of a medical 
research institute in malaysia

A case study is an ideal methodology when a 
holistic and in-depth investigation is needed 
(Feagin, Orum, & Sjoberg, 1991). Following 
storytelling logic, it seeks a deep understanding 
of a single organization by analyzing its social 
context (Dyer & Wilkins, 1991). In order to de-
scribe a rich story, case researchers approach the 
field as closely as possible and apply theoretical 
constructs in ongoing social settings. The descrip-
tive and interpretive nature of storytelling enables 
researchers to investigate the process by which an 
artifact comes to obtain its characteristics (Dyer 
& Wilkins, 1991). It is a backward tracing of ar-
tifact history and an analytical conceptualization 
of the artifact. In other words, a case study is an 
act of taking an artifact’s history apart and reas-
sembling it within a contextual frame. Through 
these processes, researchers identify the intricacies 
of a particular context.

In this study, we use case study as a qualitative 
method because it is most relevant in exploring ICT 
adoption in a new setting, in this case--Malaysia. 
Our case study focuses on one medical research 
institute (MRI) situated in the northern part of Ma-
laysia. The institute is part of a research university 
which also has its own teaching hospital located in 
the eastern part of Malaysia. This research insti-
tute’s mission is to educate and train more medical 
and dental professionals in conducting medical 
research. In addition, the institute also provides 
outpatient services to the local community. At 
the same time, the medical research institute is 
planning to open its own research hospital to be 
fully operational in the year 2010. They hope to 
become one of the biggest tertiary and advanced 
medical centers and to meet the medical demands 
in the northern part of Malaysia.
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In terms of Malaysian healthcare system, 
there are three types of funding: government, 
semi-government and private funding. In our case 
study, the medical research institute is part of a 
semi-government funding scheme because it is part 
of a higher learning (university) institution. This 
means that part of the ICT investment is taken care 
of by the Ministry of Higher Education, so in our 
case study, since this is a government run medi-
cal institute the medical cost is very minimal. In 
terms of policy, there is no comprehensive policy 
in regard to ICT use in hospital or healthcare or-
ganizations in Malaysia. In this case, the medical 
research institute adopts the policies used by the 
university’s teaching hospital. In addition, most 
clinicians were working with teaching hospitals 
before they joined the medical research institute 
and were familiar with the policies.

Using a Malaysian medical institute as a case 
does not mean that the challenges of medical in-
formatics as illustrated in this chapter are unique 
to Malaysia. We are more interested in pointing 
out that implementation and adoption of ICT in 
hospitals involves challenges and issues that need 
to be addressed by any organization. Malaysia 
is just one case in point, and though the case 
maybe unique to Malaysia it implies that other 
healthcare organizations may experience the same 
challenges when implementing and adopting ICT 
applications.

data collection

We began collecting preliminary data with the 
research objective of exploring the challenges 
faced by a single healthcare organization during 
the early stages of ICT adoption and implementa-
tion. According to Yin (2003), a case study is a 
research design that allows a researcher to under-
stand a phenomenon in depth and provides richer 
insights about the problems being researched. 
Based on the case study approach, we employed 
structured interview to elicit as much data as 
possible pertaining to the phases, challenges, and 

problems encountered during the technological 
adoption period.

In order to understand the nature of ICT 
implementation and adoption in the institute, we 
had in-depth interviews with two key people in 
the institute: the clinical director and IT Director. 
We met the respondents a few times and spent 
many hours interviewing them to obtain their 
perspectives on ICT adoption and implementation. 
The clinical director is responsible for oversee-
ing numerous medical specialties like oncology, 
psychiatry, dentistry, family health, pediatrics, 
internal medicine, and obstetrics & gynecology. 
She is also responsible for providing the space and 
tools for postgraduate research in the institute. The 
ICT director oversees all the design, development 
and implementation of ICT systems within the 
institute. These include the ICT infrastructure to 
support information and communication exchange 
within the institute. In the clinical setting, the 
IT department is responsible for developing a 
healthcare information system (HIS) within the 
institute. The HIS includes patient medical records 
(e-clinical) linked with the radiology information 
system (RIS) and laboratory information system 
(LIS) as well as nurses’ station, billing, social 
work department and inventory. The system was 
completed and launched on March 2006, the same 
time as the outpatient clinics began to operate.

Interview Protocol and 
Validity of Case Study

The process of creating the interview protocol 
started in a formal researcher’s meeting where, 
we, the researchers brainstormed the main is-
sues pertaining to ICT adoption specifically in 
Malaysia context. The focus was on the overall 
picture of ICT adoption that affected different 
stakeholders in the organization. The researchers 
then decided that the protocol should be divided 
into two categories. The first category contained 
questions related to historical background of the 
organization. We adopted 5W’s type of question-
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ing (what, where, when, how, and why) so that 
we could explore the organization.

For the second category, we used questions that 
could address the success and challenges of the 
organization when adopting ICT. For an example, 
one of the questions asked the participant to give 
example of a “success story” during ICT develop-
ment process. There is also one broad question that 
deals with “barriers and challenges” faced by the 
IT department during deployment. The “barriers” 
question is further expanded by setting probing 
questions that look into human, technology and 
organizational issues such as asking “How, if at 
all, does the communication between doctors and 
patients change when ICT is introduced?”

After the first draft of the protocol was com-
pleted, we sent the protocol to several research-
ers who are expert in the qualitative field. To 
ensure validity, the panel researchers examine 
the protocol in terms of clarity, organization, 
relevancy, accuracy and language-use. Once the 
protocol was approved, the researcher’s team 
went through a mock interview exercise in order 
to see the flow of the questions as well to know 
when to ask the probing questions. We also added 
some “scenarios” to help the main interviewer 
understood the meaning of each question in case 
the interviewer got stuck during the interview. All 
this exercise had helped the main interviewer to 
prepare for the interview.

data analysis: content 
analysis on the interviews

Content analysis is an unobstrusive research 
technique used to explore a phenomenon that 
yielded rich descriptions (Krippendorf, 2004). 
Based on the interviews we conducted, we will 
discuss in detail several challenges surrounding 
the culture, adoption, design and implementation 
of Hospital Information Systems in a local context. 
The transcribed interviews were content analyzed. 
In the first set of data, since this is a preliminary 
study attempting to explore and understand the 

challenges of ICT adoption in a hospital context, 
we used 5Ws (what, why, when, where and who) 
analysis to elicit a picture of the overall IT system 
as well the process of development and deployment 
of such a system. The 5Ws analysis is a common 
elicitation tool which enables researchers to get 
in depth information from research subjects. 
Then, in the second set, the discussions of the 
findings center on the three potential barriers: 
organizational issues, human/people issues and 
technological issues. The findings are described 
in the following section.

discussions on ict 
adoption in hEalthcarE: 
a casE oF a mEdical 
institution in malaysia

Exploring ict adoption using 
the 5ws Framework

What is E-Clinical System?

It is crucial to first define the concepts of ICT 
and electronic healthcare. We suggest using the 
following definition: ICTs are defined as tools 
that facilitate communication and the processing 
and transmission of information and the sharing 
of knowledge by electronic means; this includes 
the full range of electronic digital and analog ICTs, 
from radio and television to telephones (fixed and 
mobile), computers, electronic-based media such 
as digital text and audio-video recording, and the 
Internet (Frenzel & Frenzel, 2004). Electronic 
healthcare, or e-health, is an emerging field of 
health informatics that refers to the organization 
and delivery of health services and information 
using the Internet and related technologies. In a 
broader sense, the term characterizes not only 
a technical development, but also a new way 
of working, an attitude, and a commitment to 
networked, global thinking, in order to improve 
health care locally, regionally, and worldwide by 
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using information and communication technol-
ogy (World Bank, 2006). For purposes of our 
case study, we will also talk about the e-clinical 
system which is a healthcare information system 
(HIS) comprised of seven modules that serve 
eight clinical subspecialties in the institute. The 
motivation for creating such a system is to operate 
a paperless transaction in the medical setting. The 
development of this software was fully supported 
by the university’s IT department, who provided 
software and hardware infrastructure as well as 
manpower for software development.

At this point, e-clinical has five full functioning 
modules which are registration, patient screening, 
clinical, laboratories / radiology, and billing / in-
ventory. When patients first enroll in the system, 
they are entered into the out-patient registration by 
registration personnel. Next, patients’ vital signs 
are recorded in the patient screening module by 
nursing staff. During patient-physician interviews, 
the clinical module is used and the information is 
dispersed into imaging, laboratory and pharmacy 
modules for different uses. In each module, all 
charges are connected with the billing module. 
The social department reviews cases where pa-
tients cannot afford medical care and provides 
necessary support for those patients. If patients 
are eligible to receive help, the billing information 
is sent directly to the social department module. 
The last module, inventory, is connected to the 
billing module in order to ensure medications and 
all other orders are in stock.

Why Develop In-House Electronic 
Medical Record (EMR)

One of the goals of this medical institution is 
to operate a paperless hospital. In doing so, the 
organization planned and developed an in-house 
EMR by customizing their own system using their 
local clinical requirements. The initial require-
ments were generated by the top management of 
the medical institute followed by a series of user 
feedbacks after the system was launched. Another 

motivation for developing the in-house system was 
to reduce costs. Development was also encouraged 
by their ability to get technical expertise from the 
university Information Technology division.

When the Roll-Out Takes Place

The system rollout took place in March 2006. 
The director of the research institute wanted the 
system to be available as soon as the outpatient 
clinic was open. The decision to roll out the sys-
tem in parallel with the service was quite brave, 
and was, made even though there were issues 
in system design at that point. The IT personnel 
met regularly afterwards and listened attentively 
to user requests. Changes and modifications to 
the system were made directly and the IT people 
took time to sit down and help the users. The local 
champion participated in the IT daily meeting to 
report user requests and complaints. In this case, 
local champions are the first group of people who 
adopts ICT in this hospital.

Where the ICTs are Introduced 
in the Institution

E-clinical operates in the outpatient clinic, labora-
tory, pharmacy and imaging centers.

Who are the Users

The users of the system include clinicians, nurses, 
and registration, billing, inventory and social 
department personnel. However, each user has 
limited access control as assigned by the IT depart-
ment. For an example, the registration personnel 
can only enter and view patient registration and 
cannot access other modules. Most clinicians 
have direct access to all patient information in 
order for them to track any patients with multiple 
diseases and get appropriate care from various 
medical specialties.
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ict adoption: issues on 
organizations, human, 
and technology

In the context of the medical institute that we re-
searched, we found that people, especially within 
the top management, were very receptive to and 
supportive of the organizational change. In other 
words, organizational change was part of the cul-
ture in which people are not only willing to accept 
changes but also accepted the role of the ICT and 
recognized the benefits that they would reap from 
using it. ICT is expected to facilitate the operations 
and change the way people in the institute work 
and the way they provide their medical treatments 
and services. All members of the board of direc-
tors, which is comprised mainly of clinicians, are 
very open towards ICT implementation in their 
organization. This is evidence that clinicians are 
actively accepting ICT in their work flow instead 
of resisting it, as found in many previous research 
studies. The institute’s director himself made sure 
the e-clinical system was in place in parallel with 
the outpatient clinic opening because he wanted 
to make sure that the transitions went hand in 
hand. In addition to the sophisticated e-clinical 
system, the clinical director said that the institu-
tion has been using e-mail for their interactions 
with nurses and students.

Based on our case study, the IT director said 
one important lesson for future in-patient sys-

tem development is to include all levels of users 
at the beginning of system development. For 
example, the IT department should get insights 
from registration personnel, nurses and clinicians 
from different specialties, billing officers, social 
workers, and any other potential users. The users 
would be able to give ideas on how to make their 
workflow as smooth possible, and may be able 
to see if some design would hinder their work 
process. In addition, they should review the re-
quirements together with decision makers such as 
the institute’s board of directors. All these inputs 
are important to ensure that ICT facilitates their 
daily routine and interaction with patients.

The IT director acknowledged the importance 
of local champion who becomes a liaison to the de-
velopment team. During the initial roll-out phase, 
there were daily meetings among the developers 
and the clinical side on usage issues from the clini-
cal side; the nurse champion was instrumental in 
gathering feedback from the clinical side and was 
able to suggest necessary remedies to the problems 
that occurred. The IT director mentioned that the 
local champion understood the day to day chal-
lenges in using the system because she was herself 
an avid user and knew the clinical environment 
well enough to be able to diagnose the problems 
faced by other users. The IT director also added 
that the local champion will be included in the 
early stage of inpatient system development. The 
advantages of an in-house development team were 

Figure 2. General architecture of e-clinical system
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that it included knowledgeable end users as well 
as strong technical support from the university’s 
IT department and an in-house developer that 
understood the system. The programmers were 
able to interact with the users and make changes 
instantly because they understand their own sys-
tem in depth.

The institute only provided a few sessions of 
user training at the beginning of system deploy-
ment. There was no formal training afterwards. 
The IT director mentioned that most users refer 
to their own colleagues if they find problems 
when using the system. However, we feel that 
this organization should take extra measures 
to provide user training. The in-house training 
should be done in a consistent manner whereby 
training on the overall system and the potential 
uses of system would be cleared up among the 
users in the early stage. In a later phase, training 
should be provided as a continuous learning and 
improvement tool for the organization.

There were strong collaborative efforts be-
tween the IT department and the clinician side. 
After the system deployment, the IT people met the 
clinical end users every day to discuss any issues 
that arose. After a few weeks of daily meeting, 
the IT top management asked the programmers to 
work hand in hand with the users. At this point, all 
the programmers understood the nature of clinical 
use of the system. It is important to note that the 
process of cyclical communication is most impor-
tant at the early stage of ICT adoption. What is 
even more effective is that the IT top management 
takes a leading and proactive role to ensure that 
the technological as well as organizational change 
transpires smoothly and effectively.

Based on the case study, one of the main ques-
tions during the interview was to understand the 
technology issues surrounding the development. 
As mentioned earlier, the medical research institute 
is part of a research university. The university itself 
has an established IT department that oversees 
all IT implementation in the university. The e-
clinical system template was taken directly from 

the university’s health center, which had been 
using an electronic medical record system that 
was designed by the university IT department. 
When the medical research institute began their 
own ICT initiative, they immediately adopted the 
university’s electronic medical record system. 
However, the IT director said they had to do 
some minimal modifications because the medical 
research institute handles more medical specialties 
compared to the university’s health center. For 
the modification process, MRI had to “borrow” 
the university’s IT department programmers. The 
migration and modification process took several 
months during which programmers and MRI IT 
personnel traveled back forth (the university and 
MRI are 40 minutes away). This back and forth 
process was not an easy task, and eventually the top 
management decided to hire their own program-
mers to handle e-clinical. Finally, they obtained 
two full-time programmers to operate e-clinical. 
In addition, MRI also hired an IT manager to lead 
the development team. Even though MRI now has 
its own development team, they still rely on the 
university’s IT department for technical advice. 
Besides the issue of adapting to the university’s 
electronic medical record format, we also found 
that MRI did not have to spend any money on 
the software because all licenses are bought by 
the university. In this case, MRI was able to cut 
costs in the development system which is an added 
advantage to the organization.

In terms of infrastructure, there were some 
issues of physical layout during the initial phase. 
For example, there was some discussion about 
where to place the servers; later on they were able 
to create a separate space just to store the servers. 
The IT director added that there was no proper 
planning of where to install the hardware until 
later on, when they discovered how disorganized it 
was to have the servers in various places. In other 
words, when the decision to adopt ICT was made, 
people were excited at the idea and accepted the 
decision without taking into consideration many 
details like space. In future ICT efforts, they have 
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decided to plan hardware space first. She also 
mentioned that careful planning has been done 
in the design of the new hospital building. The 
institute selected one commercial system, which 
handles the radiological information system; this 
commercial system is developed in the USA, 
thus it incorporates standards like DICOM in 
the system. The IT department has to take into 
account these standards when incorporating it 
with the e-clinical system. In addition, the IT 
department is exploring other suitable standards 
for their own system.

lEssons lEarnEd From 
thE casE study

In this section, we first present several key per-
spectives based on the lessons learned from the 
above case study to highlight the critical success 
factors and best practices of healthcare organiza-
tions. Subsequently, we present the contributions 
based on the case study. The following observa-
tions were made:

plan the ict investment 
more Effectively

Since ICT investment is costly and time con-
suming, for example in getting the right supplier 
or vendor, top management needs to plan more 
proactively by taking factors like time, cost, and 
benefit into consideration. In the case of MRI, the 
decisions to invest in ICT applications were not 
solely made by the top management, particularly 
the IT Director. Instead, the ICT projects were 
adopted directly from the University with which 
the medical research institute has a strong affilia-
tion. Thus in the initial planning stage of buying or 
adopting ICT and the process of making decisions, 
questions like what types of ICT to invest, what 
are the cost and benefits of using one particular 

or several applications, who are involved in deci-
sion making, and timeline to adopt the ICT were 
not discussed at length. Yet, initial planning is as 
important as any other stage of the ICT adoption. 
It is crucial that these issues be addressed at the 
initial stage of decision making processes and 
as early as possible so that any problems can be 
identified and solved much quickly. In the case 
of MRI, it is fortunate that the adoption of the e-
clinical system was not much of a problem.

recruit, select, and retain 
local it Experts

By having the in-house experts as gate-keepers, 
organizations will benefit by continuous improve-
ments and modifications to suit the needs of the 
organizations. Additionally, IT experts will also 
become the main advocates for technological 
changes as well as the liaisons between users and 
support staff, because they will learn much faster 
than others. IT experts are expected to be more 
equipped with knowledge about the information 
technology systems and applications. Based on 
the MRI case, the top management strongly felt 
that when the IT people, e.g. the programmers, 
were recruited in-house, it was much easier to 
manage the time allocated for ICT adoption and 
to educate other users on the ease of use and us-
ability of the new system. With such recruitment, 
MRI no longer needs to depend on the vendors for 
help as their own IT people can handle any ‘bugs’ 
or problems that they encounter. As a result, the 
‘layperson’ or non-IT people in the institute have 
frequently consulted the IT experts for any kinds 
of problems and difficulties that they encountered 
not only during the early stage of ICT adoption 
and implementation, but also on a continuous 
basis. In essence, IT experts become the main 
source of reference to help the amateur users in 
the organizations.
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Build a strong organizational 
culture that supports 
technological changes

When organizations provide a conducive and 
supportive environment for ICT, the adoption and 
implementation process becomes less problematic 
or challenging. People are more willing to try and 
use the technology in place. Although in our case 
study we observed less involvement in decision 
making and planning in the initial stage of ICT 
adoption, the organizational culture of the MRI was 
highly supportive. In fact the IT top management 
agrees that only with a supportive culture can ICT 
adoption be successful. As evidence, the processes 
of adoption and implementation were smooth in 
the MRI. Personnel at all levels knew that ICT 
would be part of the normal ways of doing things 
in the organizations. They welcome such changes 
because they know that ICT will simplify their 
work and help them provide their services. Without 
support, resistance may surface and adoption and 
implementation will take a longer time.

involve all users and key 
people in the organizations

These people can present their needs and provide 
perspectives on what is desired versus what are the 
obstacles. By using this strategy, the organization 
creates an awareness of the change that will take 
place. When people have first hand information 
on the changes that will take place, as well as an 
avenue to voice any grievances, frustrations and 
anxieties about such changes, they will be more 
willing and ready to accept such changes. In the 
end, people will adopt ICT more willingly and 
become more accountable towards the changes. 
Our MRI was a unique case because the deci-
sion to adopt ICT was not inclusive at the initial 
planning stage. Rather than “adopt” it was more 
an issue of “adapt,” taking the existing e-clinical 
system from the other institution -- almost like 
having a customized system to fit within MRI. 

But once the e-clinical system was adopted and 
implemented, the IT director played an active role 
by ensuring all levels of users participated in the 
success of the systems. So there are continuous 
‘loop’ feedbacks from end users that provide 
extensive inputs to programmers on what needs 
to be done and improved.

provide continuous user 
training to all levels of users

From top management to lower management that 
will use ICT-- Training is essential at all stages 
of the transition because educating people on the 
ICT tools makes them familiar with the new work 
context, and eventually they become experts in 
using the tool. Training needs to be given phase 
by phase, for different people at different times. 
Top management may take precedence so that they 
can advocate changes to the subordinates.

contribution of study

Without doubt, making investments in ICT can 
be expensive, for examples in terms of the fi-
nancial cost, time, and resources. Not only is the 
infrastructure becomes one of the main concerns 
for organization, but also the cost of recruiting, 
training, and sustaining the people as the human 
resources are as crucial. By looking at the find-
ings based on the lessons learned, there are few 
implications that can facilitate organizations in 
managing the rate of ICT adoption among em-
ployees. Hence, the contributions of this study 
come in twofold. First, by looking at the dy-
namic layers of culture, it helps an organization 
to fully understand the underlying values of the 
employees as well as evaluate and improvise the 
organizational culture, structure, and processes. As 
such, organizations will incorporate a compatible 
culture that is consistent with its objectives, vi-
sion and mission. Second, organizations can take 
preventive measurements, proactive plans and 
strategies to overcome three challenges as previ-
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ously mentioned (see Figure 1.0). For example, 
organizations need to invest in training programs 
for the medical teams and support staffs to use and 
adopt ICT such administering electronic medical 
records. Essentially, failure to use and adopt ICT 
effectively will result in unsuccessful management 
of patients and its healthcare services.

conclusion and 
FuturE dirEctions

It is obvious that the case study presented in this 
chapter comprises preliminary data on the prac-
tices and lessons learned from an organization 
that adopts and implements ICT – in this case 
an e-clinical system. As such, the case provides 
insights on a Malaysian context in which the 
effort for ICT adoption is partly supported by 
the government. In the future, as an emerging 
healthcare organization, it is expected that the 
medical research institute will be developing and 
integrating more ICT applications to support their 
mission of becoming an excellent medical research 
center. Although we have presented the issues and 
challenges surrounding an ICT implementation in 
the Malaysian health care environment, the chal-
lenges can be applied in any other organizational 
context or in different country-based perspectives. 
Inherently, there are some important lessons to be 
learned from this case study as illustrated above. 
In a nutshell, managing ICT adoption and imple-
mentation requires that the organization build 
effective communication among people who are 
involved in the technological change processes; 
create awareness of both the organizational and 
technological changes that are going to take 
place; develop continuous and rigorous training 
to increase familiarity, competency, and knowl-
edge about the ICT to be used; recruit, select, and 
retain local IT experts to move the ICT adoption 
processes to success; and promoting supportive 
organizational culture that supports technological 

changes. Given these five lessons learned obtained 
from the case study, we suggest some fruitful 
questions for future research:

How, if at all, does ICT change how health-• 
care delivers its services?
How has patient care changed, and what • 
are the trends?
How, if at all, does the work of doctors and • 
nurses change when ICT is introduced in a 
health care institution?
How, if at all, does the communication be-• 
tween doctors and patients change when 
ICT is introduced?
Does ICT deskill or facilitate doctors and • 
nurses?
What are the critical success factors for • 
ICT adoption in healthcare organizations?
How do organizations manage techno-• 
logical changes to ensure effective ICT 
adoption?
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kEy tErms and dEFinitions

Culture: includes knowledge, belief, art, 
morals, law, custom, and many other capabili-
ties and habits acquired by a man as a member 
of a society.

Case study: is defined as a research strategy, an 
empirical inquiry that investigates a phenomenon 
within its real-life context. Case study research 
means single and multiple case studies, can include 
quantitative evidence, relies on multiple sources 
of evidence and benefits from the prior develop-
ment of theoretical propositions.

Electronic medical records (EMRs): are 
computerized or electronic based health records 
of a person used by physicians, clinic or hospi-
tals. It is a comprehensive record that combines 
information across multiple providers.

Information Communication Technology: 
defined as tools that facilitate communication and 
the processing and transmission of information 
and the sharing of knowledge by electronic means 
which includes the full range of electronic digital 
and analog ICTs.

Medical informatics: analysis and dissemi-
nation of medical data through the application of 
computers to various aspects of health care and 
provisions.

Organizational culture: comprises the at-
titudes, experiences, beliefs and values of an 
organization. It can also be dfeined as the specific 
collection of values and norms that are shared 
by people and groups in an organization and that 
control the way they interact with each other and 
with stakeholders outside the organization

Technological change: the change period, 
during which something new is planned and 
introduced, e.g. the period associated with the 
introduction of new processes that have major 
new technological ingredients.
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aBstract

Patients in critical condition need Physician’s supervision while they are in transit to the hospital. If 
the ambulance is linked to the emergency room, the physician can monitor patient’s vital signs and is-
sue instructions to the paramedics for stabilizing the patient. When a disaster strikes, scores of people 
are transferred to the hospital in ambulances. During an emergency situation, the number of patients 
in critical condition reaches overwhelming proportions. In this chapter, we discuss the state of the art 
in transferring emergency medical data from the disaster site or ambulance to the hospital and outline 
some case studies. We present a scheme called MEDTOC (Medical Data Transmission Over Cellular 
Network) for transferring in-ambulance multiple patients’ data to the hospital by UMTS. This system 
enables the transfer of vital signs to the hospital in reduced and packed format using limited bandwidth 
wireless network. Medical data can be transmitted over 3G cellular network using various modes and 
quality of service parameters available in UMTS. This could help the physicians in monitoring several 
patients who are either in transit or at a triage unit on a disaster site. Results of the application of 
data reduction algorithm over CAN packets and feasibility studies in transfer of data over UMTS are 
presented and discussed.
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introduction

Use of information technology (IT) in almost all 
the sectors of every day life including medicine 
has prompted the advent of telemedicine that 
is providing high-tech solution to the universal 
problem of access to health care. Now geographi-
cal isolation is no longer a barrier to timely and 
quality provision of medical care. Telemedicine 
can be defined as diagnosis, consultation, treat-
ment, education and the transfer of medical data 
(i.e. high resolution images, sounds, live video 
and patient records) using interactive audiovisual 
and data communications (Jerant et. al. 1998). 
Hence, physicians located with the patient can 
consult their colleagues remotely in order to solve 
a difficult case, supplemented with continuing 
education course over the Internet, or access medi-
cal information from digital libraries or provide 
immediate assistance during disasters.

Disasters can strike any time at any place. 
Earthquake, fire, building collapse, massive food 
poisoning and other such disasters need on-time 
medical response. First responders include ambu-
lances besides fire brigades and elite emergency 
response teams. Disaster management relies 
greatly on effective emergency medical care 
arrangements. During an emergency, scores of 
people in critical condition are transported to the 
hospital where expert medical care is provided 
by the physicians. Sometimes several patients 
can be moved in large ambulances. Ambulance 
crew consists of paramedics and driver. Their 
job is to bring the patient to the hospital alive 
and stable so that the physician can attend to the 
patient. If the vital signs (blood pressure, pulse, 
blood oxygenation and respiration) and additional 
diagnostic medical data (e.g. EKG) of patients 
can be transferred to the physician in real-time, 
then chances of saving patient’s life improve 
considerably. This is due to the fact that the first 
60 minutes are the most critical for patients suf-
fering from heart attack or other life threatening 
situations. If the ambulances are linked to the 

hospital via wireless network, vital signs and one 
dimensional (1-d) medical data can be transferred 
to the hospital in real time.

Many schemes have been proposed to transfer 
emergency medical data to the hospital using 
wireless networks. The wireless transmission of 
12-lead EKG was demonstrated by Grim in 1987. 
Majority of work done uses GSM/GPRS to trans-
mit medical information while some people have 
used 3G systems (Campbell 2005), (Giovas et. al. 
2006), (Nakamura et. al. 2003), (Reponen et. al. 
2000), (Sillesen et. al. 2006), (E-Health Insider 
2006). The focus of most of the researchers has 
been on the transmission of the medical data of 
a single patient being transported to the hospital. 
Some schemes have proposed the tracking of 
several patients using a laptop computer while 
the patients are in an on-site triage unit.

The chapter is divided into four sections. 
Section 1 presents various schemes in literature 
for transmission of emergency medical data. 
We have investigated the feasibility of transmit-
ting aggregated vital signs of several patients 
to the hospital via cellular network. The data is 
reduced before transmission using a novel data 
reduction algorithm. The details of the proposed 
MEDTOC (Medical Data Transmission Over 
Cellular Network) system are given in section 2 
and data reduction algorithm and its application 
to the aggregated data are described in section 3. 
In section 4, the results of OPNET simulation of 
aggregated data transmission using 3G UMTS 
cellular network are highlighted.

EmErgEncy mEdical data 
transmission tEchniquEs

This section gives an overview of the various 
emergency medical data transmission techniques 
that have either been proposed or reported in 
literature As reported in (Kyriacou et. al. 2007), 
a literature search shows that the work done in 
wireless transmission techniques of emergency 
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medical data can broadly be divided into GSM/
GPRS, 3G, satellite and wireless LAN. Further, 
majority of the work focuses on the GSM/GPRS 
network while a lot of others use wireless LAN 
to transmit data. Very limited work is available in 
categories of 3G and satellites. Personal Digital 
Assistants (PDAs) have also been proposed for 
handling emergency medical data at the prehos-
pital stage and a few systems have also been 
developed, for example, see (Fontelo et. al. 2003) 
and (Bolaños et. al. 2004).

Since ad-hoc and sensor networks do not 
require an infrastructure they can be a useful al-
ternative for medical data transmission especially 
during disasters (Lorincz et. al. 2004). Such types 
of networks are particularly useful when either 
there is no infrastructure such as in remote rural 
areas or there is no time available to set up a net-
work such as during natural calamities that have 
destroyed the wired infrastructure.

We now summarize some of the significant 
work done in various wireless transmission cat-
egories for emergency medical data transmission. 
Later, we will present two case studies in a little 
more detail that were reported recently and use 
3G technology for medical data transmission.

gsm/gprs For EmErgEncy 
mEdical data transmission

Systems that use GSM/GPRS technology for 
medical data transmission have recently been 
proposed/reported in (Hall et. al. 2003), (Kyriacou 
et.al. 2003), (Pavlopoulos et. al. 1998), (Salvador 
et. al. 2005) and (Voskarides et. al. 2003). In 
(Pavlopoulos et. al. 1998), the researchers have 
developed a portable medical device that allows 
telediagnosis, long distance support, and telecon-
sultation of mobile healthcare providers by expert 
physicians. The device allows the transmission of 
vital biosignals and still images of the patient from 
the emergency site to the consultation site using 
GSM. The device allows a doctor to remotely 

evaluate patient data and issue directions to the 
emergency personnel until the patient is brought 
to the hospital. The system comprises of two dif-
ferent modules; the mobile unit, which is located 
in an ambulance vehicle near the patient, and the 
consultation unit, which is located at the hospi-
tal site and can be used by the experts in order 
to give directions. Authors have also developed 
software that follows the client server model; the 
mobile site is the client, and the consultation site 
is the server.

An experimental evaluation of the performance 
of GSM and GPRS in the transmission/reception 
of X-ray images and video in emergency orthope-
dics cases has been carried out in (Voskarides et. 
al. 2003). It has been observed that FTP transfer 
rate over GPRS through hand held computers and 
laptops is in the range of 32 kbps. The download 
time for typical X-ray images of a file size of 200 
kilo bytes to the mobile device is in the range of 
60 seconds. The researchers report similar perfor-
mance in the case of simulating an ambulance for 
the biggest part of the journey.

In (Kyriacou et. al. 2003), a combined real-time 
and store and forward facility has been developed 
that consists of a base unit which is fixed and a 
mobile telemedicine unit. The mobile telemedicine 
unit is located at the emergency site and the base 
unit at the physician’s office or hospital. Vital 
biosignals (3–12 lead EKG, SPO2, NIBP, IBP, 
and Temp) and still images of the patient can be 
transmitted from the mobile unit. The transmission 
is performed through GSM, or satellite links, or 
through Plain Old Telephony Systems (POTS) 
whichever is available. The mobile unit consists of 
four modules: the biosignal acquisition module, a 
digital camera responsible for image capturing, a 
processing unit which is a PC, and a communica-
tion module (GSM, satellite or POTS modem). The 
base unit is equipped with a modem-enabled PC 
responsible for data interchange and for displaying 
incoming signals from the telemedicine unit.

The work reported in (Salvador et. al. 2005) 
describes a platform built around three information 
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entities namely, patient, health-care agent, and 
central station. It was designed to enable patients 
with chronic heart disease in stable condition to 
complete specifically defined protocols for out-of-
hospital follow-up and monitoring. The equipment 
mainly performed three tasks: i) recording of the 
desired cardiovascular parameters, ii) incorpo-
ration of a configurable questionnaire, and iii) 
transmission of all the information via GSM. The 
patients were provided with portable recording 
equipment and a cellular phone that supported 
data transmission and wireless application pro-
tocol (WAP). However, the system has not been 
designed to support emergency situations.

In (Hall et. al. 2003), the authors describe a 
system that they name Poket Doktor. This system 
allows a user to store electronic medical record 
(EMR) data on a personal electronic device and 
wirelessly (i.e., through GSM, Wi-Fi or Bluetooth) 
communicate this data to medical professionals 
when treatment is required. In a disaster or other 
emergency situation, medical workers can access 
a patient’s Poket Doktor device without physical 
access to the device itself. The Poket Doktor sys-
tem consists of the following: a) the architecture 
for a wireless, power-efficient smart card to store 
and communicate medical information, b) through 
Bluetooth wireless technology with RFID wakeup 
on the smart card to enable a fast wireless con-
nection to a healthcare provider’s device; and c) a 
platform and application software for a handheld 
computing device used by healthcare providers.

satEllitE links For 
EmErgEncy mEdical 
data transmission

Mobile Tele-Echography Using an Ultralight 
Robot (OTELO) is a project that provides a fully 
integrated end-to-end communication between 
patient and expert stations. It consists of a robot, 
an interface for displaying images and other in-
formation, and a communication link that could 

be satellite or terrestrial that allows informa-
tion exchange between two sites (Canero et. al. 
2005). The authors in (Canero et. al. 2005) have 
developed a user interface of the OTELO system 
in order to provide an end-to-end communica-
tion between the patient and the sonographer 
to facilitate transmission of ultrasound images. 
Evaluation of these images would enable the 
physician/sonographer to ascertain the degree of 
emergency. The system developed consists of a) 
an ultrasound video transmission system provid-
ing real-time images of the scanned area, b) an 
audio/video conference to communicate with the 
paramedical assistant and with the patient, and c) 
a virtual-reality environment, providing visual 
and haptic feedback to the expert, while capturing 
the expert’s hand movements. The system also 
provides the facility of processing the received 
images so as to enhance all or part of the image 
to get more information.

The system proposed in (Kyriacou et. al. 2003) 
and described in Section 1.1 also has the provision 
of transmitting the data via satellite links.

EmErgEncy mEdical 
data transmission via 
sEnsor nEtworks

Wireless sensor network (WSN) is an emerg-
ing class of systems made possible by low-cost 
hardware, advanced programming tools, complex 
algorithms, long lasting power sources and energy 
efficient radio interfaces. Wireless sensor network 
is a new paradigm in designing fault tolerant mis-
sion critical systems, to enable varied applications 
such as threat detection, environmental monitor-
ing, traditional sensing and actuation and much 
more (Wiki 2008).

A software infrastructure that uses sensor 
networks has been developed in (Lorincz et. al. 
2004) and named “CodeBlue”. The designed 
infrastructure integrates sensor nodes and other 
wireless devices into a disaster response setting 
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and provides facilities for ad hoc network forma-
tion, resource naming and discovery, security, and 
in-network aggregation of sensor-produced data. 
They have also developed a robust radio frequency 
(RF)–based localization system – MoteTrack – 
that lets rescuers determine their location within 
a building and track patients. Although, the work 
presented is only preliminary, it opens a number of 
exciting opportunities and challenges in the use of 
sensor networks for emergency data transmission. 
For example, as has been mentioned in (Lorincz 
et. al. 2004), wireless vital sign monitoring of 
multiple victims at a disaster scene is of utmost 
importance. Those reaching first at the disaster 
scene could place wireless, low-power vital sign 
sensors on each patient. Nearby physicians and 
technicians could receive continuous data re-
layed by these sensors and could get additional 
information via mobile computers or PC-based 
systems. Hence, it would be possible for the field 
personnel to monitor several patients at a time 
in the light of the instructions they receive from 
paramedics (Frykberg and Tepas III 1988), (Flint 
and Milligan 1999).

othEr EmErgEncy 
mEdical data systEms

A Personal Digital Assistant-based (PDA-based) 
electrocardiogram (EKG)/blood pressure (BP) 
telemonitor has been developed in (Bolaños et. 
al. 2004). A number of instrumentation modules 
have been developed and integrated to realize a 
compact system that could be deployed to assist 
in telemedicine applications and heart rate vari-
ability studies. The device can acquire EKG/BP 
waveforms, transmit them wirelessly to a PDA, 
save them onto a compact flash memory, and 
display them on the LCD screen of the PDA.

An interesting wrist ambulatory monitoring and 
recording system with a smart glove with sensors 
has been developed in (Axisa et. al. 2004) for the 
detection of the activity of the autonomic nervous 

system. It is composed of a smart T-shirt, a smart 
glove, a wrist device and PC. Smart clothes enable 
the development of ambulatory measurement and 
user-friendly monitoring devices. Technologies for 
integration of smart clothes with human body are 
now available and sensor’s integration in the textile 
frame is now possible. The software developed 
with the proposed system records real time data 
that can either be displayed in the form of graphs 
or be recorded for later analysis or transmitted to 
a remote location.

In order to give an opportunity to the develop-
ing countries that cannot afford telemedicine due 
to the expensive equipment and high connectivity 
costs involved, a low-cost portable telemedicine 
kit has been developed in (Adler 2000) that allows 
a health practitioner in a remote area to capture 
patient data in the form of audio, video, and images 
in an asynchronous fashion and forward them over 
the Internet to a doctor for a diagnosis. The kit 
consists of a digital stethoscope, an EKG recorder 
and a medical imaging system. A prototype has 
been developed and several images and medical 
data have been captured and shown as examples. 
In the later part of this work, quality trade-offs 
with cost have also been discussed. The author 
also argues the quality of the audio/video captured 
with such devices that would be acceptable to 
the physician before he/she could give an expert 
advice and/or arrive at a conclusion.

A pre-hospital patient care system is presented 
in (Gao 2006) with the design goals of being 
scalable, reliable and user-friendly. This system 
enables medics to efficiently track location, 
monitor the vital signs and notify the change in 
the status of patients. They called this technology 
“Vital Mote”. The system consists of multiple 
components namely electronic triage tags with 
sensors, a wireless ad-hoc mesh network, pre-
hospital patient care software, a secure web portal 
and a handheld PDA.

All the sensors and probes are integrated in 
the “mote” which was originally developed at 
university of California with functionalities of 
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vital signs monitoring (pulse oximeter, blood 
pressure, and a three-lead EKG) location tracking, 
medical record storage and triage status tracking. 
VitalMote builds upon the CodeBlue project of 
Harvard University which is a wireless network 
for sensing and transmitting vital signs and geo-
location data. The connectivity to the system was 
provided by using Verizon’s EVDO coverage in 
Washington DC.

A wearable computer “mote” attached to the 
wrist of patient continuously transmits informa-
tion via ad-hoc mesh network to pre-hospital 
patient care software package (MCCHALES by 
OPTIMUS Corporation) running at portable tablet 
PC where the responder may respond accordingly 
using the tablet PC. The tablet PC is harnessed to 
the first responder in a waterproof and anti-glare 
casing. The information is also transmitted to a 
central database system in real time. A web portal 
was also built so that other responder from the 
responding team and responders from other depart-
ments could respond over internet. To detect the 
anomalies, vital signs monitoring algorithm was 
also developed. When an anomaly is detected in 
the patient vital signs, the medic’s software ap-
plication generates an alert in the user interface.

The benefits of the system are low setup time, 
reliable connectivity, optimized time utilization 
of responders and more than 90% survival rate 
in worst case. The distinction of this system to 
previously developed similar systems is that it 
uses electronic triage tags in place of paper based 
tags thus saving sufficient processing time of 
recording data manually and converting that into 
electronic format.

EmErgEncy mEdical 
data transmission via 3g 
tEchnologiEs (casE studiEs)

3G is emerging as a promising technique for 
emergency medical data transmission. In this 
section, we present two case studies on the usage 

of 3G technology for medical applications. Five 
case studies based upon technologies other than 
3G have been presented in (Pattichis et. al. 2002) 
while two have been presented in (Kyriacou et. 
al. 2007).

Mobile Teletrauma System 
(Chu and Ganz 2004)

A cost effective teletrauma system that uses 3G 
networks has been introduced in (Chu and Ganz 
2004). This system comprises two units namely 
the trauma-patient unit and the hospital unit have 
been developed using LabView professional 
platform. The system allows multiple threads to 
handle multiple data streams concurrently. Both 
the units are synchronized to cater the critical 
responses. The communication in the system is 
based on client server model.

The trauma-patient unit runs on a highly 
powerful laptop or a tablet PC (may reside in the 
ambulance) that is directly connected to medical 
devices such as vital sign monitoring, portable 
ultrasound and video camera for data acquisition 
and a wireless transceiver to send and receive data 
over a 3G wireless link while the hospital unit 
resides in the hospital on another PC (may be at 
physician’s desk) connected to the Internet. The 
hospital unit has access to the trauma-patient unit 
by virtue of the interconnectivity of the wireless 
network and the Internet.

The trauma-patient unit processes the data 
acquired through the connected devices in the 
form of bio-signals, images and video streams. It 
extracts the parameters of bio-signals and analyses 
them, compresses the JPEG images and processes 
them, and compresses and selects parameters from 
video stream. To reduce the information that is to 
be transmitted, it processes the data such that it 
could fit the narrow bandwidth. This process of re-
duction has been named transcoding and includes 
three submodules as shown in Figure 1.

The hospital unit receives, decompresses and 
de-multiplexes information transmitted by the 
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trauma-patient unit. It then stores and displays the 
received information. It also provides functions 
for analyzing medical images and EKG signals 
such as “R-interval extraction”, region of interest 
(ROI), and the edge detection by using the control 
parameters available at this unit. If needed, more 
focused information of image is transmitted by the 
trauma-patient unit for the critical area determined 
by the physician at the other unit.

In order to avoid congestion in the network, 
the authors suggest prioritizing the data streams 
according to the requirement of a particular stream. 
For example, EKG signal could be at the highest 
priority and video at a lesser priority. Further, 
authors suggest using TCP socket to transmit more 
critical information (such as the EKG signal) while 
UDP socket to transmit the information that can 
afford losses (such as video). Frame losses can 
be minimized by adjusting the frame-rate based 
on an algorithm proposed in the paper.

Figure 2 shows the experimental test bed used 
for the proposed system.

MobileRobotic Tele-Ultrasonography 
Systems (Garawi et. al. 2006)

In this work, performance analysis of a fully 
integrated end-to-end mobile tele-sonography 
system has been carried out for remote services 
mobile tele-echography using an ultra-light robot 
(OTELO). OTELO was a European Information 
Society funded project. It comprises a fully por-
table tele-operated robot that allows a specialist 
sonographer to perform real time robotized tele-
echology. Three main parts of this system are the 
expert station, the communication links and the 
patent station.

At the expert station, a medical expert handles 
a pseudo haptic fictive probe to control the posi-
tioning of the remote robot. The communication 
links vary. This may be satellite, 3G or terrestrial 
link depending upon which geographical area the 
system is located in.

The patient station is composed of six degrees 
of freedom (DoF) lightweight robotic system and 
has its own control unit. This robot physically 

Figure 1. Trauma-patient unit software architecture (© 2004, Chu and Ganz. Used with permission)
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manipulates the ultrasound probe in response to 
the expert’s directives. The expert can move the 
fictive probe and controls the distant probe holder 
through forced feedback mechanism.

Since in ultrasound scan, voice is rarely needed 
by the patient or the doctor, the system sends 
both ambient video plus voice (videoconfer-
ence) following the reception of ultrasound data 
by the expert station. However, if sufficient 3G 
bandwidth is available, simultaneous ultrasound 
stream and videoconferencing data transmission 
can be accommodated.

There are three types of data streams com-
munication in OTELO system; one is the robotic 
control data, second is ultrasound still images and 
the third is the medical ultrasound streaming data. 
The patient station transmits ultrasound images, 
ultrasound streams, ambient voice and video, and 
robot control data while it receives robot control 
data, and ambient voice and video from expert 
station. Robot control data stream is identified 
as the most critical type of data.

An experimental setup was used to measure 
the end-to-end performance using 3G links. The 
patient station is connected to a 3G terminal via 
wireless card connected to a laptop PC. This uses 
the client server model for inter- communication 

between expert and patient stations. UDP has 
been employed as the transport protocol for video 
streaming on the fading channel while RTP has 
been employed to support real time full duplex 
data transmission. Performance has been evalu-
ated in terms of average throughput, end-to-end 
packet delay and delay jitter under different load 
conditions. The ultrasound data was acquired at 
the rate of 13 frames/sec in Quarter Common 
Intermediate Format (QCIF).

The robotic data bursts flow from the expert 
system at 16 bytes payload on 70 ms time inter-
val. For video compression at low bit rate, H263 
codec has been used. Reliable functioning of 
the robotic system has been achieved using an 
uplink of 64 kbps with a minimal packet loss of 
less than 0.5%.

G Embedded Communication 
System (Issa et. al. 2008)

One of the most recent work reported in (Issa 2008) 
is the transmission of multimedia medical data 
through a novel system architecture that chooses 
the best wireless connection from amongst the 
various available heterogeneous options. Pro-
posed application is capable of sending signals 

Figure 2. Experimental test bed (© 2004, Chu and Ganz. Used with permission)
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from ECG, vital signs (such as temperature and 
heart rate etc.), audio data, still-images and real-
time video streaming from a mobile terminal to 
a receiving facility. The authors claim increased 
reliability of their system and secure transmission 
of the data.

A multi-layered communication architecture 
is proposed that is based upon TCP. These have 
been defined as Network Interfaces, Connection 
Layer, Session Layer and Messages. The authors 
then describe the various operations that involve 
session manager and connection manager. Session 
establishment and resumption, switchover and 
recovery, and scheduling and prioritization have 
all been described in detail. Proposed system is 
validated by conducting tests on a commercial 
CDMA 2000 1x–EVDO network.

introducing mEdtoc

In this section, we describe our proposed MED-
TOC (Medical Data Transmission Over Cellular 
Network) system. The ambulances are required 
to be equipped with cellular (3G UMTS) links 
and MDN (medical data network). Even if the 
ambulance is at a considerable distance from 
the hospital, it can use the cellular network for 
transmission of vital signs and additional data. 

The data can be aggregated to include vital signs 
of several patients being transferred to the same 
hospital. The maximum number of patients can be 
modified based on the demand of the situation.

The medical instruments collecting patients’ 
vital signs such as EKG, heart rate, temperature 
and oxygenation are connected to the medical data 
network. These instruments inject digitized vital 
signs on MDN. The medical instruments generate 
Controller Area Network (CAN) formatted data 
over medical Data Network (Bosch 1991), (Kempf 
et. al.). Controller Area Network Protocol is a se-
rial communications protocol originally designed 
for the automotive industry. However, due to its 
inherent robustness, the CAN protocol has also 
become popular for embedded control in medi-
cal environment. In MEDTOC, the ambulance 
is equipped with a gateway that would convert 
the CAN messages to IP packet to be transmitted 
over the cellular network. Figure 3 and Figure 
4 illustrate the MDN, gateway and links for the 
ambulance to the hospital via cellular network.

aggrEgatEd data Form 
and data rEduction

The aggregation of medical data for several pa-
tients is desired when an ambulance is carrying 

Figure 3. MEDTOC Architecture: Ambulance
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several patients. This aggregation is achieved by 
using special packet format that puts the data in 
order. We describe the packet header and payload 
formats in this section.

data aggregation and 
packet Formats

CAN header can be manipulated to aggregate 
medical data for patients. There are two versions 
of CAN protocols in use. They are called CAN 
2.0A and 2.0B. Main difference between these 
versions is the length of message identifier. Ver-
sions 2.0A and 2.0B have 11 and 29 bits message 
identifiers respectively as shown in Figure 5 
(Bosch 1991).

We have selected CAN version 2.0A as we 
do not need the extra header bytes in MEDTOC 
system. The base identifier in Figure 5 in a CAN 
message determines the priority of the message. To 
achieve dynamic priority for all CAN bus nodes, 
11-bits base identifier (BID) can be segmented in 
the following format: x1x2x3y1y2y3y4z1z2z3z4. The 
first three bits x1x2x3 represent CAN message type. 
CAN message types for medical data payload are 
shown in Table 1.

If first three bits of identification field are 
“000” then next three bits of BID (BID3 BID4 
and BID5) will describe the patient information 
type as shown in Table 2.

Each patient will be assigned a 2 bits Patient 
Identification (PID) code and will be defined in 
BID’s bits BID6 and BID7. The patient’s name 
will be sent in 8 bytes in CAN’s message’s data 
field. If patient information type field is equal to 
001 (Medical data) then patient’s medical data will 
be described in the format shown below:

Age: 2 bytes
Gender: 1 byte (M/F)
Pre-existent health condition: 2 bytes: Diabetic/

Non-Diabetic (DB/ND)

In our scheme it is suggested that each CAN 
enabled medical equipment send patient’s digi-
tized vital signs in 16 bits along with patient ID 
and code of the vital sign as shown in Figure 6.

CAN-UMTS gateway gathers messages 
from CAN-enabled medical equipment from 
In-ambulance CAN network and keeps them in 
relevant buffers such as EKG buffer, BP buffer 
etc. The data field of a CAN message is up to 64 

Figure 4. MEDTOC Architecture: Hospital
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bits long, therefore, one CAN message can carry 
vital signs data of up to 4 patients. To distinguish 
the EKG data for different patients, it sets 2 bits 
patient’s ids in patient’s identification field. For 
example, EKG data of four patients with ids 00, 
01, 10 and 11 is shown in Figure 7.

CAN-UMTS prepares packets of aggregated 
data and generates IP packets in which aggregated 
CAN message is treated as IP payload.

data reduction algorithm

The medical data for the patients in critical condi-
tion is transmitted over Cellular Network. There 
are strong chances that due to the mass emergency 
situation, the number of phone calls and the load 
over the network would leave very little band-
width free. It is therefore required to compress 
the data so that the vital signs of large number 
of patients can be accommodated over a single 
UMTS connection. Furthermore, several patients’ 

Figure 5. CAN Version 2.0A and 2.0B

Table 1. Medical data payload types for CAN message 

BID0 BID1 BID2 Message definition

0 0 0 Patient information

0 0 1 Blood Pressure

0 1 0 EKG

0 1 1 Pulse Rate

1 0 0 Blood oxygenation

Table 2. Additional message types 

BID3 BID4 BID5 Message definition

0 0 0 Patient name

0 0 1 Medical data



180

Emergency Medical Data Transmission Systems and Techniques

vital signs data over MDN may lead to network 
saturation over In-Ambulance data network. Ac-
cordingly, the number of waiting messages will 
increase austerely.

It has been suggested that patients’ medical 
information be represented by CAN message’s 
payload as explained in section 3.1. It is very 
likely that a considerable portion of message 
payload may remain constant depending upon 
the message type. For example, if a message 
represents patient’s temperature information, 
then there are good chances that the temperature 
may remain constant for a considerable amount 
of time. Therefore, the data bytes representing 
the temperature information will remain constant 
for that period of time. Based upon the “non-
variability” feature of some of CAN messages, a 
data reduction (DR) algorithm for CAN network 
was developed in (Misbahuddin and Al-Holou 
2003). In the DR algorithm, it is assumed all CAN 
messages have fixed payload size of 64 bits. The 
transmitting and receiving CAN controller chip 
maintains a history of recently sent or received 

N CAN messages in buffers T_BUF and R_BUF 
respectively. Whenever the transmitting CAN chip 
schedules a previously sent message, its payload 
is compared with the payload of message saved 
in the T_BUF. If some data bytes in the newly 
generated message are found repeated, then the 
CAN controller prepares an 8 bit compression code 
(CC) to indicate this repetition. Eight bits of CC 
correspond to 8 bytes of CAN’s payload size. If 
ith data byte is repeated, the ith bit in compression 
code is set to “1”. On the other hand, if ith data 
byte is not repeated, the ith bit in the compression 
code is set to “0”. Non-repeated data bytes will 
follow the compression code. For example, if in 
a CAN message bytes 0, 1, 2 and 3 have been 
repeated and bytes 4, 5, 6 and 7 are new then the 
compressed CAN message will be as shown in 
Figure 8.

In a CAN message, the compression code’s 
absence or presence depends upon the repeti-
tion of data bytes. To indicate the existence and 
non existence of compression code, one of the 
reserved bits (r0) in the CAN message’s control 

Figure 6. CAN message with compression code and non-repeated data bytes

Figure 7. Results for compression of 12-channel 2-byte EKG Data
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field may be used (Bosch 1991). If the CAN chip 
includes a compression code, bit r0 is set to “1”. 
The receiver CAN chip monitors r0 bit. If it finds 
r0 as 1, it will interpret very first byte in data 
field as compression code. The CAN chip will 
recover the repeated bytes from the buffer inside 
the CAN chip and non-repeated bytes from the 
received message.

The compression code and non-repeated data 
bytes are sent in the data portion of the message. 
If there is no repetition of data bytes, no compres-
sion code is generated and message is treated as 
normal CAN message. If a message arrives at 
a CAN controller with compression code, then 
the repeated data bytes are recovered from the 
R_BUFF and the new bytes are extracted from 
the data field of the arrived message. Actual mes-
sage is reconstructed by combing the repeated and 
non-repeated message bytes and handed over to 
the host system.

We have studied the data pattern in 12 channel 
EKG data and came to the conclusion that EKG 
digitized with 2 bytes is attributed with significant 
non-variability features. This observation encour-
ages us to apply the DR algorithm to ambulatory 
EKG data. All the medical equipment is CAN 
enabled. Therefore, DR algorithm can be applied 
to MDN and is executed by CAN-UMTS gateway 
to the aggregated CAN messages. We have applied 
DR algorithm to EKG data and computed the 
compression ratio. Figure 9 indicates the resulting 
reduction ratio for the 12-channel EKG data. For 
MIT heart rate series (MIT-BIH 2008), the data 
for “hr7257.dat” was compressed to 85% of the 
original size and the data for “hr11389.dat” was 

compressed to 89% of the original size. The lower 
compression ratio for heart rate series is because 
of the fact that the heart rate value is rounded from 
floating point representation to one byte integer 
format and CAN protocol carries 8 readings per 
packet that differ in small amounts.

simulation rEsults 
For aggrEgatEd data 
transmission

We have worked on evaluating the performance 
and feasibility of transmitting vital signs of mul-
tiple patients via single UMTS connection. The 
patients could be located in large ambulances that 
can take multiple injured or sick patients from 
a disaster site to the hospital. Alternatively, the 
patients could be placed in different ambulances 
moving in close proximity to each other towards 
the same hospital. In the latter case, the ambulances 
are assumed to be equipped with localized wire-
less connections using Wi-Fi or Wi-Max based 
MANET.

The one dimensional medical data must be 
multiplexed for each patient and then the data for 
different patients can be aggregated into packets 
that can be transferred over the UMTS network 
to the hospital. The type of vital signs data, 
identification and rate of measurement is given 
in Table 3. The aggregate bandwidth required 
for transmission of data for one patient is 8900 
bps, inferred from the last column of Table 3. 
For 16 patients’ data, the raw bandwidth required 
is 142,400 bps (or 142 kbps). The multiplexing 

Figure 8. EKG Data for One Second at 500 Hz
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and aggregation overhead is negligible as the 
number of different data types and the number 
of patients can be encoded within very small 
bit range.

For the purpose of medical data transmission, 
we have selected an EKG sample that has been 
measured at 500 Hz. Figure 10 shows the plot of 
one second of data. There is one QRS complex 
per second, indicating normal heart rate.

A simulation scenario was developed in OP-
NET in which one mobile node travels across 

several node-B stations in its journey from point 
‘A’ (disaster site) to point ‘B’(hospital) while 
transmitting aggregated medical data to the hos-
pital. We simulated various conditions including 
light load and heavy load on the network to study 
the loss and delay parameters when the medical 
data is transferred. Figure 11 shows the simula-
tion scenario and Figure 12 shows total traffic 
received at the hospital.

Figure 13 depicts the end to end delay as re-
corded at the hospital node.

Table 3. Medical data sampling requirements 

S.No. Data Title Data ID Sample Rate Bandwidth consumed

1. EKG 0 125 to 500 samples per 
second

2kbps to 8kbps (based 
on 2 bytes per sample)

2 Blood pressure 1 1 sample every 2 
minutes

16 bits per 60 seconds

3 Pulse 2 2 samples per second 32 bits per second

4 Respiration (tidal 
volume)

3 50 samples per second 800 bits per second

5 SpO2 (blood oxygen-
ation)

4 2 samples per second 32 bits per second

Figure 9. Results for compression of 12-channel 2-byte EKG data
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Figure 10. EKG Data for one second at 500 Hz

Figure 11. OPNET Simulation of Ambulance Journey to Hospital
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It is clear that the end to end delay is maintained 
within 0.8 seconds and no traffic was dropped. 
Thus the UMTS network demonstrates superior 
performance in forwarding the simulated traffic to 
the destination. This is despite the fact that no QoS 
was applied to the traffic and it was considered 
as best effort traffic.

FEasiBility oF EmErgEncy 
mEdical data transmission

In this section, we briefly discuss the results of 
a feasibility study undertaken for the implemen-
tation of MEDTOC in developing countries. 
Since the hospitals cannot afford very expensive 
equipment in such countries, cost plays a major 
role in the decision to adopt a new technology. 
Due to shortage of funding and infrastructure to 
face mass disasters in developing countries, loss 
of human lives is significant. Therefore any new 
solution must bear a low cost so that it can be 
adopted widely for saving lives.

Figure 14 shows our proposed solution for 
cost effective emergency alert transportation 
of patients. We propose to use the “Vital Mote” 
wrist band sensors (Gao 2006). These sensors 
can transmit the blood pressure, SpO2 (blood 
oxygenation), heart rate and three lead EKG au-
tomatically to a PC or notepad computer within 
a short distance of 10-20 meters. One Vital Mote 
can transmit all the data continuously for up to 
6 hours on two AA batteries. In Figure 14, it is 
shown that there are four patients per ambulance 
and the motes, attached to their wrists, transmit 
data to a central PC or notepad computer. The 
computer carries out necessary processing of data 
to convert it to CAN standard format. It transmits 
the data to the CAN network through a CAN-USB 
interface (www.emicros.com) card that plugs into 
the USB port.

The CAN format data transmitted by CAN-
USB interface is received by the CAN-UMTS 
gateway and controller. CAN controllers are 

implemented in FPGA/ASIC for low volume/high 
volume applications. The same chip with send/
receive buffers and peripheral connections can 
function as a bridge between the CAN and UMTS 
networks. This gateway places a call on UMTS 
network to the hospital and transmits the data 
through the high priority QoS class of the UMTS 
transmission. Table 4 indicates approximate cost 
of the equipment to be installed in one ambulance. 
It is obvious that the system is affordable for 
low budget hospitals as up to four patients can 
be monitored while on way to the hospital with 
equipment costing around $2,100.

conclusion

In this chapter, we have focused on enabling 
technologies for real-time transmission of emer-
gency medical data to hospitals. This matter has 
recently drawn attention due to sudden and mas-
sive calamities that have been occurring at various 
places. This issue has also become conspicuous 
due to present challenges and recent natural di-
sasters such as tsunami, earthquakes, fires and 
disasters etc. We have provided an overview of 
the current state of the art in this field of real-
time transmission of emergency medical data 
and presented a solution considering the issue not 
addressed by other researchers. Two case studies 
are highlighted in which cellular 3G system has 
been used in transmission of medical data to the 
physician. These systems are known as Mobile 
Tele Trauma System and OTELO (mObile Tele-
Echography using an ultra-Light rObot). Most 
of the work done has covered the case of single 
patient or the data is transmitted locally within 
an on-site triage unit. We have introduced our 
novel technique of aggregating and compressing 
emergency medical data of several patients and 
its transmission to the hospital using 3G cellular 
network for analysis and monitoring by the physi-
cians. In our scheme, the data consisting of vital 
signs is formatted and compressed over the CAN 
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Figure 13. End to end delay

Figure 12. Traffic for one patient and 16 patients’ data received at the hospital

Figure 14. Mote data transmission from ambulance via UMTS to hospital
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network and passed through the CAN – UMTS 
gateway before being delivered to the hospital. 
The format fields are outlined and the performance 
of data reduction algorithm is measured in terms 
of percentage saving in data size. Our proof of 
concept simulation in OPNET sets the ambulance 
in motion and passes it in a loaded network with 
at least one handover between two node B sta-
tions. The data transmitted by the ambulance 
simulates the bandwidth required by vital signs 
of one patient and 16 patients. The results indicate 
no loss and minimal delay in the transfer of data 
from the ambulance to the hospital. Future work 
includes design of complete MEDTOC protocol 
including the transfer of actual medical data with 
customized software within highly congested 3G 
network as per mass disaster scenarios. The data 
may be bound with the QoS classes available in 
the UMTS network.
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kEy tErms and dEFinitions

Aggregated Data Transmission: A technique 
to transfer data after aggregating multiple data 
samples.

CAN Protocol: Controller Area Network 
protocol originally designed for Automotive ap-
plication, which allows data communication in the 
form of short messages over a serial bus.

CAN-enabled medical equipment: Medi-
cal equipment which inject medical data over a 
CAN bus.

Emergency Medical Data: Patients’ vital 
medical records.

Medical Data Network: In-Ambulance data 
network to carry patients’ medical data.

OPNET Application: Application of OPNET 
simulation software.

UMTS: Universal Mobile Telecommunication 
System, a mobile phone technology which will 
include Internet access, video and SMS along 
with traditional phone services.

Vital Biosignals: 3–12 lead EKG, SPO2, NIBP, 
IBP, Temperature.
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aBstract

Healthcare organisations increasingly use simulation and modelling techniques to analyse their proce-
dures and policies. Modelling activities attempt to help meet the challenges, constraints and requirements 
for efficiency encountered in the modern healthcare environment. A variety of techniques are used, often 
applied in different roles and by different functions in the organisation. Recent research has investigated 
the benefits of considering multiple approaches in the analysis of problems. This chapter briefly intro-
duces the use of simulation and modelling in healthcare and the factors driving the increasingly wide-
spread use of these techniques. Simple examples show how individual methods may be applied to model 
healthcare problems. The recent emergence of multi method approaches to modelling is examined and, 
focusing specifically on healthcare, examples of how these new ideas may also be applied in healthcare 
modelling are presented. Finally the challenges to implementing such new approaches effectively in a 
healthcare environment are discussed.
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introduction

Studies in Healthcare Informatics propose a wide 
range of new technologies and techniques for 
use in modern healthcare environments. Many 
applications of Information and Communications 
Technology (ICT) in healthcare focus on using 
information systems, innovative devices, and 
specialised learning environments for medical 
practitioners to support the delivery of healthcare 
services. An area occasionally overlooked in 
healthcare informatics literature however is the 
use of computer based modelling to investigate the 
organisational and policy issues which underlie 
effective healthcare service delivery. In 2006 the 
UK organisation the Royal Society produced a 
report on the future impact of ICT in UK healthcare 
(The Royal Society 2006). Among the available 
technologies and changing trends, the report 
identified simulation and modelling as an effective 
tool that may be used to predict demand, evaluate 
costs and improve service overall. This chapter 
highlights the use of computer based modelling on 
organisational problems in healthcare and focuses 
on how a recently proposed approach to develop-
ing models, multi method modelling, can enhance 
the effectiveness of their application.

Until recently the subject of organisational 
and policy modelling has enjoyed a low profile 
in healthcare informatics literature. Some older 
texts such as Sheaff & Peel (1995) and van Bem-
mel & Musen et al. (1997) make no reference to 
the topic at all, however, as Eldabi & Paul et al. 
(2007) indicates, the number of published studies 
in this area has grown rapidly in recent years. In 
some health informatics texts, such as Davies & 
Bensley (2005), modelling is grouped in the wider 
category of decision support techniques. This has 
sometimes served to obscure the role of organi-
sational modelling and the particular differences 
between the methods applied. Some common 
approaches used in modelling the problems of 
healthcare organisations include Econometrics, 
Discrete Event Simulation, System Dynamics 

and Markov Modelling. While each is individu-
ally effective, recent developments in modelling 
methodology propose that an integrated perspec-
tive of the methods may address the challenges of 
healthcare modelling particularly well.

This chapter provides an introduction to or-
ganisational modelling techniques for readers of 
healthcare informatics literature who are unfa-
miliar them. By way of illustration, two simple 
examples of how organisational healthcare issues 
may be formulated for analysis using simulation 
techniques are presented. For those familiar with 
such studies an emerging strand in modelling meth-
odology, multi method modelling, is introduced 
with a review of key literature and results in this 
area. The application of multi method modelling 
to healthcare issues is discussed in detail. Factors 
which make this approach particularly appropriate 
for healthcare problems are presented as well as 
how features of the models may influence their 
effective deployment. Five examples of recent 
healthcare studies which have used multi method 
approaches successfully are briefly reviewed. 
Finally the future challenges to applying this 
approach in healthcare modelling are presented. 
References to key literature are provided through-
out to support the reader in further research.

thE changing proFilE oF 
modElling in hEalthcarE

Using abstract models to understand the behav-
iour of a subject is common in disciplines such 
as economics and engineering, as a result where 
these disciplines overlap with healthcare, models 
are often used. Increasingly however models are 
also being applied to issues of process, organisa-
tion and cost in healthcare using a wide range 
of techniques. Briggs & Claxton et al. (2006) 
presents some approaches for evaluating costs 
including decision trees, Markov modelling and 
simulation techniques. Morris & Devlin et al. 
(2007) discusses economic and statistical models. 
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Fone & Hollinghurst et al. (2003) provides an 
extensive survey of healthcare modelling studies, 
particularly where simulation methods are used, 
and identifies four main areas for their application; 
hospital scheduling and organisation, infections 
and communicable diseases, costs and economic 
evaluation and screening.

Several different influences are reported as 
making healthcare modelling increasingly at-
tractive. Davies & Bensley (2005) cites the new 
challenges for healthcare providers driven by 
changing demographics and social trends. Young 
& Brailsford et al. (2004) suggests that the high 
expectations of service expected from healthcare 
users may interest policy makers in established 
modelling approaches. Briggs & Claxton et al. 
(2006) cites the policy of public health bodies 
in Australia and Canada requiring the system-
atic evaluation of all new devices, procedures 
and pharmaceuticals prior to their approval and 
adoption.

Increasingly institutional factors in healthcare 
organisations, such as mandatory requirements for 
data collection and performance reporting, also 
support the use of modelling. The widespread 
availability of on site computing capacity, via 
workstations and an hand held devices and increas-
ing levels of computer literacy in the workforce 
mean that models can be readily implemented and 
their findings easily presented to policy makers.

the varied role for 
modelling in healthcare

The general benefits of modelling are the ability 
to investigate the effects of different decisions 
on a problem or system without committing 
significant resources or affecting the real situ-
ation adversely. As such, using organisational 
models it is possible to investigate the behaviour 
of healthcare systems in different circumstances, 
applying possible policy responses and reviewing 
the consequences.

Because of the scale of healthcare organisations 
the financial and resource costs of poor policy or 
decision making can be significant. The critical 
role of healthcare in providing medical treatment 
means that the evaluation of risk is of the upmost 
importance. The high cost of failure for healthcare 
organisations also requires that risk is reduced 
where possible.

Modelling in healthcare therefore is used to 
support four main areas of interest for policy 
makers and professionals:

Planning and design of services• 
Investigation of observed behaviour• 
Building descriptions of processes• 
Evaluation of financial and resource costs• 

Service organisation and delivery schemes 
can be planned and tested using modelling tech-
niques. This may be required in the planning of 
new services; for example new departments or 
wards. It may be used to plan the reorganisation 
of existing services. Once represented using an 
appropriate model the design may be tested with 
data to ensure that it meets performance targets. 
Rohleder & Klassen (2002) provide an example 
of such a modelling study for clinics investigating 
prospective systems of appointment scheduling.

Healthcare processes and systems may be 
studied in order to make predictions about their 
behaviour or investigate unexpected performance. 
Models may be used to predict outcomes based 
on a number of relevant factors or possibly sug-
gest areas in the system where improvements 
may have the most effect. Lane & Monefeldt et 
al. (2000) provides an example of this kind of 
study, investigating the dynamic behaviour of an 
Accident and Emergency Department.

Modelling may also be used to understand 
or document an existing process or system. In 
some circumstances healthcare organisations act 
as complex systems, evolving to solve problems 
and sometimes producing counterintuitive behav-
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iour. Creating models provides an opportunity to 
investigate and document how a system works; 
which may be a valuable training tool for the 
professionals who must manage the system in 
future. Conrick & Dunne et al. (1999) describes 
the use of simulation models in the education of 
nurses.

Some modelling studies focus specifically 
on the costs, benefits and resource allocation 
problems of healthcare processes including the 
implications of different choices and policies. 
Briggs & Claxton et al. (2006) describes a number 
of such studies, including principles and tech-
niques for carrying them out. Briggs & Claxton 
et al. (2006) also contrasts modelling with use of 
experimental trials.

simulation modElling in 
hEalthcarE studiEs

Simulation models use software to recreate the 
activities or structure observed in the problem, in 
order to generate outcomes which are comparable 
with the behaviours in the problem. In practice the 
implementation of most models is computer based, 
including the Markov models described in Briggs 
& Claxton et al. (2006). However the relationship 
between simulation models and computer imple-
mentation is different in that, although they may 
be conceptualised to some extent, they are entirely 
impractical without, computing resources.

The use of simulation approaches for model-
ling healthcare issues has received a great deal 
of attention recently. Eldabi & Paul et al. (2007) 
describes a dramatic increase in healthcare simula-
tion studies since 2000. Two styles of simulation 
modelling, System Dynamics (SD) and Discrete 
Event Simulation (DES), well established in other 
disciplines have been used widely in healthcare 
studies. Another emerging form of simulation, 
Agent Based modelling (ABM), less widespread 
due to its relative immaturity has also been used in 
healthcare studies; Kanagarajah & Lindsey et al. 

(2006) provides an example. This section briefly 
introduces SD and DES modelling.

discrete Event simulation 
modelling in healthcare

Discrete Event Simulation modelling is a tech-
nique well established in disciplines such as 
manufacturing and scheduling. Some key texts 
include Banks (2001) and Law & Kelton (2000). 
DES models attempt to imitate the observed behav-
iour of the problem, typically by using stochastic 
distributions to generate events and quantities 
typical for the system. Problems are often con-
ceptualised as networks of queues and servers. 
The behaviour of the real system is imitated by 
estimating distributions for the arrival of entities 
at the queues and the dispatch of entities by the 
servers. A number of notations may be used to 
describe their logic including queuing diagrams, 
flowcharts and Activity Cycle Diagrams (ACDs) 
described in Paul & Balmer (1993). Consider 
the example of a treatment ward A with regular 
patient admissions. Patients wait for treatment, 
after treatment they enter a recovery ward B until 
they are ready to leave. The treatment requires 
one senior professional and two specialists in 
order to go ahead. An ACD of this problem may 
be described by Figure 1.

The three entities move between the states 
defined in the ACD. Service processes require all 
related entities to be available in order to begin 
and release them when complete. The simulation 
reproduces behaviour observed in the real system. 
An investigation of the problem may proceed by 
varying factors such as the arrival rate for the 
patients, the distribution of time required for treat-
ment or recovery and the number of specialists and 
professionals available. The output of the model is 
monitored to establish how performance is affected 
as the variables are changed. Jun & Jacobson et 
al. (1999) provides an extensive review of some 
recent healthcare studies using DES.
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system dynamics modelling 
in healthcare

System Dynamics modelling is a technique well 
established in disciplines such as socio-economic 
and business modelling. Some key texts include 
Forrester (1961) and Sterman (2000). SD models 
attempt to reproduce the causal structure of the 
problem, identifying components and feedback 
loops that are the cause the dynamic behaviour 
observed in the system. Models attempt to focus 
on the systemic properties of the problem caused 
by the interaction of flows, interdependencies 
and delays. They may also include “soft vari-
ables”, qualities that are not measured directly 
yet are proposed to influence behaviour. There 

are two common forms of notation Causal Loop 
Diagrams (CLDs), which capture the conceptual 
relationships in the problem, and Stock-Flow dia-
grams which describe the structure in the model 
in more detail. Only Stock-Flow diagrams are 
implemented as simulations. Both are described 
in detail by Sterman (2000).

Consider the simple example of a hospital 
operating on a fixed level of external funding. 
Patients may chose the hospital due to its repu-
tation based on a combination of the treatment 
outcomes and waiting times reported. Treatment 
outcomes are influenced by the level of funding 
per patient and waiting times by the current size 
of the population. CLD and stock flow models of 
this problem may be described by Figure 2.

Figure 1. Simple DES model of a healthcare problem

Figure 2. Simple SD model of a healthcare problem
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The description shows how quantities flow 
through the system in feedback loops and the 
active mechanisms which may produce interest-
ing dynamic behaviour. The model is intended 
to provide an impression of the dynamic trends 
resulting from the system structure rather than 
reproduce observed behaviour exactly.

An investigation of the problem may vary 
parameters such as the starting population, the 
length of the delay in affecting hospital reputa-
tion and the effect of the two influences on that 
factor. The output of the model is used to discuss 
long term behaviour and the consequences of 
structural change. Dangerfield (1999) provides 
an extensive review of some recent healthcare 
studies using SD.

rEalising EFFEctivE 
hEalthcarE modElling

Modelling techniques are usually applied to large 
or sophisticated problems perhaps containing hun-
dreds of variables. Although the two simulation 
examples presented are very simple they illustrate 
the impact models may have in the four areas of 
interest described previously:

Changes to either service could be planned 
using the models as prototypes to determine the 
likely effects. For example the effect on patient 
throughput of using two recovery wards could 
be planned using the DES model and then per-
haps compared with the effect of adding an extra 
specialist alternative. The models could be used 
to recreate unexplained behaviour observed in 
the problem and investigate their likely causes. 
For example if an increase in funding leads to 
an unexpected decline of the hospitals reputa-
tion the SD model could be used to investigate 
whether the effects of delays in the system could 
provide an explanation and what the long term 
consequences may be.

The process for providing the service in each 
case is documented by the models and they may 

provide an aid to discussion in reviewing the 
processes which, unlike a written description, 
is dynamic and pliable. Simulation models can 
therefore communicate the problem effectively 
to those familiar with the problem yet uniniti-
ated in any modelling technique. With regard to 
financial evaluation; as with all models containing 
quantitative variables cost predictions based on 
the output are fairly straightforward so long as 
both overheads and unit costs can be accurately 
established.

The simple descriptions presented above also 
illustrate well the role played by those making 
the model. The individual or team responsible for 
creating the model must investigate the problem 
and formulate its detail into an abstract form which 
can be simulated appropriately. Evidence collected 
from the primary sources is used to develop the 
basic structure of the model but also to determine 
and the refine quantitative aspects of the model 
too. This may require interacting with personnel, 
studying key documents, taking measurements 
first hand and conducting experiments. Through 
the process of modelling, modellers are able to 
develop, and perhaps disseminate, a detailed and 
insightful understanding of the problem. The ac-
quisition of this knowledge is considered to be a 
powerful indirect benefit of modelling.

Also apparent from the two studies is their 
difference in approach; The DES model empha-
sises the effects of the stochastic qualities of a 
problem, whereas the SD model emphasises the 
endogenous feedback properties. As a result of 
these differences, the investigation and analysis 
required for each of them focuses on different parts 
of the problem. Each approach is considered to 
be independently effective and as a result mod-
ellers using different systems rarely question the 
framework of assumptions contained within the 
approach they are most familiar with.

Considering trends in healthcare modelling, 
Eldabi & Paul et al. (2007) note an interest among 
subject experts to combine the different methods 
in their studies. For example one respondent of the 
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authors, when asked to identify current trends, states 
the “need for much greater integration between disci-
plines”. This chapter now considers this idea in more 
detail by discussing the basic principles requires as 
well as practical issues and developments.

thE multi mEthod 
approach to modElling

The requirement for modelling techniques to be 
used combined and used together has caused a new 
and interesting theme in modelling methodology to 
emerge. Described simply as Multi Method Mod-
elling, its roots lie in early discussions between 
groups of modelling practitioners, their search 
for the fundamental basis of their own method 
and comparisons with other approaches. Recent 
developments in this theme have been stimulated 
by the widespread use of modelling techniques 
and a new generation software tools offer more 
flexible modelling solutions.

Distinctions between methods, it is argued, 
has led to a separation of modelling specialists 
into method oriented groups which has affected 
the field to the extent that communication across 
method boundaries becomes difficult, if not 
entirely unproductive. Meadows & Robinson 
(1985) describe this as paradigmatic relationship 
between practitioners. The multi method research 
them aims to clarify and evolve the relationship 
between different modelling methods.

multi method modelling: 
Background and principles

The key premise of the multi method approach is 
that understanding more than one method can help 
improve the practice of modelling. This requires, 
at least, an understanding of how approaches dif-
fer fundamentally, that is often uncommon for 
subject specialists to posses. Several authors have 
attempted to address this issue and have included 
a variety of methods in the discussion. The subject 
of their work is summarised in Table 1.

Lane (2000) focuses on communication be-
tween communities of modellers who use different 
systems, identifying differences between the two 
methods and also how different modes of com-
munication can benefit practitioners in areas of 
common interest. Meadows & Robinson (1985) 
examine the assumptions underlying different 
methods and their modelling process using a 
number of case studies. Morecroft & Robinson 
(2005) focuses on differences in the features and 
properties of models created using two different 
systems. They provide a detailed example of the 
two methods at work on a single problem by way 
of illustration. Schieritz & Milling (2003) compare 
two different methods and the contrasting ways 
in which they attempt to achieve similar ends. 
This list of studies is by no means exhaustive 
but represents a range of starting points in the 
comparison of systems that covers a variety of 
methods. Table 2 briefly describes five different 

Table 1. Methods compared by four multi method studies 

Meadows & Robinson Lane Morecroft & Robinson Schieritz & Milling

SD ● ● ● ●

DES ● ●

ABM ●

Econometrics ●

I/O analysis ●

Optimisation ●
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modelling methods that have recently been used 
to model problems in healthcare.

Realisation refers to the mechanism by which 
implemented models to produce their results. It 
is often the case that where the same realisation 
mechanism is used the process may differ signifi-
cantly. For example Discrete Event Simulation 
(DES) typically uses stochastic simulation with 
variable time steps, System Dynamics (SD) uses 
deterministic simulation with fixed time steps, 
whereas Agent Based Modelling (ABM) may use 
either method. In practice computer based model-
ling is used to implement all five systems.

The comparisons of four studies use a wide 
range of criteria to isolate distinct properties for 
different methods, however at present there is no 
widely agreed definitive list; perhaps because the 
properties identified are so dependant on what 
they are compared with. However it is generally 
recognised that different kinds of models have 
different properties and the methods propose a 
different conceptualisation of the problem. Com-
parisons usually focus on issues such as the use 
of random variables, the use of data, representing 
feedback and verification. Some general themes 
in modelling are also revealed, for example, the 
role of models in communication, qualitative 
and quantitative properties of modelling and the 
benefit of the model as a product compared with 

modelling as a process. As this strand of research 
develops it has been proposed that the multi 
method approach may lead to the development 
of new integrated forms of modelling where the 
properties of the model are determined strictly by 
the properties of the problem.

practical applications

A number of studies have been made based on multi 
method ideas. These range from general develop-
ments in for methodology to studies focusing on a 
particular application area such as manufacturing, 
supply chain management or healthcare. Themes 
in these studies may differ considerably; Lorenz & 
Jost (2006) and Chahal & Eldabi (2008) analyse 
the choice between different methods, whereas 
Borshchev & Karpov et al. (2002) discuss the use 
of an integrated software platform which supports 
three different modelling methods. However from 
these and other studies two main practical strands 
are notable. The first is studies which provide a 
considered approach to choosing an appropriate 
modelling method for a given problem. The second 
are studies which attempt to combine different 
kinds of model into a hybrid form either by logi-
cal partition of the problem or joining existing 
models. (see Figure 3)

Table 2. Summary descriptions of five different modelling methods 

Modelling Paradigm Realisation Description

Agent Based Simulation Simulation Imitating the behaviour of a problem using granular entities with encapsulated 
behaviour

Discrete Event Simulation Simulation Imitating the behaviour of a problem using processes and passive entities, 
based on events

Markov modelling Stochastic Using a state based view of a problem and the probability of transition between 
states to analyse potential behaviour

System Dynamics Simulation Identifying flows, stocks, and feedback in a problem in order to analyse sys-
temic behaviour

Econometrics Statistical Applying statistical techniques to test relationships between problem data 
variables or analyse problem variables variation over time.
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applying multi mEthod 
modElling to issuEs 
in hEalthcarE

Considering the developing profile of healthcare 
modelling and the relative immaturity of multi 
method approaches it may be expected that each 
may be of little benefit to the other at their cur-
rent stages of development. On the contrary, to 
date, the ideas have aroused considerable inter-
est in healthcare modelling circles. This section 
discusses some of the reasons that a multi method 
approach has the potential to deliver significant 
benefits for modelling in healthcare. Some existing 
work on multi method modelling in healthcare is 
also reviewed.

why healthcare?

A number of factors account for the interest in us-
ing a multi method approach to model healthcare 
problems and in different organisations the reasons 
vary. However four reasons it may be especially 
relevant are listed below and described in turn:

Variety of • healthcare modelling problems
The benefits of integrating functional • 
views
Requirements for data and analysis• 
Issues of scale and limitations of • 
technology

Healthcare modelling embraces a wide va-
riety of problems. Healthcare organisations are 
very rich in terms of the types of properties that 
may usefully be modelled. For example model-
ling the probabilities of events in one area may 
be as important as modelling paths through a 
system or modelling population sizes and costs 
in another. In each case the nature of the prob-
lems differs significantly and an appreciation of 
several methods equips healthcare modellers to 
deal with each problem effectively by using an 
appropriate method.

Healthcare organisations are often complex 
and contain many different functions focusing on 
their own targets and goals. An integrated view 
of problems is often useful but unavailable. The 
different models functions use, often reflect their 
different view of the problem. For example an 

Figure 3. Common modes of multi method modelling from literature
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economic policy function may rely on econometric 
modelling, while an operational policy function 
may use DES modelling. A multi method approach 
provides a framework for integrating views and 
exploring how different functions relate to each 
other, for example by creating a single composite 
model from those used by two different functions; 
illustrated in Figure 4.

Different methods have different requirements 
for the use of formal numerical data and different 
problems may differ in the amount of formal data 
available. For example Econometric modelling 
requires high quantities of formal data in the con-
ceptualisation and construction of models though 
more moderate quantities are required for valida-
tion. SD modelling typically relies on a mixture of 
formal and informal data in conceptualisation with 
more formal data used in model construction and 
validation. Similarly DES may rely on a variety 
of information sources in conceptualisation with 
more formal data required in construction, for 
example in determining appropriate distributions 
and significantly more, generated by the model, 
being used in validation. These properties are 
described in Table 3. The choice of an appropriate 
modelling method may be based on the alignment 
of the data available from the problem and the 
data requirements of the method.

Due to their diversity, issues in healthcare may 
vary in the scale and level of detail required to 
analyse them effectively. Problems may be con-
sidered over different organisational boundaries. 
For example models may examine at ward level, 
department level or hospital level. Problems may 
be defined in terms of the individuals, generalised 
behaviour or wider trends. Modelling may cover 
different time periods such as short, medium 
and long term scenarios. All these factors deter-
mine how actors or entities in the problem are 
represented. Entities in a healthcare model, for 
example, may represent beds, patients, ambu-
lances or staff.

Although different models may require a 
similar level of effort to conceptualise, in imple-
mentation the resources required for the same 
problem in terms of memory, processor time and 
mass storage may be significantly different. The 
factors determining the overall resource require-
ments for a model are a combination of the level 
of detail required for each entity, the total number 
of entities required typically determined by the 
problem scope and the timescale considered by 
the model. This relationship is represented in 
Figure 5.

In this respect different models have different 
characteristics; ABM typically uses a very high 

Figure 4. Composite models combine the views of different functions

Table 3. Comparing requirements for numerical data at different stages in the modelling process 

     Conceptualisation      Construction      Validation

     Econometrics      High      High      Moderate

     SD      Low      Moderate      Moderate

     DES      Low      Moderate      High



200

Developments in Modelling Organisational Issues in Healthcare

level of resources per entity, modelling the state 
and processing the actions of each entity in the 
problem individually. Modelling the same problem 
in DES would typically use simpler passive enti-
ties with behaviour defined in terms the service 
processes, requiring fewer resources. Even fewer 
would be required in the SD model where entities 
typically would be modelled as continuous streams 
without individual states or behaviour.

One solution to very high resource require-
ments is to increase the computing resources 
available until the problem becomes tractable. 
This is often proposed in healthcare modelling 
using GRID computing techniques. An alternative 
solution to applying raw computing power is the 
use of a multi method approach to conceptualise 
the problem using a different modelling system. 
Due to the difference in resource requirements, 
problems which are intractable using one approach 
may be tractable by applying another where the 
overall resource requirement is lower.

review of Existing projects

This section briefly reviews some existing and 
notable multi method studies which focused on 
healthcare problems. The studies use a variety of 
methods to achieve range of modelling goals.

Smith, van Ackere (2002) demonstrates an 
integration of SD and Econometric modelling. 
The study reviews an NHS problem of understand 
issues of supply and demand in elective surgery 
and how behaviour is affected by waiting times 

and the cost of private treatment. The paper de-
scribes how an SD model is developed based on 
the concepts of the econometric model. The study 
notes how the difference in approach provides a 
view of the problem which includes its previously 
unappreciated dynamic qualities.

Karnon (2003) compares an evaluation of a 
healthcare treatment using both Markov modelling 
and DES. Different characteristics of the methods 
are noted and an example is used to illustrate their 
different conceptualisation of patient pathways. The 
problem of evaluating adjunct therapy in the treat-
ment of breast cancer is described. Two models are 
developed and compared. The conclusions of the 
paper remark on the differences in their flexibility 
and resource requirements of the two methods.

Brailsford & Lattimer et al. (2004) describe 
the analysis of capacity in emergency departments 
based on SD and DES models. The study describes 
the problems of resource allocation and capacity 
facing an emergency unit and explains the choice 
of SD and its benefits for the main modelling 
activity, the process and the findings of the study. 
The paper explains how a DES model was used 
to examine a particular feature of the problem in 
more detail which would not have been practical 
using SD alone.

Cooper & Brailsford et al. (2007) reviews 
three methods used in the economic evaluation 
of healthcare problems; DES, decision trees and 
Markov models. The different properties of the 
three approaches are described as well as criteria 
for choosing between them based on the properties 
of the problem. The study produces a flow chart 
describing a process for determining which method 
is most appropriate to a given problem.

Rohleder & Bischak et al. (2007) describes the 
use of DES in the design for the performance of 
several patient servicing centres. The study notes 
that despite the accuracy of the DES modelling on 
implementation the centres could not sustain the 
planned capacity. The paper demonstrates how a 
complementary SD study could have highlighted 
this issue from the outset.

Figure 5. Factors determining modelling resource 
load
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considEring FuturE 
challEngEs

As the use of modelling becomes more widespread 
in healthcare the potential to adopt a multi method 
approach increases. This section is concerned with 
some of the challenges for the successful use of 
multi method modelling in the future. As work in 
this area is ongoing it is not possible at this stage 
to present solutions, simply outline the obstacles 
to be overcome.

A fundamental challenge to multi method 
working is overcoming poor communication 
between subject specialists. Integrated views of 
modelling require an understanding of the prin-
ciples and benefits of different approaches. Where 
this understanding is superficial the resulting 
studies may be poor and lack validity. This may 
be addressed though education and the develop-
ment of guidelines for multi method teams that 
work to establish the necessary skills.

A key factor in the development of multi 
method modelling for healthcare applications is 
the awareness of good practice. It is a challenge 
to find an effective platform to communicate 
successes and failures of the approach to the 
modelling community. An important benefit of 
recording the practical experiences of applying 
these methods may be an appreciation of where 
they are best not applied. It is also a challenge 
therefore to establish the situations where multiple 
models can genuinely add value to a study rather 
than merely cost and complexity.

A practical challenge is the development of 
integrated tools that support multi method stud-
ies. Currently few tools exist which provide a 
common platform for the development and com-
parison of multi method models. Specialist tools 
currently offer superior ease of use in most cases. 
An important focus for multi method tools may be 
features for comparing the output of the different 
models and navigating the modelling structures, in 
particular mapping between equivalent structures 
in the different models.

Multi method modelling is occasionally 
presented as a revolutionary approach that will 
eventually unify other methods. It has also been 
proposed that a standard notation for unifying 
modelling systems may be developed. This posi-
tion is very much in advance of current state of 
research and it is questionable whether such a 
development would either feasible or beneficial. 
As with all innovative methodological develop-
ments, it is a challenge not to inflate the potential 
benefits of the approach beyond those that can be 
supported in fact.

conclusion

This chapter has examined the use of model-
ling to explore the issues that effect healthcare 
organisations. The application of modelling and 
simulation to organisational issues in healthcare is 
sometimes overlooked by healthcare informatics 
literature. An overview was provided of the role 
for modelling studies in healthcare and current 
developments shaping the practice. Some of the 
principles, applications and key approaches used 
were reviewed and number of studies and texts are 
referenced, providing examples of how modelling 
methods are used in healthcare. The emerging 
practice of multi method modelling was presented, 
including some examples of the approach in 
healthcare. Future challenges to exploit this new 
approach effectively were also presented.(Explain 
what went on and th e lessons learned)

The current interest of public health policy-
makers in measuring performance and evaluating 
the effectiveness of healthcare processes makes 
the modelling of organisational issues increas-
ingly relevant. As new projects are undertaken 
and healthcare models routinely commissioned, 
familiarity with modelling methods may become 
a core skill for healthcare managers and model 
processing a major use of informatics in healthcare. 
The realisation that the choice of model signifi-
cantly influences the perspective on the problem 
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is becoming established. Coiera (1997) recognises 
this to be a basic principle of healthcare informat-
ics and as such devotes to the whole first chapter 
to basic concepts in models and modelling. As 
the use of modelling techniques becomes more 
common throughout healthcare organisations, the 
benefits of a multi method approach may increase 
in significance.
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kEy tErms and dEFinitions

Agent Based Modelling: A simulation based 
modelling approach, where the problem is rep-
resented the using software entities with some 
degree of autonomy. The behaviour observed in 
the problem is recreated through the interaction of 
the entities, known as agents, which are typically 
modelled using data objects with encapsulated 
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behaviour. Models may exhibit complex emergent 
behaviour even where the rules governing indi-
vidual behaviour are relatively simple. They are 
sometimes considered to combine the analytical 
features of both system dynamics and discrete 
event modelling.

Discrete Event Simulation: A simulation 
based form of modelling in which patterns of 
events in the problem are recreated so that the 
timing and resource implications can be examined. 
The events generated usually include the arrival 
and departure of entities from the system or one 
of its sub processes. Timing and quantities in the 
model are typically generated by implementing 
appropriate stochastic distributions. Law & Kelton 
(2000) provides a comprehensive introduction to 
this form of modelling.

Econometric Modelling: A form of modelling 
based on the integration of statistical measure-
ments of problem variables with economic theory. 
Models are based on empirical data collected 
from the problem and variables may be treated 
as deterministic or stochastic. A wide variety of 
statistical techniques are used to measure the 
quantities in the problem and assess their under-
lying distributions. These may be used to test 
hypotheses about the problem and make predic-
tions about future behaviour or the likely effects 
of policy changes.

Multi Method Modelling: An emerging area 
in modelling methodology where techniques 
from different modelling disciples are combined 
inorder to analyse a single problem. The premise 
of this approach is that different methods have 
different features which can, in some cases, be 
used to support a more effective study. There is 
particular interest in applying this approach to 
healthcare problems because of the potential to 
extend existing model, integrate different stake-
holder views and overcome technical limitations 
in some studies.

Modelling Resource Load: A concept used to 
compare the relative resource costs of modelling 
studies using different methods. For small scale 

studies the difference in resources required may be 
negligible, however in large studies this factor may 
be used to determine the most appropriate choice 
of modelling method. The differences in between 
methods in problem conceptualisation and model 
implementation determine the resources necessary 
to implement the model. In assessing the scale 
three key factors are relevant; the scope, or size 
of the problem; the required amount of detail per 
entity; the time scale considered by the study.

Markov Modelling: A form of modelling 
based on stochastic processes where the discrete 
states of a problem and the possible transitions 
between them are analysed. Systems represented 
as a network of states with paths between nodes 
weighted according to their probability of their 
occurrence. Paths and cycles in the system can be 
analysed mathematically to determine the likeli-
hood of overall outcomes. The Markov property 
requires that the probability of transition between 
two states is dependant only on the current state and 
the problem must be formulated accordingly.

Organisational Modelling: Modelling under-
taken to understand or analyse the effects of the 
structure, processes, and policies of an organisation. 
The role of organisational modelling is typically to 
understand complex observed behaviour, to proto-
type new policies and configurations or to document 
existing processes. In healthcare organisations such 
studies are increasingly used to investigate costs, 
patient flows and the utilisation of scarce resources. 
These studies may be contrasted with problems 
where organisational issues have negligible or no 
impact; in healthcare these may include anatomical 
and epidemiological modelling.

System Dynamics Modelling: A systems-
oriented simulation based modelling approach 
first proposed in Forrester (1961). Models are 
based on the causal structure of the problem in-
cluding the perceptions of the actors. Two levels 
of modelling are possible; Qualitative modelling 
using influence diagrams and causal loop analy-
sis or quantitative modelling using Stock-Flow 
diagrams and computer simulation.
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aBstract

Public hospitals currently face an ever increasing demand on their resources, and there are many at-
tempts at streamlining processes and patient flows. However, in many cases, optimizing processes is 
not enough, as ‘soft’ factors such as the relationships between hospital wards influence how efficiently 
the resources needed to treat patients are utilized. These factors are often ignored when attempting to 
improve patient flows. In this chapter, the authors describe a case study investigating the relationships 
between an acute stroke ward and a specialist stroke rehabilitation ward of a large metropolitan health 
service. The motivation for this study was the hospital management’s interest in improving communica-
tion and collaboration across wards as a means to optimize hospital processes, and thus, patient care. 
To assess the relationships between the two wards, the authors examined the patient handover process 
that links the wards’ activities and applied the Trust-Confidence-Distrust (TCD) framework of Gans et 
al. (2003), which was developed to model trust relationships in social networks, to examine the trust 
relationships between the wards.
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introduction

Public hospitals are under a lot of pressure to 
improve both their efficiency and service quality, 
and many hospitals have therefore been spending 
time and effort to optimize their processes. For 
example, Ramakrishnan et al. (2005) note that 
attempts to reduce the lengths of waiting lists 
for elective procedures and long stays in emer-
gency departments often focus on policy setting, 
clinical process mapping, or capacity models of 
patient flows. However, perfectly well-designed 
processes can run less than smoothly if they fail 
to address the human side of patient movement 
through a hospital. In many cases ‘soft’ factors 
such as the relationships between hospital staff 
in different wards along a clinical pathway will 
determine how efficiently the resources needed to 
treat patients are utilized. In many situations these 
factors are ignored when attempting to improve 
patient flows.

In this paper, we describe the application of 
the Trust-Confidence-Distrust (TCD) framework 
defined by Gans et al. (2003) to the investigation 
of trust relationships between two hospital wards 
engaged in a patient handover process. This case 
study represents one of the first applications of 
the TCD framework to a real-life situation with 
real-life data. Given that the two wards were part 
of a large metropolitan health service which is 
more similar to an organization than to the social 
network described by Gans et al. (2003), we were 
particularly interested to see which aspects of the 
framework were still applicable, and which ones 
were not.

This paper is structured as follows: In the 
subsequent section, we outline the background 
of our study. Then, we briefly describe the TCD 
framework for analyzing trust relationships. Af-
terwards we give an overview of the case study 
we performed, including the setting. Having in-
troduced the research methodology, especially the 
data capture process, we describe our analysis of 
the trust relationships using the TCD framework. 

Eventually, we evaluate the applicability of the 
TCD framework to the context of our case study 
and briefly sketch future trends.

Background

In health informatics, clinical, organizational 
processes are mainly investigated in regard to how 
they can be supported or improved by informa-
tion technology. Even though this is not the focus 
of our contribution, such analyses presuppose 
means to describe and model these processes. 
Due to the focus on information systems, typical 
process modelling notations such as event-driven 
process chains (Scheer, 1994), Petri net based 
workflow notations (van der Aalst and van Hee, 
1996), or languages like the business process 
modelling notation BPMN (www.bpmn.org) are 
commonly used. In (Framinan et al., 2005) some 
have been investigated in the context of business 
process reengineering of clinical processes. They 
allow capturing the timely relation of activities 
and the assignment of resources and responsibili-
ties of involved actors. Also Saboor et al. (2007) 
propose a method, named MedFlow, to support 
the systematic assessment of clinical processes 
focusing on the quality of information logistics. 
They derived relevant quality criteria from lit-
erature, developed an extended process model-
ling notation based on UML activity diagrams, 
and evaluated the method in a preliminary case 
study. Their analysis distinguishes four different 
process aspects, i.e. control flow, data flow, tool 
usage, and organizational information. For each 
of them, a rule-set that represents a “pattern of 
critical cross-points” was used, to detect weak 
points within these views. A shortcoming of these 
modelling means is that the human side of the 
process, the social interaction of the people that 
carry out these processes and for example, trust 
issues that are involved, are neglected. When trust 
is investigated in the context of health informatics, 
mostly three fields are considered: how to build 
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up trust in online communities or health informa-
tion on the web (Luo and Najdawi, 2004; Song 
and Zahedi, 2007), trust issues in the context of 
electronic health records (Smit et al., 2005), or 
regarding the physician-patient relationship.

Networked organizations in health care have 
already been explored by Peterson et al. (2000). 
They focused on the foundational constitution and 
enabling conditions. From their observations they 
derived that networks “develop through different 
phases of maturity and network-ability”. While the 
study concerned IT as the enabler, they emphasized 
that IT is a facilitator but not the major driver for 
the direction and development of the network. “[It] 
is the organisation, its professionals and manage-
ment that ultimately drive networking.” Similarly 
when Avison and Young (2007) investigated the 
failures of ICT projects in the field of health care, 
they identified two main reasons: For one, health 
care should not be treated at an enterprise level but 
on a national scale. For another, they emphasized 
that “better person-to-person models are needed to 
understand how the collegiate and interpersonal 
elements of care delivery could be embodied better 
in the systems used for care delivery.” Thus, while 
focussing IT support they again also emphasize 
the need to consider social interactions.

We thus agree with the views expressed by 
Avison and Young, and Peterson et al. and others, 
e.g. (Coiera, 2004): “Since health systems are 
sociotechnical systems, where outcomes emerge 
from the interaction of people and technologies, 
we cannot design organisational or technical 
systems independently of each other”. Therefore, 
we have employed the Trust-Confidence-Distrust 
(TCD) framework, as described in the next sec-
tion, to investigate the social interactions in the 
transfer of stroke patients from an acute ward to a 
rehabilitation ward. We have paid special attention 
to the perceptions that the people involved have 
of this process; in particular, how staff members 
of the two wards see the other ward’s goals and 
priorities. As Wachter and Shojania (2004) state, 
“Psychologically, human beings simply com-

municate better and more often with people they 
know than with strangers—particularly if they feel 
those others are on the same team, have the same 
interests, and share the same goals”.

The next section describes the Trust-Con-
fidence-Distrust (TCD) framework in more 
detail.

thE tcd FramEwork

The TCD framework was developed for application 
in a social network, which Gulati (1998) defines as 
“a set of nodes (e.g., persons, organizations) linked 
by a set of social relationships (e.g., friendship, 
transfer of funds, overlapping membership) of a 
specified type”. Weyer (2000) expands on this idea 
by defining a social network as an autonomous 
form of coordination of interactions whose es-
sence is the trusting cooperation of autonomous, 
but interdependent agents who cooperate for a 
limited time, considering their partners’ interests, 
because they can thus fulfil their individual goals 
better than through non-coordinated activities. The 
“agents” in this definition can be organizations or 
people, or people representing, or working for or-
ganizations. According to Powell (1990), networks 
rely on reciprocal patterns of communication and 
exchange, and reciprocity and complementarity 
are essential for the success of a network: “In es-
sence, the parties to a network agree to forego the 
right to pursue their own interest at the expense 
of others”. As Powell (1990) states, networks are 
well suited for situations where there is “a need 
for efficient, reliable information.”

In contrast to those of a network, Powell (1990) 
lists stability, reliability, and accountability as the 
main strengths of an organization (also called a 
hierarchy). In an organization, management de-
fines work roles and administrative procedures. 
Work is often highly specialized and therefore 
interdependent. As Powell (1990) states, “rela-
tionships matter and previous interactions shape 
current ones, but the patterns and context of intra-
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organizational exchange are most strongly shaped 
by one’s position within the formal hierarchical 
structure of authority”. In an organization, there is 
less freedom of choice for the individual agents, 
as they are constrained by organizational rules 
and policies. Given that our case study took place 
in an organizational, rather than a network, envi-
ronment (cf. next section), we were particularly 
interested to see whether the TCD framework was 
applicable to our setting.

In our investigation of trust, confidence, and 
distrust, we stay in accordance with the defini-
tions given by Gans et al. (2003): We follow the 
definition of Mayer et al. (1995) of trust as “the 
willingness of a party to be vulnerable to the actions 
of another party based on the expectation that the 
other will perform a particular action important 
to the trustor, irrespective of the ability to moni-
tor or control that other party”. Trust thus occurs 
between two agents, the trustor and the trustee, 
and has an element of risk, since the trustor cannot 
ensure that the trustee will perform the action. In 
social networks, trust needs to be distinguished 
from what Gans et al. (2003) call confidence, and 
Luhmann (1988) calls system trust, in the network 
as a whole. This is because a network’s mesh of 
dependencies is not completely visible to, let alone 
manageable by, the trustor. Thus, participation in 
a social network results in a double vulnerability: 
to identifiable opportunists, and to the generally 
incomprehensible mesh of dependencies between 
all the network partners. Participation in such 
a network therefore requires confidence in the 
network (e.g. its rules and stability) as a whole. 
The third relevant concept described by Gans et 
al. (2003) is distrust, which the authors distinguish 
from lack of trust; cf. also Lewicki et al. (1998). 
For example, a dissatisfied network member can 
cultivate, but hide her distrust while still exhibit-
ing trustful behaviour. This means that the agent 
continues as a network member, postponing her 
decision for voicing dissatisfaction or exiting 
the network, but starts to collect information 
(which can be costly and time-consuming), by, 

for example, monitoring other network members’ 
actions. The agent then typically interprets this 
information in a subjective way that is strongly 
influenced by her distrust. According to Luhmann 
(1988), distrust therefore has an inherent tendency 
to become stronger.

Gans et al. (2003) call the model describing 
the interplay of trust, confidence, and distrust, 
and its effects on the relationships within the 
network the TCD framework. Figure 1 shows 
how the TCD framework can be formalized as a 
multi-perspective framework based on formalisms 
taken from requirements engineering and com-
puter science at large. By managing the static and 
dynamic interrelationships through reasoning and/
or simulation, the possibly conflicting perspectives 
and viewpoints can be dealt with. The left side of 
Figure 1 depicts the intra-agent modelling aspects 
of the framework, that is, an agent’s goals, which 
are represented by i* strategic rationale models 
described by Yu (1995), and plans. Plans are based 
on the strategic rationale diagrams together with 
pre- and post-conditions using the ConGolog 
formalism. ConGolog, described in De Giacomo 
et al. (2000), is a logic-based high-level planning 
language used in artificial intelligence approaches 
which is suitable for describing and representing 
processes. The right hand side of Figure 1 shows 
the inter-agent aspects, namely, the strategic de-
pendencies between agents, represented as Yu’s 
(1995) i* strategic dependency diagrams, and the 
implementation of these dependencies in delega-
tion processes formalized as Speech Act diagrams 
(see Schäl (1996)). We prefer the i* formalism 
(strategic rationale (SR) and strategic dependency 
(SD) models) to other languages like UML, ER 
diagrams, or Petri nets, because it is explicitly 
designed to cope with strategic goals and agents’ 
intentions, and furthermore is equipped with for-
mal semantics. Thus, as a main feature, it allows 
not only to reason about the “how” but also about 
the “why” of different alternatives. The solid lines 
in Figure 1 indicate the nature of the interrelation-
ships between these different perspectives. For 
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example, strategic dependencies shape and lead 
to delegation patterns, and the latter are evaluated 
partially with respect to the former. Conversely, 
strategic goals lead to operational plans, which 
then potentially generate strategic dependencies 
on other agents. Trust, confidence, and distrust, 
depicted in the middle part of the figure, influence 
the four main components of the framework, as 
well as each other (represented as broken lines). 
For example, the level of trust between agents 
will influence one agent’s propensity to become 
dependent on the other, say for specific tasks or 
resources, and the level of distrust can lead to the 
addition of monitoring tasks to the operational 
plans. These monitoring tasks may increase or 
decrease the level of distrust felt by the agent.

While trust has been studied in the social 
sciences for many years, its formalization from 
a computational point of view has not been 
studied for very long. Some approaches like us, 
view trust as a subjective probability or provide 

logical approaches to modelling trust. None of 
the approaches in the literature seem to give 
distrust a special status. In (Gambetta, 1988), 
the prevalent view of trust is that of a subjec-
tive probability, which, roughly, amounts to the 
likelihood (assigned by the trusting agent) that 
another agent will perform a task or bring about 
a desired situation on which the trusting agent 
depends. Other work along this line includes 
(Coleman, 1990; Marsh, 1994; Witkowski et al., 
2000). Game-theoretic approaches analyze trust 
using the iterated Prisoner’s Dilemma as a bench-
mark (Axelrod, 1984; Boon and Holmes, 1991). 
Castelfranchi and Falcone (1999; 2001) propose 
a more fine-grained model. It takes into account 
the agent’s mental attitudes such as the trusting 
agent’s beliefs about the trustee’s opportunity, 
ability, and willingness to perform a desired task. 
A quantitative measure of trust has the advantage 
that it lends itself nicely to computing a decision 
whether to delegate a task to a trustee or to up-

Figure 1. Interplay between modelling perspectives
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date the level of trust depending on the outcome 
of an interaction with the trustee. Gans et al.’s 
method for modelling trust is also different from 
Yu and Liu (2001)’s approach to describe trust 
relationships in i*. Yu and Liu (2001) propose a 
purely qualitative approach using softgoals with 
corresponding contributions.

thE casE study: transFEr 
oF strokE patiEnts 
BEtwEEn wards

The goal of this case study was to investigate 
trust relationships between wards along a clini-
cal pathway with the aid of the TCD framework 
described in the previous section. The study 
was commissioned by Southern Health, a large 
metropolitan health service in South Eastern 
Melbourne, Victoria, Australia. Southern Health 
provides public hospital services, aged inpatient, 
community and home care services, and inpatient 
and community mental health services across an 
area in excess of 2,800 square kilometres with 
a population of over 700,000 people (see http://
www.southernhealth.org.au/). Southern Health 
services are provided through five major hospi-
tals and nine community health services centres. 
Two clinical services directors together with 
operations directors at each location manage the 
different services. Each director reports to the 
chief executive, who reports in turn to the hospital 
board. Thus, Southern Health can be classified as 
a (distributed) organization rather than a network 
of independent partners. Our study involved the 
investigation of stroke patient transfers between 
an acute ward and a rehabilitation ward located on 
different sites. A mix of medical and allied health 
staff are involved in the transfers. These people 
report to different program managers, although 
ultimately the management responsibility for both 
the acute and sub-acute patients lies with the head 
of the Neurology program.

Stroke is the third highest cause of death, and 

the leading cause of chronic disability in adults in 
Australia (see Pollack and Disler (2002)). In our 
investigation we focused on the handover process 
of stroke patients from the acute ward (AW) to 
a specialized rehabilitation unit (RW). This unit 
is the major stroke rehabilitation facility. Stroke 
patient rehabilitation is a scarce resource needing 
a coordinated, multi-disciplinary team approach 
(Pollack and Disler (2002) give an overview of the 
different roles and stakeholders in stroke patient 
rehabilitation), so there is a significant amount of 
cooperation required within a ward, and between 
wards such as AW and RW. AW and RW are physi-
cally located in two different hospitals, separated 
by a 30-minute drive. Patel et al. (2000) claim 
that, given that face-to-face communication is an 
important part of developing and maintaining a 
shared understanding of team goals and maintain-
ing trust, geographical separation is a potential 
obstacle to implementing good team processes. 
Consequently, we were interested in finding out 
whether the two wards managed to see each other 
as a team working together towards the shared 
goal of caring for the patient, or whether there 
were significant misconceptions about the other 
ward’s work. As Suchman (1995) notes, “work 
has a tendency to disappear at a distance, such 
that the further removed we are from the work of 
others, the more simplified, often stereotyped, our 
view of their work becomes” (see also Wachter 
and Shojania (2004)).

Because our focus was on the trust, confidence, 
and distrust relationships between wards AW and 
RW, we wanted to capture the stakeholders’ per-
ceptions of the handover process. In this context, 
the stakeholders are the wards; specifically, the 
health professionals in the acute ward who prepare 
patients for discharge to the sub-acute area and 
those in the rehabilitation ward who carry out 
the patient admission procedures. Stakeholder 
perceptions are an important indicator of the per-
formance of the transfer processes; in particular, 
the perceptions in one ward can identify failures 
in the process not evident to the other ward.
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rEsEarch mEthodology

To collect the required information, we followed 
the Co-MAP method described by Kethers (2002) 
to obtain the process information for the “a priori 
goal and capability analysis” postulated by Gans et 
al. (2003). The main advantage of this method is 
the strong semantic model underlying the captured 
data, which allows formal mapping of the data into 
different perspectives on the investigated process. 
After an initial meeting with the Nursing Director 
and members of the Allied Health Rehabilitation 
and Aged Services Program, we conducted two 
focus group meetings, each with a team from one 
ward, to capture that ward’s view2 of the interac-
tions within the ward and with external units, 
including the other ward. In these meetings, the 
group developed informal process diagrams (see 
Figure 2 for an example) that focus on the interac-
tions and information flows within and between 
the two wards. Information flows between agents 
are captured as arrows between ovals representing 
sender and receiver of the information. Graphi-
cal symbols are used to represent the media for 
information flows (for example, phone, formal 
document, or meeting), and the recipient’s percep-
tion of the quality of the information flow (e.g., a 
tortoise for “too slow”, or a stop sign for “does not 
occur at all”). A more detailed description of the 
different graphical symbols is given by Kethers 
(2002). During one of the focus group meetings, 
we became aware of the role of the Rehabilitation 
Liaison Officer (RLO) who acts as an interface 
between the wards, so we conducted an additional 
interview with her.

Based on the informal process diagrams, meet-
ing notes, and additional information collected, 
we developed the different perspectives on the 
process shown in Figure 1. As a first step, we 
developed two strategic dependency (SD) models 
(see Yu (1995)), one for each ward’s perspec-
tive concerning the patient transfer process. In 
a second step we refined our models to strategic 
rationale (SR) models in order to regard the ac-

tors’ internal actions as well as their interactions. 
To identify trust, confidence, and distrust issues 
in a third step, we then analyzed the different 
diagrams by regarding the different stakeholders’ 
(the two wards’ and the RLO’s) perceptions of 
the process, identifying conflicting views of what 
is really happening in the scenario, tracking the 
effects on trust relationships between the wards, 
and recognizing the effects of these relationships 
on the process.

application oF thE 
tcd FramEwork

The SD model (a detailed description is given in 
Yu (1995)) describes the network of relationships 
among agents (nodes) by specifying dependencies 
(links) between them. A dependency relation-
ship enables the depender to do things that she 
would otherwise not be able to, but also makes 
her vulnerable if the dependee does not fulfil the 
dependencies. The model offers four dependency 
types: goal, task, resource, and softgoal depen-
dencies, which differ according to the degree of 
freedom they leave for the dependee.

The SD models shown in Figure 3 are struc-
tured as follows: The circles show the two wards, 
the arcs show what one ward wants or needs 
from the other ward. The direction of the ‘D’s 
on an arc shows the direction of a dependency. 
For example, the lowermost arc in the left half of 
Figure 3 (RW’s view) shows that RW depends on 
AW for a “quick reaction if a patient is unwell”. 
Rectangles represent a resource, such as a piece 
of information, for example “Feedback about 
patient” as shown in Figure 3 (AW’s view). Boxes 
with rounded edges represent goals that can be 
measured, for example in Figure 3 (RW’s view), 
the need expressed by RW for “one contact person 
for each discipline” at AW. The irregular shapes 
represent so-called “soft goals” – goals that are 
subjective and cannot be precisely measured, for 
example RW’s requirement for a “quick reaction 
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if patient unwell” from AW. In this case, does 
‘quick’ mean 5 minutes or 2 hours?

The SD models show that each ward attributes 
different and sometimes very stereotyped goals 
and intentions to the other, even though the main 
goal for both wards should be (and is!) the welfare 
of the patient. As an example taken from Figure 
3, for the patient transfer process, RW sees AW 
as trying to move patients out as fast as possible 
(RW’s view, softgoal: “Transfer patients at short 
notice”), whereas AW sees RW as expecting 
patients to be handed over at very short notice 
(AW’s view softgoal: “Patient delivery at short 
notice”); sometimes, we were told, in as little as 
three hours. Because the discharge documenta-
tion that has to accompany the patient has to 
be compiled by different staff members, by the 
pharmacy, etc., this extreme time pressure can 
lead to a lack of coordination in the collection 
of discharge documents. As a result, incomplete 
or outdated information can be transmitted from 
the acute to the rehabilitation ward, which is not 
what RW expects or wants (RW’s view, resource: 
“Complete / correct / up-to-date patient & assess-
ment info”).

Based on the dependency diagrams, and the 
additional information obtained in the focus 
group meetings and interviews, we developed 
extended SR models as described by Gans et al. 
(2003) for AW, RW, and the RLO. SR diagrams 
(see Yu (1995)) describe the intentional relation-
ships that are internal to actors, so that they can 
be reasoned about. Nodes of the model represent 
goals, tasks, resources, and softgoals, respectively, 
while links represent either means-ends links, or 
task decomposition links. The original SR mod-
els contain only strategically relevant elements; 
hence, Gans et al. extended them for operational 
use. For example, in Figure 4, the task “Transfer 
patient” is decomposed into five subtasks which 
are timely ordered. Negation dots, e.g., at the 
resource “Correct, complete information”, stand 
for a missing resource or the logical negation of 
a precondition, goal, or softgoal. Contribution 
links are labelled according to their effects on 
softgoals (make, break, help, hurt) and finally only 
if the “Deadline reached” precondition holds the 
“Transfer patient” task can be initiated.

Relevant excerpts from the three different 
views of the patient transfer process as held by 

Figure 2. Informal process diagram
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AW, RW, and the RLO, respectively, are integrated 
into a combined SR model shown in Figure 4. 
Interestingly, as can be seen in Figure 4 and was 
stated by the RLO in the interview, AW should 
know in advance which patients will need to be 
handed over within the next few days, since a 
list of those patients is faxed to the wards. Thus, 
AW should be able to compile the discharge 
documentation with sufficient prior warning. In 
addition, the patients’ complete medical record 
is sent, together with the discharge documents, 
to the rehabilitation hospital’s administration, 
where it would be available to RW staff for a 
few days before admission. Also, given that the 
rehabilitation hospital administration receives the 
list of patients, RW does – at least in theory – have 
access to timely planning information, as well. 
Unfortunately, however, neither AW nor RW seem 
to be able to make use of this information.

The conflicts which were identified on the 
strategic dependency and strategic rationale 
diagram level, of course, affect the trust relation-
ships. First of all, the models reveal that there 
was little direct and positive interaction between 
AW and RW, and there were no trust-building or 

relationship-building activities planned into the 
process. Information flowed from AW to RW, but 
there was almost no information flowing back 
from RW to AW. In particular, although AW men-
tioned that they would like to hear about “their” 
patients’ progress in the rehabilitation ward (see 
the “Feedback about patient” resource dependency 
in Figure 3), there is no communication of patient 
status information from RW to AW unless some-
thing untoward happens to the patient, when RW 
expects (and gets) a quick reaction from AW. This 
is not conducive to establishing trustful relation-
ships between the wards. In contrast to this, the 
physical proximity of team members within each 
ward (including, in the case of AW, the location 
of the RLO in the same building) leads to good 
relationships, trust, and understanding, resulting 
in extremely good (ad-hoc) communication and 
cooperation.

A main source of distrust in the patient transfer 
process results from the accompanying patient in-
formation documents. There are conflicting ideas 
about who is actually responsible for ensuring that 
the patient information is complete (cf. Figure 3). 
RW staff members consider it their right to receive 

Figure 3. Strategic dependency diagrams
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complete, correct, and up-to-date information; and 
chasing up what is missing takes up a large amount 
of time, which is seen as frustrating. AW on the 
other hand holds the opinion that RW receives as 
much information as is possible under the circum-
stances (remember that AW sees RW as driving 
the timeframes for the transfer process). Thus, RW 
staff should be able to cope with the information 
they receive, and, if not, it is their responsibility 
to request additional information that is required. 
This difference in expectations creates resentment 
and increases distrust on both sides. For RW, this 
distrust means that the information coming from 

AW is often not trusted, even when apparently 
correct patient information is provided. Instead, 
RW duplicates AW’s work by compiling the in-
formation again. As another example, consider 
the extended SR model of the patient assessment 
shown in Figure 5. The assessment of a patient 
is performed by RLO and a rehabilitation physi-
cian, who visit the patient on the acute ward. The 
outcome of that assessment determines whether 
the patient is send to a rehabilitation ward. RW 
sometimes considers some of the patients that 
AW sends them unsuitable. However, RW does 
not seem to discuss these cases with AW, and has 

Figure 4. Combined extended SR mode: Patient transfer between wards
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no direct access to the RLO, who is located in 
AW’s hospital. In fact, RW staff did not mention 
the RLO at all during the focus group meeting. 
Instead, RW can get frustrated at seemingly un-
suitable patients being sent from AW, and RW’s 
distrust in AW increases.

Confidence is a less important issue here, be-
cause the metropolitan health service is a stable 
organization with less choice for the agents in-
volved, and more rules and constraints than the 
social networks described by Gans et al. (2003). 
However, due to dis-confidence, by which we 
mean dissatisfaction with these rules and con-
straints, agents sometimes circumvent those 

rules and processes that are seen as producing the 
wrong results. In the patient assessment example 
(see Figure 5), AW therapists sometimes disagree 
with the patient assessment results. The therapists 
feel that they know the patient better, due to their 
long-term observation, than a doctor could from 
a short visit, especially if the patient has a bad 
day. In these cases, the therapists often use the 
strong relationship they have with the RLO to 
voice their concerns and initiate a reassessment at 
short notice (see the bottom left corner of Figure 
5), which is not intended to happen in the clinical 
process. As described above, RW does not have 
that option.

Figure 5. Combined extended SR model: Patient assessment
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Evaluation and conclusion

In this evaluation of the applicability of the TCD 
modelling approach, we applied the framework 
in a more organizational setting than described 
by Gans et al. (2003). This means that there are 
more rules, constraints, and procedures than in a 
typical social network. This in turn leads to less 
freedom for the agents (individuals or wards) 
to change their work processes, for example by 
changing their delegation behaviour, according to 
their level of trust, confidence, or distrust in the 
other agents. In addition, the delegation processes 
were predetermined due to lack of alternatives, 
as well, so they did not provide many insights, 
either. From this it follows that we do not need 
to apply the more dynamic perspectives from the 
TCD framework, namely plans and speech acts. 
In this case study, SD and extended SR diagrams 
are sufficient to extract information on the trust 
relationships between the wards.

The data capture method we employed focused 
on recording the different parties’ perceptions of 
the patient handover process, which we later found 
very useful in understanding the trust and distrust 
relationships between the people involved. The 
information flow diagrams (Figure 2) indicated 
not just the different agents’ activities, but also, 
for example, where information was perceived 
as being too late, or of too low quality. The SD 
and SR diagrams (Figure 3, Figure 4, and Figure 
5) resulting from the initial process diagrams, 
together with our meeting notes, indicated (real 
and perceived) conflicting goals and expectations 
that were not met. These lead to manifestations of 
distrust, which in turn lead to re-work, e.g. recom-
pilation of information by RW, and dis-confidence, 
e.g. when AW staff exploit their good relationship 
with the RLO to circumvent the defined patient 
assessment process. Thus, generally, we found 
the TCD framework to be applicable also in this 
more organizational setting.

We believe that understanding and evaluat-
ing trust relationships is crucial to supporting 

people’s work processes, and that, ultimately, 
any ICT aimed at improving the performance of 
people working together will need to take such 
‘soft factors’ into account to be truly effective. 
While many aspects of this problem are still 
open research questions, we hope that our case 
study has provided some validation of the TCD 
framework as one methodology for investigat-
ing trust relationships in both organizational and 
network settings preceding, and complementing, 
the development of any ICT support.

FuturE trEnds

An integration of the findings of research on 
trust, distrust, and confidence in cooperation 
processes – as it has been presented here – into 
environments for computer-supported cooperative 
work (CSCW), such as shared workspaces (e. g. 
see BSCW (http://www.bscw.de)), seems a logi-
cal next step. A key point in this regard concerns 
addressing awareness issues (Dourish and Bel-
lotti, 1992). Recent approaches try to tailor the 
awareness notifications to the current, situation-
dependent needs of each collaborator (Wang et al., 
2007). This fits quite well with the consideration 
of monitoring within the TCD framework. Gans 
(to appear) describes a framework of monitor-
ing in social networks that is mainly controlled 
by distrust and dis-confidence. He states that 
discrepancies between expectations on one hand 
and objective as well as subjective experiences on 
the other hand combined with current distrust and 
dis-confidence steer the wish to monitor or observe 
ongoing activities or processes. Comparing this 
wish to monitor with the costs of monitoring, it 
leads to real monitoring activities by gathering 
information that are beyond the usual information 
flow. The new information firstly is added to the 
experiences made in this context, secondly influ-
ences distrust and dis-confidence, and thirdly leads 
to activities, for example activities that should 
change misleading processes.
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Hence, in distrust and dis-confidence related 
parts of our health care domain (for example, 
the patient transfer) it could be interesting to ask 
questions of the following kind: How important 
could it be to observe the activities between 
AW and RLO? How costly is monitoring in this 
context and therefore how efficiency-reducing? 
Which conclusions can be drawn by RW besides 
the cultivation of distrust and dis-confidence, for 
instance, to what extent can RW influence, and 
therefore improve, the patient transfer process? 
Is the level of distrust or dis-confidence already 
above a certain threshold where self-strengthening 
effects take place? Here, the more dynamic parts 
of the TCD methodology could also provide vi-
able input.

Furthermore, social network analysis is re-
cently gaining more and more attention. Westbrook 
et al. (2007) use it as a means to understand how 
the impact of information and communication 
technologies in health care organizations can be 
investigated. Ongoing work tries to integrate social 
network analysis with the i* modelling language 
and the TCD approach in particular (Jarke et al., 
2008). Of particular interest are the extensions that 
are able to take the dynamics of evolving relation-
ships into account. First approaches (Klamma et 
al., 2006) that match expectations in regard to 
emerging structures modelled with i* with the 
outcome of social network analyses via a suitable 
pattern language already exist, but have not yet 
been applied to a health care setting.
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kEy tErms and dEFinitions

Confidence (also system trust): Trust in 
the network/organization as a whole that is due 
to the mesh of dependencies neither completely 
visible nor manageable by the trustor. (Luhmann, 
1988)

Cooperation: Cooperation denotes the rela-
tionships between two or more organizations or 
parts thereof, which aim at fulfilling some shared 
goal, are based on written or oral (legal) agree-
ments, and keep the partners legally independent. 
(Kethers, 2000)

Distrust: “The expectation of opportunistic 
behaviour from partners” (Gans et al., 2003)

Process: A process is a set of identifiable, re-
peatable actions which contribute to the fulfilment 
of the objective (or goal) for which the process 
was designed. Actions are in some way ordered, 
performed by actors, and possibly subject to 
limitations or constraints. Actions can be activi-
ties (tasks), or be related to information flows or 
communication. (Kethers, 2000)

Social network: An autonomous form of 
coordination of interactions whose essence is 
the trusting cooperation of autonomous, but in-
terdependent agents who cooperate for a limited 
time, considering their partners’ interests, because 

they can thus fulfil their individual goals better 
than through non-coordinated activities. (Weyer, 
2000)

Strategic Dependency model: “The Strategic 
Dependency (SD) model provides an intentional 
description of a process in terms of a network of 
dependency relationships among actors. […] [It] 
consists of a set of nodes and links. Each node 
represents an “actor”, and each link between two 
actors indicates that one actor depends on the other 
for something in order that the former may attain 
some goal.” (Yu, 1995)

Strategic Rationale model: “The Strategic 
Rationale (SR) model provides an intentional 
description of processes in terms of process ele-
ments and the rationales behind them. […] [It] 
describes the intentional relationships that are 
“internal” to actors, such as means-ends rela-
tionships that relate process elements, providing 
explicit representations of “why” and “how” and 
alternatives.” (Yu, 1995)

Trust: “The willingness of a party to be vulner-
able to the actions of another party based on the 
expectation that the other will perform a particular 
action important to the trustor, irrespective of the 
ability to monitor or control that other party.” 
(Mayer and van der Hoek, 1995)

EndnotEs

1  An earlier version of this paper was published 
in (Kethers et al., 2005).

2  Note that the ward’s view expressed in the 
process diagrams is not a given, but evolves 
as the result of much discussion during the 
focus group meeting, as different staff mem-
bers discuss their different views of what is 
happening.
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introduction

Many smaller dialysis centers are turning to coopera-
tive alliances as a strategy to confront a competitive 
environment that is characterized by blurring in-

dustry boundaries, fast-changing technologies, and 
global integration. According to Lambe et al. (2002), 
alliance is broadly defined as the “collaborative ef-
forts between two or more firms in which the firms 
pool their resources in an effort to achieve mutually 
compatible goals that they could not achieve eas-
ily alone” (p. 141). Cooperative alliance is often 

aBstract

The literature on cooperative alliances has been criticized for its relatively narrow concentration on 
large firms and for ignoring small and medium-sized enterprises (SME) alliances where large firms do 
not operate in similar ways. Due to their size SMEs are more likely to seek external expertise. For small 
dialysis centers, they often form alliances to obtain these scarce resources. Unlike large firms which own 
a lot of slack resources to be able to form alliances with many partners, these small dialysis centers tend 
to form alliances with only a small number of partners and therefore, their dependence on these partners 
is higher than large firms. Hence, we conducted case study to investigate the use of complementary and 
supplementary information communication technology (ICT) resources among several small healthcare 
centers in Taiwan and evaluated how different types of resource alignment affect the performances of 
alliances. One contribution of the chapter is that the contribution of dissimilar ICT resources by both the 
focal and partner firms has a significant positive impact on alliance sustainable commitment. The results 
also reveal that there is a positive relationship between the contribution of dissimilar ICT resources by 
the partner firms and alliance performance. However, the contribution of dissimilar ICT resources alone 
by the focal dialysis centers has no significant impact on alliance performance.
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adopted by small and medium-sized enterprises 
(SMEs) as a competitive strategy and is also an 
important strategic choice because it allows SMEs 
to obtain necessary complementary resources in 
ICT. This is often carried out to overcome the 
problems of resource scarcity by entering into an 
alliance with other firms in order to create excess 
value relative to their value before the pooling by 
combining all their resources together (Dymsza, 
1988; Nohria and Garcia-Pont, 1991). However, 
according to Beamish (1987) and Das and Teng 
(2000b), around 60% of alliances between firms 
resulted in failure. Needless to say, this is a 
particularly worrying trend for SMEs which are 
widely recognized as having important roles to 
play in emerging economies and are generally 
characterized by resource constraints (Lee et al., 
1999; Weinrauch et al., 1991; Zineldin, 1998). 
Hence, the choice of partners and resource fit of 
alliance partners are of great importance for SMEs 
(Grant et al., 1999). For those SMEs without much 
ICT resources, the formation process of alliance 
can be partly viewed as a process to increase both 
of their tangible and intangible ICT resources. 
Value generated from alliances is enhanced when 
partners have different ICT resource profiles and 
contribute these ICT resources into the alliance. 
These partner characteristics are important since 
they help in the evaluation of optimum allocations 
of ICT resources for potential alliances to achieve 
suitable alliance resource alignments.

Thus, the objective of this chapter is to exam-
ine how the alignment of different types of ICT 
resources affects the performance of alliances. The 
research to date has only examined complemen-
tarity in terms of dissimilar resources whereas in 
this study, we aim to measure resource alignment 
(Das and Teng, 2000a; 2003) by examining the 
alliance partners’ contribution in terms of both 
supplementary (similar) and complementary 
(dissimilar) resources. The focus of this study is 
the small dialysis centers in Taiwan. These small 
dialysis centers have formed alliances to confront 
the fierce competition as well as to absorb the 

regulatory pressure from the regulatory authority. 
The literature on inter-organizational collabora-
tions has been criticized for its relatively narrow 
concentration on large firms and for ignoring 
SMEs’ alliances where large firms do not operate 
in similar ways (Prater and Ghosh, 2005). These 
cost pressures together with the general dynamic 
nature of the healthcare industry require a signifi-
cant change in approaches to utilize ICT resources 
by these small dialysis centers. Therefore, these 
small dialysis centers must form alliances to obtain 
scarce ICT resources. Unlike large firms which 
own a lot of ICT resources to be able to form al-
liances with many partners, these small dialysis 
centers tend to form alliances with only a small 
number of partners and therefore, their dependence 
on these partners is higher than large firms. In this 
regard, these small Taiwanese dialysis centers offer 
an appropriate context for research.

Background

resource supplementarity and 
resource complementarity

According to Parkhe (1991) and Sarkar et al. 
(2001), there are two types of interorganizational 
diversity. Type I diversity refers to the differ-
ences in complementary resources and capability 
profiles of the alliance partners in a search for 
synergy (Parkhe, 1991). As noted by Harrigan 
(1985), resource complementarity refers to both 
the uniqueness and symmetry of resources and 
is related to each partner’s resource contribution 
to the alliance. Uniqueness is the most often 
mentioned characteristic of complementarity and 
relates to each partner’s unique contribution to the 
alliance. If the resource contribution from each 
partner is too similar (overlapping), it will not be 
able to complement the other’s weakness (Hamel, 
Doz, and Prahalad, 1989). Beyond the role of re-
source complementarity in successful cooperative 
alliances, each partner has to provide symmetric 



223

Resource Alignment of ICT in Taiwanese Small Dialysis Centers

resource contributions. This is often referred to 
as “strategic symmetry” where partner interde-
pendence is created by a balanced contribution 
of unique strengths from each partner (Harrigan, 
1985). Strategic symmetry also implies: (a) equal 
risk sharing (Luo, 1999); (b) partner perceptions 
of equal costs and benefits in alliances (Dymsza, 
1988); and (c) the presence of power and status 
balance increases commitment in sharing both the 
costs and benefits (Bucklin and Sengupta, 1993; 
Chung et al., 2000).

Type II diversity relates to the social dimen-
sions and deals with interorganizational cultural 
and processual differences between partners within 
the alliance (Parkhe 1991). Incompatibilities 
or dissimilarities between alliance partners can 
negatively affect the interactions quality and 
hamper the conversion of tacit know-how into 
value creation within a partnership (Sarkar et al., 
2001). We have adapted the definition of resource 
supplementarity from Das and Teng (2000a) and 
defined it as the contribution of similar resources 
that are symmetric by two partners in an alliance. 
Resource similarity, defined by Chen (1996: 107) 
as “the degree to which two partner firms contrib-
ute resources compatible, in terms of both type and 
amount, to an alliance”, plays a critical role in the 
alliance formation because partners which possess 
similar resources can decrease interorganizational 
rivalry (Chen, 1996). Moreover, resource similar-
ity can also assist in interorganizational learning 
among alliance partners.

resource alignment

According to Das and Teng (2000a), four types 
of partner resource alignments can be derived 
by looking at the two dimensions of resource 
similarity and resource utilization: supplementary, 
surplus, complementary, and wasteful. Moreover, 
Das and Teng (2000a; 2003) argue that resource 
alignment is related to alliance condition and 
performance. However, there is little research to 
prove or evaluate Das and Teng’s (2000a; 2003) 

framework of resource alignment. Therefore, it is 
impossible to establish the relationship between 
the four types of partner resource alignments and 
the alliance performance. SMEs are particularly in 
need of finding suitable partners with the dissimilar 
resources since they possess a lot less resources 
than large firms. According to Srinivasan et al. 
(2005), SMEs require both dissimilar resources 
and similar resources via equal contribution due 
to their insufficient slack resources. However, Olk 
(1997) has pointed out that the benefits of similar 
resources’ contribution in alliances formation have 
not been adequately researched and recognized 
in the literature. Chen (1996: p107) has defined 
resource similarity as “the degree to which two 
partner firms contribute resources compatible, in 
terms of both type and amount, to an alliance”. 
The understanding of resource similarity is very 
important because the firms which have possessed 
similar resources can potentially be the fierce 
rivals (Chen, 1996). Therefore, forming alliances 
is one way for firms which have possessed similar 
resources to decrease interfirm rivalry. According 
to partner’s similar and dissimilar resources con-
tribution level, supposed interpartners only hold 
two kinds of resources, partner resource alignment 
can be classified into two types: supplementarity 
and complementarity (Das and Teng, 2000a).

resource alignment of 
supplementarity and 
complementarity

The key to the successful resource alignment of 
supplementarity and complementarity within an 
alliance is about not only the inter-partners’ contri-
bution of similar and dissimilar resources but also 
the attention paid by the alliance partners on the 
symmetric resource contribution. This is because 
symmetrically similar resource contribution can 
bring in mutual learning and cultural similarity 
whereas symmetrically dissimilar resource con-
tribution can lead to similar status and creation 
of synergy. Thus, the partner resource alignment 
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can be classified into four types: supplementarity, 
asymmetric supplementarity, complementarity, 
and asymmetric complementarity.

Supplementarity in resource alignment be-
tween partners is when the focal firm (the firm 
under study) and its partner firm contribute 
similar resources symmetrically. This can be an 
equally high or equally low contribution of simi-
lar resources by each partner firm. For example, 
dialysis centers may expect their hospital alliance 
partners to contribute equally for the procurement 
of expensive medical equipment. Another instance 
is that dialysis centers may expect to enlarge both 
in-patients inflow through mutual transfer and 
introduction of in-patients.

In addition, when the similar resources con-
tribution of focal firm is not equal to the contri-
bution the partner firm, the alignment is called 
asymmetric supplementarity. This is often caused 
by status dissimilarity (Chung et al., 2000: p 4). 
For example, when the partner firm has greater 
status or power, the focal firm is often forced to 
pour in more similar resources to the alliance than 
the partner firm. In general, the focal firm in this 
situation tends to be dissatisfied with the amount 
of resources contributed by the partner firm. Asym-
metric supplementarity in resource alignment will 
result in a lack of understanding of inter-partners’ 
knowledge and culture base. In this situation, the 
opportunistic behavior and the lack of understand-
ing in inter-partners’ knowledge and culture base 
within an alliance will often cause conflicts. This 
paper argues that higher resource supplementarity 
can increase the levels of fairness and interor-
ganizational learning of alliance partners and, 
therefore increase the alliance satisfaction. On 
the other hand, lower resource supplementarity 
(asymmetric supplementarity) can cause conflicts 
between inter-partners and lead to lower alliance 
commitment and satisfaction.

Complementarity alignment has been the most 
widely researched and recognized type of resource 
alignment in alliances (Das and Teng, 2000a). 
Under complementarity alignment, both partners 

within the alliance contribute a fair share of dis-
similar resources. When the focal firm provides a 
high contribution in one particular type of resource, 
the partner firm should provide a relatively high 
contribution in another type of resource. Similarly, 
when the focal firm provides a low contribution 
towards one type of resource, the partner firm 
may follow suit by providing a relatively low 
contribution in another type of resource. Therefore, 
higher resource complementarity is likely to lead 
to higher alliance satisfaction.

On the other hand, when different resources 
are not comparably or not equally contributed, it is 
called an asymmetric complementarity alignment. 
One reason why asymmetric complementarity can 
happen is because of status dissimilarity (Chung 
et al., 2000). That is, one partner within the alli-
ance contributes more unique resource than the 
other. Another reason is due to SMEs having a 
general lack of resources. Many SMEs may not 
be able to fulfill the promise of resources con-
tribution that was agreed when the alliance was 
initially established (Hyder and Abraha, 2004). 
This also shows the inability of SMEs to locate 
the required resources (Prater and Ghosh, 2005). 
However, there is also a risk of power and status 
asymmetry when SMEs form alliances with large 
firms. Under asymmetric complementarity when 
one or both partners cannot contribute enough 
unique resources to satisfy the others’ needs, there 
is likely to be higher resource allocation disagree-
ments, greater inter-partner conflicts, and lower 
alliance satisfaction.

rEsEarch mEthodology

The focus of our study is small dialysis centers 
in Taiwan. The dialysis industry in Taiwan has 
two main characteristics. First, more than 97% 
of health care providers in Taiwan are contracted 
with a government sponsored agency, BNHI. 
Due to the financial difficulties within the na-
tional health care system in Taiwan, the costs and 
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revenues of these small dialysis providers have 
been closely monitored by BNHI (Lee and Jones, 
2004). BNHI’s fixed-budget policy has resulted 
in reimbursements at lower rates. As a result, the 
payments to these small dialysis centers have been 
decreasing markedly each year while, at the same 
time, their costs have been increasing rapidly. 
Second, the supply of nephrologists and dialysis 
centers, and the demand from the end stage renal 
disease (ERSD) patients have been growing at a 
steady rate. However, most ERSD patients prefer 
to go to large hospitals for long-term treatment. 
In order to survive, many of these small dialysis 
centers have resorted to forming alliances with 
medium-sized hospitals or large healthcare service 
providers. In recent years, most of these small 
dialysis centers have realized that they can only 
compete with major hospitals through coopera-
tive alliances.

The objective of this research is to establish 
whether greater deployment of resource align-
ments leads to more satisfactory alliance. Two 
research questions are proposed:

1.  Do organizations which use supplementarity 
alignment more likely to be satisfied with 
their alliance activities compared with those 
which have adopted asymmetric supplemen-
tarity alignment?

2.  Do organizations which use complementarity 
alignment more likely to be satisfied with 
their alliance activities compared with those 
which have adopted asymmetric comple-
mentarity alignment?

In an attempt to answer the above two research 
questions, several mini-case studies involving 
Taiwanese small dialysis centers were conducted 
by the authors. The case study method was cho-
sen because it enables the researcher to examine 
the context of the resource alignment and better 
understand the responses given in the interviews 
through observation. In addition, the researchers 
examined organization documents and annual 

reports of these dialysis centers. Some patients 
and medical staff of these dialysis centers were 
also contacted to confirm some of the materials 
collected via the case study. This serves as a method 
of triangulation of research data and ensures that 
the questions and answers are properly understood 
by repeating or rephrasing the questions and 
through paraphrasing the responses back to the 
interviewee (Silverman, 2001). This reasoning 
has been supported by Rouse and Dick (1994) 
who have stated that many information systems 
practices are difficult to investigate using only 
survey approaches.

IS/IT managers from these small Taiwanese 
dialysis centers were interviewed during 2006. 
Structured interviews were used as one of the data 
collection methods for the case study. According 
to Burns (1994), structured interviews are repeated 
face-to-face interactions between the researcher 
and participants and allow the researchers to focus 
on certain themes and issues with rich insights for 
exploring, identifying, and understanding partici-
pants’ viewpoints and opinions. The case study 
approach allowed the researchers to interview a 
range of IT specialists in each organization, ob-
serving practice and analyzing company reports. 
The findings from these information gathering 
approaches were analyzed iteratively by the 
researchers on an individual level, differences 
reconciled and then a judgment made on each of 
the major constructs. The responses to interview 
questions were rated by the researchers relative 
to the pool of responses. For example, intervie-
wees were asked about the economic satisfaction 
with their resource alignment in alliance. Their 
answers were judged in terms of the financial 
significance of the organization contribution and 
were then compared with the results for the other 
organizations resulting in the categories of low, 
medium and high.
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ict alignmEnt

This study has defined the inter-organizational 
resource cooperation among the healthcare centers 
as the unique and valuable ICT resources contribu-
tion by both the focal and partner firms. According 
to the resource-based viewpoint, ICT resources 
(for a healthcare center) can be categorizes as 
intangible resources (specialized IS support), 
physical resources (medical IS support services) 
and organizational capabilities (IS management 
systems) (Chatterjee and Wernerfelt, 1991; Short 
et al., 2002).

The satisfaction scale was based on Cullen 
et al.’s (1995) perceptual measure of assessing 
satisfaction with both the relationship and perfor-
mance between international joint venture (IJV) 
partners. Geringer and Hebert (1991) have found 
that subjective satisfaction is positively related to 
the objective measures of IJV performance (i.e. 
survival, stability and duration). Therefore, in 
this study, satisfaction was used as an indicator 
for alliance performance.

Participants interviewed were from differ-
ent levels of management to provide different 
managerial perspectives. Questions relating to a 
particular research theme, for example, level of 
satisfaction with resource alignment, were exam-
ined as a cluster. This was done as a form of in-case 
analysis and to develop general explanations and 
interpretations (Eisenhardt, 1989). These steps 
enhance the construct validity, reliability, and 
overall quality of the research (Yin, 2002).

All the organizations that took part in the re-
search have been trading for more than five years 
and are obtained from the Taiwan National Kidney 
Foundation database. Extensive notes were taken 
during the interviews. The questions asked during 
the interviews were related to the inter-partners’ 
contribution volume and types, alliance benefits, 
reasons for alliance, and their alliance. Other data 
collected for this research included organization 
documents and annual reports. Qualitative content 
analysis (Miles and Huberman, 1994) was used 

to analyze the data from the case study using the 
constructs identified in the literature analysis. 
These included: ICT resource contribution, ICT 
resource type, supplementarity, complementar-
ity, and overall satisfaction with alliance. Where 
there were discrepancies in the interpretation of 
responses to the questions these were resolved by 
consultation between the researchers and in some 
cases further explanation from the interviewees. 
Both researchers evaluated the responses from 
the interviews and classified them according to 
the research themes. The Cohen’s Kappa statistic 
was used to analyze the level of correspondence 
between the researchers and there was a high 
degree of reliability between the researchers in 
relation to the interpretation (0.87). This is well 
above the 61% level suggested for a substantial 
strength of agreement (Fleiss, 1981). The analysis 
of the case study results was also conducted in 
a cyclical manner and the results were checked 
by co-researchers and other alliance experts. The 
guidelines set out by Klein and Myers (1999) 
for conducting and evaluating interpretive field 
studies in information systems were followed to 
improve the quality of the research.

rEsEarch Findings

research question one

The first research question relates to the de-
ployment of supplementarity alignment and its 
relationship with alliance satisfaction (see Table 
1). Better relationships with partners, greater 
business growth, and improved sales growth are 
the most often mentioned benefits in relation to 
the alliance satisfaction. Please note that each dot 
denotes one organization.

research question two

The second research question relates to the de-
ployment of complementarity alignment and its 
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relationship with alliance satisfaction (see Table 
2). Better relationships with partners, greater 
business growth, and improved sales growth are 
the most often mentioned benefits in relation to 
the alliance satisfaction.

discussions

Case study was conducted and the respondents 
were asked to answer the questions in relation 
to the cooperative relationship with their most 
important alliance partner. One contribution of the 
chapter is that the contribution of dissimilar ICT 
resources by both the focal and partner firms has a 
significant positive impact on alliance sustainable 
commitment. The results also show that there is 
a positive relationship between the contribution 
of dissimilar ICT resources by the partner firms 
and alliance performance. However, the contri-
bution of dissimilar ICT resources alone by the 
focal dialysis centers has no significant impact 
on alliance performance.

This research has provided several insights for 
the ICT resource alignment model selected by al-
liance partners in the dialysis industry. First, past 
research did not find empirical support that there 
was a positive relationship between ICT resource 
complementarity and alliance performance (Das 
and Teng, 2000a; Hill and Hellriegel, 1994). We 
had suspected that this had something to do with the 
measurement of complementarity. Through the use 
of our measurement, the results indicated that both 
resources supplementarity and complementarity 
were positively and significantly related to alliance 
commitment and satisfaction. Our results had not 

only confirmed with previous research findings 
(Lambe et al., 2002) but also provided the possible 
means of measuring resource alignment (Das and 
Teng, 2000a; 2002; 2003). The results had shown 
that the small dialysis centers were more likely 
to select partners which had owned the requisite 
complementary resources. The success of the al-
liance can only be achieved through this sort of 
resource fit. Second, past research findings sug-
gested that the criteria for complementary resource 
depended heavily on uniqueness and symmetry 
of ICT resources (Johnson et al., 1996). In this 
research, it was found that the criteria could be ap-
plied to resource supplementarity in small dialysis 
centers. Therefore, the establishment of successful 
alliance depended not only on partners’ ability to 
contribute unique and performing resources but 
also on the perception of fair dealing of these 
resources by the small dialysis centers.

conclusion

Previous research has concentrated on large 
firms and assumed that they paid particular at-
tention to their partners’ ability to contribute 
complementary resources within the alliance, 
regarding supplementary resources as surplus or 
slack resources. The research measures and items 
adopted by our research have provided the means 
to evaluate complementarity and supplementarity 
in terms of dissimilar and similar resources. The 
research measures and items could be applied to 
both large firms and SMEs in other industries 
in the future. Moreover, previous research had 
not examined in detail the relationship between 

Table 1. ICT resource supplementarity vs. alli-
ance satisfaction 

●●●●λ

● ●●

●●●●

Table 2. ICT resource complementarity vs. alli-
ance satisfaction 

●●●●

●●● ●

●●●●●
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resource alignment and alliance performance in 
addition to the mediating factors that determine 
the effect of resource alignment towards alliance 
satisfaction. This research has made a significant 
contribution by examining the specific theoretical 
meaning and role that resource alignment plays 
within cooperative alliances.

Furthermore, past research findings suggested 
that the criteria for complementary resource de-
pended heavily on uniqueness and symmetry of 
resources (Johnson et al., 1996). In this research, 
it was found that the criteria could be applied to 
ICT resources supplementarity. Therefore, the 
establishment of successful alliance depended not 
only on partners’ ability to contribute unique and 
performing ICT resources but also on the percep-
tion of fair dealing of these resources by the focal 
SMEs in the healthcare industry.

This is especially true when both focal and 
partner firms have perceived that synergies 
(1+1>2) have been created by the alliance (see 
quadrant 9, Table 3). The alliance is also likely to 
continue in quadrants 6 and 8. Similarly, if both 

focal and partner firms have not perceived any 
gains (1+1<2) from forming the alliance then the 
alliance will be discontinued (quadrant 1). Alli-
ance is also not likely to continue in quadrants 2 
and 4. None of the alliance partners are satisfied 
with the performance of the alliance. Furthermore, 
one party is likely to withdraw from the alliance 
while the other party is likely to want to hold on 
to the alliance in quadrants 3 and 7. For example, 
in quadrant 7, focal firm has nothing to gain 
from the alliance and has perceived partner firm 
as not contributing its fair share of resources to 
the alliance whereas partner firm would want to 
hold on to the alliance as it is benefiting greatly 
from it. Finally, alliance needs to be re-evaluated 
when both focal and partner firms are indifferent 
(1+1=2) about the performance of the alliance 
(quadrant 5).

Second, previous research findings suggested 
that the criteria for complementary resource de-
pended heavily on uniqueness and symmetry of 
resources (Johnson et al., 1996). In this research, 
it was found that the criteria could be applied to 

Table 3. The level of synergies created by the cooperative alliance 

Perceptions of Focal firm

Perceptions 
of Partner 

firm

Level of Synergies 1 + 1 < 2 1 + 1 = 2 1 + 1 > 2

1 + 1 < 2

1. The alliance is a complete 
failure and should be discon-
tinued immediately. Both 
focal and partner firms are 
very dissatisfied with the per-
formance of the alliance.

2. Both focal and partner firms 
need to re-evaluate the alliance. 
Partner firm is very likely to 
pull out from the alliance.

3. Partner firm is very likely 
to pull out from the alliance 
whereas focal is very likely 
to want to hold on to the al-
liance. Focal firm has been 
perceived as not contributing 
enough of its resources to the 
alliance.

1 + 1 = 2

4. Both focal and partner 
firms need to re-evaluate 
the alliance. Focal firm is 
very likely to pull out from 
the alliance.

5. Both focal and partner 
firms need to re-evaluate the 
alliance.

6. The alliance is somewhat 
successful and is likely to 
continue. Focal firm is more 
enthusiastic than the partner 
firm about the alliance.

1 + 1 > 2

7. Focal firm is very likely 
to pull out from the alliance 
whereas partner is very likely 
to want to hold on to the alli-
ance. Partner firm has been 
perceived as not contributing 
enough of its resources to the 
alliance.

8. The alliance is somewhat 
successful and is likely to 
continue. Focal firm is not as 
enthusiastic as the partner firm 
about the alliance.

9. The alliance has been very 
successful and is very likely 
to continue. Both focal and 
partner firms are likely to be 
very satisfied.
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resource supplementarity as well. This research 
had found that resource supplementarity and 
complementarity not only can assist in improving 
reciprocal strengths of alliance partners (Contrac-
tor and Lorange, 1988), but also can provide them 
with means to achieving similar status (Chung et 
al., 2000) as well as enhancing interorganizational 
learning (Lane and Lubatkin, 1998; Nonaka and 
Takeuchi, 1995). This can assist in establishing 
successful alliances. Third, the effect of resource 
alignment in relation to alliance satisfaction is 
likely to be dependent on the commitment to 
investing the required resources into the alliance. 
The fact that alliance commitment was found to 
be a mediating factor of resource alignment on 
alliances satisfaction is due to the high correla-
tion between the alliance commitment and the 
alliance satisfaction. Consistent with Sarkar’s et 
al. (2001) findings, this research had found that 
alliance commitment had a positive mediating 
effect between partners’ resource supplementar-
ity, complementarity, and alliance satisfaction. 
Therefore, it could be said that successful alliances 
depend on a partner’s willingness to contribute a 
fair share of the similar and dissimilar resources. 
Sincere commitment by all partners would likely 
result in the alliance satisfaction. Thus, the com-
mitment to the alliance was the dominant factor 
for resource alignment on alliance success.

managErial and practical 
implications

This study has several managerial and practical 
implications. First, the results show the relative 
importance of key factors in choosing appropri-
ate alliance partners. The results from this study 
indicate that small dialysis centers should be 
careful in selecting their alliance partners and 
in evaluating the amount of complementary and 
supplementary resources the partners are prepared 
to contribute to the alliance. Instead of focusing 
only on complementary resources, it is vital to 

estimate the amount of supplementary resources 
the partners are able to bring to the alliance. An 
insufficient contribution of supplementary re-
sources to the alliance can often lead to failure. 
These criteria can guide small dialysis centers in 
the partner selection process and in establishing 
cross-border alliances. Second, for small dialysis 
centers, commitment is a critical factor that needs 
to be carefully managed to avoid the possible 
negative effects of an asymmetric contribution 
of specific supplementary and complementary 
resources. The selection of partners who are 
able to contribute fairly to both the requisite 
complementary and supplementary resources 
is of great importance. This will ensure the fair 
share of any future benefits by all partners and 
this will ultimately lead to alliance satisfaction 
and success.

limitations and FuturE 
dirEctions

The major limitation of the present study relates to 
the generalizability of the research findings. The 
study involved SMEs in Taiwan and the findings 
are based on the Taiwanese context. It would be 
interesting to conduct the research in other coun-
tries and with different business applications. This 
research has relied on the information provided at 
a particular point in time. Further research could 
take a longitudinal approach as the perception and 
management of benefits and resource contribu-
tions is likely to change over time. Alternatively, 
our study could be replicated in a few years time 
to examine how resource alignment and related 
benefits have changed and are being managed in 
light of new or emerging alliances.

FuturE trEnds

It has been argued that user satisfaction on the 
use of ICT resources is a more accurate reflection 
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of contentment (Scheepers et al., 2006). Clinical 
workers within these healthcare centers should 
welcome the utilizing of ICT resources as long as 
it provides direct clinical benefits to their work and 
ease their work practices (Jensen and Aanestad, 
2007). However, they tend to harbor negative 
reactions towards the ICT resources if it implies 
new mechanisms for administrative control of 
their work and introduce new tasks previously per-
formed by others (Jensen and Aanestad, 2007). For 
example, mandatory IS use among doctors has far 
more implications compared to other professional 
groups (e.g. nurses and clinicians) because of their 
traditional autonomy, legitimacy and status (Kohli 
and Kettinger, 2004). Therefore, it is critical for 
these healthcare centers undertaking cooperative 
alliances to implement the ICT resources carefully 
and appropriately in the future.

Third, it is also crucial for the senior managers 
of the healthcare centers to examine the imple-
mentation issues after obtaining the requisite 
ICT resources from their alliance partners in the 
future. Other issues such as behavioral, attitudinal 
and organizational considerations should not be 
neglected as well (Thomas et al., 1995). From a 
practical standpoint, understanding the reactions 
of their clinical workers toward the newly acquired 
ICT resources and their subsequent behavior 
can help healthcare centers devise appropriate 
intervention strategies and programs to maximize 
their use and their effects on the firms (LeRouge 
et al., 2007a). This is important given that most 
healthcare firms, from our own observation, still 
pay little attention toward the effective utiliza-
tion of ICT resources. According to Davidson 
and Heineke (2007), stakes are too high to be 
content with gradual diffusion of the healthcare 
ICT resources and therefore, deliberate steps must 
be identified to achieve desirable outcomes and 
increase the pace of dissemination. One way of 
doing it is to identify the relevant opinion lead-
ers who can serve to reduce the uncertainty of 
others in adopting new ICT resources (Cain and 
Mittman, 2002).

Intervention programs aimed at assisting small 
healthcare centers to overcome learning barriers to 
adopt ICT resources may also be needed (Reardon 
and Davidson, 2007). For example, programs to 
develop community-based knowledge and ICT 
resources could complement financial incen-
tives programs and might increase their efficacy 
(Davidson and Heslinga, 2007). A better under-
standing of the use of such resources may help 
design better systems, strategies, and programs 
that are necessary to deliver a higher quality of 
healthcare services. Finally, it is also important to 
examine the roles played by doctors, nurses and 
clinicians in the ICT resource alignment among 
healthcare centers as they have the power to hold 
back the adoption or even lead to system’s failure 
(Mantzana et al., 2007). The decision-making 
process for such ICT resource alignment must 
be taken into account of these healthcare players’ 
points of view.
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kEy tErms and dEFinitions

Alliance: The collaborative efforts between 
two or more firms in which the firms pool their 
resources in an effort to achieve mutually com-
patible goals that they could not achieve easily 
alone.

Alliance Satisfaction: The contentment the 
alliance partners feels when the alliance has 
achieved its aims or objectives.

Dialysis Center: A facility that provides the 
diagnostic, remedial, and rehabilitative services 
to care for the dialysis patients.

Resource Alignment: The resource alignment 
can be classified into four types: supplementarity, 
asymmetric supplementarity, complementarity, 
and asymmetric complementarity.

Resource Complementarity: The degree to 
which two partner firms symmetrically contribute 
dissimilar resources, in terms of both type and 
amount, to an alliance.

Resource Supplementarity: The degree to 
which two partner firms symmetrically contrib-
ute similar resources, in terms of both type and 
amount, to an alliance.

SMEs: Small to median enterprises. The Euro-
pean Commission has defined SMEs as organiza-
tions which employ less than 250 people.
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aBstract

An ontology in the context of guideline representation is a specification of conceptualizations that 
constitutes evidence-based clinical practice guidelines. It represents the elements of a guideline by 
specifying its attributes and defining the relationships that hold among them. For example, a guideline 
representation ontology would define a set of medical decisions and actions (concepts), as well as a set 
of rules (relationships) that relate the evaluation of a decision criterion to further reasoning steps or 
to its associated actions. A rigorously defined computational ontology provides considerable promise 
of producing computable representations that can be visualized, edited, executed, and shared using 
computer-based systems. A widely acknowledged ontology, or standard representation schema, is the 
key to facilitating the dissemination of guidelines across computer systems and healthcare institutions. 
The first part of this chapter presents the evolution of ontology research in guideline representation. 
Several representative ontologies are reviewed and discussed, with in-depth analyses of two popular 
models: GLIF (Guideline Interchange Format) and PROforma. The second part of the chapter analyzes 
seven key elements constituting a guideline representation. It also discusses the criteria for evaluating 
competing ontologies and some known limitations in the existing models. At the end of this chapter, four 
key steps are outlined that converts a guideline into computerized representation, which can be then 
used in Clinical Decision Support Systems (CDSSs).
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introduction

Evidence-based medicine is “the conscientious, 
explicit, and judicious use of current best evidence 
in making medical decisions about the care of 
individual patients” (Sackett, Rosenberg, Gray, 
Haynes, & Richardson, 1996). Evidence-based 
clinical practice guidelines, a condensed form 
of evidence-based medicine, are published and 
maintained by professional organizations. For 
example, the National Guideline Clearinghouse1 
currently hosts over 1,700 active guidelines, span-
ning a wide variety of disease areas and conditions. 
However, these guidelines are usually prepared 
and disseminated as unstructured, descriptive 
textual documents that are primarily intended 
for human readers, inhibiting their automated use 
within Clinical Decision Support Systems. In ad-
dition, the lack of a standard schema also impairs 
the interoperability of guideline representations, 
resulting in a waste of implementation time and 
resources, and potentially increased error rates. To 
alleviate the problem, the development of standard, 
structured guideline representation ontologies is 
of vital importance.

The contemporary usage of the term ontology 
is derived from its much older usage in philoso-
phy, in which it studies existence, its component 
entities, and the relationships between them. 
A contemporary ontology can be defined as “a 
formal, specific conceptualization of a domain; 
by adopting an ontology, an agent makes an 
ontological commitment to use only the vocabu-
lary the ontology provides, and to use it only to 
denote the concepts provided” (Gruber, 1993). 
This definition articulates the concepts existing 
in a domain as well as its taxonomy, rules, and 
the relationships existing between them. These 
concepts are usually abstract, simplified views 
of the knowledge existing in a domain, such as 
medicine or biology. They do not necessarily 
represent complete knowledge of that domain, 
but can be composed of a subset, required for a 
specific application2.

The main purpose of introducing the concept 
of ontology into knowledge representation is to 
enable knowledge sharing and reuse. Rigorously 
defined ontologies---with computer-recognizable 
semantics and structure that support some level 
of computation---are called computational on-
tologies. Computational ontologies are pivotal 
component of computer systems designed for 
intelligent reasoning, for example, Clinical Deci-
sion Support Systems.

The concept of ontology has been widely 
adopted in many disciplines such as computer 
science, information science, medicine, and ge-
nomics. Well known examples are 1) the semantic 
web ontologies that provide a universally acces-
sible platform for data to be shared and processed 
by automated tools over web3; and 2) the gene 
ontologies that provide controlled vocabularies to 
describe gene and gene product attributes in any 
organism4. Not surprisingly, every knowledge-
base or knowledge-based expert system should 
implement an ontology, explicitly or implicitly 
(Gruber, 1993).

In the context of clinical practice guideline 
representation, an ontology is a specification 
of concepts and relationships that constitute an 
evidence-based clinical practice guideline. It 
conceptualizes the elements of a guideline, their 
properties, and defines the relationships that 
hold among them. For example all guideline 
representation ontologies have a set of medical 
decisions and relevant actions (concepts), and a 
set of temporal rules that relate decision evaluation 
results to associated actions (relationships). A well 
established and generally acknowledged guideline 
representation ontology ensures that the resulting 
representations can be easily understood by non-
authoring human readers, therefore facilitates the 
dissemination of guidelines across institutions. 
Well defined computational ontologies also pro-
vide considerable promise of enabling automated 
guideline acquisition, visualization, execution, and 
sharing. Such characteristics are prerequisites for 
a computer-recognizable, interchangeable guide-
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line format. Without these features, it is difficult 
to enable automated knowledge acquisition and 
execution for Clinical Decision Support Systems 
designed to enhance evidence-based practice 
(Wang et al., 2002; Zielstorff, 1998).

Existing guidElinE ontologiEs

the Evolution of guideline 
ontologies

There have been numerous efforts to represent 
medical knowledge to support computerized de-
cision support. Among them, the Arden Syntax 
introduced in 1989, was the first and has become a 
certified standard of HL75. Arden Syntax provides 
a specification for encoding medical knowledge as 
individual rule-based procedures, also known as 
Medical Logic Modules (MLMs). These MLMs 
each contains sufficient logic to make a single 
medical decision. Arden Syntax, however, is 
not designed to represent comprehensive clini-
cal practice guidelines. It is up to the adopter’s 
judgment to link individual MLMs in order 
to construct complex logic representing a full 
guideline. Extensions of Arden Syntax have been 
developed to accommodate this limitation, for ex-
ample Interacting MLMs (Kuhn & Reider, 1994), 
which specifies how to use multiple MLMs as a 
set to mimic guideline behavior; and Augmented 
Decision Tables, which implements algorithms 
for additional capacities, such as probabilistic 
reasoning (Shiffman, 1997). Nevertheless, it has 
been a well known issue that the Arden Syntax 
is inadequate to represent complex guidelines 
that have advanced medical decision algorithms 
or multiple steps that unfold over time (Peleg et 
al., 2003).

This realization has led to the development 
of more comprehensive models. Among them 
well known and still existing ones include Asbru, 
EON, GLIF (Guideline Interchange Format), and 
SAGE (Sharable Active Guideline Environment), 

developed in the United States; and GASTON, 
GUIDE, PRODIGY and PRO forma, developed in 
Europe. Some of these ontologies, such as GLIF 
and SAGE, aim to achieve a general, interchange-
able format; others such as PRODIGY3, focus on 
representing guidelines in certain disease areas 
such as chronic disease management and preven-
tive care procedures.

Most of the existing guideline ontology models 
were independently developed. Nevertheless, they 
share many common characteristics, reflecting 
synthesized views of prior modeling work as 
well as the inherent nature of the evidence-based 
clinical practice guidelines these models attempt 
to represent (Peleg et al., 2003). While distinct 
design choices are made along many dimensions, 
ultimately these efforts attempt to achieve an 
guideline representation ontology that can:

Represent and execute various types • 
of guidelines with varying levels of 
complexity;
Efficiently represent guidelines with mini-• 
mal, reusable constructs;
Provide visual tools that allow none-expert • 
users to directly create, modify, compile, 
and execute computer algorithms that im-
plement clinical practice guidelines;
Support seamless integration with hetero-• 
geneous CDSSs for automated guideline 
execution;
Provide a mechanism to minimize the • 
amount of work in adapting generic guide-
line representations to intuitional require-
ments or other local contexts.

Because of many common shared charac-
teristics, the existing models are reasonably 
interchangeable. Researchers have shown that a 
generic comparison model can be developed in 
order to map different guideline representation 
models to a set of generalized guideline execu-
tion tasks (Peleg et al., 2003). Being aware of the 
existence of such common characteristics, newly 
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initiated projects, such as SAGE, aim to develop 
mechanisms to inherit the relevant features of 
existing ontologies to achieve a unified format 
for guideline representation.

In the next section we review several represen-
tative guideline ontology models: GLIF, SAGE, 
PRO forma, EON, PRODIGY, Asbru, and GUIDE. 
Two popular models, GLIF and PRO forma, are 
also selected for in-depth analyses.

Major Ontologies in Use

Approximately thirty ontologies have been de-
veloped for representing and executing medical 
knowledge. The ontology models included in this 
section are typically comprehensive ontologies 
that can be used to represent a full guideline. 
Information contained in this section is obtained 
from research publications or the project websites 
of these ontologies, unless otherwise specified.

GLIF

Unlike many other ontologies, the principle mo-
tivation for the development of the Guideline In-
terchange Format (GLIF) is to achieve a standard, 
sharable language for modeling and disseminating 
clinical practice guidelines. GLIF is developed 
by the InterMed Collaboratory, a joint project of 
the medical informatics laboratories at Harvard, 
Stanford, Columbia, and McGill Universities. Its 
research and implementation work is currently 
overseen by the HL7 Clinical Guidelines Spe-
cial Interest Group. The first published version 
of GLIF, version 2, was released in 1998. The 
latest one, version 3, was released in 2000. An 
in-depth analysis of the GLIF3 format is presented 
in Section 3.2.

TOOLS: GLIF uses Protégé as its authoring 
tool6. GLIF3 develops an object-oriented query 
and expression language, GELLO, for encoding 
medical decisions. The GLIF3 Guideline Execu-
tion Engine (GLEE) is the tool for executing the 
guidelines encoded in the GLIF3 format.

IMPLEMENTATION: GLIF3 encoded guide-
lines are being used at Columbia University for 
post-CABG (Coronary Artery Bypass Grafting) 
patient care planning. A diabetes foot guideline is 
used in Israel at several primary care outpatient 
clinics.

URL: http://www.glif.org/

SAGE

Similar to GLIF, the SAGE (Sharable Active 
Guideline Environment) is proposed to inherit 
features of the existing ontologies as well as estab-
lished medical standards to achieve a mechanism 
for interoperable distribution of guideline-based 
decision support systems. The ultimate goal of 
SAGE is to create an infrastructure that allows 
guideline execution across heterogeneous clinical 
information systems. The project started in 2002, 
as a collaboration between the IDX Corporation, 
Stanford Medical Informatics, Mayo Clinic (Roch-
ester), the University of Nebraska, Intermountain 
Health Care, and Apelon. The most recent internal 
release is version 1.57, updated in September, 
2005 (Tu et al., 2007).

TOOLS: SAGE also uses Protégé as its au-
thoring tool, with a customized plug-in called 
Kwiz that extends Protégé’s ability for guideline 
modeling in SAGE.

IMPLEMENTATION: SAGE encoded guide-
lines have not been used in practice; nevertheless 
there are plans to use SAGE to implement guide-
lines for immunization, diabetes, and community-
acquired pneumonia in simulated environments at 
Mayo Clinic and University of Nebraska Medical 
Center.

URL: http://sage.wherever.org/

PROforma

PRO forma aims to provide a specification and a 
knowledge representation language for authoring, 
publishing, and executing clinical guidelines. It is 
developed at the Advanced Computational Labora-
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tory of Cancer Research in the United Kingdom. 
Starting in 1999, PRO forma was commercialized 
by InferMed Ltd, under the brand name Arezzo. 
PRO forma is essentially a first-order logic (FOL) 
formalism7 to support medical decision making 
and plan execution. In addition, it supports a 
number of non-classical logics, such as temporal 
logic. An in-depth analysis of the PRO forma is 
presented in Section 3.3.

TOOLS: Tallis Composer is developed to 
author and execute guidelines encoded in the 
PRO forma format. It is available at no charge for 
collaborative research use. Arezzo, a commercial 
product, provides dedicated authoring and execu-
tion environment for PRO forma.

IMPLEMENTATION: PRO forma has been 
used to develop a wide range of prototype and 
routinely used clinical applications. Some ex-
amples are CAPSULE, providing advice on 
prescribing in general practice, and Bloedlink, 
providing advice on laboratory tests, management 
of chronic diseases such as dyspepsia, asthma, 
and depression.

URL: http://www.acl.icnet.uk/lab/proforma.
html

EON

EON is a guideline representation ontology that 
seeks to “create an architecture made up of a set 
of software components and a set of interfaces that 
developers can use to build robust decision-support 
systems that reason about guideline-directed 
care” (Musen, Tu, Das, & Shahar, 1996). It was 
developed by Stanford Medical Informatics. The 
project was initiated in 1996, ended in 2003, and 
the results are carried over to the SAGE project. Its 
guideline model, called Dharma, defines guideline 
knowledge structures such as eligibility criteria, 
abstraction definitions, guideline algorithms, 
decision models, and recommended actions. 
The EON execution system obtains patient data 
through a specified temporal database manager 
or from user input, and then generates guideline 

based recommendations.
TOOLS: EON uses Protégé as its authoring 

tool. Padda is the environment for executing 
guidelines encoded in EON, based on CORBA8 
architecture in a client-server fashion.

IMPLEMENTATION: EON is mainly used in 
the ATHENA project9 to provide hypertension ad-
visories at a number VA sites. An application called 
T-HELPER (Therapy-Helper) also uses EON for 
data management of patients with HIV.

URL: http://www.smi.stanford.edu/projects/
eon/

PRODIGY

PRODIGY (Prescribing RatiOnally with Decision 
Support In General Practice study) is a clinical 
decision support system that integrates with the 
commercial primary care information systems in 
the UK. It is developed by the Sowerby Centre for 
Health Informatics at Newcastle. PRODIGY aims 
to facilitate knowledge engineering by produc-
ing a simple, understandable model sufficiently 
expressive in order to represent chronic disease 
management guidelines. PRODIGY I includes a 
guideline representation model, which was used 
in PRODIGY II to implement guidelines for the 
management of acute diseases. PRODIGY3 is 
designed to model guidelines for more chronic 
diseases management areas.

TOOLS: PRODIGY uses Protégé as its au-
thoring tool. Dedicated PRODIGY3 execution 
environments are required in local adaptation.

IMPLEMENTATION: PRODIGY3 has been 
used in the UK to implement several chronic dis-
ease guidelines including hypertension, asthma, 
and angina.

URL: http://www.prodigy.nhs.uk/

Asbru

Asbru was developed as part of the Asgaard proj-
ect by the Vienna University of Technology and 
Stanford Medical Informatics. It is a time-oriented, 
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intention-based, skeletal plan-specification repre-
sentation language to embody clinical guidelines 
as skeletal plans. These skeletal plans are typically 
used by human executing agents other than the 
original plan designer, although they also provide 
promise to represent guidelines in a computable 
format (Shahar, Miksch, & Johnson, 1998).

TOOLS: AsbruView is a graphical tool that 
supports visualization and understanding of As-
bru encoded guidelines. CareVis is an integrated 
visualization of Asbru guidelines and temporal 
patient data. Finally DELT/A is a tool to edit As-
bru guidelines in XML format, and to link to the 
original HTML guideline documents.

IMPLEMENTATION: Asbru has been used 
in the Asgaard project to create prototypes for a 
number of guidelines such as diabetes, jaundice, 
and breast cancer.

URL: http://www.asgaard.tuwien.ac.at/

GUIDE

GUIDE is a component-based, multi-level archi-
tecture that is designed to represent and execute 
guidelines with both workflow management 
systems and EMR technologies. GUIDE is devel-
oped by the Laboratory for Medical Informatics, 
Department of Computer and System Science at 
the University of Pavia, Italy. The GUIDE frame-
work includes a Virtual Electronic Medical Record 
(vEMR)10 and a logging system that allows all 
details of the health care process to be traced.

TOOLS: Guide Editor is a tool for editing 
guidelines encoded in GUIDE format.

IMPLEMENTATION: GUIDE is used in an 
application to support management of stroke pa-
tients in four hospitals in the Lombardia region. 
An application to support the management of 
patients with heart failure is being evaluated by 
general practitioners in the Trentino Alto Adige 
region.

URL: http://www.labmedinfo.org/research/
dsg/decision_support.htm

two ontologiEs in dEpth

In this section we will take a closer look at two 
of these seven ontologies. These two ontologies 
are selected because 1) they are comprehensive 
ontologies that can be used to represent a full 
guideline; 2) they significantly leverage on prior 
modeling work; 3) they are under continued de-
velopment; 4) they are balloted to be standards 
under auspices of standard organizations such as 
HL7; and 5) they are being used, or under evalu-
ation, to implement evidence-based guidelines 
in practice.

A number of comparison studies have been 
conducted to examine the differences and common 
characteristics of the existing models (Peleg et al., 
2001; Peleg et al., 2003; Wang et al., 2004); among 
these studies the Peleg et al’s paper on comparing 
computer-interpretable guideline models (Peleg 
et al., 2003) is most widely cited. In the paper 
the authors compared several competing models, 
including Asbru, EON, GLIF, GUIDE, PRODIGY, 
and PRO forma. The authors concluded that all 
current guideline ontologies attempt to “hierar-
chically decompose a guideline into networks 
of component tasks that unfold over time, and 
define rules and relationships, typical temporal 
sequences, among these component tasks” (Peleg 
et al., 2003). The resulting representations usually 
consist of networks of component tasks and the 
ability to express various arrangements of these 
components and interrelationships between them, 
also known as Task-Network Model (TNM).

In Peleg et al’s paper the side-by-side compari-
sons were conducted among eight dimensions: 
organization of guideline plans, representation 
of goals or intentions, representation of guideline 
actions, models of decision-making, expression 
language, data interpretation, medical concept 
model, and patient information model. The au-
thors concluded that consensus was found along a 
number of dimensions including plan organization, 
expression language, conceptual medical record 
model, medical concept model, and data abstrac-
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tions; differences were most prominent in their 
underlying decision models, goal representation, 
use of scenarios, and structured medical actions 
(Peleg et al., 2003).

analysis dimensions and 
Evaluation criteria

In this section we extend the analysis of GLIF 
(GLIF3 primarily) and PRO forma to include ad-
ditional dimensions that reflect key components 
found common across major guideline ontology 
models. In representing clinical guidelines in a 
clinical decision support system, we found that 
these dimensions are essential to the effectiveness 
and feasibility of implementing an ontology model 
in practice. These dimensions are:

• Level of Knowledge Acquisition: Steps 
from acquiring medical knowledge from 
guideline publications to modeling and ex-
ecuting the computerized representations 
within heterogeneous computer systems;

• Component Tasks: Specification of 
concepts that constitute a guideline 
representation;

• Expression Language: Specification of 
how to express various concepts in a com-
puter-recognizable format, with rigorously 
defined semantics and structures;

• Medical Concept Model: A layer that en-
ables an ontology model, or its execution 
engine, to acquire patient data in order to 
provide case-specific advisories. The pa-
tient data may be coded using different 
medical controlled vocabularies;

• Automated Execution: The ability of sup-
porting automated execution of the guide-
line representations;

• Level of Sharing: At what level the encod-
ed guidelines can be shared: at the design 
level as conceptual representations, at the 
encoding level as sharable, computer-rec-
ognizable documents, or at the execution 

level that allows software agents to interact 
over networks;

• Tools: Tools developed or used for author-
ing, visualizing, executing, and dissemi-
nating guideline representations;

• Applications: Applications implemented 
in practice that use these ontology models 
to represent and execute evidence-based 
clinical practice guidelines;

• Limitations: Limitations that may prevent 
the wide-spread use of an ontology model. 
In particular we examine a model’s ease of 
use, amount of work required for local ad-
aptation, and its track record of being used 
and evaluated in practice.

For a guideline ontology model to be suc-
cessful, it must be 1) comprehensive, so it can be 
used to map out complex clinical guidelines; 2) 
efficient, so a guideline representation can be de-
rived through a small number of steps with a small 
number of conceptual constructs; and 3) flexible, 
so that the resulting representations can be easily 
localized or further modified. To assess the com-
pleteness, efficiency, and flexibility of an ontology 
model, we developed the following evaluation 
criteria used for the in-depth analyses:

1.  Whether the model can be incorporated into 
computer-based systems for effective clini-
cal decision-support;

2.  Whether the model is comprehensive enough 
to represent complex guidelines, such as 
diabetes treatment recommendations;

3.  Whether the model is simple enough to rep-
resent guidelines with minimal constructs;

4.  Whether the model allows clinicians with no 
advanced programming knowledge to revise 
and customize the guideline representations. 
The updated guidelines should be executable 
in a hosting decision support system with no 
or minimal reconfiguration;

5.  Whether the model provides an execu-
tion environment that supports automated 
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guideline execution;
6.  Whether exchange of guidelines can be 

performed at the execution level, i.e., com-
puterized guideline representations can be 
directly shared across execution environ-
ments. It should also provide a mechanism to 
facilitate communications across execution 
environments;

7.  The amount of work needed in local adap-
tation. To minimize the localization effort, 
the model should provide an abstract layer 
that separates site-specifics from generic 
guideline representations11;

8.  Whether the resulting guideline representa-
tions can be used for different purposes, for 
instance issuing physician-oriented remind-
ers or generating administration-oriented 
reports for quality assurance;

9.  Whether the model supports established 
medical terminologies and standards. 
It should also be extendable in order to 
accommodate future terminologies and 
standards;

10.  The model should leverage the existing 
guideline modeling methods.

gliF3

GLIF3 is the most recent release of GLIF, the 
Guideline Interchange Format. This in-depth 
analysis is conducted based on GLIF-related 
research publications (Boxwala et al., 2004; 
Boxwala et al., 2001; Ohno-Machado et al., 1998; 
Patel, Branch, Wang, Peleg, & Boxwala, 2002; 
Wang et al., 2004), and the GLIF3 Specifications 
available at the GLIF project website (http://www.
glif.org/).

Overview

GLIF3, developed by the InterMed Collaboratory, 
is a specification for structured representation of 
guidelines that aims to facilitate sharing of clini-
cal guidelines (Ohno-Machado et al., 1998). The 

objective of the GLIF3 specification is to provide 
a representation for guidelines that is precise, 
unambiguous, human-readable, computable, and 
independent of computing platforms. The goals of 
GLIF3 are to 1) enable viewing of GLIF3-formatted 
guidelines by different software tools, and 2) enable 
adapting the guidelines to a variety of local uses 
(Peleg et al., 2000). A sample guideline diagram 
modeled with GLIF3 is shown in Figure 112.

Level of Knowledge Acquisition

GLIF3 enables guideline knowledge acquisi-
tion at three levels: 1) Conceptual Flowchart, a 
human-readable flowchart of clinical decisions 
and actions that captures the essence of a guide-
line specification, typically prepared by medical 
experts; 2) Parseable Specification, typically 
encoded by GLIF3 informaticians to define details 
of the representation such as patient data types, 
algorithms of each medical decision, and clini-
cal recommendations (this level of specification 
can also be used to verify logical consistency 
and completeness of a guideline representation); 
and 3) Implement-able Specification, comprising 
none-shareable, institution-specifics, which can 
be used in local adaptation to map guideline logic 
and instructions to the medical records stored in 
an operational clinical information system.

Figure 1. Sample guideline diagram modeled 
with GLIF3
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Component Tasks

In GLIF3, guidelines are represented as flowcharts 
of temporally sequenced nodes called Guideline 
Steps. Different classes of guideline steps are 
used for modeling different constructs. Nesting 
of steps is allowed, which is used to represent 
recursive specifications of actions and decision. 
The guideline steps consist of:

• Decision Step: Used to represent medical 
decisions contained in a guideline, for ex-
ample “check to see whether the patient’s 
recent cholesterol test is under 160 mg/
dL”. A hierarchy of decision classes pro-
vides the ability to represent different deci-
sion models. A decision step has a Name 
attribute, describing the criterion in text, 
and a Specification attribute, specifying 
the decision criterion in a formal expres-
sion language;

• Action Step: Use to represent actions to be 
performed, typically medical recommen-
dations. An action step can be either auto-
mated ones (Case Steps), or ones that have 
to be made by a physician or other health 
worker (Choice Steps);

• Branch Step and Synchronization Step: 
Used to model multiple simultaneous paths 
through the guideline. A branch step directs 
flow to one or more of a number of guideline 
steps, according to a non-Boolean selection 
method. A synchronization step is used in 
conjunction with branch steps to synchronize 
flow of control through multiple, possibly 
parallel paths. When the selection method 
on a branch step is parallel, the synchroniza-
tion step is placed further along each possible 
path exiting the branch step, in order to resyn-
chronize the flow of control before additional 
steps in the guideline can be visited;

• Patient State Step: Entry point into a guide-
line, which also allows for labeling distinct 
patient states;

• Macro Step: A special class whose attri-
butes define the information that is needed 
to instantiate a set of underlying GLIF3 
steps that represent a pattern appeared in 
guidelines.

The GLIF3 classes above are specified us-
ing Unified Modeling Language (UML) class 
diagrams. Additional constraints on represented 
concepts can be described using Object Constraint 
Language (OCL), a subset of the UML standard. 
The Resource Description Framework (RDF) is 
the infrastructure the GLIF3 uses for the encoding, 
exchange, and reuse of structured metadata.

Besides the classes mentioned above, GLIF3 
also introduces several new concepts, such as 
Iterations and Conditions that control the it-
eration flow, Events that trigger guideline steps, 
Exceptions that handle exception conditions, and 
a keyword Didactic for adding keywords to the 
constructs.

Expression Language

GLIF3 has its own expression language, GELLO, 
which is an object-oriented expression language 
derived from the logical expression grammar of 
Arden Syntax. GELLO can be used for repre-
senting logical criteria, numerical expressions, 
temporal expressions, and text string operations. 
GELLO has been balloted to be an HL7 accredited 
standard in 2004.

Medical Concept Model

GLIF3 has three layers for acquiring patient data 
from institutional information systems. The first 
layer, Core GLIF, defines a standard interface to 
medical data items and the relationships among 
them. The second layer, the Reference Informa-
tion Model (RIM), defines the basic data model 
for representing medical information needed in 
specifying protocols and guidelines. It includes 
high-level classification concepts, such as medica-
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tions and observations about a patient, as well as 
their attributes, such as units of a measurement 
and dosage for a drug and other medical concepts 
and medical data may have. GLIF3’s RIM uses 
HL7 Reference Information Model13, also known 
as the Unified Service Action Model (USAM). 
The third layer, Medical Knowledge Layer, is still 
under development. It will specify the methods for 
interfacing with controlled vocabularies, medical 
knowledge bases, and heterogeneous EMRs.

Automated Execution

The GLIF3 Guideline Execution Engine (GLEE) 
is the execution environment for executing GLIF3 
encoded guideline representations. It is built as 
a middleware that can be integrated with clinical 
information systems at a local institution. How-
ever the flexibility and generality of GLEE, and 
its capacity of being integrated with local infra-
structures, have not yet been adequately evalu-
ated. Integration of GLEE with a specific event 
monitoring application or computerized physician 
order-entry system is not supported.

Level of Sharing

In GLIF3 the Parseable Specification results in 
a structured format that can be directly shared. 
However, local adaptors need to convert this level 
of specification to an Implement-able Specification 
in order to integrate the guideline representations 
with local workflow and institutional information 
systems. The guideline execution engine, GLEE, 
is still in its primitive development stage and 
sharing at the execution level is not available. 
The developers of GLIF3 have set this level of 
sharing as their next project target.

Applications

GLIF3 and GLEE are being used at Columbia 
University to reinforce the guideline coherence 

for post-CABG (Coronary Artery Bypass Graft-
ing) patient care planning. They are also used to 
implement a diabetes foot guideline at several 
primary care outpatient clinics in Israeli. The 
integration of GLIF and GLEE with the clinical 
information system at the New York Presbyterian 
Hospital for clinical event monitoring is currently 
being explored.

Limitations

While GLIF3 is the most comprehensive guideline 
representation ontology currently available, it re-
mains an experimental language with inadequate 
support of automated execution and lack of proven 
capacity of integration with institutional informa-
tion systems. Although GLIF3 aims to define a 
standard for the computer-interpretable, sharable 
format, it has not yet been adopted by the vast 
health informatics community. To date GLIF3 
and its execution engine, GLEE, are only used in 
prototype demonstrations in research settings.

GLEE, the GLIF3 Guideline Execution Envi-
ronment, has been developed to facilitate execu-
tion of GLIF3-encoded guideline representations; 
however, it is still in the development stage and 
does not assure guideline sharing at the execution 
level. The value of having a standard, interchange-
able format is largely diminished if tremendous 
work will be involved in local adaptation. This 
problem is not unique to GLIF though. It has 
been a widely acknowledged issue that reflects 
the lack of standard medical terminologies and 
communication protocols. HL7 and other standard 
developing organizations have made considerably 
efforts to address the issue. With the concept of 
Virtual Electronic Medical Record (vEMR), the 
release of HL7’s new RIM standard, and other 
alternative technologies such as Unified Medical 
Language System (UMLS)14, the problem may 
be eventually solved. However, how to integrate 
ontology models with heterogeneous clinical 
information systems remains a challenge.
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proforma

We analyze the PRO forma ontology based on 
the project’s academic publications (Fox & Bury, 
2000; Fox et al., 1997; Fox, Johns, & Rahman-
zadeh, 1998; Sutton & Fox, 2003) and the PRO 
forma language specifications available at http://
www.acl.icnet.uk/lab/proforma.html.

Overview

PRO forma, developed at the Advanced Compu-
tational Laboratory of Cancer Research in UK, 
is a formal knowledge representation language 
designed to capture the content and structure of a 
clinical guideline in a form that can be interpreted 
by a computer. It has been successfully used to 
build and deploy a wide range of decision support 
systems, guidelines and other clinical applications 
(Sutton & Fox, 2003). PRO forma is essentially 
a first-order logic (FOL) formalism extended to 
support decision making and plan execution. In 
addition it supports a number of non-classical 
logic, such as temporal logic and modal logic, 
and two novel logic, LA, Logic of Argument, and 
LOT, Logic of Obligation and Time.

Applications built using PRO forma can be used 
to support the management of medical procedures 
and clinical decision making at the point of care. 
The InferMed Ltd has commercialized PRO forma 
under the brand name Arezzo. This product has 
been successfully implemented in practice and has 
been integrated in many European EMR systems. 
InferMed Ltd’s current clients include Hoffman 
la Roche, the European Society for Cardiology, 
and the European Society for Research in the 
Treatment of Cancer.

The goals of the PRO forma development are 
to achieve a guideline representation language 1) 
be sufficiently expressive to fully represent a range 
of clinical processes; 2) be sufficiently general 
to describe processes in any clinical specialty; 
in addition it 3) use concepts that are intuitive 
for clinical users; 4) processes specified in the 

language can be enacted by machine; 5) the se-
mantics of the language are demonstrably sound; 
and 6) applications can be automatically checked 
for consistency and other properties.

Level of Knowledge Acquisition

Converting a guideline into a PRO forma rep-
resentation takes three steps. First a high level 
diagram that describes the outline of guideline 
(in terms of set of tasks) is developed. Next, this 
graphical structure is converted into a database, 
with detailed procedural and medical knowledge 
required to execute the guideline. Finally, the 
resulting computerized clinical guidelines are 
tested and executed using a PRO forma-compatible 
engine, such as Arezzo Performer.

Component Tasks

PRO forma decomposes a clinical guideline 
hierarchically into task networks representing 
plans or procedures carried out over time. Logical 
constructs, such as situations, constraints, pre- and 
post-conditions, allow the details of each task and 
inter-relationships between the tasks to be defined. 
The PRO forma model classifies tasks into four 
different classes: Plans, Decisions, Actions, and 
Enquiries.

• Plans: Sets of tasks to be carried out to 
achieve a clinical goal. Plans are the ba-
sic building blocks of a guideline, and may 
contain any number of tasks of any type, 
including other plans;

• Decisions: Points at which choice has to 
be made, such as a choice of investigation, 
diagnosis or treatment. A PRO forma deci-
sion task defines the decision options, rel-
evant information, and a set of argument 
rules which determine the options to be 
chosen according to current data values;

• Actions: Procedures that need to be exe-
cuted in the external environment, such as 
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the administration of an injection or updat-
ing a database. An action can be either an 
operation to be performed by a person, or 
SQL statements that describe data manipu-
lation procedures in a database, along with 
identifying information of the database in 
which the action is to be performed;

• Enquiries: Represent information needs to 
be acquired from a person or an external 
source. Enquiries may be associated with 
the location of a database and SQL queries 
that can return desired data. If automated 
information acquisition is not available, 
some external human or software agent 
must take the appropriate action.

All PRO forma tasks have several common 
attributes, including Pre-Conditions: logical con-
ditions that must be true in order for the task to 
start; Post-Conditions: logical conditions that may 
be assumed to be true after the task has finished; 
Goal: a logical condition expressing the situation 
that the task is intended to bring about; Caption 
and Description: documents what the task does 
and may refer to external sources of information 
justifying and explaining the operations described 
by the task; Trigger: a message that may be passed 
to the task in order to start it even if its parent 
plan has not scheduled it to start; and finally Task 
Scheduling Constraints: logical constraints that 
prevent one task from starting before another task 
or set of tasks has been completed.

The PRO forma processes can be represented 
diagrammatically as directed graphs in which 
nodes represent tasks and arcs represent schedul-
ing constraints. A guideline itself contains a single 
root plan, which may be recursively divided into 
sub plans. A sample diagram modeled using PRO 
forma is shown in Figure 215.

Expression Language

PRO forma is a first-order logic formalism ex-
pressed in Backus-Naur Form (BNF) notation16. 

In the BNF form the PRO forma defines a set of 
proprietary operators and operations that can be 
used to sufficiently model medical decisions17. It 
can be used to model complex medical decision 
and processes such as temporal reasoning.

Medical Concept Model

PRO forma does not define an abstract medical 
concept model, instead it relies on the logic and 
queries embedded in each task for acquiring 
patient data needed in decision-making. In other 
words, PRO forma requires a tight integration-
--customized database connection strings and 
queries---in order to be integrated with hetero-
geneous clinical information systems. Arezzo, 
the commercialized counterpart of PRO forma, 
provides such integration solutions for major 
European EMR systems.

Tools

Arezzo Composer and Arezzo Performer are dedi-
cated authoring and execution environments for 
working with PRO forma-encoded guidelines. 
They are commercial products of the InferMed 
Ltd. The Advanced Computational Laboratory of 
Cancer Research also develops a similar counter-

Figure 2. Sample guideline diagram modeled 
with PROforma
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part, Tallis Composer, which is freely available 
for collaborative research use. The Tallis toolset 
is also an enactment engine, which can be used to 
publish package for making applications available 
over internet.

Automated Execution

The resulting computerized “enactable” clini-
cal guideline representations can be tested and 
executed using a PRO forma-compatible engine. 
PRO forma also defines public operations that an 
external system may request the engine to perform, 
for instance an external system may invoke a public 
operation with patient information as inputs and 
receive action recommendations as outputs. The 
guideline representations (tasks and their proper-
ties) are stored in a database which allows the 
enactment engine to retrieve and execute.

Level of Sharing

Although it is possible to transfer the guideline 
representations from one enactment engine to 
another, the PRO forma is simply not a language 
specification designed for guideline sharing. It 
does not make use of the standards for storage 
and interchange of structured information, such 
as XML and RDF, and it does not comply with 
any of the health information exchange standards, 
such as HL7. Developers of PRO forma are cur-
rently working on XML semantics that can be 
used to represent tasks and data items defined in 
PRO forma, in order to achieve certain level of 
interchangeability.

Applications

PRO forma has been used to develop a wide 
range of prototype and routinely used clinical 
applications to provide advice on prescribing 
and aid in management of chronic disease con-
ditions. InferMed Ltd, that commercializes the 
PRO forma technology under the brand name of 

Arezzo, has been a successful startup with many 
European clients.

Limitations

First, PRO forma is not an representation language 
that is designed to enable guideline sharing. 
While PRO forma and its commercial version 
Arezzo have been routinely used in a number 
of applications, they do not provide a sufficient 
platform and accompany toolsets for representing 
and disseminating guidelines. The PRO forma 
model has many proprietary specifications of 
tasks and data items, which do not make use of 
any of the existing standards for structured data 
storage and exchange. In addition its guideline 
representations are stored in a relational database 
with proprietary schemas.

Second, the PRO forma model does not have 
an abstract layer representing patient data elements 
and their properties, which in turn requires cus-
tomized interfaces to be built in order to retrieve 
patient data for effective decision-making. The 
PRO forma-based systems largely relies on rules 
embedded in properties of each task for data ac-
quisition, for example the Enquiries task and the 
Actions task keep track of external sources and 
methods of data acquiring or manipulating, either 
by issuing SQL queries to a database system or 
raising the event to a person. This architecture 
requires tremendous effort in revising PRO forma 
guideline representations in order to incorporate 
site-specific details.

ontologiEs and clinical 
dEcision support systEms

Based on the review of several representative 
ontologies and the in-depth analyses of GLIF3 
and PRO forma, this section summarize the 
ontology approach by conceptualizing common 
elements constituting a guideline representation, 
and outlining general steps for computerizing an 
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evidence-based clinical practice guideline using 
formal ontologies.

deconstructing clinical guidelines

While different ontology models take different 
design choices, their common characteristics 
collectively reveal the underlying structure of 
the descriptive guideline publications. In general, 
most clinical guidelines can be decomposed into 
the following seven major concepts:

1.  Triggering Criteria: Initial screening to 
determine whether a patient should enter 
the guideline protocol. It provides general 
guidance on patient population or geographic 
region that the guideline can be applied 
to. It may also be relevant to its intended 
practice environments, such as children care 
providers or specialists of a certain type of 
disease;

2.  Information Flow: An overall structure of 
a guideline, typically temporal sequences 
that connect various elements;

3.  Decisions: Logic of evaluating criterion for 
making a medical decision;

4.  Actions: Actions to be taken based on results 
of evaluating a decision criterion, typically 
treatment plans to be recommended;

5.  Exceptions: Plans when statements speci-
fied in a guideline cannot be performed or 
are not valid under certain circumstances;

6.  Medical Terminologies, Data Structure, 
and Data Acquiring Methods: How to 
map a statement such as “check the asthma 
severity” to computer-interpretable queries 
that typically lead to a database lookup;

7.  Relationships among Guidelines and 
Guideline Components: A virtual construct 
that enables an guideline to contain other 
guidelines or a subset of another guideline. 
For example an estimation of ten-year risk of 
fatal cardiovascular disease can be included 
in several chronic management guidelines.

implementing a guideline 
using a Formal ontology

Since many of the existing guideline ontologies 
share similar components, the procedures for rep-
resenting an unstructured, descriptive guideline in 
computer-interpretable format can be generalized. 
We describe below a general four step process for 
implementing a computer-interpretable guideline 
using a formal guideline ontology. The resulting 
guideline representations can be then incorporated 
into Clinical Decision Support Systems to support 
medical decision-making.

1.  Knowledge Acquisition: A conceptual level, 
preliminary flowchart is created by a panel 
of medical experts. This flowchart captures 
the basic elements and flow of information 
of a guideline, such as the one illustrated in 
Figure 3;

2.  Medical Terminology Mapping: Based 
on the preliminary flowchart, a panel of 
medical experts and informaticians needs 
to determine medical terminologies that can 
be used to represent the narrative statements 
of medical concepts, for instance “diabetes 
diagnosis” should be translated into “250.*” 
(ICD-9-CM is used here for illustration). 
Because a variety of controlled vocabular-
ies are available, the panel needs to make a 
decision about which vocabulary to use if 
ambiguity exists.(see Figure 4) In addition, 
the medical concepts in a guideline state-
ment may contain composite elements. Such 
concepts must be decomposed to a level that 
matches the structure in which these concepts 
are stored in EMRs. For example, a short-
acting beta-agonist treatment contains a class 
of drugs such as Albuterol, Proventil, and 
Ventolin; and a Lipid Profile test may include 
individual tests of HDL, LDL, Triglycerides, 
and Total Cholesterol. There exist other 
considerations that may further complicate 
the situation, for instance the panel needs to 
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Figure 3. A sample preliminary flowchart capturing the basic concepts of a clinical guideline



249

Guideline Representation Ontologies for Evidence-based Medicine Practice

Figure 4. A sample worksheet for medical terminology mapping
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determine whether “Albuterol” represents 
a generic drug name, or a name of a drug 
class, or an ingredient contained in a drug 
formula.

3.  Guideline Encoding: This step is performed 
by a trained modeler who is familiar with the 
specifications of the ontology being used. 
The modeler uses the associated guideline 
encoding tool which typically supports visu-
alized guideline encoding, to computerize the 
conceptual flowchart created in the knowl-
edge acquisition step. More specifically, the 
modeler draws a set of defined shapes to 
represent various entities and connects them 
with unilateral lines to represent temporal 
sequences of execution. Next the modeler 
defines the vocabulary choices and advanced 
rules determined in the medical terminology 
mapping step. The modeler finally specifies 
data elements that are needed for executing 
the current guideline. Although this step 

requires significant amount of effort by a 
modeler, it is one-time investment and the 
resulting representation is straightforward 
and it hides most of the details at various 
layers of abstraction. This representation, 
essentially a flowchart that looks no differ-
ent from the conceptual flowchart created in 
step 1, can be directly edited by clinicians 
for customization or incremental updates 
(such as change of a threshold value based on 
newly published evidence). Figure 5 shows 
an example of the resulting visual diagram, 
where the highlighted path illustrates a pos-
sible decision-making pathway.

4.  Guideline Execution: Depending on the 
nature of the tool, the encoding converts the 
computerized guideline representations into 
a programming language and compiles it into 
executable which can be used by the system 
in which the guideline is implemented. 
The Guideline Execution Engine (GLEE), 

Figure 5. A sample visual diagram
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for example, is the tool for executing the 
guidelines encoded in the GLIF3 format.

conclusion

This chapter introduces the concept of guideline 
representation ontology, which is a specification of 
conceptualizations that constitutes evidence-based 
clinical practice guidelines. The main purpose of 
introducing the concept of ontology into knowl-
edge representation is to enable knowledge shar-
ing and reuse. Over the past several years, many 
ontology models for representing clinical practice 
guidelines have been developed, and become more 
expressive and powerful over time. However, there 
are several outstanding issues that must be resolved 
before any specific ontology can become widely 
adopted. The most critical prerequisite for wider 
acceptance of a guideline ontology is that it should 
be comprehensive enough to represent complex 
guidelines. Second, the guideline ontology should 
be simple enough to represent guidelines with a 
minimal set of constructs. Furthermore, since 
medical professionals are integral members of the 
guideline development and revision process, the 
ontology and related tools should be developed 
so clinicians with no advanced programming 
knowledge can revise and customize the guideline 
representations. To achieve this goal, the model 
must be accompanied by user-friendly tools for 
modification, and execution.

This chapters reviews several reprehensive 
ontologies, and presents in-depth analyses of two 
popular models: GLIF (Guideline Interchange 
Format) and PROforma. These ontology mod-
els have advanced the state of knowledge on 
how to represent clinical practice guidelines in 
computer-interpretable format; however, they all 
share certain limitations that have prevented their 
widespread use. First, most of these models are 
experimental ontologies that lack proven valid-
ity and effectiveness in practice. Second, many 
of the existing ontology models do not support 

automated guideline execution: while these repre-
sentations of clinical practice guidelines are stored 
in a structured, computer-interpretable format, 
they are not algorithms that may be programmed 
directly into CDSSs. Third, some of the existing 
models are specialized in certain disease areas, 
i.e. their knowledge domains may be too narrow 
to represent generic types of guidelines. On the 
other hand, more generalized ontology models 
are often too complex to be used by clinician 
users who have little or no advanced computer 
knowledge. Finally, software tools provided to 
support editing, visualizing, and executing guide-
line representations encoded in these ontologies 
are not user-friendly.

A second set of major considerations revolves 
around a guidelines ability to be exchanged 
without significant effort, both for the distributor 
and the receiver. Exchange of guidelines can be 
performed at execution level, i.e., computerized 
guideline representations can be directly shared 
across execution environments. For a receiver, 
adaptation of the guideline to the specific con-
strains of the implementation site, should require 
minimal redesign. To fulfill this requirement 
the model should provide an abstract layer that 
separates site-specifics from generic guideline 
representations. In addition to an ontology’s abil-
ity to represent complex logic and its ability to 
be distributed without significant modification, 
it should have enough flexibility so that it can be 
used for different purposes and allows for future 
expansions. Furthermore, it should support estab-
lished medical terminologies and standards data 
exchange standards.

Currently, there are a significant number of 
solid guideline ontologies to choose from when 
developing Clinical Decision Support Systems. 
However, the field is still active and much progress 
can be expected in the coming years, both in the 
improvement of existing ontologies as well as the 
development of novel ontologies and methods for 
representing clinical knowledge and decisions in 
computerized clinical decision support systems.
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kEy tErms and dEFinitions

Guideline Representation Ontology: An 
Guideline Representation Ontology is a speci-
cation of conceptualizations that constitutes 
evidence-based clinical practice guidelines.

Computational Guideline Representation 
Ontology: A Computational Guideline Represen-
tation Ontology provides computable representa-
tions that can be visualized, edited, executed, and 
shared using computer-based systems.

EndnotEs

1  http://www.guideline.gov/.
2 The concept of ontology pervades our life. 

For example, a natural language is analo-
gous to an ontology, in which nouns and 
verbs are concepts and grammar defines 
the relationships. A taxonomy or hierarchy 
is also a simple kind of ontology, in which 
concepts are arranged according to only one 
relation: ``is a kind of’’.

3 Web Ontology Language (OWL) is an on-
tology that facilitates information sharing 
between intelligent applications (instead of 
just presenting information to humans). It 
explicitly represents the meaning of terms in 
vocabularies and the relationships between 
those terms. It is a standard under develop-
ment by W3C. http://www.w3.org/2001/
sw/.

4 Gene Ontology (GO) is an ontology that 
facilitates information sharing and ma-
chine reasoning, by providing a controlled 
vocabulary for the description of cellular 
components, molecular functions, and 
biological processes. It is a standard under 
development by Open Biological Ontolo-
gies (OBO). http://www.geneontology.org/
GO.doc.shtml.

5 Health Level Seven (HL7) is an ANSI ac-
credited standards developing organization 
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in the health domain. It is an international 
community of healthcare subject matter 
experts and information scientists collabo-
rating to create standards for the exchange, 
management and integration of electronic 
healthcare information. http://www.hl7.
org/.

6 Protégé is an open source ontology editor 
for constructing domain models and knowl-
edge-based applications with ontologies, 
maintained by Stanford University. http://
protege.stanford.edu.

7 First-order logic, or first-order predicate 
logic, is symbolized reasoning in which 
each sentence, or statement, is broken down 
into a subject and a predicate. The predicate 
modifies or defines the properties of the 
subject. First-order logic is very useful in 
the creation of computer programs for in 
artificial intelligence reasoning.

8 CORBA (Common Object Request Broker 
Architecture) is an Object Management 
Group (OMG) standard that enables software 
components written in multiple computer 
languages and running on multiple comput-
ers to interoperate.

9 ATHENA (Assessment and Treatment of Hy-
pertension: Evidence-Based Automation), 
a research project conducted by Stanford 
Medical Informatics and several participat-
ing VA hospitals.

10 vEMR is an abstract collection of patient 
care related information. It is a widely 
adopted concept to enable data exchange 
across health care applications, and platform-
independent application development.

11 One time local adaptation to reflect site-spe-
cifics may be required; however, the model 
should minimize the local adaptation effort 
by allowing configurable site profiles

12 Reprint of Peleg et al., Guideline Interchange 
Format 3.5 Technical Specification, http://
www.glif.org/.

13 HL7 Reference Information Model (HL7 
RIM) expresses the data content needed in 
a specific clinical or administrative context 
and provides an explicit representation of 
the semantic and lexical connections that 
exist between the information carried in the 
fields of HL7 messages.

14 Unified Medical Language System (UMLS)
is a software tool designed to facilitate the 
development of computer systems for use of 
terminologies of biomedicine and health. It 
is used by system developers in building or 
enhancing electronic information systems 
that create, process, retrieve, and aggregate 
biomedical and health data and information. 
http://umlsinfo.nlm.nih.gov/.

15 Reprint of Sutton DR and Fox J, The 
syntax and semantics of the PROforma 
guideline modeling language, Journal of 
American Medical Informatics Association. 
2003;10:433--443.

16 BNF is a formal notation to describe the 
syntax of a given language, such as temporal 
and argumentation logic.

17 Syntax specification is available at: http://
www.acl.icnet.uk/.
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introduction

Computer simulation, or just simulation, is a deci-
sion support technique that allows stakeholders to 
conduct experiments with models that represent 

real-world systems of interest (Pidd, 2004a). It has 
been widely used for many years in domains such 
as manufacturing, logistics and telecommunication.. 
However, its use in healthcare is comparatively 
new. It is only really during the last decade that the 
application of simulation in health care has grown 

aBstract

Discrete-Event Simulation (DES) is a decision support technique that allows stakeholders to conduct 
experiments with models that represent real-world systems of interest. Its use in healthcare is compara-
tively new. Healthcare needs have grown and healthcare organisations become larger, more complex 
and more costly. There has never been a greater need for carefully informed decisions and policy. DES 
is valuable as it can provide evidence of how to cope with these complex health problems. However, the 
size of a healthcare system can lead to large models that can take an extremely long time to simulate. 
In this chapter the authors investigate how a technique called distributed simulation allows us to use 
multiple computers to speed up this simulation. Based on a case study of the UK National Blood Service 
they demonstrate the effectiveness of this technique and argue that it is a vital technique in healthcare 
informatics with respect to supporting decision making in large healthcare systems.
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substantially (Fone et al, 2003). Healthcare needs 
have also grown in the same period and healthcare 
organizations become larger, more complex and 
more costly. There has never been a greater need for 
carefully informed decisions and policy. Computer 
simulation is valuable as it can provide evidence 
of how to cope with these complex health prob-
lems. It can be used as an alternative to “learning 
by doing” or empirical research (Royston, 1999). 
Furthermore, if carried out correctly, simulation 
modelling gives stakeholders the opportunity to 
participate in model develop and, hopefully, gain 
deeper understanding of the problems that they 
face. As a result, decision-makers and stakeholders 
can gain a new perspective on the relationships 
between the available resources, the level of the 
system’s performance and the overall quality of 
the healthcare provision.

Many successful studies have been reported 
using simulation to address health care system 
problems (Jun et al, 1999; Cooper et al 2007). Of 
these, four simulation approaches have been used. 
These are Monte-Carlo Simulation, Agent-Based 
Simulation, System Dynamics and Discrete-Event 
Simulation. Monte-Carlo Simulation has its roots 
in World War Two and is a simulation technique 
that uses a sequence of random numbers according 
to probabilities assumed to be associated with a 
source of uncertainty, for example, stock prices, 
interest rates, commodity prices, etc. (Rubinstein, 
1981). In healthcare, Monte-Carlo Simulation has 
been used to evaluate the cost-effectiveness of 
competing technologies or healthcare strategies 
that require the description of patient pathways 
over extended time horizons. It is the main ap-
proach to modelling used in economic evaluations 
in health care interventions when there is a need 
to increase the number of states in the model to 
overcome the homogeneity assumptions inherent 
in Markov models and decision trees (Barton et al., 
2004). Agent-Based Simulation is a computational 
technique for modelling the actions and interac-
tions of autonomous individuals in a network, 
called agents, with a view to assessing their effects 

on the system as a whole but not independently. It 
is a technique used since the mid-1990s to solve 
a variety of financial, business and technology 
problems. Its application in the healthcare sec-
tor is not yet widespread but is has been used to 
study problems such as the spread of epidemics 
(Bagni et al., 2002). System Dynamics comes 
from Industrial Engineering in the 1950’s and is 
a modeling approach that takes a holistic view 
of the problem. In healthcare, Systems Dynam-
ics is used to model health systems from a more 
integrated or top-level approach. This simulation 
technique can assist the design of healthcare poli-
cies by examining how the fundamental structure 
might influence the progressive behaviour of a 
system. It takes into consideration factors such as 
the time variation both of tangible elements, such 
as waiting times and health care costs, as well as 
intangible, such as patient anxiety and the effects of 
various pressures on purchasing decisions (Taylor 
and Lane, 1998). In Discrete-Event Simulation, 
a technique that emerged in the UK in the late 
1950’s, systems are modeled in greater detail than 
with Systems Dynamics and with more complex 
temporal dependencies than with Monte-Carlo 
Simulation. It involves the modelling of a system 
as it progresses through time and is particularly 
useful for modelling queuing systems (Robinson, 
1994). Discrete-Event Simulation is therefore par-
ticularly well-suited to tackle problems in health-
care where, for example, resources are scarce and 
patients arrive at irregular times (for example in 
A&E departments). Some of the applications of 
Discrete Event Simulation is therefore to forecast 
the impact of changes in patient flow, to examine 
resource needs (either in physical capacity of beds 
and equipment or in staffing), to manage patient 
scheduling and admissions or to investigate the 
complex relationships among the different model 
variables (for example, rate of arrivals or time 
spent in the system). Discrete-Event Simulation 
therefore allows decision makers (namely, health 
policy makers, administrators and hospital manag-
ers) to effectively assess the efficiency of existing 
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health care delivery systems, to improve system 
performance or design, and to plan new ones. An 
extensive taxonomy of discrete event simulation 
studies in healthcare over the past twenty years 
is presented in Jun et al. (1999) and Fone et al. 
(2003). It has been shown that Discrete-Event 
Simulation can create significantly more insight 
than Monte-Carlo Simulation in areas such as 
health economics (Eldabi et al, 2000).

To recap, healthcare systems are becoming 
larger and more complex. Of our computer simula-
tion approaches, Discrete-Event Simulation (DES) 
is the most suitable technique to capture these 
complexities for to support meaningful decision 
making as it allows appropriate levels of detail 
and dynamic, stochastic behaviour to captured. 
However, a knock-on effect of this is that DES 
models are becoming larger, more complex, and 
significantly more computationally demanding. In 
some cases, the time taken to run the simulation 
of a single scenario can take over a day. These 
long run-times can make the whole simulation 
project untenable. However, research has shown 
that it is possible to reduce these run-times by 
using a technique called distributed simulation 
that utilises multiple computers to share the pro-
cessing load. This is, however, not at all easy! 
This chapter therefore reports on this recent, 
exciting advance in healthcare informatics that 
could widely benefit many large-scale modelling 
projects and, ultimately, broaden the application 
of this technique.

The chapter is structured as follows. In sec-
tion 2 we present more details on DES. Section 3 
gives an overview of distributed simulation, the 
approach to sharing the processing load of large 
models over several computers. Section 4 reports 
on our case study, the National Blood Service 
simulation. Section 5 presents some results from 
our case study that compares our work on the 
performance of the simulation running a single 
computer system against a simulation running on 
multiple computers using distributed simulation 
techniques. Section 6 discusses the implications of 

these results. Section 7 discusses some important 
future trends emerging from our demonstration 
of the benefits of distributed simulation. Section 
8 draws the chapter to a close.

discrEtE EvEnt simulation

A Discrete-Event Simulation (DES) model encom-
passes a number of important concepts, namely 
entities, state, events and logical relationships, 
which define the overall behaviour of the abstract 
representation of the real system being studied. 
Entities are the elements of the system that can 
be individually identified and processed (e.g., 
patients, orders, documents, etc.). These “flow” 
through the system requiring resources (e.g., 
nurses, beds, etc.) in order to perform activities 
(e.g., prognoses, operations, etc.). Waiting lines 
(queues) (e.g., reception areas, waiting rooms, 
clinics, etc.) are where entities wait for needed 
resources to become available or for events to 
take place (e.g., hospital admissions, doctor as-
sessment, etc.). Logical relationships link the 
different entities together and make them behave 
in a certain way. While a complete introduction to 
DES is outside the scope of this paper, excellent 
background literature includes Pidd (, 2004a), Law 
(2007) and many papers from the Winter Simula-
tion Conference series (www.wintersim.org).

The process of building DES models usually 
involves some form of software. The software can 
either be a high level programming language or a 
data-driven software system in which the model 
is specified using user-defined and default data 
items. These computer packages are described 
as Visual Interactive Modelling Systems (VIMS) 
(Pidd, 2004a), or Simulators (Law, 2007). Most 
of these have evolved into “black box” or “shrink 
wrapped” software with user interfaces that are 
familiar to users of Microsoft Windows™ pack-
ages such as Office™. We therefore refer to these 
as Commercial Off-The-Shelf (COTS) Simulation 
Packages (CSPs). Examples include AnyLogic™ 
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(XJ Technologies), Arena™ (Rockwell Automa-
tion), Flexsim™ (Flexsim Software Products, Inc), 
Simul8™ (Simul8 Corporation) and Witness™ 
(Lanner group). Moreover, some CSPs are spe-
cifically aimed at the health care industry, such 
as MedModel™ (ProModel Corporation) and 
Arena™ (Rockwell Automation) with a health 
care template.

The CSPs allow the users to create and experi-
ment with simulations visually and interactively. 
They are easy and intuitive to use and are popular 
among modellers. They enable relatively un-
skilled users to develop useful simulations in a 
short period of time without the need for detailed 
computer programming (Pidd and Cassel, 2000). 
Furthermore, the introduction of visually oriented 
graphical outputs not only aids in the verifica-
tion and validation of models and results (Gipps, 
1986), but also in the communication of results to 
decision makers. In addition, once the model is 
set and enhanced with user-friendly mechanisms 
for running different scenarios, these systems 
can be easily be reused by end-users alone. The 
number of health care organisations and govern-
ment agencies using these advanced simulation 
packages has grown (Jun et al., 1999).

These CSPs, although suitable for most systems 
that are modelled in industry (which includes 
the healthcare sector), may lack the capability to 
simulate large and complex models (Pidd, 2004b). 
Moreover, “there remain systems that cannot be 
sensibly simulated in this way, either because the 
application logic is too detailed or obscure for 
the simulators, or for other reasons such as the 
need to run an extremely fast or large simulation” 
(Pidd and Cassel, 2000). Therefore, there are still 
occasions that may justify the development of 
simulation programs from scratch using general-
purpose programming languages (such as Java or 
C++). However, since these bespoke simulation 
programs are usually tailor-made to investigate 
specific problems (i.e. lack flexibility) and because 
they usually lack in visual interaction and anima-
tion capabilities (i.e. CSPs have evolved over the 

years to give quite sophisticated capabilities that 
bespoke solutions typically cannot afford), they 
may not appeal to healthcare managers.

Nevertheless, as healthcare systems become 
more complex to manage there is a greater demand 
for quantifiable evidence to assist decision mak-
ing. Within the healthcare sector, only a limited 
number of simulation models have been developed 
to analyse complex multi-facility healthcare de-
livery systems (Jun et al., 1999). Most simulation 
models report on individual or local in scale units 
of healthcare facilities or problems in general. 
There is an emerging need for the development 
of more powerful high speed distributed simula-
tions which will could facilitate the creation of 
complex, but tractable, models of large integrated 
systems, with the results implemented more eas-
ily and frequently (Baezner et al., 1990). This 
book chapter therefore focuses on an approach 
to distributed simulation that is making the high 
speed simulation of large and complex healthcare 
systems using CSPs more possible.

Distributed simulation refers to the execution 
of a DES comprising two or more models, each of 
which runs on a separate processor or computer 
(the distinction is made as some computers have 
multiple processors). However, the CSPs do not 
have inbuilt support for distributed simulation. The 
objective of this chapter is therefore to propose 
and demonstrate a solution which enables the 
execution of large and complex healthcare mod-
els, developed in CSPs via the use of distributed 
simulation. We demonstrate via a case study how 
this approach has been used to support the National 
Blood Service (NBS) supply chain simulation in 
the Southampton area of the UK. This is arguably 
the first attempt to create a distributed simulation 
in healthcare. This research assumes added sig-
nificance because a CSP (Simul8™ from Simul8 
Corporation) has been used to create and execute 
the NBS models. This is unlike the majority of 
distributed simulations, in domains such as the 
military, where the models themselves are coded 
using a general purpose programming language. 
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We now introduce the technique of distributed 
simulation.

distriButEd simulation

This section will outline the motivations of using 
distributed simulation and highlight its applica-
tion areas. It will discuss the theory behind it and 
present an overview of different middleware being 
used to executing such simulations, in particular 
the High Level Architecture (HLA), which is 
increasingly becoming the de facto standard for 
distributed simulation.

definition

In a distributed simulation, a large computer model 
is executed over several processors. These proces-
sors can be a part of a multiprocessor computer 
or may belong to multiple PCs that are connected 
over a network. Parallel Discrete Event Simula-
tion (PDES) usually refers to the execution of 
such distributed DES on parallel and distributed 
machines (Page and Nance, 1994).

In the context of PDES, Fujimoto (2001) 
distinguishes between parallel and distributed 
simulation based on the frequency of interactions 
between processors during the simulation execu-
tion. A parallel simulation is defined as running 
a simulation on a tightly coupled computer with 
multiple central processing units (CPUs) where 
the communication between the CPUs can be very 
frequent (e.g., thousands of times per second). 
A distributed simulation, on the other hand, is 
defined as executing simulations on multiple 
processors over loosely coupled systems (e.g., a 
network of PCs) where the interactions take more 
time (e.g., milliseconds or more) and occur less 
often. Sometimes the terms parallel simulation 
and distributed simulation are used interchange-
ably (Reynolds, 1988). Fujimoto (2003) uses the 
term distributed simulation to refer to both the 
parallel and distributed variants of PDES. The 

rationale presented is that, although historically, 
the terms “distributed simulation” and “parallel 
simulation” referred to geographically distributed 
simulations and simulations on tightly coupled 
parallel computers respectively, new distributed 
computing paradigms like clusters of workstations 
and grid computing has made this distinction less 
obvious. This research takes a similar view and 
therefore does not distinguish between the parallel 
and distributed variants of PDES. We will there-
fore use “distributed simulation” to refer to the 
execution of simulations on both multiprocessor 
machines and over a network of PCs.

motivations

Some of the reasons for using distributed simula-
tion are as follows (Fujimoto, 1999a; Fujimoto, 
2003).

Distributed simulation can facilitate model • 
reuse by “hooking together” existing simu-
lations into a single simulation environ-
ment. It is usually far more economical 
to link existing simulations to create dis-
tributed simulation environments than to 
create new models within the context of a 
single tool or piece of software.
A large simulation may have memory and • 
processing requirements that cannot be 
provided by a single system. Distributing 
the simulation execution across multiple 
machines may allow the memory and pro-
cessors of many computer systems to be 
utilized. Thus, distributed simulation may 
enable large simulations to be executed that 
could not be executed on a single computer. 
This may also lead to the distributed model 
running faster than the single “standalone” 
alternative.
Executing simulations on a set of geo-• 
graphically distributed computers facili-
tates wider user participation in the simu-
lation experiments. This also alleviates the 
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cost and time that is normally associated 
with bringing participants to one physical 
place in, for example a joint training exer-
cise or decision making in a supply chain.

application areas

The current and potential application areas for 
distributed simulation are presented in Table 1 
(Fujimoto, 1999b).

Although the table lists only some of the appli-
cation areas of distributed simulation, the fact that 
CSP-based simulation has not been identified as 
either a current or potential distributed simulation 
application area may seem to suggest that there 
is very little work done in the area of CSP-based 
distributed simulation.

distributed simulation theory

A simulation has to process events in increasing 
timestamp order (the “timestamp” of an event is 
the time at which the event is scheduled to occur). 
Failure to do so will result in causality errors. 
A causality error occurs when a simulation has 

processed an event with timestamp T1 and sub-
sequently receives another event with timestamp 
T2, wherein T1 > T2. Since the execution of the 
event with timestamp T1 may have changed the 
state variables that will be used by the event with 
timestamp T2, this would amount to simulating 
a system in which the future could affect the 
past (Fujimoto, 1990). For a serial simulator that 
has only one event list and one logical clock it 
is trivial to avoid causality errors. In the case of 
distributed simulation, the avoidance of causality 
is a lot more difficult because it has to deal with 
multiple event lists and multiple logical clocks 
that are assigned to various processors. The reason 
for this is explained below.

The system being modelled (e.g., a hospital) 
may be composed of a number of physical pro-
cesses (e.g., clinics and operating theatres within 
the hospital). In a distributed simulation, each 
physical process is usually mapped to a logical 
simulation process running on a separate machine. 
All the interactions between the physical processes 
(e.g., transfer of patients from clinic to the opera-
tion theatre) are modelled as messages that are 
exchanged between their corresponding logical 

Table 1. Application areas of distributed simulation 

Applications Type of Simulation

Military applications Analytical war game simulations are performed to evaluate different strategies for war. These simulations 
are typically composed of individual models that represent different military divisions and use algorithms 
for synchronisation of the models (discussed in section 3.3). Another application of distributed simulation 
in the military is for training, and Test and Evaluation (T&E). These are conducted in Distributed Virtual 
Environments (DVE) where both humans (human-in-the-loop) and devices (hardware-in-the-loop) take 
part in the simulation.

Telecommunication networks Analytical PDES have been used widely to evaluate networking hardware, software, protocols and services 
in the telecommunication industry.

Social interactions and business 
collaborations

Distributed Virtual Environments allow people to interact socially and to develop business collabora-
tions on the Internet. Note: This was identified as a potential application area of distributed simulation 
in 1999, but today it has become a reality with popular Internet-based 3-D social networks like Second 
Life (Linden Research, 2007).

Medical application (potential 
area)

Computer generated virtual environments have been created both for doctors (to practice surgical tech-
niques) and for patients (to treat various phobias). However, most of this work is currently limited to 
non-distributed virtual environments.

Transportation (potential area) PDES (multiprocessors) can reduce the time taken to experiment with different strategies for responding 
to unexpected events like congestion resulting from weather conditions, etc. This will help take decisions 
faster.
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processes. Each message will have a timestamp 
associated with it.

In figure 1, the simulation represents a physi-
cal system that has two physical processes, say, 
PP1 and PP2. Logical simulation processes LP1 
and LP2 model the two physical processes. The 
logical processes have their own simulation execu-
tive, simulation clock and an event list. During 
simulation initialisation the event lists of both 
LP1 and LP2 are populated with the events E1 
and E2 respectively. The timestamps for E1 and 
E2 are 10 and 20 respectively. It will be possible 
for LP1 to process event E1 without any causality 
error since the timestamp of E1 is less than the 
timestamp of E2. However, LP2 will not be able 
to execute event E2 at time 20 because causality 
error may then occur. The reason for this is that 
execution of E1 might schedule another event E3 
for LP2 at time 15. In such a case, if LP2 had been 
allowed to execute E2 at simulated time 20 then it 
would have resulted in a causality error because 
the timestamp of E3 is less than the timestamp 
of E2. Different synchronisation protocols exist 
for distributed simulation that prevent or correct 
such causality errors.

Synchronisation protocols are one of the most 
important research areas of distributed simulation. 
They can be broadly divided into conservative 
(pessimistic) protocols and optimistic protocols. 

In a conservative protocol a processor is never 
allowed to process an event out of order; whereas 
in an optimistic protocol a processor is allowed 
to process an event out of order, provided it can 
revert back to its previous state in the case of a 
causality error (Nicol and Heidelberger, 1996). 
Chandy and Misra (1979) created one of the 
first pessimistic approaches that implements 
the conservative synchronisation protocol. An 
optimistic synchronisation protocol like Virtual 
Time, and its implementation called the Time Warp 
mechanism, executes events without considering 
the event time ordering (Jefferson, 1985). It has 
to save its state frequently so that a rollback to 
a previous state can occur when an event with a 
time stamp less than the current simulation time 
is received. Today, synchronisation protocols are 
usually implemented through supporting software 
termed distributed simulation middleware. These 
are discussed next.

distributed simulation middleware

A distributed simulation middleware is a soft-
ware component that implements the distributed 
simulation algorithms to achieve synchronisation 
between individual running simulations (or LPs). 
Middleware such as HLA-RTI (IEEE 1516, 2000), 
FAMAS (Boer, 2005), GRIDS (Taylor et al., 2002) 
and CSPE-CMB (Mustafee, 2004), can be used 
to facilitate distributed execution of CSP-based 
simulations. Distributed simulation protocols such 
as Aggregate Level Simulation Protocol (ALSP) 
(Fischer et al., 1994) and Distributed Interactive 
Simulation (DIS) (Miller and Thorpe, 1995) have 
been used widely in defence training simulations. 
However, there has been no reported application 
of these technologies to CSP-based simulations. 
As such they fall outside the scope of this book 
chapter.

The our healthcare case study uses the HLA-
RTI middleware to couple together models cre-
ated using the CSP Simul8™ and executed on 
different computers. As such, the next section of 

Figure 1. Execution of events in a distributed 
simulation (Fujimoto, 1990)
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this chapter discusses the HLA-RTI middleware 
for distributed simulation.

the high level architecture

The High Level Architecture (HLA) (IEEE 
1516, 2000) was originally proposed to support 
distributed simulation between existing and new 
simulations within the U.S Department of De-
fense (DoD). This came from the need to reduce 
the cost of training military personnel by reusing 
computer simulations linked via a network. HLA 
is now a IEEE standard. In the HLA, a distrib-
uted simulation is called a federation, and each 
individual simulation is referred to as a federate. 
A HLA Runtime Infrastructure (HLA-RTI) is a 
distributed simulation middleware, conforming 
to the HLA standards, that provides facilities to 
enable federates to interact with one another, as 
well as to control and manage the simulation.

The HLA is composed of four parts: a set of 
compliance rules, the Federate Interface Specifi-
cation (FIS), the Object Model Template (OMT), 
and the Federate Development Process (FEDEP). 
The rules are a set of ten basic conventions that 
define the responsibilities of both federates and 
the federation in the context of their relationship 
with the HLA-RTI. The FIS is an application 
interface standard which defines how federates 
interact within the federation. The FIS standard 
is implemented by the HLA-RTI. The HLA-RTI, 
thus, forms a base into which existing simulations 
(federates) can be “plugged into” to form a large 
distributed simulation (Fujimoto and Weatherly, 
1996). There are several implementations of HLA-
RTI available, for example, DMSO HLA-RTI 
and Pitch pRTI (Karlsson and Olsson, 2001). The 
OMT provides a common presentation format for 
HLA federates. FEDEP defines the recommended 
practice processes and procedures that should 
be followed by users of the HLA to develop and 
execute their federations.

For models created using CSPs to interoperate 
using the HLA standard, some of the FIS-defined 

interfaces have to be implemented. The FIS or-
ganises the communication between federates 
and the HLA-RTI into six different management 
groups. These are:

• Federation management: HLA-RTI calls 
for the creation and deletion of a federa-
tion, the joining and resigning of federates 
from the federation, etc.

• Declaration management: These pertain 
to the publication and subscription of mes-
sages between federates.

• Object management: Calls that relate to 
the sending and receiving of messages to 
and from federates.

• Ownership management: Calls for trans-
fer of an object and attribute ownership.

• Time management: These provide syn-
chronisation services.

• Data distribution: For efficient routing of 
data between federates.

Mustafee and Taylor (2006a) have shown that 
a HLA-based CSP interoperability solution is 
possible by using services defined in at least four 
of these six management groups, viz., federation 
management, declaration management, object 
management and time management.

The time management component of the HLA 
supports interoperability among federates that use 
different time management mechanisms. These 
include federates executing simulations using both 
conservative and optimistic synchronisation pro-
tocols (Fujimoto and Weatherly, 1996). However, 
almost all research in CSP interoperability using 
the HLA standard is concerned with conservative 
synchronisation. For example, HLA-RTI has been 
used with CSPs AnyLogic™ (Borshchev et al., 
2002), AutoSched™ (Gan et al., 2005) and Wit-
ness™ (Taylor et al., 2003). However, these indi-
vidual research projects developed different and 
incompatible approaches to using CSPs together 
with HLA standard for distributed simulation.

Building on the lessons learnt from these work, 
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a standardization effort, described in Taylor et 
al. (2006), specifically addressing the problems 
of HLA-based distributed simulation and CSPs 
began in 2002. This has led to the development of 
a suite of CSP Interoperability (CSPI) standards 
under the Simulation Interoperability Standards 
Organization’s (SISO) CSPI Product Development 
Group (CSPI PDG). The CSPI PDG’s standards 
are intended to provide guidance on how specific 
requirements of HLA-based distributed simulation 
can be supported with CSPs.

This section has presented a detailed discus-
sion on distributed simulation and the HLA-RTI 
middleware. In the next section the authors discuss 
the case study, the National UK Blood Service 
distributed simulation, wherein the HLA-RTI 
middleware has been used to execute a large and 
complex healthcare simulation model that was 
created using the CSP Simul8™.

thE hEalthcarE 
simulation casE study

Our blood supply chain study was carried out 
with the collaboration of the UK National Blood 
Service (NBS) and its main concern has been the 
analysis of policies for managing the blood inven-
tory system in typical UK hospitals supplied by 
regional blood centres (Katsaliaki and Brailsford, 
2007; Katsaliaki et al., 2007). The model was built 
using the CSP Simul8™. In order to overcome 
time execution problems of this large and complex 
healthcare model the researchers had to interface 
different copies of Simul8™, each executing part 
of the model in separate computers, with the HLA-
RTI middleware for distributed simulation.

Background to the Blood 
supply chain

The NBS consists of 15 Process, Testing and 
Issuing (PTI) Centres which together serve 316 
hospitals across England and North Wales. Each 

PTI Centre serves around 20 hospitals. Our case 
study was performed with the Southampton PTI 
Centre.

The NBS schedule collections of whole blood 
from voluntary donors in local, community venues 
or places of employment. The blood is transported 
back to the nearest PTI Centre where it is tested for 
ABO and Rhesus grouping and infectious diseases 
such as HIV. A unit (450ml) of whole blood is then 
processed into around 115 different products, of 
which the main three are red blood cells (RBC), 
platelets and plasma. RBC have usually a shelf 
life of 35 days and platelets of 5 days. Plasma 
can be frozen and stored for up to a year. In this 
study we consider only RBC and platelets which 
together comprise 85% of issues and are the chief 
source of wastage and shortages.

Blood products are stored in the PTI Centre’s 
blood bank until they are requested by the hospi-
tals served by that Centre. There are mainly three 
types of delivery. Routine scheduled deliveries are 
usually made on a daily basis on milk runs and 
are free of charge. The NBS also makes additional 
deliveries to an individual hospital in response to 
specific requests by charging a small fee. These 
are: emergency deliveries, which are prioritised 
on receipt for immediate dispatch and transporta-
tion and ad-hoc deliveries, which are additional 
to routine deliveries. There is also a nationally 
coordinated scheme for transferring excess stock 
between PTI Centres.

The blood remains in the hospital bank until it 
is cross-matched (tested for compatibility) for a 
named patient after a doctor’s request. Individual 
doctors are responsible for the quantity of blood 
products ordered for each patient in the hospital. 
It is common place for doctors to over-order to 
be on the safe side although there is some guid-
ance from the Maximum Surgical Blood Ordering 
Schedule (MSBOS) which specifies how much 
blood is required for a given operation.

After cross-matching, blood is then placed in 
the “assigned inventory” for that patient for some 
time until the transfusion and for some “safety” time 
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after if not used at that instant. If unused, it returns 
to “unassigned inventory” and is cross-matched to 
another patient. Blood units are usually sorted in a 
FIFO order (not age-based) in the hospital bank and 
issued accordingly. Ideally the oldest units should 
be issued first but this is not always the case since 
doctors prefer to use fresher blood, and moreover 
sorting the stock according to its age, especially in a 
big blood bank, is a painstaking procedure to which 
not all the hospitals devote the necessary time. In 
practice, only just above half of the cross-matched 
blood is actually transfused, and on average a unit 
will be cross-matched around three times before it 
is used or outdated. This clearly represents a huge 
potential for savings since the cost of a single unit 
of RBC is around £132 and for platelets is £214. 
Moreover, patients should ideally be given blood 
of the same type (a blood component is a set of 
eight products specified by the ABO and Rhesus 
group) but “mismatching” is possible in emergen-
cies; for example, O-negative blood can be given 
to anybody. However, this practice is prohibited 
and is perceived as poor quality service.

Overall, there are two mechanisms for placing 
orders for blood; doctors who place orders to the 
hospital blood bank for their patients and hospital 
blood bank managers who place orders to the NBS 
Centre for stock replenishment. There are also two 
stocking processes; one at the central blood bank 
and one at the hospital bank; in the latter, stock 
can be either assigned or unassigned. Figure 2 
illustrates all these processes in a flowchart.

the standalone nBs model

The blood supply system described above is 
undoubtedly a stochastic system with variable 
demand for blood (even for elective surgery) 
depending on the number of patients, type of 
operations and the occurrence of complications 
requiring extra transfusions. The supply is vari-
able too since it relies on volunteers showing up 
to donate. Organisational issues also arise from 
the fact that the NBS manages the supply side 
and the hospitals manage the demand side of the 
logistics chain. As discussed earlier, DES was 

Figure 2. Lifecycle of a blood unit (Katsaliaki, 2008)



265

Speeding Up Decision Support

chosen to investigate the problems of this supply 
chain as complex stochastic multi-product, multi 
echelon perishable inventory problems have been 
shown to be intractable by analytic techniques 
(Donselaar et al, 2006; Goyal and Giri, 2001) 
or other simulation methods. DES was also the 
technique which the majority of the researchers 
have adopted to tackle parts of this problem since 
some decades ago.

The model was built using the CSP Simul8™. 
The supply chain model is very large and com-
plex, and as such requires extensive data. Up 
to nineteen months’ data were acquired for the 
years 2003 and 2004 by the NBS information 
system (PULSE) providing details about collec-
tions, processed and issued units, stock holding 
and discards. This gave details of the products 
supplied to each hospital, by date, time, delivery 
type, quantity and blood group. Questionnaires 
were also sent to the hospitals supplied by the 
Southampton centre, and interviews conducted 
with NBS staff and hospital blood bank managers. 
There are two main categories of entities in the 
model; items and orders. Items are the individual 
blood units (RBC and platelets) delivered from the 

NBS Centre to the hospitals in a one-way direction, 
since returns of products are not allowed. Items 
are also delivered internally from the hospital bank 
to the patient changing their stage in the system. 
In the latter returns within the hospital bank are 
allowed. Orders are placed both by the doctors 
to the hospital blood bank and by the hospitals’ 
blood bank managers to the NBS Centre for blood 
products, and represent the backwards flow of 
information. Requests are matched with items 
according to their characteristics (attributes) as in 
a Kanban system and delivered as appropriate.

While the model runs, data are reported in an 
Excel file, such as the day and time of placing an 
order with the Centre, the type of order (routine, 
ad-hoc or emergency), the requested product and 
the amount by blood group. The model time units 
are minutes, and the remaining shelf-life of blood 
products is counted in minutes. However, the 
hospitals’ blood bank stock for placing orders to 
the NBS is checked only every hour. Moreover, 
the decision to run the model in minutes was 
enforced by the fact that many processes, such 
as physician requests and delivery times, could 
be better approximated in small units of time. In 

Figure 3. Screenshot of a simplified version of the Simul8 model showing one hospital
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addition, an attempt to run the model in hours 
did not significantly accelerate the overall run-
ning time.

The basic version of the model contains the 
processes of the NBS Centre, from collection of 
whole blood to delivery of blood products, and 
the processes within a single medium-volume 
hospital. The model captures all the main processes 
of the supply chain. Figure 3 shows a simplified 
illustration of this simulation model. The black 
arrows represent blood units flow and the thick blue 
arrows represent information flow, i.e. orders.

The expanded version of this model incorpo-
rates the Centre’s supply of multiple hospitals. 
Figure 4 shows an example of the relationships 
between the NBS supply centre and hospitals it 
serves, which in the “conventional” approach is 
simulated on a single computer. Note that this 
shows four hospitals. Ideally, there should be up 
to twenty!

In our “conventional” or standalone single 
computer approach the execution times increased 
dramatically when the number of hospitals in-
creased in the model (see section 5). We now 

describe our distributed simulation approach to 
this problem.

the distributed nBs model

In our distributed simulation of the NBS supply 
chain, we (1) divided up the conventional NBS 
model into different model elements, (2) used the 
HLA-RTI middleware and (3) interfaced different 
copies of CSP Simul8™ with the HLA-RTI. The 
version of the HLA-RTI we have used for our 
research is the DMSO RTI 1.3NG (Rtiexec.exe). 
Figure 5 shows the logical relationship between the 
different parts of the distributed NBS model.

The model decomposition creates individual 
models of the Southampton PTI and hospitals (in 
this example four different hospitals were used). 
These models run in separate copies of Simul8™. 
Together they form federates that interact by time-
stamped messages that represent the interaction 

Figure 5. NBS distributed model with NBS PTI 
and four hospitals

Figure 4. NBS conventional model with the NBS 
PTI and four hospitals
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of one model part with another (e.g., when an 
entity leaves one part of a model and arrives at 
another). These are mapped onto HLA interactions. 
The complete model, constituted of distributed 
federates, form our NBS supply chain federation. 
Note that in this work, Simul8TM, like most of the 
other CSPs, does not provide inbuilt support for 
distributed simulation. The modifications made 
to the Simul8™ CSP are described in Mustafee 
and Taylor (2006).

In this investigation, to make our approach as 
easy to use and support as possible, interaction 
between the models/Simul8 and the HLA-RTI is 
via an Excel file. For example, entities representing 
orders are written into the file by Simul8 during 
the execution of hospital models. The HLA-RTI 
then correctly transfers this information to the 
NBS model by means of HLA interactions. This 
approach was adopted as it did not require spe-
cial modifications to the CSP and modellers are 
typically skilled to use the CSP with Excel (the 
HLA-RTI/Excel link is very simple). The incoming 
orders from each hospital are collected into their 
corresponding queues in the NBS model and the 
orders are matched with the available stock of 
blood. The resulting matched units are written into 
an Excel spreadsheet in the NBS federate. This 
information is then sent to the different hospital 
models in a similar manner. As mentioned above, 
the decision to implement the distributed supply 
chain in this manner was motivated by issues of end 
user transparency and ease of implementation.

ExpErimEnts and rEsults

To investigate the distributed approach against 
the conventional approach, four scenarios were 
investigated. These were one NBS supply centre 
serving one, two, three and four hospitals respec-
tively. The hospitals which were added to the 
models were all of the same size. For instance, 
physician requests were around 1000 blood units 
for each hospital per month, with each hospital 

diverging by a small percentage (≤6%) from the 
mean. Before experimentation commenced, the 
outputs for the conventional and distributed mod-
els were compared to check that the same results 
for a year’s run was produced. This was done to 
validate the minor modifications to link Simul8/
Excel/HLA-RTI in the distributed model did not 
artificially increase/decrease the workload. All 
experiments were conducted on Dell Inspiron 
laptop computers running Microsoft Windows 
XP operating system with 1.7GHz processors and 
1GB RAM connected through a 100Mbps CISCO 
switch. The same computer specifications were 
used to guarantee consistency in runtimes. The 
results of the execution times for each of the models 
are based on the average of 5 runs (selected as an 
isolated network was used – low variance).

Figure 6 shows the execution time in seconds 
for both conventional and distributed approaches 
as the NBS simulation progress, month by month. 
The results show that the conventional model 
with one hospital took approximately 14 minutes 
to run for a whole simulated year. The run time 
rose to 78 minutes when the model ran with two 
hospitals and to approximately 17.5 hours with 
three hospitals. The addition of the fourth hospital 
increases the execution time to 35.8 hours. The 
distributed model with one NBS supply centre 
and one hospital ran in approximately 8.5 hours, 
with two hospitals in 9.8 hours, with three hos-
pitals in 12.7 hours and with four hospitals in 
16.5 hours.

discussion

The NBS simulation is representative of a large 
model. Looking at the results as the system size 
grows, runtimes increase rapidly from the trivial 
(for one hospital) to the extravagant (for only four 
hospitals!). From the results it is apparent that 
the versions with one or two hospitals are less 
time consuming to run using the conventional 
approach. Conversely, when a third and fourth 
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hospital are added then the distributed method 
bests the runtime of the conventional approach. 
There also appears to be an exponential escala-
tion of the runtime in the conventional version 
while increasing the number of hospitals in the 
model. This is quite a contrast to the substantially 
smaller and smoother rise in the runtime in the 
distributed method.

The enormous number of entities in the system, 
each of which carries many attributes, increases 
the computation time of the conventional model 
exponentially even though there is no exponential 

element in the functions of the model. This expo-
nential increase appears to result from a combina-
tion of two different factors. Firstly, the massive 
amount of information generated by the model 
cannot be accommodated in the random access 
memory (RAM) alone, and hence the operating 
system has to keep swapping information to the 
hard disk. The part of the hard disk which is kept 
aside for use as swap space is called virtual mem-
ory. It takes much more time for the processor to 
recall information from the virtual memory when 
compared to RAM. Thus, as the models get bigger, 

Figure 6. Runtimes of conventional (s) and distributed method (d) for one NBS PTI centre with one to 
four hospitals
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more information is generated resulting in more 
swaps between the RAM and the virtual memory, 
thereby contributing to an increase of execution 
time. Secondly, the behaviour of the system being 
modelled is such that all entities (blood units) in 
the system have a limited shelf life. This behaviour 
is modelled in the NBS simulation by continually 
scheduling events that decrease the shelf life of 
each entity by the minute. This results in more 
computations as the number of entities flowing 
through the system increases. Thus, the increase 
in runtime appears to be primarily due to a large 
event list caused by a combination of the volume 
of entities and the “counting down” of the shelf 
life. The large event list in turn causes swapping 
between RAM and virtual memory which further 
causes long runtimes. Our results suggest that the 
distributed approach allows the processing and 
memory demands made by large event lists to be 
shared over several computers.

What does this mean overall? In this particu-
larly large scale simulation, our distributed simula-
tion effectively halved the time taken to perform a 
single of the NBS simulation with four hospitals. 
The trend appear to indicate that this performance 
gain will become better with more hospitals. The 
magnitude of the problem means that runtimes will 
never be trivial. However, our approach to using 
distributed simulation, one that is generalizable to 
many different CSPs and large scale simulations, 
means that one may expect large runtimes to be 
reduced. As mentioned previously, this work is 
important as it is the first demonstration that an 
effective distributed simulation technique can help 
in the reduction of unrealistic runtimes and thus 
make possible decision support systems for large 
scale problems that were hitherto unfeasible.

FuturE trEnds

To introduce this problem we commented that 
CSPs, although suitable for most simulations 
that are modelled in industry, may be unable to 

simulate large and complex models (Pidd, 2004b), 
as was the case with our NBS simulation. Argu-
ably, one reason for this is, the larger the model, 
the greater the processing power and memory 
required to simulate the model. Simulation is a 
computationally intensive technology that has 
benefitted from increasing processor speeds made 
possible through advances in computer science; 
and with ever increasing processing speeds, the 
CSPs, in future, will possibly provide features that 
may not presently seem possible (for example, 
dramatic decrease in model runtime, execution 
of increasingly large and complex models, etc.) 
(Hollocks, 2006).

However, it is also true that with more pro-
cessing power available the simulation user may 
tend to develop even larger and more complicated 
models simply because it is possible to do so 
(Robinson, 2005). This, in turn, may again mean 
that standalone CSPs will not be able to support 
execution of some user models because of their 
sheer size and complexity. We have demonstrated 
that distributed simulation can be used to help 
reduce the impact of size and complexity in terms 
of reducing runtimes. Our approach involved 
interfacing to the CSP via an Excel spreadsheet. 
However, if it was possible to interface directly to 
the CSP, then further performance gains could be 
made. Thus, CSPs that implement synchronisa-
tion algorithms or which allow interfacing with 
distributed simulation middleware like HLA-
RTI, could make possible the simulation of large 
complex systems that are currently beyond the 
capability of many CSPs and thus beyond the 
reach of health care management.

conclusion

This chapter has described an investigation into 
the decision support of large healthcare systems. 
The chapter has presented Discrete-Event Simula-
tion (DES) as an approach to decision support but 
suffers from long runtimes when large systems 
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are simulated. The chapter also introduce COTS 
Simulation Packages (CSPs) as the main tools 
used for DES. We then introduced distributed 
simulation as a possible technique for sharing 
the processing load of large healthcare systems 
simulations. A case study comparing conventional 
and distributed approaches to simulating the sup-
ply chain of blood from a National Blood Service 
Centre to hospitals with the simulation package 
Simul8™ was then presented. Our results show 
that it is possible to use multiple computers to 
reduce the runtime of large simulations using 
distributed simulation. Further performance gains 
could be made if this technique and its associ-
ated technologies are directly integrated into the 
CSPs used for simulation. We therefore argue that 
Discrete-Event Simulation, supported by CSPs 
with integrated distributed simulation technology, 
could make possible a range of large scale deci-
sion support tools for healthcare that are currently 
not possible. As healthcare systems are growing, 
and the need for carefully considered decisions 
increase, the lack of such technology could place 
a significant barrier to effective healthcare in the 
future. We hope that our demonstration shows 
that this barrier could be overcome and that it 
is entirely possible that healthcare systems, and 
healthcare informatics as a field, could widely 
benefit from this complex, but simply realised, 
technique.
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kEy tErms and dEFinitions

COTS: Commercial, Off-The-Shelf (COTS). 
This term is used to refer to software applications 
that can be purchased from software vendors.

CSP: COTS Simulation Package (CSP). In this 
thesis the term CSP is used to refer to simulation 
packages for both Discrete-Event Simulation 
(DES) and Monte Carlo Simulation (MCS).

HLA: The High Level Architecture (HLA) is 
an IEEE standard for distributed simulation.

HLA-RTI: The High Level Architecture-Run 
Time Infrastructure (HLA-RTI) is distributed sim-
ulation middleware that implements the interface 
specifications outlined by the HLA standard.

Rtiexec: rtiexec.exe is the HLA-RTI middle-
ware program.

Discrete Event Simulation (DES): DES is 
an approach to modelling using interconnected 
blocks to represent interaction between specific 
processes and is run on a computer using math-
ematical models. The latter are stochastic, that is 
they involve input generated according to prob-
ability distributions. A discrete model assumes that 
the state of the system changes only at specific 
times, often referred to as events.
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introduction

With the emergence of information technology in 
health care, there has been much focus on security 
and confidentiality issues of electronic patient 
records (EPR) in medical environments. Medical 
records contain confidential personal information 
which may include sensitive data about AIDS/HIV 
status, sexual transmittable diseases, emotional 
problems, psychiatric illnesses, sexual divergences, 
genetic predispositions to diseases, information 
about toxic addictions, and so on (Rindfleisch, 
1997). It is therefore essential that such information 
is protected from disclosure except when medical 
practitioners require access to patient records in 

order to provide proper medical care to patients. An 
important issue here concerns proper authorization 
of access to EPRs. A basic criterion for this should 
be legitimacy, meaning that only medical person-
nel providing medical care to a given patient (or 
patients) should be granted only access to the nec-
essary medical data of the concerning patient they 
are providing care to. Another significant security 
issue concerns secure and confidential management, 
handling and storage of personal medical informa-
tion (Serour, 2006).

Security of medical networks and privacy of 
medical data have long been topics of great concern, 
since almost every person would have at least one 
patient record containing personal and confidential 
medical information. The manual record keeping 
systems of the past lacked automatic enforcement 
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of access control. Medical practitioners would 
necessarily not be prohibited to access arbitrary 
patient records, meaning that the confidentiality 
of patients was resting considerably on the dis-
cretion of each individual medical practitioner 
and legal enforcement. Today, medical data is in 
general managed by networked computer systems 
which have replaced paper-based patient records 
and manual record keeping systems. Health orga-
nizations and hospitals are administrating large 
databases of such personal electronic patient 
records (EPR). Computerized medical databases 
have a number of advantages compared to paper-
based systems concerning flexibility, functional-
ity and a more effective data management due 
to the possibly ubiquitous accessibility of data, 
independently of location and time. This complies 
well with decentralized organizations since data 
can be easily transferred within and across health 
establishments by means of wired and wireless 
computer networks.

In agreement with common medical ethics 
and due to the confidential nature of medical 
data, access to medical data should rest on a 
“need-to-know”-basis and legitimacy. In other 
words, the medical data of a patient should only 
be disclosed to medical personnel that have a 
legitimate need to access the medical data of the 
patient, which would be due to providing medi-
cal care to that patient. Proper measures should 
be taken to confine the availability of the data in 
agreement with the “need-to know”-principle. 
The increased accessibility of medical data due 
to digitalized data management and networked 
computing, rise important needs and requirements 
concerning the security and privacy of medical 
data and confidentiality of patients. Threats and 
violations to the privacy medical data could just 
as well come from within the health organization 
than from outside, and it is essential that proper 
access control mechanisms and data protection 
should be facilitated.

In this chapter we discuss security and privacy 
aspects for medical application scenario. We look 

at what kind of security and privacy enforcements 
would be needed and how it can be achieved by 
technological means. We review relevant issues in 
this context such that authorization and granting 
of EPR access, patient consent, access acquisi-
tion, teams, hierarchy, and related cryptographic 
issues.

patiEnt conFidEntiality

The confidentiality of the patient is a focal point 
of importance. The same applies to patients’ 
medical records that may contain very sensitive 
information such as AIDS/HIV status, sexual 
transmittable diseases, emotional problems, 
psychiatric illnesses, genetic predispositions to 
diseases, drug addictions, etc. Electronic medical 
databases and networking provide an efficient data 
management and availability but may create needs 
for strengthening ethical and legal requirements 
correspondingly.

patients’ rights

A significant factor related to patient confidential-
ity is the right the patient has to decide the course 
of action to be undertaken by medical practitioners 
or others in relation to the patient. With respect 
of patient confidentiality and patient consent, 
American Medical Association (AMA) states 
that “the physician’s duty to maintain confiden-
tiality means that a physician may not disclose 
any medical information revealed by a patient or 
discovered by a physician in connection with the 
treatment of a patient. The physician generally 
should not reveal confidential communications or 
information without the patient’s express consent” 
(American Medical Association, 2008). Patients’ 
right for self-determination could include:

1.  An informed basis for medical treatment 
and medical procedures to be undertaken.
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2.  An informed basis of who is requesting ac-
cess to the EPR of the patient, and having 
the right to grant or deny it.

3.  An informed basis of the motivations and 
purpose for medical and scientific research 
that involves access to medical data including 
the identities of the individuals undertaking 
the inquiry.

In the latter case, patient anonymity would 
be useful to protect the confidentiality of the 
concerning patients. By means of anonymization, 
public patient identities such as names, addresses, 
social security numbers, etc., would be hidden and 
replaced by pseudonyms that could be randomly 
selected. Pseudonyms could be issued on a long-
term basis, but a long-term association between a 
pseudonym and an EPR would lower the patient 
confidentiality in the long run. Temporary or 
session-wise pseudonyms would effectively pre-
vent that any association between an EPR and a 
pseudonyms can take place over time.

issues relevant to patient 
confidentiality

A security system with proper access control facili-
ties would be required to ensure a minimum level 
of patient confidentiality. Access control would, 
however, raise questions such as what would be 
the criteria for access to patient records to be 
granted? Who should grant access? Should the 
patient be able to influence how and to who access 
to his or her EPR is to be granted? Should user 
roles or the job position of the user, for example 
whether the user is a nurse, doctor or specialist, 
infer restrictions on what parts or data modules 
of a granted EPR that the user may be allowed 
to access, or which operations (read, write, etc.) 
that he or she may apply on the granted data? 
How should access control be managed regard-
ing medical teams? Concerns should also to be 
made about the confidentiality of stored medical 
data, and the confidentiality and integrity of data 

that is in transfer over networks. We attempt to 
provide some views on these questions in the 
following sections.

playErs in thE 
mEdical scEnario

In the medical scenario considered in this chapter, 
we recognize the main players to be as follows:

The owner of the • EPR, i.e., the patient. 
Each patient is represented by one EPR 
that he or she imposes ownership onto.
Medical practitioners like doctors and • 
nurses. Two or more medical practitioners 
can be associated, forming medical teams. 
We distinguish between ad hoc (short-
term) medical teams, and long-term medi-
cal teams.
Information • security administrators. The 
medical practitioners providing care to a 
patient are to be assigned or granted ac-
cess to the electronic patient record of this 
patient. Such assignments form short-term, 
temporary relationships between a given 
EPR and the pertaining medical practitio-
ners, whereof the duration would be in ac-
cordance to the period of treatment.

accEss control 
By dElEgation and 
sEparation oF duty

As pointed out, the “need-to-know” principle is a 
proper criterion for authorization of EPR access to 
medical practitioners and teams, since only those 
who are providing care to a certain patient should 
be granted access to the patient’s medical data. 
Although given such a criterion, somebody has 
to be in position of granting medical practitioners 
access to relevant medical data. The principle of 
separation of duty (SoD) states that a minimum 
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number of participants performing some partial 
task are required to carry out this task or transaction 
(Botha & Eloff, 2001). Enforcement of separation 
of duty would prevent individuals to carry out this 
task or transaction on their own.

A typical example would be in banking where 
for example two employees, one manager and 
one clerk could be required to carry out some 
financial transaction. Access to the bank vault 
is also a good example. It may not be desirable 
that individuals could solely access the vault 
due to the risk of fraud, robbery and extortion. 
The safety would be considerably improved by 
a threshold-based security system, where partial 
unlocking of least 2 or 3 arbitrary persons out of 
for instance 4, each holding a unique and secret 
key, should be required in order to unlock the vault. 
Corresponding security mechanisms would be 
threshold-oriented cryptosystems, which requires 
the collaboration of t arbitrary participants out 
of n to carry out some cryptographic computa-
tion. A threshold security requirement could be 
a desirable property in many security systems 
involving collaboration of several participants. 
The threshold requirement is an enforcement of 
the principle of separation of duty. Examples of 
threshold-oriented cryptosystems can be found 
in (Desmedt & Frankel, 1989; Pedersen, 1991; 
Harn, 1994; Li & Pieprzyk, 1999; Eskeland & 
Oleshchuk, 2007; Saeednia & Ghodosi, 1999).

In our opinion, the consent or agreement of 
a minimum number of relevant participants is a 
useful criterion for authorizing access to medical 
data. Patients, medical practitioners and security 
administrators are relevant for filling this grant-
ing role. This yields the following arrangements 
in which such a consent criterion for EPR access 
authorization could be accomplished:

Medical practitioners or a medical team can • 
obtain access to a relevant EPR due to the 
consent of the concerning patient to whom 
they are going to provide medical care.
A medical team can obtain access to a • 

relevant EPR due to the consent of a mini-
mum number of security administrators.
A medical team can obtain access to a rel-• 
evant EPR due to the consent or agreement 
of a minimum number of its members.

patient consent

EPR access could be granted based on patient 
consent. This has become an important principle 
in medical ethics (American Medical Association, 
2008) and it has been broadly recognized that the 
patients have a right to exert control over who is to 
access their own medical data. It would therefore 
be reasonable that patients should have a right to 
decide who should (and should not) be able to 
access their EPR by means of consent. That is, 
patients should be allowed to exert control over 
their respective EPRs. This would be consistent 
to data access delegation, permitting the patient 
to delegate access of his or her EPR to specific 
medical personnel. This has in the past been imple-
mented manually by means of written consent 
from the patient in many health establishments. 
Such manual practise would rely on individuals’ 
discretion with no automatic control enforcement 
of the delegation. In EPR data systems, patient 
consent could be securely enforced by means of 
an automatic security system and cryptographic 
methods. See (Bergmann, Bott, Pretschner, & 
Haux, 2007; Coiera & Clarke, 2004; Galpot-
tage & Norris, 2005; Eskeland & V. Oleshchuk, 
2007a) for further discussion and examples of 
such schemes.

delegation by third parties

Security administrators are trusted parties that may 
authorize medical personnel access to EPRs on 
behalf of patients. However, such an arrangement 
would entail that the administrators would have 
access to all patient records at that given institu-
tion, or even worse, to a number of associated 
institutions due to networking. Such unconditional 
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access to highly confidential information of a 
large number of people is in general an undesir-
able situation. This possible security weakness 
would be minimized by introducing a separation 
of duty. This would require the participation of 
a minimum number of security administrators 
in order to grant one or more specific medical 
practitioners access to an EPR on behalf of the 
pertaining patient.

It should be noted that a patient consent-based 
delegation system, as discussed in the previous 
subsection, should support the possibility of third 
party delegation due to the emergency case. In 
emergency situations, the patient may be uncon-
scious and would thus be unable to actively consent 
to EPR authorization. Threshold-based delegation 
could thus be an appropriate alternative solution 
for ensuring patient confidentiality.

data access acquisition

In agreement with the principle of separation of 
duty, a threshold requirement could be a useful 
security requirement for allowing medical teams 
to acquire access to relevant medical data. Medical 
care is typically provided by medical personnel 
organized in teams. Since a team consists of a 
number of associated medical practitioners, this 
by itself could be recognized as a proper basis 
for trust. Mutual consent and agreement among a 
given minimum number of team members should 
be a proper basis for medical personnel to acquire 
EPR access and a reasonable criterion for meeting 
the objective of legitimacy, since that the team 
members would be working for the same cause. 
Enforcement of such a requirement would accord-
ingly prevent that individuals may snoop and arbi-
trarily read personal medical data unless holding 
special privileges. A cryptographic scheme that 
enforces a team-based EPR acquisition is proposed 
in (Eskeland & Oleshchuk, 2008).

threshold-oriented cryptosystems

Threshold secret sharing is a cryptographic ap-
proach that provides one way of enforcement 
of the separation of duty principle. According 
to this method, a secret number (for example, a 
cryptographic key) is split into n unique secret 
user “shares”. One such user share is handed to 
one person so that in a group of n persons, each 
is holding a share. The secret number can only 
be computed by means of at least t arbitrary such 
shares and less than t shares reveal nothing of the 
secret number. The term threshold denotes the 
minimum number of participants of the group 
that is required to collaborate in order to reveal 
the secret number. Such a scheme increases the 
flexibility in contrast to requiring all n partici-
pants, i.e., a fixed set of participants, to carry out 
this computation. This is desirable in scenarios 
where some sort of separation of duty is required, 
for example that an originator of some sensitive 
information like a secret key, is only willing to 
let it be disclosed as result of the agreement of a 
given number of pre-designated individuals. Ac-
cordingly, it is precluded that single individuals 
can obtain the secret on their own.

An instance of a threshold secret sharing 
scheme is basically useful only once, since the 
participants have to reveal their secret user shares 
in order to compute the shared secret. And once 
the shared secret is computed, it is revealed once 
and for all. Nevertheless, threshold secret shar-
ing in practise mostly used as a building block in 
threshold-oriented cryptographic schemes such as 
threshold decryption (Desmedt & Frankel, 1989; 
Pedersen, 1991; Eskeland & Oleshchuk, 2007; 
Saeednia & Ghodosi, 1999), threshold signatures 
(Harn, 1994) and multi-party key establishment 
(Li & Pieprzyk, 1999), enforcing a minimum 
number of participants to collaboratively carry 
out the cryptographic function. In such schemes, 
the secret user share of each participant and the 
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shared secret are protected from being revealed 
to the other participants. Threshold cryptosystems 
are commonly based on the Shamir secret sharing 
scheme (Shamir, 1979). Threshold decryption is 
a class of cryptosystems where an arbitrary com-
posed subset of a minimum number of participants 
of a given group is required to collaboratively carry 
out decryption. Each such group is represented by a 
public key which allows encryption. The encrypted 
data can only be decrypted due to the partial com-
putations of t such participants in agreement with 
the threshold requirement. Threshold signatures 
is another class of threshold cryptosystems that 
enforce that minimum t participants are required 
to compute such signatures in agreement with the 
threshold requirement.

hiErarchical aspEcts

In the medical scenario, the medical practitioners 
and employees are hierarchically ranked accord-
ing to their job positions and duties, so that a 
medical doctor would have higher ranking than 
a nurse. Hierarchical organization implies that 
higher ranking correspond to more privileges and 
responsibilities. Medical practitioners of higher 
ranking would accordingly be in position to be 
entrusted access to more confidential information 
than the practitioners of lower ranking. Electronic 
patient record systems provide opportunities for 
fine-grained access control with regard to the 
sensitivity of the data. Depending on the desired 
level of fine-graininess, each data field, data 
block or data module of the EPR, could be each 
assigned a confidentiality level from a small 
range, for instance [0-3] where 0 denotes none 
or low confidentiality level and 3 corresponding 
to high confidentiality level. Alternatively, the 
confidentiality levels could be classified as open, 
non-sensitive, sensitive, and highly sensitive. Each 
data item could be individually marked according 
to its sensitivity level, or grouped into modules 
according to confidentiality level.

It is necessary to have a reasonable agreement 
between the ranking of the medical practitioners 
and the confidentiality levels of the medical data, 
where participants are only granted access to data 
(of a given EPR) whose confidentiality level is 
in agreement with their ranking and to data of 
underlying confidentiality levels. It must accord-
ingly be prohibited that participants may obtain 
access to data whose sensitivity level is above the 
privilege level of that participant.

An example is showed in Figure 1, where each 
EPR is categorized into three confidentiality lev-
els. There are three levels of user rankings; nurse, 
general physician and chief physician, which agree 
with the EPR confidentiality levels. The structure 
is a totally-ordered, meaning there is only one class 
of users for each level. Alternatively, since there 
may be a number of types of medical specialists, 
compartmentalization of a given level into two or 
more user classes could be useful. An example is 
showed in Figure 2, where level 4 is compartmen-
talized into two classes. Accordingly, confidential 
data pertaining to one specialist area would not be 
accessible to specialists of other areas. Also note 
that chief physicians would have access to all of 
the EPR data. Thus a proper permissions assign-
ment is needed to provide permitted to process 
data of each data level. Typical permissions would 
be read, write and delete. A cryptographic EPR 
access control scheme based on patient consent 
for hierarchical medical teams is presented in 

Figure 1.
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(Eskeland & Prasad, 2006).

sEcuring mEdical data

Problems to overcome in insecure networks 
would be to provide user-oriented security and 
data oriented security:

Data-oriented • security includes preserva-
tion of secure communication, secrecy and 
confidentiality of data, integrity of data, 
data authentication and non-repudiation of 
data.
User-oriented • security includes secure 
communication, user authentication and 
ensuring proper access control.

A user would be represented by a cryptographic 
user key he or she is holding. An important issue 
here relates to secure association between users 
and data, which means secure binding between 
data and the cryptographic key of a user. This can 
be realized by encryption and digital signatures, 
whereof cryptographic algorithms are the basic 
building blocks. As discussed in subsequent sub-
sections, cryptographic algorithms are basically 
classified as public key (asymmetric key) and 
shared key (symmetric key).

user authentication

A user that is going to communicate with one or 
more users over an insecure network needs to 
make sure that the other users are really those 
who he or she thinks they are. Otherwise, an ad-
versary may successfully masquerade as a peer 
user, and thereby obtain confidential information. 
A server needs to authenticate users logging on 
before confidential access can be provided. Like-
wise, a user needs to make sure the authenticity 
of a server when logging onto the server before 
supplying personal credentials like passwords or 
pin-codes. Since the users cannot see each other 
physically, cryptographic means can be taken to 
provide secure user authentication. In the medi-
cal scenario, after a medical practitioner has been 
successfully authenticated by an EPR server, 
it has to validate the credentials of the person 
to decide whether access to the requested data 
can be granted or not. This would also include 
determining what operations that the user would 
be allowed to perform on the data.

If the authentication succeeds, the subsequent 
communication should be made secure. This is 
achieved by cryptographic key establishment 
protocols that securely establish secret session 
keys shared among the pertaining parties for 
encryption of the communicated data (Boyd & 
Mathuria, 2003; Rafaeli & Hutchison, 2003). 
However, many cryptographic key establishment 
protocols also provide user authentication. In the 
following sections, we will look at two aspects of 
data confidentiality:

The confidentiality of the communication • 
of data between two entities.
The confidentiality of the data at the • 
server.

secure communication

It is essential that data in transfer are protected to 
prevent the data from being obtained by unauthor-

Figure 2.
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ized individuals or intruders, for example by eaves-
dropping. Secure communication would require 
the use of security protocols that have to provide 
relevant security properties. Security protocols 
assume that computer networks are insecure, with 
the possible presence of a passive or active adver-
sary. This is a reasonable assumption for wireless 
networks due to the broadcast-orientation, where 
any message can be intercepted by anyone present 
in the location. A passive adversary would have 
the ability to eavesdrop the communication over 
the network. An active adversary would be able to 
manipulate, i.e., change, replace and suppress data 
that is in transfer. An important type of attacks is 
the replay attack where an adversary attempts to 
subvert a security protocol by replaying former 
messages. Measures like incorporating MACs or 
digital signatures should be taken to ensure that 
the integrity of data is intact.

secure data storage

It could be desirable to provide a more overall 
level of information confidentiality, not only 
with respect to access control mechanisms and 
on what basis should granting of EPR access 
take place (i.e., what should be the criteria and 
conditions for granting EPR access), but also 
concerning the long-term storage of the medical 
data. For example, it could be argued that long-
term encryption of medical data may provide an 
increased level of confidentiality than if stored 
as plaintext. Nevertheless, this assumes that the 
corresponding cryptographic keys would have 
to be “out of reach” since encryption imposes 
the problem of secure key management and key 
storage. If a cryptographic key is compromised, 
its encrypted data would correspondingly be con-
sidered compromised. Storage and management 
of cryptographic keys would therefore impose a 
potential security risk since that whoever that is 
controlling the cryptographic keys also controls 
the corresponding data. However, in (Eskeland & 
Oleshchuk, 2007a) a cryptographic method is pro-

posed that provides security scheme where EPRs 
are stored encrypted at the EPR server, where each 
EPR is encrypted with a unique secret key. There 
are no cryptographic key tables and no one, includ-
ing patients, hold or can obtain the cryptographic 
key pertaining to his or her encrypted EPR. The 
protocol enables secure reconstruction of a secret 
EPR cryptographic key at the EPR server due to 
the interaction between the EPR server and the 
consenting patient granting a specified medical 
team access to his or her EPR. This allows the 
EPR server to subsequently decrypt the pertaining 
EPR. The EPR key is thus reconstructed out of 
reach of pertaining and other participants.

shared key cryptography

Symmetric key ciphers (i.e., shared key ciphers) 
have the advantage of relatively short keys and 
the ability of high rates of throughput. In such 
systems, cryptographic keys must be shared among 
those entities that are to communicate confiden-
tially, so regarding two-party communication 
the key must remain secret in both ends. In large 
networks, there would be many key pairs to be 
managed, and each user would have to securely 
manage a list containing the keys for each of his 
or her contacts.

Sharing long-term secret keys among a number 
of users is an impractical and troublesome assump-
tion due to increased vulnerability from the aging 
of keys, and lack of flexible user constellations 
due to the shared keys. This could be mitigated 
by an online trusted third party (TTP) so that all 
communication goes through the TTP that shares 
a secret key pair with all relevant users. Neverthe-
less, this would in many cases be undesirable. It 
would correspondingly be a problem to distribute 
and establish new shared keys to new contacts 
over an insecure network if the key distribution 
protocol (i.e., the key establishment protocol) is 
based on symmetric key ciphers, since this would 
require that a symmetric key is already shared 
between the distributor and the receiver.
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In practice, symmetric key ciphers are mostly 
applied session-wise due to their capabilities of 
high throughput and efficiency, where shared ses-
sion keys would be established session-wise by 
means of some secure key establishment protocol. 
Such protocols could be based on symmetric key 
or public key systems. Key establishment protocols 
based on public key cryptosystem eliminate the 
disadvantages of sharing long-term secret keys.

public key cryptography

In public key systems, each user has a personal 
public/private key pair where the public key is 
publicly representing the pertaining user. This 
eliminates the disadvantage of sharing long-term 
secret keys. However, the downside of such sys-
tems would be lower throughput rates than those 
based on symmetric key schemes, and relatively 
large key sizes. Secure data transfer is achieved 
by means of encrypting a message with the public 
key of the receiver. By means of the corresponding 
secret key, the receiver would be the only who 
can decrypt the pertaining cryptotext. Examples 
of popular public key cryptosystems are RSA and 
ElGamal (Rivest, Shamir, & Adleman, 1978) and 
(ElGamal, 1985).

For efficient and communication a prior 
agreement of a secret shared key would be more 
practical. The authenticity of public keys should 
nevertheless be provided, so that it can be certified 
that a given public key is actually representing the 
users as it is claimed to do. Otherwise, an adver-
sary could substitute such a key with his or her 
own public key, and could subsequently decrypt 
the confidential information that was intended for 
another person. Digital certificates are means for 
establishing the authenticity of public keys. Digital 
signatures basically contain the identity and the 
public key of the user, and a digital signature of 
a trusted third party (TTP), typically the party 
issuing the keys.

cryptographic protocols

Cryptographic protocols are a wide range of 
methods that provide two or more participants 
with secure computation for various purposes. 
More precisely, a cryptographic protocol is a 
distributed algorithm defined by a sequence of 
steps precisely specifying the actions required of 
two or more entities to achieve a specific secu-
rity objective. Such actions would require use of 
cryptographic primitives. There are cryptographic 
protocols for secure user authentication, secure key 
establishment, secure voting, electronic cash, and 
anonymous transaction schemes and so on. See 
for example (Boyd & Mathuria, 2003; Schneier, 
2006; Rafaeli & Hutchison, 2003) for overviews. 
Many times, the objective for data security could 
also include the issue of user security. For example 
in the case of secure communication where two 
users would like to communicate securely over 
an insecure network, each of them would first 
have to make sure that the other party is who he 
or she claims to be. Since the parties cannot meet 
each other physically, user authentication has to 
be performed over the network. The parties would 
have to agree on some secret shared cryptographic 
session key for subsequent secure communication. 
Most practical user authentication schemes and 
key agreement schemes with user authentication 
are based on public key cryptographic schemes.

Due to the necessity of preserving patient 
confidentiality, such properties of cryptographic 
protocols are very relevant issue for the medical 
scenario. This includes aspects concerning the 
three types of players (patients, medical practitio-
ners, and security administrators), medical teams, 
hierarchical aspects, access control and granting, 
patient consent, patient anonymity; secure com-
munication and key establishment, hierarchical 
access control issues, secure data management 
and storage, and more.
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Security Issues

The purpose of cryptographic protocols is to 
provide secure and confidential communication 
on insecure computer networks. This is achieved 
due to a number of relevant security properties 
provided by such protocols. Wireless networks 
is regarded insecure in the sense that communi-
cated messages could easily be eavesdropped by 
an adversary (passive attack), or even modified 
or replaced (active attack). In general, an active 
adversary could be capable to suppress, replace, 
replay and modify messages over the network. 
Cryptographic protocols have to ensure that two-
party or multi-party computations can be carried 
out in agreement with some given security require-
ments. This would typically include confidenti-
ality, preventing that other than the participants 
from obtaining the inputs (e.g., the cryptographic 
user keys) and the computed results. Thus, an 
essential security requirement is long-term user 
key confidentiality. It must be prevented that 
any participant or outsider can obtain long-term 
secret user keys.

Secure Key Establishment

Secure communication over computer networks 
is usually achieved by means of encrypting the 
exchanged messages. The messages could be 
encrypted by means for long-term public keys 
(or long-term shared keys). However, the last 
case would require that they share the same secret 
key. It can be done by means of some secure key 
establishment protocol.

By means of such protocols, two or more indi-
viduals can establish shared secret cryptographic 
keys over insecure networks. The protocols can 
be based on secret key cryptography or public key 
cryptography. Due to sharing of long-term secret 
keys among a number of users is an impractical 
assumption, most key establishment protocols 
that is based on shared key cryptography require 
an online TTP. Hence, each user would share a 

secret key with the TTP, and all key establishment 
messages would go through the TTP. Kerberos 
(Steiner, Neuman, & Schiller, 1988) and the shared 
key protocol of Needham-Schroeder (Needham & 
Schroeder, 1978) are two well-known examples 
of key establishment protocols based on shared 
keys.

Clearly, it would be a problem to distribute 
and establish new shared keys to new users over 
an insecure network if a key is not already shared 
between the new user and the TTP. The advantage 
of public key based solutions is simplification of 
key management and eliminating the need for 
an online TTP. This increases considerably the 
usability for public key protocols, and public 
key protocols have therefore become far more 
important than shared key protocols. For example, 
the RSA public key cryptosystem (Rivest et al., 
1978) is based on the Factorization Problem (i.e., 
the difficulty of factorizing integers composed of 
two very large primes), and the ELGamal public 
key cryptosystem (ElGamal, 1985) is based on 
the Diffie-Hellman Problem (Diffie & Hellman, 
1976), which is a variant of the Discrete Logarithm 
Problem. Key establishment protocols can basi-
cally be divided into key transfer protocols and 
key agreement protocols. Key transfer protocols 
are where one entity generates the secret key and 
distributes it confidentially to one or more users. 
Key agreement is where two or more partici-
pants that “agree” on one secret key by equally 
contributing to the value of the established key. 
Depending on the number of participants, such 
protocols are categorized as two-party and multi-
party protocols.

Group-Oriented Cryptographic 
Protocols

Secure group communication refers to the scenario 
in which a group of participants can communicate 
securely over some computer network in such a 
way that the exchanged messages would be un-
intelligible for outsiders and non-pertaining users 
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(Boyd & Mathuria, 2003; Rafaeli & Hutchison, 
2003). Conference key establishment protocols 
(also known as multi-party key establishment 
protocols) allow a number of users to establish a 
shared session key whereof secure communication 
over insecure computer networks can be achieved 
by encrypting the exchanged messages. Group-
oriented key agreement is a special case of secure 
multi-party computation, where n participants 
compute the result of some function f(x1,x2,…,xn) 
and where each participant holds a secret input 
xi. The problem is how to compute f without 
revealing their secret inputs to any other party, 
including the other participants. The function 
could be any function taking any inputs where 
the computations are conducted over a distributed 
network. No information about the inputs should 
be learned beyond what is absolutely necessary in 
order to conduct the computations. Strictly speak-
ing, any participant that is legitimately included 
in the execution of a security protocol should not 
learn about the private inputs of the other par-
ticipants. All that may be learned is the result of 
the protocol, in agreement to whom the result is 
designated to. Most protocols distribute the same 
result for all participants, i.e., the participants col-
laboratively compute one result that is to be shared 
among them. In addition to key transfer and key 
agreement, such protocols can also be classified 
according to the nature of the user composition, 
that is whether the team composition is ad hoc or 
predefined (long-term).

Earlier in this chapter, we pointed out the hi-
erarchical aspects of the medical context where 
medical teams are composed of hierarchically 
ranked medical personnel like doctors and nurses. 
Secure hierarchical group communication could be 
achieved due to using hierarchical key establish-
ment protocols. Such protocols would facilitate 
secure establishment of a number of session keys 
in agreement with the given number of user levels. 
An essential security property is that users of a 
given level can compute the hierarchical session 
keys pertaining to their own and underlying secu-

rity levels, while it is computationally infeasible 
to compute hierarchical session keys of overlying 
security levels. An example of such protocol is 
presented in (Eskeland & Oleshchuk, 2007b), 
although the key establishment protocols found 
in the literature are generally non-hierarchical.

However, a relatively large class of hierarchical 
cryptographic schemes is known for hierarchical 
access control. (See (Kuo, Shen, Chen, & Lai, 
1999; Lin, 1997; Zou, Ramamurthy, & Magliveras, 
2001) for examples of such schemes.) The main 
difference between hierarchical key establishment 
protocols and hierarchical access control protocols 
is that the former provide secure establishment 
of hierarchically-arranged short-term session 
keys, while the latter provide secure distribution 
of hierarchically-arranged long-term, predefined 
keys.

patient anonymity

Due to the sensitive nature of medical informa-
tion like information about AIDS/HIV status, 
sexual transmittable diseases, emotional problems, 
psychiatric illnesses, genetic predispositions to 
diseases, toxic addictions, etc., it may be desir-
able that identities (names, addresses, personal 
security numbers, etc.) of patients associated 
with it are hidden to prevent them from being 
associated with their physical disabilities. A com-
mon way of obtaining anonymity is by means 
of pseudonyms. A pseudonym is an identity that 
is a means of referencing, and can be long-term 
(fixed) or temporary. A temporary pseudonym is 
preferred since it would prevent that association 
between a fixed pseudonym and the medical data 
of the pertaining patient can build up. Neverthe-
less, there should be no deducible association 
between the real identities and the pseudonyms 
of the patients. A cryptographic scheme that 
enables patients to anonymously grant medical 
teams’ access to their EPRs without revealing 
their true identities to the medical practitioners 
is proposed in (Eskeland & Oleshchuk, 2006). A 
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non-cryptographic patient anonymization scheme 
can be found in (Sweeney, 1997).

conclusion

In this chapter, we have discussed security and 
privacy issues related to medical scenario. We 
reviewed relevant aspects like patient confidenti-
ality, patient anonymity, medical teams, user and 
data hierarchy, various types of authorization and 
granting of EPR access (e.g. by patient consent, 
trusted third parties or team-based access acquisi-
tion), and cryptographic issues like authentication, 
secure communication and secure preservation of 
data in the context of medical scenario.
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kEy tErms and dEFinitions

Access Control: This includes authentica-
tion, authorization and audit with measures 
such as physical devices, biometric control and 
monitoring.

Anonymity: The property of not being iden-
tifiable that is personal identity, or personally 
identifiable information of that person that can be 
used to identify that person is not known.

Electronic Patient Records (EPRs): An 
individual patient’s medical record in digital 
format.

Group-Oriented Cryptography: A class 
of cryptographic schemes to provide security in 
scenarios where a group of participants can com-
municate securely over some computer network 
in such a way that the exchanged messages would 
be unintelligible for outsiders and non-pertaining 
users.

Information Privacy: The ability of an indi-
vidual or group to control revealing information 
about them.

Information Security: A set of means for 
protecting information and information systems 
from unauthorized access, use, disclosure, disrup-
tion, modification, or destruction.

Key Management: Any method in informa-
tion security by which cryptographic keys are 
exchanged or established between users based 
use of some cryptographic schemes.

Patient Consent: This principle means that 
patients have a right to choose whether or not to 
accept your advice or treatment, and control ac-
cess to his/her private medical data.

Public Key Cryptography: A form of cryptog-
raphy in which the key used to encrypt a message 
differs from the key used to decrypt it.

Secret Key Cryptography: A form of cryptog-
raphy in which the key used to encrypt a message 
is identical (or trivially related) to the key used 
to decrypt it.

Threshold Cryptosystem: A cryptosystem 
where in order to decrypt an encrypted message 
a number of parties exceeding a threshold is re-
quired to cooperate.
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aBstract

Business Process Management (BPM) is often perceived as a top priority concern in organisations; 
both in public and private sectors. This has been clearly noticed in the Australian health care sector, 
evidenced by the Australian Government’s commitment to pursuing a reform agenda that reflects a new 
approach to improving health and aged care services. The adoption of a business process management 
approach can be a key tool to facilitate health reform in the public and private sectors. This approach 
provides a structured and hence rigorous approach to ensure that health processes are reviewed, im-
proved and implemented consistently throughout the organisation, especially where public health services 
are provided from multiple service points. Process modeling is an embedded component of most BPM 
initiatives, yet a resource intensive task. How process models can be derived efficiently (i.e. with less 
resources and time) and effectively (at a high quality to meet the specific needs) is an integral element 
of interest to most organisations, however, this area of research is still in its infancy. This paper aims to 
address this gap by proposing a ‘process-pattern’ based approach to process modeling where models 
are created and managed within a ‘process architecture’. The process pattern approach is explained 
with evidence from a large state based health organisation using an integrated risk management process 
for health care service management as an example. The study employed an action research approach 
and the chapter unfolds its findings around the main phases of the research method. The contributions 
from this work are twofold. From the perspective of practice, it offers a validated high level example of 
a process pattern for an Integrated Risk Management Program for health. From an academic perspec-
tive: it presents a validated Risk Management process pattern for delivering health services which can 
be used as or a benchmark in further research.
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introduction

Australia’s growing health demands are creating 
new challenges for governments at the national, 
state, territory and local levels (Minister of Age-
ing, 2008). The Australian Federal Health Depart-
ment intends to spend $51.8 Billion dollars on 
National Health initiatives in 2008-2009 through 
the National Health and Hospitals Reform Plan. 
The aim is to improve the capacity of the states 
and territories to deliver health services when and 
where the citizens (in particular, working fami-
lies) need them. The current Australian Health 
Care Agreements will be extended for 12 months 
with an extra $1 billion in provided funding. New 
agreements will be finalised by the end of 2007, 
with opportunities for major reform (Department 
of Health and Ageing, 2007). One of the major 
challenges to implement the intended reforms 
relates to how Hospitals are currently organized 
using logical groupings (functions) of clinical 
specialties instead of being grouped according 
to process groupings. Taking a process-oriented 
approach to improving processes can be challeng-
ing as these processes need to cross the traditional 
functional boundaries in order to realize process 
efficiencies (Vera, A. & Kuntz, L. 2007).

The adoption of a Business Process Man-
agement (BPM) approach can be a key tool to 
facilitate health reform in the public and private 
sectors. Business Process Management (BPM) 
provides a structured and consequently a rigor-
ous approach to ensure that health processes are 
reviewed, improved and implemented consistently 
throughout the organisation, especially where 
public health services are provided from multiple 
service points.

BPM in general, includes methods, techniques, 
and tools to support the design, enactment, man-
agement and analysis of business processes (van 
der Aalst et al., 2003). One of the key concerns 
and challenges when applying BPM is the lack of 
accepted methodologies, and resources to guide 
these initiatives (Larsen and Myers, 1998; Murphy 

and Staples 1998; Amoroso, 1998; Indulska et al., 
2006). A common BPM methodology that can 
be utilised and catered for all specific contexts 
is yet to be derived; and may not be feasible due 
to the complexities that each individual context 
brings in. However, a common aspect of all BPM 
approaches is the orientation towards under-
standing the current-processes and aim towards 
an improved better-process. Business process 
articulation in the form of high-level and detailed 
process models is a common component of most 
process improvement projects (Indulska et al., 
2006; Bandara 2005). Process Modeling provides 
a structured and consequently a rigorous approach 
to ensure that all required aspects of processes 
are reviewed, improved and implemented consis-
tently. However, detailed process modeling can 
be an expensive exercise (Becker et al, 2003), and 
also complex in terms of managing all the different 
types and levels of processes (and their models), 
their relationships and interdependencies. While 
Process Architectures are highly recommended 
for this (Davis and Bradander, 2007), there is a 
dearth of examples and information on how to 
implement such an approach. Addressing this gap 
is the main aim of this chapter.

In this chapter, we propose a Process Architec-
ture approach where Process Patterns are used at 
different levels to capture and deploy s for health 
processes. A risk management process in the health 
arena is selected to demonstrate the design and 
application of the proposed Process Architecture 
concept. This research combines diverse con-
cepts in the area of risk management, business 
process analysis and health treatments services. 
The remainder of the chapter commences by first 
briefly introducing these concepts. The chapter 
then introduces the Organisation in which this 
research was designed and implemented at. The 
paper then proceeds to provide a detailed example 
which demonstrates how a Process Architecture 
is designed and implemented (by using process 
patterns). The details are presented in the form 
of empirical evidence gathered through an action 
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research approach Finally, the chapter concludes 
with a discussion of the limitations, of this work 
as well as a preview of future activities.

introducing kEy concEpts

This section is dedicated to describing the many 
terms and concepts used later in the chapter during 
the overall research process and findings discus-
sions that are followed.

The term best practice is used to describe the 
process of developing and following a standard 
way of doing things that can be used (i.e. for man-
agement, policy, and especially software systems 
development) multiple times. Even though the 
term best practice has now become a buzz word 
within organizations, it is not a new notion. For ex-
ample, Frederick Taylor (1911) stated that “Among 
the various methods and implements used in each 
element of each trade there is always one method 
and one implement which is quicker and better 
than any of the rest” (Taylor, 1911). is ideally, 
defining ways that can be used to get things done 
based on past experience. Organizations benefit 
by adapting these, as they assure quality results 
and consistency when the process is followed. 
Today, ‘s’ are documented in various forms, such 
as in reference models and information libraries 
(i.e. SCOR, ITIL, PMBOK, ETOM etc) and are 
accepted more as ‘better-practice’ that can assist 
organizations to define, design, implement and 
monitor business process improvement initiatives. 
These documented s often use graphical models 
to illustrate the methods to follow.

process modeling

Process modeling is an approach for visually de-
picting how businesses conduct their operations 
by defining the entities, activities, enablers and 
further relationships along control flows (Curtis et 
al., 1988; Gill, 1999). It is widely used to increase 
awareness and knowledge of business processes, 

and to deconstruct organizational complexity 
(Davenport, 1993; Hammer and Champy 1993; 
Smith and Fingar 2003). The visualization of busi-
ness processes in the form of process models has 
increased in popularity and importance (Bandara 
et al., 2005). Process modeling is an embedded 
component of most BPM initiatives, yet a resource 
intensive task (Becker et al., 2003). “The impor-
tance of business processes has been amplified 
by being in the centre of late technological inputs 
in the form of ERP and workflow systems that 
aim at increasing productivity and functional 
interconnectivity by automating internal and ex-
ternal transactions” (Adamides and Karacapilidis, 
2006). Thus, how process models can be derived 
efficiently (i.e. with less resources and time) and 
effectively (at a high quality to meet the specific 
needs) is an integral element of interest to most 
organisations. This area of research is still in its 
infancy, with only a few studies conducted on 
critical success factors of process modeling (e.g. 
Bandara et al, 2005). Even these, (while they 
depict what the critical success factors are with 
empirical evidence) do not provide procedural 
guidelines on how to achieve these success fac-
tors, to improve the efficiency and effectiveness 
of process modeling initiatives.

process pattern

A pattern in general is “an abstraction from a 
concrete form which keeps recurring in specific 
non-arbitary contexts” (Riehle and Zullighoven, 
1995). Patterns have been usefully applied across 
different disciplines in the past. Alexander et al., 
(1977) describes how patterns can be used for 
building architectural designs. Patterns have been 
widely applied in the Software development arena 
since the “Gang of Four” (GoF) patterns were 
introduced by Gamma et al., (1995), they have 
also been widely applied in the workflow manage-
ment arena1. Recent research (i.e. Van der Aalst 
et al, 2003) has proposed the use of patterns for 
the description and evaluation of workflow man-
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agement technologies. Forster (2006) describes 
potential business process improvement options 
across different layers of an organisation using 
a pattern approach. Literature predicts the high 
proliferation of patterns within the BPM arena 
(Harmon, 2003).

The basic benefit of a pattern is that the fun-
damental elements can be reused and hence better 
knowledge management, efficiency and effective-
ness reached, when they are applied within proj-
ects. Patterns can be seen as building blocks, which 
when put together form a meaningful entity with 
minimal effort. However, the knowledge (held by 
the person applying the patterns) of how to, and 
when to bring them together, plays a critical role 
for its success. Patterns can also be perceived as 
standard recipes, where the basic fundamental 
concepts can be adapted and catered for to meet 
specific needs.

Within a BPM context, a pattern is “an idea 
that has been useful in one practical context and 
will probably be useful in others” (adopted from 
Fowler, 1997, p.8). Hence patterns are not in-
vented, rather discovered by observing its success 
over a number of applications. In other words, a 
process-pattern is a common approach to solve 
problems that are proven to work in practice 
(adapted from Ambler, 2000). Process patterns are 
different to reference models (such as SCOR, ITIL, 
PMBOK etc) – which have been applied widely 
for process improvement projects. “A reference 
model is an abstracted depiction of reality that 
serves as a standardised or suggestive conceptual 
basis for the design of enterprise specific models, 
usually within a like domain” (Taylor, 2003, p. 
ii). A pattern has a much smaller focus, and can 
be a part of a reference model. While process 
patterns may inherent some features of reference 
models, they do not provide ‘enterprise’ solutions, 
rather provide process specific solutions, which 
are much smaller in scope. Process patterns can 
be usefully applied across the various phases of 
a BPM project.

Enterprise Business architecture 
and process architecture

An Architecture illustrates the relationships be-
tween parts that create a whole; however, they do 
not illustrate flow, sequence or timing of events 
(Whittle and Myrick, 2005). Therefore, an Enter-
prise Business Architecture provides the guiding 
framework that describes the relationship between 
all the parts of the organisation from the strategy 
to implementation2. The Enterprise Business 
Architecture is made of a number of facets of the 
organisation as shown in Figure 1.

The Zachman framework for Enterprise Ar-
chitecture developed by John Zachman, provides 
a guide for how information about an Enterprise 
should be organised. The purpose of Zachman’s 
framework was to provide a simple structure 
that supports the enterprise to access, interpret, 
develop, manage and change descriptions of 
the organisation (The Open Group, 2007). The 
framework proposed above in Figure 1 aligns 
well with the Zachman approach by providing 
multiple perspectives of the organization from 
the contextual, conceptual, logical and physical 
layers of the enterprise (Figure 1- section A) 
which also describes the what, how, where, who, 
when and why in the Zachman model (Figure 
1- section B) for each perspective outlined in the 
figure below.

The process architecture is one of the facets 
of the Enterprise Business Architecture, where it 
provides the framework by which the organisa-
tion’s processes can be structured. The process 
architecture more importantly provides the rela-
tionship between the processes to the other facets 
of the Enterprise Business architecture such as the 
People, Finance, Location, Governance etc. In 
general terms, process architecture is the structural 
design of general process systems.

“A business process architecture is a hierarchical 
structure of process description levels and directly 
related views covering the whole organisation 



293

A Process Architecture Approach to Manage Health Process Reforms

from a business process point of view. It starts 
with high-level process maps representing a 
conceptual business view down to the detailed 
process flow descriptions describing specific tasks 
and their relation to roles, organisation, data and 
IT systems.” (Davis and Brabander, 2007, p.50). 
This process architecture defines a framework for 
organising, deriving, managing and maintaining 
the process pattern.

A process architecture organises the processes 
so that staff can easily adopt a pattern based ap-
proach to their work as this provides them with 
a structure to manage their business analysis and 
improvement projects. The process architecture 
model adopted in this study is shown in Figure 1 
Section A. This is the architectural process model-
ing approach proposed by Davis (2006) which is 
also applied across British Telecom. This model 
provides a top down approach using six layers 

Figure 1. Facets of enterprise business architecture
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from A to F (see Figure 1 section A and Table 1 
for details on each layer) where the level of detail 
represented by the process models increases from 
top to bottom. Process patterns can be identified 
at each level of the model which is actually the 
‘design’ of the organisation and how it is meant 
to operate.

thE casE organization

A major Australian Health organization3 provides 
public health treatment services to a geographi-
cally dispersed population of nearly 4 million 
people. These services are provided through a 
number of tertiary hospitals, clinics, aged care 

facilities and community health centers in metro-
politan, rural and remote regions. Table 2 provides 
a brief overview of the case organization under 
investigation.

This large state-wide Health Services organiza-
tion has introduced a major program of improve-
ment and transformation which is supported by 
funding provided under the Australian Health Care 
Agreement 2003 – 2008 (Department of Health 
and Ageing, 2008). As a result of this initiative, 
a business unit was established – its focus being 
on innovation and reform in the workplace. The 
objective of the new business unit was to develop 
a culture of safety and standardize systems and 
clinical practice to ensure . These goals align well 
with the concept of using a pattern-based approach 

Table 1. Process architecture hierarchy descriptions (adapted from Davis and Brabander, 2007) 

Process Architecture 
Framework Levels

Definitions

Level A: 
Enterprise Map

This may be represented as three fundamental activities that are carried out to run the organisation’s business: 
• Direct the Business; 
• Manage the Business; and 
• Operate the Business. 
It distinguishes operational customer oriented processes from management and strategic processes.

Level B: 
Process Groupings

The level defines different views of how the processes are structured to deliver the three business activities at 
Level A, which are to Direct, Manage and Operate the Business. 
These Processes may be structured from: 
• A process execution perspective showing standard end-to-end processes (e.g. Service Fulfilment); or 
• A functional perspective (e.g. Value Domains such as Emergency Services, Health Services).

Level C: 
Core processes

These are recognisable sub-processes of end-to-end Processes. They can generally be carried out by a Busi-
ness Unit or a Line of Business functional area. These types of models define those activities that deliver 
services that are unique to an organisation and that no other organisation delivers, as distinct from supporting 
processes. Level C Process Models are normally modelled as Value Chains and are comprised of tasks that are 
defined in detail in the Business Process Flows at Level D.

Level D: 
Business Process Flows

This level defines the process flows of the core processes defined at Level C and are comprised of tasks. They 
are normally defined generically (i.e. not specific to a particular product, service, customer, geographical 
operation, etc). It often will only show the ‘Happy Case’ (the most common) scenario and exclude the detail of 
alternative actions, failures and error recovery. Tasks can be decomposed into more detail if required in Level 
E Operational Process Flows.

Level E: 
Operational Process 
Flows

These process models define in more detail the Business Process Flows defined at Level D. It is comprised of 
steps, normally specific to an operational environment and will be characterised by the Application Systems 
and Organisational Units or Positions that support and execute them. These types of models typically will 
include the ‘Sad Case’ scenario showing the detail of alternative actions, failures and error recovery. The 
‘Happy Case’ and ‘Sad Case’ scenarios comprise the Business Rules of the organisation. These steps can be 
decomposed into more detail if required in Level F; Detailed Process Flows.

Level F: 
Detailed Process Flows

This level defines in more detail the Operational Process Flows defined at Level E. It is comprised of opera-
tions and may be used to generate workflows or be used as detailed requirements for systems development. 
An example of an operation is to describe program logic using pseudo code which can then be coded in the 
specific programming language. This is embedding the operation logic into the software.
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to achieve. The Integrated Risk Management 
(IRM) program was identified as a key strategic 
initiative that would ensure that a approach was 
taken to ensure patient safety and support a culture 
of risk management where staff are encouraged 
to report clinical incidents and ensure that risk 
management strategies are implemented to mini-
mize risk. The overarching goal of the Integrated 
Risk Management program was to document a set 
of Business Requirements to review the current 
business processes and define a set of Functional 
Requirements for an ICT solution to facilitate the 
capture and management of risk information.

A number of projects commenced as a result 
of this IRM program which was to define an 
enterprise-wide Risk Management policy, stan-
dards, guidelines and the implementation of an 
IT system within all Health Service Centers from 
hospitals to clinics and other health facilities. The 
IRM Program consisted of three major projects; 
(i) to define an IRM Framework for the enterprise, 
(ii) define business requirements for a Complaints 
Management system, and (iii) define business 
requirements for a Clinical Incident Manage-
ment system. Each of the three projects required 
a detailed review of the current (As-Is) business 

Table 2. Brief overview of the of the case organization 

Population Serviced 3.9 Million4

Annual Budget (as of 2007) Approximately $8.3 Billion

Hospitals 38

Number of Public Health Service Centers including 
hospitals

Approximately 160

Number of Beds Approximately 10,000

Key Stakeholders • Members of the Public – Health Service Consumers 
• Primary Health Care Providers 
• Specialists 
• Non-Government Organizations 
• Health Service Industry Partners such as Diagnostic Service Providers

Number of employees (including full-time, part-time 
and contractors)

• Approximately 75, 000

Types of services provided • Public Health Services 
• In-Patient and Outpatient Clinical and Non-Clinical Health Services 
• Aged Care 
• Community Health

Number of IT Systems Approximately 45 Statewide systems with over 25, 000 localized systems

Number of IT Staff, full-time, part-time and contractors Approximately 900

Table 3. Brief descriptions of the three risk management projects 

Projects Description

Clinical Incident Management The proactive identification and treatment of hazards before they can lead to patient harm. 
This also includes the minimization of harm when it does occur and corrective action to 
minimise the risk of the incident occurring again.

Complaints Management The management of complaints made by members of the public. This process identifies 
the incident(s) which lead to the complaint and ensures that an investigation is conducted 
ending in feedback being provided to the complainant on the corrective action taken.

Integrated Risk Management The integration of risk management at each level of management into all business activi-
ties including strategic planning and decision-making processes
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processes where workshops were conducted with 
key stakeholders.

The Clinical Incident Management project 
commenced first due to critical strategic and 
political pressure resulting from negative press 
reports in the local paper reporting stories of 
negligence by clinical staff. The objective of the 
project was to improve the management of clinical 
incident reporting at health service centers and 
restore confidence in the public. The Complaints 
Management project commenced shortly after, 
followed by the Integrated Risk Management 
framework which was meant to integrate the risk 
areas across the Enterprise.

These three projects, in the Integrated Risk 
Management Program, were implemented sequen-
tially where the intention was to incrementally 
build on the lessons learnt from each implemen-
tation phase. At the time of commencement, 
similarities between each project were not clear 
and the objective was to leverage any synergies 
identified between them.

proJEct dEsign and Findings

An action research method was chosen for this 
project, which was conducted as a combined 
consulting and research project, with the goal 
of producing immediate practical and academic 
outcomes. Action research is proposed as a useful 
methodology when the goal is the inquiry into a 
particular situation and the development of a solu-
tion to a problem. It is a form of research that is 
not a separate, specialised technical activity but 
one which is closely linked to practice and which 
can be comfortably undertaken by practitioners. 
This is particularly valid for the nature of research 
conducted in the health services sector (Winter 
and Munn-Giddings, 2001).

The principal researcher led the proposed 
Process Architecture design and pattern design 
and played an integral role within the project set-
tings. “Action research aims to contribute both to 

the practical concerns of people in an immediate 
problematic situation and to the goals of social 
science by joint collaboration within a mutu-
ally acceptable ethical framework” (Rapoport, 
1970, p.499). It also assists to “develop self-help 
competencies of people facing problems” (Sus-
man, and Evered, 1978, p.588). It is a scientific 
research method that has its roots and methods 
well established since Kurt Lewin (1946) first 
introduced the term ‘action research’ as the pio-
neering approach towards social research (cited 
in Susman, and Evered, 1978, p. 586).

While different studies classify action research 
in various ways, most action research follows the 
traditional ‘plan-do-check’ approach (Chein et al., 
1948). We have adapted the Susman, and Evered 
(1978) five phased action research model, follow-
ing an ‘experimental action research’ approach 
(Chein et al, 1948; Susman, and Evered, 1978). 
The five core phases are; (i) diagnosing, (ii) action 
planning, (iii) action taking, (iv) evaluating, and 
(v) specifying learning. The next sections will 
describe each of these phases in detail.

diagnosing

This phase primarily identifies and defines and 
problem. Health administrations are increas-
ingly experiencing the need for disclosing their 
processes and proving the efficiency of their oc-
cupation. Process modeling methods have proven 
to be an adequate mechanism in order to achieve 
transparency, but process modeling projects can 
be very expensive and time consuming, often 
with many external consultants involved (Becker 
et al, 2003). Thus, a high level framework (pat-
tern) to depict the major process tasks and flows 
is proposed as a useful way to get started (Davis 
and Bradander, 2007).

Aligning organisation strategy and the imple-
mentation of the strategy is a challenge faced by all 
organisations (Smith, 2007). The public sector in 
Australia is faced with an increase in demand for 
health services, combined with an ageing popula-
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tion and an acute skills shortage5. Overseas trained 
specialist skills are being sourced to fill this gap, 
but with such a strategy come complications in 
terms of culture, language etc6. It is critical that 
processes are put in place to ensure that health 
services are delivered safely and patient care is 
optimal. In order to implement an Integrated Risk 
Management strategy, it is therefore important 
to ensure the implementation of the strategy is 
structured and closely aligned to achieving the 
right outcome.

Many organisations in Australia and New 
Zealand adopt the ASNZS4360:2004 standard 
as the framework to manage risk which can 
be applied to a wide variety and wide range of 
activities from the public, private or community 
organisations and by groups and individuals (AS-
NZS4360:2004). The risk management framework 
consists of a number of steps which is shown in 
summary through Figure 2. Appendix 1 provides 
an overview of the standard and its core steps. 
This framework has been adopted by the case 
study organisation as the standard approach to 
managing risk in clinical and non-clinical areas. 
Subsequent policies, procedures and governance 
processes have been implemented by hospitals, 
clinics and other health treatment service centres 
to ensure compliance.

It is expected that the implementation of the 
Risk Management Framework would provide 
a systematic process to ensure that all internal 
systems promote evidence-based strategies to 
minimizing risk across the entire organization 
increasing patient safety and reducing the risk 
of harm.

action planning

Alternative courses of action for solving a prob-
lem are considered in this phase. The Program 
Manager provided the Program Management 
Steering Committee, as the Governance Author-
ity, with two alternative approaches to implement 
the Integrated Risk Management Program. The 

alternatives endorsed by the Steering Committee 
were two fold:

Approach 1: Establish a Risk 
Management Policy and Allow 
Each Business Unit to Implement 
the Policy Independently

This would be a typical approach adopted in a 
large federated organisation where the head of 
each federated unit is accountable for implement-
ing the policy. Such an approach would require 
each jurisdiction to report their alignment with the 
policy but manage risk independently within their 
area. The problem with such an approach is that 
it becomes difficult to manage risk consistently 
across the organisation with varying levels of 
maturity, budget pressures, skills etc. The policy 
is open to interpretation and hence implementa-
tion becomes inconsistent.

This approach has been used in the past in 
the Case Study organisation and was the current 
approach before the IRM Program was proposed. 
During the development of the Business Case for 
the IRM Program a significant issue observed was 
the inconsistent interpretation of the current State-
wide policy across the Health Service Centres.

Approach 2: Implement a Process 
Architecture Approach

A process architecture approach will provide the 
structure required to ensure that there is clear 
alignment between the policy, procedures, work 
instructions, business and system requirements 
definition. This approach will use process pat-
terns to facilitate the implementation of the IRM 
framework independent of business context areas 
of Clinical Incidents, Complaints Management 
and Risk Management.

The contexts for each of the three projects 
was observed by the business to be very different 
processes and not related to each other. Clinical 
Incident staff such as Nurses and Doctors believed 
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that they were responsible for ensuring that clini-
cal incidents did not occur while treating patients. 
Patient Liaison staff responsible for managing 
complaints made by members of the public 
(including patients), felt their objective was to 
investigate complaints and provide feedback in a 
timely manner. The only similarities observed by 
these staff were when it came to assessing the risk 
of each clinical incident or customer complaint, 
the investigator identified process patterns for 
each business context area to demonstrate that by 
using a process pattern approach, it was possible 
to identify other areas of process synergy and 
view all three contexts from the same process 
pattern. These demonstrations lead to an increased 
understanding of all the stakeholders of how the 
overarching Risk Management Policy applied 

equally to Clinical Incident, Complaints and Risk 
Management.

action taking

This phase deals with the selection of some form 
of action and the actual implementation of it. Re-
forming and aligning the organisation’s services, 
processes, people, budgets, location to the new 
Integrated Risk Management Policy required a 
Process Architecture approach to ensure alignment 
from the Conceptual to the Physical Implementa-
tion level in the organisation.

Given that it is challenging to align policy and 
outcomes, the process pattern approach taken will 
allow for the effective implementation of strategic 
policy and operational outcomes. This approach 

Figure 2. Risk management framework (Adopted from the Australian and New Zealand Standard on 
Risk Management ASNZS 4360:2004)
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involved a detailed review of the different busi-
ness context areas within the organisation and a 
top-down approach was designed for this purpose. 
Figure 3 (accompanied with Table 4) depicts the 
overall approach taken in graphical form.

The researcher reviewed the Health organisa-
tion’s strategic information to firstly understand 
how the organisation currently implemented 
Risk Management Policy. Standards, procedures, 
work instructions, information system solutions 
relevant to risk management were examined to 
get an understanding of how the staff within the 
organisation enacted the processes which manage 
risk within the organisation constraints (business 
rules). It soon became apparent that managing risk 
was a high level corporate goal to provide safe 
and quality health services to the public. Each 
federated health service centre was responsible 
for interpreting the enterprise risk management 
policy to define internal risk management stan-
dards, policies, procedures and work instruction. 
Federated information systems were also built 
within each area to support the capture of incident 
data for analysis and reporting. Appendix 2 depicts 

in detail the business objects that were looked 
at each main level of the Process Architecture, 
demonstrating the artefacts that were reviewed 
and the model types that were use to depict these 
(within the Process Architecture). Appendices 3 
to 88 contain example models used to document 
each of the Process Architecture levels.

The levels depicted above in the Process Ar-
chitecture hierarchy in Figure 3, provides levels of 
abstraction (the ability to decompose a concept, in 
a structured way to manage the complexity more 
effectively) in this case within the Risk Manage-
ment pattern. Enterprise Architects frequently 
use these levels of abstraction to develop and use 
models of the organization (Aitken, 2007). In this 
case study, business process models have been 
used to provide these levels of abstraction within 
the Clinical Incident, Complaints and Integrated 
Risk Management business context areas. Each 
of these levels of abstraction are described in the 
Table 4.

The Risk Management process pattern is em-
bedded from the strategy, policy and procedure 
levels right down through to the lowest program 

Figure 3. Applied six level process hierarchy (adopted from Davis and Bradander, 2007)
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logic level to transparently align the organiza-
tion from the top to the bottom. The statewide 
IRM policy (Level C in Figure 3) and procedures 
(Level D in Figure 3) are issued as corporate 
governance documents to every Health Service 
Centre. Alignment with the policy is monitored 
through planned audits of each Health Service 
Centre’s implementation of the corporate policy. 
The IRM policy is also used to articulate a set 
of business requirements for ICT solutions to 
support Clinical and Non-Clinical Risk Manage-
ment areas. The business processes are embedded 
in these business requirement specifications to 
communicate how the Risk Management policy 
and procedures are to be implemented by other 
business solutions providers such as trainers, 
change managers etc.

Based on the preliminary research conducted 
at the early stages of this phase (refer to Appendix 
2 for details), a process pattern was documented, 
that described the ‘Integrated Risk Management 
Framework’ that describes the essential steps in-
volved in managing risk in the organisation (see 
Appendix 5) . Although the research was a time 
consuming exercise, the development of the pat-
tern was relatively quick as a Risk Management 
expert was approached to support the documenta-

tion and validation of the pattern. As mentioned 
earlier, Appendix 2 provides a list of documents 
that were provided by the Risk Management ex-
pert and reviewed through out the exercise. The 
pattern was then tested during the phased imple-
mentation of the Clinical Incident and Complaints 
Management projects assigned to the researcher 
with the various stakeholder groups identified in 
the process pattern, who came from an a variety 
of service areas within the business.

It was important to ensure that this process 
architecture and pattern approach could be applied 
independent of the context of the risk being man-
aged. The areas reviewed as part of the exercise 
were from within hospital administration, clinical 
service, occupational health and safety, fire safety 
and building management.

Instead of drawing separate process models 
for each of the three areas reviewed, the risk 
management process pattern was used to validate 
the process within each risk context area. Typi-
cally such projects take life between three to six 
months (as evidence from archived past project 
documentation), however, the process pattern 
approach enabled the researcher complete the 
project in one month. Adopting a pattern-based 
approach allowed one model (pattern) to be used 

Table 4. Levels of abstraction of the process architecture (Aitken, 2007) 

Model type7 Purpose Alignment attribute 
type

Description

Contextual Provides a description of the 
goal or purpose of the process

Goal 
Requirements

Consists of the Business Vision, Mission, Goals, 
Objectives etc. that describe the motivation of the 

organisation

Conceptual Describes what the process 
must achieve in order to 

satisfy the high level goal

Objectives 
Constructs

The way the organisation is structured to support the 
strategic objectives

Logical Describes the implementa-
tion criteria for the process 

- the logic for implementing 
the processes in a particular 

manner

Design principles and 
assertions 

Logical components and 
implementation criteria

The Policies and Procedures provide the guiding logic 
for who is responsible for enacting a process and how 

it should be enacted.

Physical An exact description of what 
is to be implemented

Measures 
Physical components

The instantiation of the processes which are guided 
by the work instructions. Detailed business rules 

provide guidance on what should be done to complete 
a process.
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to validate the process at each area with the analy-
sis focusing on the similarities and differences 
between them.

Evaluating

This phase is dedicated to studying the conse-
quences of the action(s) taken. As discussed earlier, 
the pattern based approach was very effective to 
meet with accelerated time frames and provide 
quality process models.

Figure 4 (together with Table 5) below de-
scribes the high level approach taken to imple-
ment and evaluate the three projects. Things 
were implemented in 6 core role-out phases, each 
phase having an evaluation and feedback loop (as 
described in column 3 of Table 5).

However, this is not to say that the approach 
is without its limitations. Some of the limitations 
identified through reflection and observation were 
as follows:

• Low level of process architecture ma-
turity: The non existence of a process 
architecture meant that the researcher had 
to develop the process architecture as the 
project evolved. The process of discover-
ing and developing patterns would have 
been more efficient if an architecture and 
hence, a structure, defined for discover-
ing and developing patterns was already in 
place.

• Organizational cultural hindrances: 
Typically in large organisations, stakehold-
ers believe that their process is ‘different’ 
or unique and thus, do not lend itself to 
things that may seem ‘generic’. Patterns 
on the other hand are generic forms of in-
formation (derived through the extraction 
on what keeps on recurring within certain 
contexts). A process pattern is a successful 
tool to initially focus on the similarities in 
the process (and not the differences). When 
the pattern based approach was applied 
with each risk context areas stakehold-
ers, the idea of being too unique hindered 
its acceptability and created resistance. 
However, once it was shown that only the 
terms used to describe incidents and risk 
were different, but the process was essen-
tially the same, the pattern based approach 
was accepted and adapted.  In addition to 
self reflection and observations, evalua-
tive data were gathered through formal 
feedback through a series of interviews. 
Clients were asked to provide feedback on 
the approach taken during the project and 
post-project. Clinical and non-clinical staff 
positively commented on the reduction in 
time taken to complete workshops without 
the need to consume significant amounts of 
Subject Matter Expert time. Remarks were 
made on the quality of the business anal-
ysis artefacts, mainly due to the fact that 
the researcher could spend more time on 
reviewing the process models, conducting 

Figure 4. Project implementation steps
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detailed analysis and providing recom-
mendations for improving the business. A 
range of specific organisational benefits of 
using a pattern approach were stated dur-
ing these interviews. They are briefly sum-
marised below.
 ◦ Better control on how things are 

done: An organisation can reduce 
overhead costs by analysing the most 
efficient and effective way to imple-
ment a business process to ensure 
alignment of the business with the 
strategic objectives. This process pat-
tern can then be implemented right 
across the organisation to conduct 
business in a consistent way.

 ◦ Clearer requirements definitions for 
Enterprise solutions: An organisa-
tion should first document the current 
business process for the ideal scenario 
(in a pattern) and use this model (the 
pattern) to examine the differences 
between business areas to the pattern/ 
ideal scenario. Significant differences 
can then be analysed and decisions 
made to standardise the processes (to-
be pattern) and define requirements 
for the Enterprise solution.

 ◦ Audit for Compliance: Quality man-
agement systems typically use policy, 
procedures and work instructions 
to conduct audits. Audits consist of 

Table 5. The project implementation approach 

Step Description of each step Evaluation Technique(s) used

Project Scope Project scope was defined with key stakeholders such 
as the Project Sponsor, Steering Committee and Subject 
Matter Experts. Three health service centres were iden-
tified as representative sites from which to gather data.

Face-to-face meetings 
Scoping Workshops 
Review of Strategic Documents, standards, 
external legislation

Define Business Baseline The As-Is business processes were defined and issues 
identified based on input from subject matter experts at 
each of the three sites. 
Process Pattern for Risk Management Documented.

Workshops 
Interviews with frontline staff 
On the Job observations 
Review of Policies, Procedures and Work 
Instructions 
Review of current Information Systems used

Analyse Process Synergies The As-Is processes at each site were compared against 
the Process Pattern to identify process synergies.

Workshops with Subject Matter Experts.

Document Target Business 
Processes

Target business processes were defined for each busi-
ness context area highlighting the processes that were 
in common – Risk Identification, Risk Analysis, Risk 
Evaluation, Risk Treatment and Monitoring and Review

Workshops with Subject Matter Experts

Design New Business 
Solution

The Target business processes provided the functional 
business requirements which were described using 
Use Cases and the Solution Requirement Specification 
which used UML models to describe the interactions of 
the user with the software system

Workshops and documentation of the func-
tional requirements by the business analyst 
Joint Application Development workshops with 
the Super User, Business Analyst and Systems 
Analyst 
Development and User Acceptance testing of 
the software system

Implement the New Busi-
ness Solution

The new system was rolled out across the organisation 
and is current in use today. Change management tech-
niques were used to train staff to use the new system.

State wide Training sessions 
Communication of the updated policy, 
procedures and work instructions through the 
Intranet website 
Link to the web-enabled software system with 
a User Manual
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checks to see if a process has been 
implemented the way it is supposed 
to. A pattern repository can enable the 
organisation to assign benchmarks to 
the pattern and assist audit the busi-
ness area based on the benchmark.

 ◦ Communication and transparency 
on how things are done: Training 
staff consistently to do the same thing 
the same way can be challenging, es-
pecially in large organisations. A pat-
tern based approach can be adopted 
where the process pattern is used to 
develop training material.

specifying learning

The goal of this phase is to use a process architec-
ture to implement process patterns so that these 
patterns may be used as a solution to realise an 
organisation’s strategic objectives using a struc-
tured top-down approach. Eight main issues were 
identified as major areas to be addressed when 
applying a pattern based approach. They were clas-
sified as Process Architecture requirements and 
high and low level project requirements. Process 
Architecture requirements related to (i) Defining a 
process architecture framework, (ii) establishing 
standard terms and definitions. High level project 
requirements related to the elements that were 
important at a project level when implementing 
a pattern based approach and included (iii) the 
creation of a pattern repository, and (iv) the docu-
mentation of pattern governance and ownership. 
The low level project requirements were those 
elements that related to the individual patterns 
and consisted of; (v) having different levels of 
abstraction, (vi) fragmentation, (vii) embedded 
flexibility and (viii) context specification.

Process Architecture Requirements

• Defining a process architecture frame-
work: In the absence of literature or 

empirical evidence, there is very little guid-
ance on what a good process architecture 
framework looks like, leave alone what 
a process architecture framework should 
be. It is critical however to define such a 
framework in order to represent the differ-
ent levels of abstraction in the organization 
and the relationships between the variety 
of process perspectives.

• Establishing standard terms and defini-
tions: There is a significant amount of ambi-
guity in the Business Process Management 
domain where terms and definitions are 
confusing. It is important therefore, for an 
organization to establish a standard set of 
terms and definitions to reduce ambiguity 
and establish a common language prior to 
proceeding with projects as these.

High Level Project Requirements

• The creation of a pattern repository: 
The processes and the frameworks have to 
be stored somewhere in order for people 
to access them. These repositories should 
store the pattern models, the meta models 
and the processes on how to use the meta 
models.

• Pattern governance and ownership: 
Governance processes should dictate who 
the pattern owners are and ensure that the 
patterns are reviewed regularly, so that 
they don’t end up becoming shelfware. 
Changes in the business environments are 
inevitable, the impact of these changes on 
the process patterns should be evaluated 
periodically to ensure the pattens continue 
to be ’’.

Low Level Project Requirements

• Maintain different levels of abstrac-
tions: Every process pattern has to fit 
with the process architecture, otherwise 
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its applicability within the organisation 
becomes vague. Thus, each pattern must 
be within the layers of the process archi-
tecture, with clear meta-data on which 
perspectives it captures and the degree of 
detail it entails.

• Maintain fragmentation (for reuse): 
Large scale process modeling projects are 
often conducted in a piece mental manner 
(Green and Ould, 2004). End to end pro-
cesses can be broken down to fragments, 
where each fragment can be depicted by 
a process pattern, which can be adapted 
separately. While fragmentation, and struc-
tured layering of process patterns is impor-
tant, an overarching structure (a high level 
pattern) to depict how these fragments fit 
together is very important.

• Allow flexibility and context specifi-
cation: Flexibility has to be maintained 
within the patterns to allow minor changes 
to fit the process/ context . Issues related 
to flexibility has to be integrated into the 
guidelines on how to use the patterns (i.e. 
’how can one expand and edit the models?’ 
has to be described within the pattern de-
ployment guidelines). What is a detailed 
pattern within a certain context can be ex-
tracted at a higher level, which can be then 
used as a pattern at a higher level across 
any context (e.g. delivering a treatment in 
health vs a generic delivery of service). 
The higher the pattern sits in the Process 
Architecture (refer to figure 2, Level (i.e. 
A, B C) compared to lower levels (i.e. D, 
E, F), the more context free it is and hence 
the more flexible it should be.

FuturE trEnds

There are numerous opportunities for organiza-
tions to adopt a business process management 
approach that includes process architecture to 
enable the successful implementation of orga-

nization strategy that is aligned from the top 
level to the implementation level. Organizations 
using a process architecture approach to link the 
various facets of the business to processes will 
provide the linkage required to align strategy 
with outcomes. This approach can also be used 
to provide a common platform to lead valuable 
discussions between various functional areas of the 
organisation and to identify how each functional 
area relates and their contribution to the common 
goals and objectives.

Further research could be conducted to popu-
late process repositories consisting of process 
models at each level in the organization where 
these patterns could then become ‘free ware’ and 
re-usable in the truest sense of a pattern in any 
organization. The identification of these process 
patterns is worthy of research as business context 
patterns such as health, manufacturing, research 
etc could be shared amongst organizations espe-
cially in areas where there is a high degree of com-
monality in business processes (e.g. Governance, 
HR, Finance, Quality Management etc).

conclusion

This chapter proposed a pattern based modeling 
approach for health services to enhance related 
business processes. It depicted an example of de-
ploying an Integrated Risk Management Program 
within a large health organisation. The study fol-
lowed an action research approach within a reputed 
public heath organisation, in Australia. It first 
presented an introduction to the research context, 
with an overview on the key concepts applied and 
a brief introduction to the case organization. The 
research design and findings within each phase 
were then presented unfolding the story of how 
the research conclusions were obtained.

The study’s findings are of benefit to both 
the research and practicing communities. In par-
ticular, the paper depicted how process patterns 
can be implemented using Process Architecture 



305

A Process Architecture Approach to Manage Health Process Reforms

framework to (i) align organisations strategies 
to the actual implementation of these strategies, 
and (ii) derive a ‘standard’ to the services across 
federated organizational units.

The study is not without its limitations. Process 
patterns are presented here as best practice (or 
‘better practice’); as a possible ‘standard’ that can 
be followed within a particular setting or context. 
Past evidence has shown that the adoption of 
such standards is hindered by lack of stakeholder 
awareness and lack of perceived usefulness. 
Furthermore, process patterns are relevant only 
to document a certain limited high-level process 
flow, and there is a fair amount of skill that is 
required by the adoptee of the patterns to usefully 
apply it in a given context. Process patterns can 
have embedded constraints based on organisa-
tional policies, legislations, culture and varying 
structures. The notion of ‘s’ does not commit 
people or companies to one inflexible, unchang-
ing practice, instead, s is a philosophical approach 
based around continuous learning and continual 
improvement, hence the process patterns need to 
be continuously reviewed and updated.

The results reported in this paper are the first 
steps towards depicting the value of a pattern 
based approach for better process management 
and reform within the health context, and fur-
ther improvements to the reported findings are 
underway. Means of increasing the awareness of 
the benefits and buy-in for process patterns (to 
increase their adoption and proliferation) has to 
be conducted. More empirical data can to be col-
lected for triangulation purposes in the evaluation 
phase of the study design. ‘Usability’ testing (in 
the form of extended empirical tests) to identify 
what further details can be provided to support the 
adoption of these patterns within specific contexts 
needs to be addressed. In particular, the integra-
tion of context specific information within the 
process patterns (Rosemann, 2006) will be useful 
to support the adoption of these high-level process 
patterns within the specific, detailed processes of 
an organization. While the process patterns pro-

vide a useful body of knowledge, this should be 
owned and managed by a process-pattern-owner 
in order to sustain its currency and usefulness in 
this ever - changing environment.

For Health Reform Managers, there is an op-
portunity to take a holistic approach to reform 
by identifying process patterns before embarking 
on a reform project. Process patterns can help 
manage behavior and enforce compliance by 
demonstrating similarities between seemingly 
disparate groups to encourage the organisation 
and staff adopt the process pattern as a tried and 
tested method to achieve an objective. Managers 
can sell their business case for reform more ef-
fectively by being able to identify areas of synergy 
through the use of the pattern and demonstrating 
the cost effectiveness of using a uniform approach 
to manage the reform. The added advantage, of 
course, is being able to demonstrate the linkage 
between reform in practice to the overall organi-
sation goals and objectives.
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kEy tErms and dEFinitions

Best Practice: The term best practice is used to 
describe the process of developing and following a 
standard way of doing things that can be used (i.e. 
for management, policy, and especially software 
systems development) by multiple times.

Business Process: A business process is a 
collection of tasks that produce something of 
value to the organisation, its stakeholders or its 
customers.
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Business process architecture: A business 
process architecture is a hierarchical structure of 
process descriptions levels and directly related 
views covering the whole organization from 
a business process point of view. It starts with 
high-level process maps representing a concep-
tual business view down to the detailed process 
flow descriptions describing specific tasks and 
their relation to roles, organization, data and IT 
systems. (Davis and Brabander, 2007).

Business Process Management: Refers to 
aligning processes with the organization’s stra-
tegic goals, designing and implementing process 
architectures, establishing process measurement 
systems that align with organizational goals, and 
educating and organizing managers so that they 
will manage processes effectively. (http://www.
bptrends.com/resources_glossary) last accessed 
9/7/2008

Business Process Modeling: Business process 
modeling includes techniques and activities used 
as part of the larger business process manage-
ment discipline. Business process modeling is 
an activity performed by business analysts within 
an organisation. Analysts use modeling tools to 
depict both the current state of the business and 
the desired future state.

Business Requirement: A method of describ-
ing in business terms of what an organisation does 
and how it does it in order to achieve a business 
objective.

Enterprise Business Architecture: Enterprise 
Business Architecture provides the guiding frame-
work that describes the relationship between all 
the parts of the organisation from the strategy to 
implementation9.

Pattern: A pattern in general is “an abstrac-
tion from a concrete form which keeps recurring 
in specific non-arbitrary contexts” (Riehle and 
Zullighoven, 1995).

Policy: A policy is a deliberate plan of action 
to guide decisions in order to achieve an organisa-
tion’s objective.

Process Architecture: The process architec-
ture is one of the facets of the Enterprise Business 
Architecture, where it provides the framework 
by which the organisation’s processes are struc-
tured. The process architecture more importantly 
provides the relationship between the processes 
to the other facets of the Enterprise Business ar-
chitecture such as the People, Finance, Location, 
Governance etc.

Process Modeling: Process modeling is an 
approach for visually depicting how businesses 
conduct their operations by defining the entities, 
activities, enablers and further relationships along 
control flows (Curtis et al., 1988; Gill, 1999).

Risk Management: Is the culture, processes 
and structures that are directed towards realizing 
potential opportunities whilst managing adverse 
effects.

Work Instruction: The detailed description 
of the steps person, robot or a computer system 
must complete in order to fulfill a task.

Value Chain: A value chain is a sequence of 
activities that is initiated by a firm’s customer and 
ends when that customer receives an outcome 
(service or product).

Task: A task is an atomic activity that is in-
cluded within a process.

Business Rules: Business rules describe how 
an organisation operates and the constraints under 
which the operations are performed.

Operations: Operations are ongoing recurring 
activity that a business is involved in. Business 
operations deliver direct or indirect value to the 
organisations customers.

EndnotEs

1  See http://workflowpatterns.com for further 
details. Last accessed, 14th of July, 2008.

2  See The Business Analysis Body of Knowl-
edge www.theiiba.org. Last accessed on 14th 
of July, 2008.
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3  Please note that the organisation is kept 
anonymous in this paper for confidentiality 
purposes.

4  Office of Economic and Statistical Research 
Information Brief, released 24 March 2005. 
Australian Demographic Statistics Septem-
ber Quarter 2004

5  See http://www.anu.edu.au/aphcri/Domain/
Workforce/Thistlethwaite_3_FINAL.pdf, 
for further details on the Health related 
skills shortage in Australia. Last accessed 
July 14th, 2008.

6  See http://www.humanresourcesmagazine.
com.au/articles/59/0c028f59.asp for further 
details on issues with filling the gap with 
overseas employees. Last accessed July 14th, 
2008.

7  This also relates to the levels of abstraction 
of the Process Architecture.

8  Appendix C: Level A: Sample Contextual 
Model of the Integrated Risk Management 
function Appendix D: Level B: Sample 

Conceptual Model of the Complaints 
Management function Appendix E: Level 
C: Sample Process Models (related to In-
tegrated Risk Management) which shows 
the application of the ASNZS4360:2004 
Risk Management framework in the case 
study organization. Appendix F: Level D: 
Sample Business Process Flow Model which 
shows how risks are treated Appendix G: 
Level E: Sample UML Use Case description 
that was used to document how Risks are 
assessed. Appendix H: Level F: Sample 
Operational Process Flow Model (in BPMN) 
that depicts the recording of potential and 
actual incident and intervention informa-
tion These clearly demonstrate the funnel 
like decomposition of complex concepts 
within each level of abstraction.

9  See The Business Analysis Body of Knowl-
edge www.theiiba.org. Last accessed on 28 
Jan 2008
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appEndix a: Extract From thE asnzs:4360:2004 
risk managEmEnt standard

Risk management involves managing to achieve an appropriate balance between realizing opportunities 
for gains while minimizing losses. It is an integral part of good management practice and an essential 
element of good corporate governance. It is an iterative process consisting of steps that, when undertaken 
in sequence, enable continuous improvement in decision-making and facilitate continuous improvement 
in performance.

Risk management involves establishing an appropriate infrastructure and culture and applying a logical 
and systematic method of establishing the context, identifying, analysing, evaluating, treating, monitor-
ing and communicating risks associated with any activity, function or process in a way that will enable 
organizations to minimize losses and maximize gains.

To be most effective, risk management should become part of an organization’s culture. It should be 
embedded into the organization’s philosophy, practices and business processes rather than be viewed 
or practiced as separate activity. When this is achieved, everyone in the organization becomes involved 
in the management of risk.

Although the concept of risk is often interpreted in terms of hazards or negative impacts, this Standard 
is concerned with risk as exposure to the consequences of uncertainty, or potential deviations from what 
is planned or expected. The process described here applies to the management of both potential gains 
and potential losses.

Organizations that manage risk effectively and efficiently are more likely to achieve their objectives 
and do so at lower overall cost.

The Main Elements of Risk Management are as follows:

• Establish the context: Establish the external, internal and risk management context in which the 
rest of the process will take place. Criteria against which risk will be evaluated should be estab-
lished and the structure of the analysis defined.

• Identify Risks: Identify where, when, why and how events could prevent, degrade, delay or en-
hance the achievement of the objectives.

• Analyse Risks: Identify and evaluate existing controls. Determine consequences and likelihood 
and hence the level of risk. This analysis should consider the range of potential consequences and 
how these could occur.

• Evaluate Risks: Compare estimated levels of risk against the pre-established criteria and con-
sider the balance between potential benefits and adverse outcomes. This enables decisions to be 
made about the extent and nature of treatments required and about priorities.

• Treat Risks: Develop and implement specific cost-effective strategies and action plans for in-
creasing potential benefits and reducing potential costs.

• Monitor and Review: It is necessary to monitor the effectiveness of all steps of the risk management 
process. This is important for continuous improvement. Risks and the effectiveness of treatment 
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measures need to be monitored to ensure changing circumstances do not alter priorities.
• Communicate and Consult: Communicate and consult with internal and external stakeholders as 

appropriate at each stage of the risk management process and concerning the process as a whole.

The Risk Management Standard provides a generic guide for managing risk in any organisation context 
whether it is public, private, community, enterprise or individual. It is thus a scalable framework that 
can be applied quite successfully independent of industry or economic sector.
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appEndix B: casE study samplE documEnts

The table below catalogs the documents that were reviewed as part of the research project. When conduct-
ing a document review, each document was categorized into the relevant Process Architecture Levels to 
identify what type of business object needed to be identified and reviewed. The principal researcher then 
selected the appropriate model type to be used to capture the relevant information about the business 
object. Adopting this approach provided a structured method for gathering and analysing information 
that is relevant to the exercise and supports the implementation of a Process Architecture approach.

Process 
Architecture 

Levels

Business Objects Artifact Reviews – Content Extracted Model Type

A Business Objective Strategic Plan - Provide safe and sustainable services • Contextual Model drawn using 
blocks, arrows, triangles 
• Organisation function chart

B Business Functions Function Groupings from Organisation Charts: 
Clinical Incident Management 
Complaints Management 
Integrated Risk Management

• Service groupings 
• Functional perspective 
• Conceptual models

C Policy Review of Policy Document to extract Value Chains and 
IDEF0 models: 
Clinical Governance Policy 
Consumer Complaints Management Policy 
Integrated Risk Management Policy

• Value Chains 
• End-to-end processes using BPMN 
or IDEF0 
• Logical models

D Procedure 
Business Require-
ment Specifications

For each Business Context Area IDEF0 models were 
drawn: 
     - Implementation Standards and Procedures e.g. 
Management of Clinical Adverse Events Procedure, 
Consumer Feedback Management Procedure 
     - Business Requirements Specification consisting of 
AS-IS process models

BPMN Process Model, IDEF0 or 
IDEF3, UML Workflow

E Work Instructions For each Business Context Area at each Health Service 
Centre an example of the Work Instruction artifacts 
observed to define Use Cases: 
     - Incident Reporting using the Central Information 
System Database 
     - Receiving a Complaint Work Instruction 
     - Pressure Area Care Work Instruction 
As part of the Business Analysis activities, Functional 
Requirements Specifications were created for each of the 
three Business Context Areas.

BPMN Activity Model, Use Cases

F Steps UML Workflow models were used to depict workflow: 
The Corporate Integrated Risk Management Solution was 
built based on detailed Solution Requirement Specifica-
tions defined for each of the three Business Context 
Areas.

Flowcharts, System Flow Chart, 
Data Flow Diagram
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appEndix c: lEvEl a contExtual modEl: 
intEgratEd risk managEmEnt

The Model shown in Figure 5 was used to show conceptually how the Integrated Risk Management 
function collectively supports the achievement of the case study organisation’s strategic objective. The 
model also shows how the Integrated Risk Management function is structured within the organisation.

Figure 5.
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appEndix d: lEvEl B concEptual modEl: complaints managEmEnt

The IDEF0 High-Level A0 model (see Figure 6) was used to define the scope of the Complaints Manage-
ment function. The same approach was taken to identify the scope of the Clinical Incident and Integrated 
Risk Management functions.

Figure 6.
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appEndix E: lEvEl c procEss modEls – 
intEgratEd risk managEmEnt

IDEF0 was used as the notation to document the end-to-end process (value chain) for all three projects. 
Figure 7 is an example of the IDEF0 model which shows the application of the ASNZS4360:2004 Risk 
Management framework as it is implemented in the case study organisation. The same pattern was used 
to document the Clinical Incident and Complaint Management Processes.

Figure 7.
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appEndix F: lEvEl d BusinEss procEss Flow modEl – trEat risks

The IDEF0 business process flow model shown in Figure 8 was used to document how Risk is treated 
within the case study organisation. This pattern was used to validate that risk is treated the same way in 
Clinical Incident, Complaints and Risk Management.

Figure 8.
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appEndix g: lEvEl E usE casE – complaints 
managEmEnt – assEssing risk

Figure 9 is an example of the UML Use Case that was used to document how Risks are assessed. This 
Use Case is meant to show how business rules are applied and cause branches in logical flow. Use Case 
provided the Solution Requirement specifications to the IT software development group on how a solu-
tion is required to interact with the User/Actor.

Figure 9.
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appEndix h: lEvEl F opErational procEss Flow modEl

Figure 10 is an example of a detailed Operational Process Flow Model. Typically, Systems Analysts use 
these types of model to document how a software developer will convert the business logic and business 
rule into software syntax. The human-computer interaction is also depicted in these models to clearly 
demonstrate when the user is required to interact with the software system.

Figure 10.
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Chapter 19

Replacing an Old 
Functioning Information 
System with a New One:

What Does it Take?

Hans Kyhlbäck
Blekinge Institute of Technology, Sweden

Berthel Sutter
Blekinge Institute of Technology, Sweden

aBstract

This chapter addresses a problem that is often experienced when ICT systems are being implemented in 
a work practice. Posed as a question, it might be formulated like this: What does it take to replace an 
old functioning information system with a new one? Findings are grounded on a long-term case study 
at a community elder care. This chapter used the Development Work Research (DWR) approach that is 
an interventionist methodology comprising ethnography as well as design experiment. During the case 
study, a new digital case book for the community wound care was developed. However, as it turned out, 
the nurses´ established practice favored the old-fashioned mobile information system. First conclusion 
of this chapter is that an old-fashioned information system within health care work will not successfully 
be replaced by a new one, unless the new is better “as a whole”, that is, better supports work prac-
tices of a range of occupational and professional workers. Second conclusion is that when designing 
information system for the public sector, system designers will almost always face dilemmas based on a 
contradiction between central, high level interest and local level work-practice perspectives. The third 
conclusion is that in order to succeed in the design of new information and communication system, the 
distinctive features of the work activities in question have to be delineated by ethnographic studies, and 
taken into consideration in the design process.

DOI: 10.4018/978-1-60566-030-1.ch019
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ovErviEw

In this chapter we want to address a problem that 
is often experienced when ICT systems are being 
implemented in a work practice. Posed as a ques-
tion, it might be formulated like this: What does 
it take to replace an old functioning information 
system with a new one? Our findings are grounded 
on a long-term case study, using interventionist 
methodology comprising ethnography (about 
ethnography, see (Krippendorff, 2006; Suchman, 
1987)) as well as design experiment. In spite of 
its local origin and the diverse particularities it 
contains, we claim that the findings from the case 
study have a more general interest and validity.

The point of departure of our discussion is a 
case study. It is about the development of a new 
Information and Communication Technology 
(ICT) system, where a digital case book for the 
wound care was developed. The development 
was carried out in a joint project using the De-
velopmental Work Research approach (a kind of 
action research, see (Engeström, 1993)) in which 
an evolutionary system development practice was 
incorporated. Developmental Work Research is a 
methodology within the framework of cultural-
historical activity theory. It comprises ethno-
graphic investigation, reflection on the history 
of the work and designing solutions to identified 
need problems. This methodology for creation of 
a new tool, such as a computer system, includes 
gathering of qualitative data to be analysed and 
used as raw material input in transformation of 
the investigated work practice. Nurses, computer 
system developers and researchers joined in the 
activity for analysis and design of a new digital 
case book. The first outcome was a rough prototype 
of the to-be-designed system.

Interestingly the nurses´ established work 
practice favoured their old-fashioned mobile 
information system, a bag on wheels loaded with 
binders together with other material including 
the paper case books on wounds. In the further 
course of the study, we learned to know why the 

new design did not match as a deployed system. 
We reminded as what Thomas Kuhn (1962) has 
pointed out: a paradigm would not be abandoned 
just because it faces many anomalies; an alternative 
paradigm, regarded as better, must be available. 
Something similar seems to be valid for the re-
placement of an old-fashioned, albeit functioning, 
activity system, including its information and 
communication facilities. A better one has to be 
presented, received and realised in practice. In our 
case of wound care practice, this seems to require 
that new software and hardware are developed 
to be immediately accessible for the nurses in 
performing their everyday work.

The main reason is that the computer system 
did not match the work practice of the municipal 
nurses, a work practice that is characterised by 
three distinctive features: High mobility, the need 
for face-to-face interaction in different locations, 
and a great variety of artefact usage. From the 
perspective of the nurses the new information 
system was not “better as a whole” than their 
old-fashioned bag-on-wheels system was. Here 
we realised that we have design lessons to learn. 
This chapter is an elaboration of those lessons 
learned.

FEaturEs oF a community 
wound carE activity

The long term case study that forms the empiri-
cal ground for our argumentation in this chapter 
was conducted in a small municipality in the 
south of Sweden. There community elder care 
is given to about 400 people living in eleven 
special accommodation units where they receive 
help with everyday things, like getting dressed, 
taking medicine, and some having their wounds 
cared for. A number of assistant nurses, nurses, 
managers and other personnel work and provide 
round-the-clock service.

Although the treatment of wound is only 
one of many things the nurses have to take care 
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of, this sub-activity of their work has been the 
point of departure of our R&D project. Its first 
concrete aim was to design a digital case book 
to be used as a tool by the nurses in their wound 
care practice.

What has emerged as particularly important 
to us as co-developers of a work activity and de-
signers of a new ICT system is that office work 
- the imagined use situation for most ICT system 
design - has expanded. More and more adminis-
trative work, the diverse use of documents of all 
kinds, has become decentralised at the same time 
as the centres that orchestrate and eventually sum 
up or supervise the spread-out office work have 
grown. (See (Latour, 1987; Latour, 1990)) The 
main reason why that is happening seems to be 
the growing connection between more and more 
activities (globalisation, networking, or what to 
call it). (See (Smith, 2005))

Because office work has grown and are being 
spread out and has become an aspect of shop floor 
work, we have to rethink office work. What is it? Is 
it still a straight administrative practice performed 
in special localities, or is it also a more interwoven 
activity, where document handling and shop floor 
work are interconnected in complex ways? And 
consequentially, what will it mean for the design 
of computer support for also “blurred uses” of 
documents? From questions like those arises our 
particular interest in office work of wound care 
activity on, and close to, the shop floor.

The wound care activity of the nurses comprises 
two parts, an office part and a shop floor part. The 
nurses not only plan, delegate, supervise, and as-
sess the wound care activity as in traditional office 
work. They also do the treatment of the elderlys´ 
wounds. So, they do craft as well as office work, 
and they often do it simultaneously. Typically, 
regular office work is dominating in the begin-
ning of the working-day as well as in the end of 
the day - with, for example, planning, prioritising, 
communication with doctors and other staff, and 
evaluation. In between, there is time for the shop 
floor work of wound caring. Even if this is the 

overall pattern of work of the nurses, the picture 
is more complex.

Only a few individuals suffer from wounds that 
are hard to heal. Nonetheless, it is a very painful, 
time demanding and a taboo issue to experience. 
Each wound is a unique challenge of getting hold 
of and making into progressive healing and well-
being. Both planned and emerging treatment tasks 
of a great diversity are necessarily provided in 
close contact with many individuals, where each 
situation needs assessment, communication, deci-
sion making and sometimes hands-on work.

The use of clusters of artefacts (Bertelsen & 
Bødker, 2002a; Blomberg, Suchman, & Trigg, 
1996) are constitutive of most work practices, 
among them the wound care work of nurses. 
The artefacts are brought into the activity, made 
accessible and often re-designed to make a bet-
ter fit to the work to be done. In the set up and 
configuration of each cluster the nurses take into 
account that the artefacts make some operations 
and actions possible but restrict some others. In the 
actual case there are medical materials, medicine 
and aids for remembering and documentation 
of provided care. In addition, there is a specific 
clustering of artefacts a nurse selects in the be-
ginning of each working shift: a set of medical 
instruments, treatment materials, a diary, a note 
pad or a deck of small slips of paper, one to five 
ordinary paper binders with documents, as well 
as other things. The artefacts are then packed into 
a bag-on-wheels if the nurse need to travel in a 
car, or put into a tray or basket if she (mostly the 
nurse is a “she”) prepares for only in-door mobil-
ity. Thus, those clusters of artefacts make up the 
current mobile ICT system in use by the nurses. 
(see Figure 1)

The shop floor documentation work in com-
munity elder care looks like this: In conjunction 
with a performed action, the nurse makes use 
of a table or a furnish detail to temporarily rest 
their slip of paper, diary or check-list in order 
to document an event with a pen. If needed the 
binders are consulted during the time of giving 
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treatment. Notes on slips of papers are put in the 
nurse´s pockets or notes are made on the note 
pad. Occasionally, the nurse withdraws to a more 
“office like” place for a refined documentation. 
She translates her first hand notes from the slip 
of paper into the regular paper forms stored in the 
binders. Still, most of the documentation work 
results in lines of free text descriptions on paper 
stored in binders. This means that the artefacts that 
she brings along and accesses when needed, form 
an extensive mobile information system. This in-
formation and communication system is designed 
and redesigned by the practitioners themselves 
as a part of their community care work activity. 
The nurses actively construct the nearest context 
of their own work. As already mentioned, their 
everyday practice is characterised by intensive, 
and sometimes rapidly on-going, interactions with 
care recipients and other health care staff. This 

trait of the practice of the nurses puts a heavy 
demand on their technical support systems. In 
order to function, the technical systems have to 
be available for immediate access.

Our study reveals that municipal nurses work 
practice can be characterised as heavily on the 
go and on the move. Work actions in elderly 
care are typically an unforeseen mix of planned 
events and dealing with a diversity of emerging 
cases. Since the practice involves a diversity of 
people to interact with, it also means shifting of 
locations for meeting the care recipients in their 
homes. Because the nurse has to embody a vast 
set of operations in performing actions suitable 
to the situations, she must bring along necessary 
artefacts, in her hands and pockets, or in the bag 
on wheels or in the tray or basket. Closer to the 
care recipient, artefacts are made ready. Other 
artefacts, specific for each individual care recipi-

Figure 1. The old functioning information and communication system used in wound care activity (©2008 
Hans Kyhlbäck. Used with permission)
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ent, are found in a cup-board at each individuals 
home. To make those needed tools, medicine and 
other materials accessible, the nurse has to choose 
tools and items. Indeed, she makes a redesign 
every time at every location where she provides 
health care.

To sum up, the practice of wound care work is, 
in our case at least, characterised by three things. 
First, the nurses are on the go and on the move as 
they regularly are interacting face to face with a 
lot of people in different places. Second, they use 
a variety of artefacts, the combination of which 
they most often design themselves. And third, 
the nurses are mixing office work and shop floor 
work in intricate ways. The bag-on-wheels, tray 
or basket, provide them with the most needed ar-
tefacts as well as allowing for rapid shifts between 
various places. In the municipal elderly care, this 
cluster of artefacts has still shown to be a reliable 
mobile information and communication system as 
well as a container for medical materials.

a nEw ict systEm: For 
which purposE?

There are diverse motives for the introduction 
of a new ICT system in an organisation. But 
an ICT system is seldom a peripheral artefact. 
Incorporated into an activity it will surely have a 
great impact on the organisation and the ongoing 
work activities. Many voices and interests might 
be challenged, but most often the inertia of the 
organisation will go for business as usual. We 
find it important to question: For whom will a 
new ICT system be beneficial?

Wound treatment has significantly changed 
during the last decades. Compared to a few de-
cades ago it has improved substantially: wounds 
are systematically diagnosed and a more advanced 
treatment is provided (Öien, 2002; Öien & Rag-
narson Tennvall, 2006). The potential to initiate a 
healing process has become the guiding principle 
in municipal health care. New challenges regard-

ing continuity of care, new division of labour 
between the nurses and their colleagues, better 
documentation practices to support assessment of 
the status of a particular wound and refinements 
of a shared memory among the practitioners, and 
perhaps digital photos add to better documentation 
of the wound healing process.

In short - new knowledge about wound care 
mean new prospects. So, there is a new priority: 
not just wait and see, but go for active treatment 
for healing and not only pain reduction. This new 
perspective on and promises of new wound care 
methods, calls for better documentation practices 
of which for example digital pictures can be an 
important feature. An obvious fact is however that 
the nurses have an essential interest to co-operate 
through documents within their own practice 
field but also to extend and maintain relations 
with many others. Consequently, with regard to 
the complex character of wound treatment, it is 
obvious that demands of remembering, assessment 
and information sharing among all involved in 
giving care are urgent.

Typical for the nurses is that they are general-
ists in providing a huge number of different care 
treatments tasks of which some are planned and 
others appear as urgent cases. The division of 
labour among the nurses is mainly based on al-
location to a set of accommodation units where 
30 to 50 individuals live in their own flat. One 
nurse is assigned the formal responsibility for 
a number of individual elderly tenants but they 
form a group of 3 to 4 nurses, who replace each 
other on the same care recipients but on different 
work shifts. The documentation work as a whole is 
shared among the groups of nurses. The system of 
different paper forms, collected in regular binders, 
stored on shelves and placed in bag-on-wheels for 
transportation, is in a way “home-made”, that is, 
designed by the nurses themselves. Their everyday 
practice will be affected by changes of the cluster 
of artefacts made integral to the activity system. 
This means that if the nurses were forced to switch 
to a new computerised wound care documentation 
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system, the whole set of remaining paper forms 
would still be there, requiring the nurses to keep 
up with the old regular binders, with hand-written 
reports and at the same time learn to use the new 
digital system and adapt it to the local activity 
system. We encounter an upcoming contradiction 
between the old and a new way to document work 
that takes more time and an extended set of skills 
to perform. The benefit would probably not, even 
if we could disregard the prototypes’ weakness 
when seen in isolation, outweigh the cost caused 
by the new case book. To make a switch seems 
to make necessary a one-time exchange of most 
of the paper document work in favour of an all-
embracing computer system.

With the introduction of a new ICT system, 
an old computer system (or a wholly paper-based 
information system) will become (partly) substi-
tuted. This was the case when our design project 
started. Only few network connected standard 
desk-top computers were available for the nurses, 
either at the administration centre or at the elderlys’ 
accommodation units. Furthermore, the comput-
ers were second hand equipment, out-dated in 
administration work. Consequently, a major shift 
to a large new software system, would make it 
necessary to upgrade and extend the number of 
computer hardware units as well. The existing mo-
bile bag-on-wheels and tray/basket system makes 
documentation forms available close to the care 
recipient’s home. A computer network can not to 
be expected to be available on that many places, if 
restricted to standard desk-top computers. Hence, 
there is an obvious contradiction between the old 
systems´ accessibility in different locations and 
the network computers spatially restriction to of-
fice and co-ordination centres. A changeover to 
mobile devices would be an option, but it would 
face an obvious problem: the size of a standard 
paper form, which roughly comply with a standard 
desk-top screen, and the size of standard hand-held 
computers. Particularly when it comes to digital 
photos on wounds, the height and width do mat-
ter, “one-size does not fit all”, but a convenient 

hand-held computer with not to small screen and 
keyboard could be a solution. However, hand-held 
or other general purpose computers supporting the 
nursing practice in bedside or “direct treatment” 
of the ailing individual are not (yet) established 
in elder care. Some first advances are typically 
made in laboratory experiments (see e.g. (Bång, 
Larsson, & Eriksson, 2003; Dahl, Svanaes, & 
Nytro, 2006)) or at clinical practice considered as 
“the most wired” (Hendrich, Chow, Skierczynski, 
& Lu, 2008). In nursing homes ICT use is still a 
scarce resource but is seen as key to future care 
(Conn, 2007).

Security matters are also an important aspect of 
this documentation work. Information on wounds 
has to be restricted to only those who have a 
legitimate interest and are involved in providing 
treatment to the care recipients. Each nurse has the 
formal responsibility for a number of individuals. 
She is the one who sets up new documentation 
paper work containing references to physicians 
diagnosis, and descriptions on treatment. Besides, 
she maintains proper reports on current status and 
also reports on taken measures in the provided 
health care. Ordinary binders as containers for 
documents are artefacts with a physical, three-
dimensional property. In the hands of the nurse, 
there is no doubt where the information is and 
who has access. The nurse is in full control and 
can protect unauthorised people from getting 
access. At the same time she has an interest to 
share the information with her colleagues. When 
this occurs through non-planned actions, and that 
happens frequently in the nursing activity that 
requires a lot of improvisation, the drawback of 
paper documents becomes obvious: it is not within 
reach from several places.

On the other hand, a problem emerges in 
transforming the paper forms into a digital com-
puter network because established routines and 
rules for access are jeopardised. The nurse with 
former control of each paper within her sphere of 
control is now experiencing that “it is somewhere 
in the computer”. That means a digital space with 
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many individual accounts and access relations, 
all of which are not established and controlled by 
the nurse herself. A key aspect of the prototype 
designed by our group was the attempt to map 
the nurses’ control of the paper work into the 
digital casebooks. Through a particular software 
architectural solution, the nurse who has the for-
mal responsibility for a care recipient, is the only 
one with superior control of the digital wound 
care documentation (Kyhlbäck & Persson, 2003). 
This design was in accord with the nurses’ way of 
preserving security matters but it does contradict 
the way control is established and maintained in 
the prevailing power paradigm of client-server 
network architecture. A solution to that difficulty 
might be a specific implementation of control, as 
in this prototype, not with a single centre of power, 
but to realise a competing order compared to the 
structure of the actual operative system.

Another dilemma when replacing the old 
paper based system is one of human power rela-
tions and parallel ways of organising municipal 
health care (Westerberg, 2000). The investment 
in a new system requires decisions about scarce 
economical resources to be taken by executives 
and politicians in the hierarchical line organisa-
tion. According to the social welfare legislation 
it is the central authority’s responsibility to al-
locate health and elderly care on equity terms in 
order to fulfil imperative obligations towards the 
individual citizen. High level management has a 
rational of keeping up with a budget and a good 
as possible distribution of resources. However, the 
horizontal organisation realised by the ordinary 
local practice of nurses, assistant nurses, other 
personnel and family relatives who provide the 
services have wound care on a daily basis in focus. 
Many things, and especially taboo issues such as 
wounds and wound treatment, are secured and 
protected in the interest of the individual. A high 
rank manager has no identified right or reasons 
to access specific information about a particular 
wound. Managers and politicians on executive 
and central positions are making decisions on 

overall matters concerning the care recipients in 
both ordinary housing and in special accommoda-
tions, they are not supposed to deal with detailed 
everyday work tasks. This roughly explains why 
changes dependent on budget decisions, such as 
introduction of a large-scale computer system, 
have to address what is knowledgeably to those 
in high rank and central positions. A matter like 
a changed wound care documentation system 
is likely to be regarded as remote and of minor 
importance.

thE shortcoming oF 
thE nEw ict systEm

The system development process in which the 
prototype was designed will not be described 
in this chapter. (But see (Kyhlbäck & Persson, 
2003)) Suffice is to say that the prototype was 
constructed as a network distributed case book 
in an attempt to make a more unified wound care 
case book. Two main features of the system was 
a kind of peer-to-peer network architecture (See 
for example (Oram, 2001) about the peer-to-peer 
concept) and a picture archive system made as 
part of the digital case book.

There seems to be a mind set which permeates 
software development and which is opposed to 
the essential qualities of the work practice of the 
nurses. This mind set probably originates from the 
construction of large scale systems that are satisfy-
ing central management interests and the support 
of resource allocation, follow ups and control. 
An all embracing computer system supporting 
working life is a paradigmatic case in a retail 
store where computing is straight forward to apply 
on sales of commodities. In charging elderly for 
provided community care or calculating salaries 
and wages, there is also an obvious computation 
potential. However, computer support for health 
care is a much more delicate matter.

Computer interface design consistent with 
typical desk work practice in banking and other 
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business areas is not automatically an appropriate 
solution for nurses and their colleagues. As already 
have been pointed out, the core work practice of 
the nurses is characterised by high mobility, close 
to patient interaction, and discretion in use of a 
variety of artefacts.

In our case project, we found that the nurses 
had problems handling the computer system, 
handling deficiencies that may look trivial for 
an office white collar worker: spending time to 
get familiar with small icons, virtual menus, but-
tons and other standard widgets. Also the task of 
navigating between logical units, and at a proper 
point getting “deeper” into the folder structure, 
proved to be difficult for the nurses because it 
demands remembering an extensive and murky 
structure of units, folders and files.

What we have learnt is that for reading and writ-
ing when on the go and on the move, size matters, 
especially when it is about “getting a good picture” 
or actually integrate photos in a documentation 
system. It is difficult, probably harder to deal with 
than often expected because we think we are very 
well acquainted with photos in our ordinary family 
life. This is what Bertelsen and Bødker identify 
as a discontinuity, or a contradiction, between 
interpretation and implementation (Bertelsen & 
Bødker, 2002b). In an actual working life context, 
we interpret the idea to employ digital photos as 
a promising possibility turning them into tools 
for support of the work practice. But when really 
trying to implement these thoughts about integrat-
ing the digital images into a computer system, we 
inevitable close much of the perceived possibilities 
because the concrete software code need to end 
in unambiguous statements acceptable for the 
machine execution. In the process of dealing with 
this contradiction, a very crucial trade off must be 
made between on the one hand opening up for a 
larger size of a photo, and on the other allowing 
for other widgets, necessary for making meaning 
out of a two dimensional screen display.

Photos on wounds do have valuable properties 
in terms of colours and shapes. To make justice to 

those properties, the display size is significant. In 
addition, as the above task of photo management 
reveals, size of text labels, buttons and other wid-
gets is also significant. The nurses are not able to 
deal with such a smooth performance in navigating 
and hitting the right spots on the standard screen 
as they have proved to when taking the still pho-
tos with a standard camera at the care recipients’ 
bedside. Probably the interface constructions can 
be made more logical and perhaps a better file-
choosing-window could be realised, but a problem 
that permeates both the designed prototype and the 
operative system is a preferred size on a default 
scale of width and height for all kinds of widgets 
and text that the interface is built on. If sitting at 
the desk top computer all day long is the reality 
for software developers, one small size on the 
scale is appropriate. If being on the go and on the 
move – as the nurses are - a larger size is required. 
This is a problem in architecture and building 
construction, recognised within other areas but 
not well grounded in computer interface design. 
When considering the size of traffic signs, shape 
and text sizes need to match people’s perception 
constraints when moving at high speed. Apparently 
the same fundamental principle of choosing the 
right size within a scale appropriate for humans 
activities is acknowledge in town renewal projects 
(Gehl, 2001) and we think it is valid for computer 
design as well. What we clearly have found in 
our case is a size problem that gets worse when 
the target domain practice differs from the design 
practice of computer system developers.

Another aspect of a supposed “trivial” character 
is revealed in the joint between different systems. 
The vast structure of logical units, folders and 
files is something learnt long ago, and directly 
a matter to deal with on several occasions a day 
for desk top workers (like software developers). 
They have an easy access to some kind of remem-
bering and a mental model of this structure. For 
the nurses it is hard to recall or imagine such a 
“good picture” and to make it embodied and easy 
to reach when needed. The nurses are typically 
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not sitting at desktop work and that is why they 
often experience breakdowns when trying, for ex-
ample, to find the small scroll button, to scroll the 
window, read and correctly interpret the meaning 
of short small text labels. The whole matter gets 
even worse when the computer display differs in 
some aspects compared with last experienced oc-
casion, or when an unintended mouse click cause 
a window to collapse or in some inexhaustible 
way change its appearance.

On the level of over-all design, we are able to 
summarise what it takes to replace an old paper 
based with a new computer system in community 
elder care. Close and detailed observations are 
a way of getting the practitioners’ voice being 
heard. Respecting their experience of realising 
work is a basis for our problem analysis and way 
of designing solutions. We find that a design proj-
ect that takes the unit of the practitioners’ work 
practice as a conceptual framework for the specific 
design product is in a better position of making 
the to-be-designed artefact an integral part of the 
activity system that is to be transformed. In the 
case of municipal wound care, we suggest that a 
further initiated system development process has 
to consider the following aspects:

• The practitioners’ participation in a sys-
tem design is a necessary way of getting a 
comprehensive understanding of the need 
problem, which in turn is a prerequisite 
to make a better artefact replacing the old 
one(s).

• The software development process organised 
as re-design of the local activity system(s) is 
a way of incorporating the most valuable fea-
tures of the older artefact(s) in use.

• The nurses and other shop floor workers do 
several kinds of office work, most of which 
are conducted more or less as an integral 
part of the shop floor activity. It is a chal-
lenge for system development to support 
also this kind of paper work.

• Power relations between stake-holders in 
the target domain have to be addressed and 
investigated as a component of the devel-
opmental process. This affects the set up of 
the design and allows us not to forget the 
practitioners’ work-related interest of elder 
care.

• Security problems are partly solved in pre-
serving the nurses’ superior control of the 
information.

discussion

What we now have investigated turns out to be a 
part of a work practice domain that is very com-
plex in terms of interaction with people, artefacts 
usage, and mobility. In the first place the nurses 
are those with main responsibility for provid-
ing health care on a day-to-day basis. Through 
ethnographic studies, participatory design and 
participatory evaluation, we have found how the 
nurses’ work is essentially different to the work 
of office workers such as for example computer 
system developers.

Typically, computer systems have mainly 
been designed and successfully been deployed in 
work domains populated with workers like ma-
chine operators and office clerks. Typical for the 
education area of computer science and software 
engineering is the lagging orientation of text books 
that draws heavily on machine automation with 
examples of vending machines, automatic teller 
machines and similar. The history of developing 
computer systems is dominated by a motive for 
automation and where it has been realised, we find 
paradigm examples in “one- or a few-buttons-
push machines”. Of course, this is not particularly 
surprising. A technical development starts where 
it is most suitable for the technology as such. But 
today demands on new and better technical solu-
tions require rethinking a lot of what is needed in 
those other areas.
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Donald Schön has taught us about what he 
calls “reflection in action” as one characteristic 
of professionals work in complex and less clearly 
defined practices. He explains why formal compu-
tational models generally fail because they do not 
suit work where a practitioner exerts a diversity 
of skills in dealing with “complexity, uncertainty, 
instability, uniqueness, and value conflict” (Schön, 
1983, p.18). Examples of architectural design, 
business management and criminal justice are 
professions where the practitioners reframe a 
situation and in reflection, the practitioner makes 
use of skills acquired in earlier work with similar 
problems. In many ways, we think his lessons also 
apply to nurses’ work in demanding interaction 
with people and urgent cases. Possible computer 
solutions supporting more complex and advanced 
activity systems, as for example community wound 
care, require us to take the practitioners daily work 
seriously. This means gathering and handling op-
posing and sometimes conflicting requirements, 
which a future solution needs to accommodate to. 
In the case of wound treatment, a nurse might have 
an orientation towards appropriate day-to-day 
actions, a physician to make precise assessment 
and prescription, a municipal manager to secure 
good enough documentation in accordance with 
legislation statements. Sometimes, any of those 
people, might have a good reason to step back a 
bit and reflect on their work and what documents 
they together design and make use of.

In taking the practitioners seriously in order to 
find computer system suitable for more complex 
work practice, we find it important to do ethno-
graphic studies and investigate the ground for 
forces of change in a local activity system within 
the work domain. Our method urge us to explore 
tensions and contradictions as resources for design 
of new solutions – let it be redesign of practice or 
creation of new technology. The Developmental 
Work Research approach implies research in the 
field, in close contact with practitioners at work. 
This is true for the gathering of key artefacts in 
use, but also in development of computer system. 

The method invites us to do participatory design 
and participatory evaluation of the new artefact.

To work in a standing position and being on 
the go and on the move, or to work in sitting posi-
tion at desk work, makes an important difference. 
Currently in our case of the community elder care, 
because of decisions on a high and central posi-
tion, a major and commercial ICT system has been 
deployed a few years ago. It is mainly designed for 
administrative purposes and for the management of 
community care in a Swedish municipal context. 
It can be regarded as enforced on the personnel 
“from above”. To some extent, also the nurses in 
our case are obliged to integrate parts of this all-
embracing system into their work. The particular 
task of making wound care documentation is not 
(yet) opened up for in the ICT system. However, 
the nurses have been directed to utilise the system 
for other documentation purposes. In addition, 
new computers have exchanged the older ones in 
the nurses’ administration centre. As it seems, this 
has been for good and the nurses have become 
more familiar with computing, but certainly it has 
a cost. A question is if the nurses have become 
more of typical office clerks as part of their work 
practice. Will the nurses remain mobile on their 
shop floor and close to the bedsides or to be seated 
at the desk top?

summing up and conclusion

Our study was propelled by the question of what 
it takes to replace an old functioning information 
system with a new one. We claimed that our local 
study has given an answer beyond the constraints 
of the local situation, having a more general bear-
ing on the role of ICT in health care. So, what is 
our answer to that question?

Before we draw our conclusions we will 
summarise our findings in three headings. First, 
there are the features of the work activity of the 
practitioners at the shop floor, in our case the 
nurses in municipally organised wound care of 
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the elderly. Second, there are other stake-holders 
too, who influence the introduction and design 
of the new information system. Third, there is 
a challenge to align the diverse and conflicting 
ICT-use interests in the organisation, a challenge 
that the implementation of a new ICT system 
cannot avoid.

Features of the work 
activity of the nurses

The nurses´ work practice is characterised by being 
highly mobile. When meeting the care recipients 
they mostly are “on the move and on the go”, 
and are bringing their “mobile office”, contained 
in a bag-on-wheels or a tray/basket packed with 
artefacts for the foreseen doings. In those home 
located situations it is obvious that office desk top 
computers do not fit at all. Instead, more basic 
information and communication technology are 
used: paper and pen, binders and spreadsheets, 
post-it notes, mobile phones, et cetera. And when 
the nurses in the end of the day finally turn up in 
their more ordinary offices to sum up the work 
day and transfer their impressions and notes into 
the available computer system, it becomes clear 
that “size matters”. The small scale icons, menus, 
buttons, pictures and text, designed for office work, 
does not fit well into their ICT practices.

Multifarious actions and use of a variety of 
artefacts make up wound care activity. Like many 
professionals, nurses use and produce documents 
as part of their practice, but they are handling more 
specific or solid artefacts than texts and pictures 
too: cleaning and dressing materials, specific 
bandages, support stockings and boots to put on 
the ailing individual, gloves to put on their own 
hands, a Doppler device to assess blood pressure, 
guidelines for nutrition and body movements, sto-
ries of care recipients everyday life - a mixture of 
practical hands-on and theoretical reflections.

High usage of clusters of a variety of artefacts is 
a distinctive attribute of their work practice. There 
will be no standard way for how to lay the table 

for the ever changing situations when the nurses 
are out on the field and in the home of individuals. 
The main rule that works is improvisation. The 
actions and operations to play out are facilitated 
by a rich set of accessible artefacts.

Face to face (and body to body) interaction is 
key in the wound care activity with care recipients 
and close colleagues. The nurses are shop floor 
workers. More traditional office work is only one 
part of the nurses´ activity. They perform several 
other kinds of document handling actions, close 
to their shop floor activity. Designers of ICT 
systems have to take that often unnoticed office 
work seriously when they build systems that are 
to be supportive.

other stakeholders’ influences 
of the new information system

The ICT system that the nurses are obliged to use 
is designed for a large organisation. The opinions 
of the nurses about what is needed and how to 
devise it are only some of the voices in a big choir. 
Experiences from deployment of ICT systems 
in organisations show that there is a top level 
dominance in giving voice to the perspectives and 
priorities of higher and lower administration. One 
visible consequence is that the office metaphor of 
ICT use seems to be paramount in this context. 
Behind the scene, architectural solutions designed 
elsewhere, may interfere with shop floor workers 
way of dealing with and securing documents.

aligning diverse ict-use interests

There is a tension between a rationalistic, big scale 
ICT solution to the access of documents, certifica-
tion control and integrity protection on one side, 
and a local-oral and paper based old-fashioned 
but locally well working solution on the other. 
The challenge is to design for multiple uses and 
interests, including unanticipated use (Pekkola, 
2003; Robinson, 1993). This is easier to say than 
to do, but a grounding in ethnography is a way to 
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go. From the perspectives of the nurses it is crucial 
that the ICT system gets incorporated into their 
work practice, taking its distinctive features into 
account, and not the other way around. In other 
words, the computer system that is meant to sup-
port the informative and communicative actions 
of the core activity at the shop floor has to be 
co-ordinated with the professionals´ competency 
and discretion. But there are also other interests 
involved in the organisation that decide about and 
deploy the new ICT system. How to cope with 
that is a key question for the management of the 
nursing organisation but also for the specialists 
involved in the development of the technology.

conclusion

Our first conclusion is that an old-fashioned 
information system within health care work will 
not successfully be replaced by a new one, unless 
the new is better “as a whole”, that is, better sup-
ports work practices of a range of occupational 
and professional workers. Our second conclusion 
is that when designing information system for 
the public sector, system designers will almost 
always face dilemmas based on a contradiction 
between central, high level interest and local level 
work-practice perspectives. And the third conclu-
sion is that in order to succeed in the design of 
a new information and communication system, 
the distinctive features of the work activities in 
question have to be taken into consideration in 
the design process.
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kEy tErms and dEFinitions

Artefacts: Man made things, that is things 
that are culturally and socially produced/brought 
about (in contrast to natural things).

Clusters of artefacts: In work practices most 
often several artefacts, or clusters of artefacts, are 
used in ways determined by the practitioners´ 
discretion.

Case book: Less formal document created and 
used for the main purpose to support a particular 
practice (in our case it is wound care). It shall not 
be confused with the formal medical or other kind 
of record required by legislation.

Community elder care: In Sweden the lo-
cal government provides help and service to 
elderly. On criteria of national legislation and 
the individual´s actual needs, an agreed set of 
provisions are given by municipal employees. 
Usually once or several times each day at the 
elderly´s home.

Cultural-historical activity theory (CHAT): 
Founded by Vygotsky, Luria, and Leontiev, and 
built on the assumption that an activity is artefact-
mediated and object-oriented.

Developmental work research (DWR): A 
kind of interventionist or action research guided 
by cultural-historical activity theory. Research-
ers and practitioners jointly investigate the work 
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practice, analyze the empirical data and do design 
for change of the actual work practice.

Ethnographic investigation: Observation in 
practice of those people who actually carry out 
any activity that is of interest. Ethnographic tech-
niques involve the use of video or audio recording 
devices and/ or taking field notes. The collected 
material is the empirical data used for producing 
research reports.

Participatory design (PD): Joint design in-
volving design specialists plus practitioners such 

as graphic, metal and other shop floor workers. 
The rational is to take advantage of the “content” 
knowledge of the practitioners, to preserve skills 
and to promote a democratic development of 
working life.

Shop floor work: In the context of health care, 
shop floor work is work practice directly related 
to the patients´ wounds or other health problems. 
It is front line work, in contrast to office work or 
management work.
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aBstract

Despite decades of research, healthcare information systems have been characterised by cost over-runs, poor 
specifications and lack of user uptake. A new approach is required which provides organisations with a reason 
to invest in this type of software. W Edwards Deming argues that quality is not an entity but derives from using 
feedback, iteratively to seek improvement to processes, in order to increase productivity and to make better 
use of resources. The authors propose that supporting this form of quality assurance (QA) using information 
systems (IS) has the potential to deliver a return on investment. An object-oriented analysis, where healthcare 
is viewed as the delivery of interdependent processes to which Deming’s form of QA is applied, results in a 
class model of data types that has some useful characteristics. It is able to store data about medical and non-
medical events; to save descriptions of procedures and to represent the QA process itself. With software based 
on the model, organisations will have a memory of previous attempts at making improvements as well as data 
about feedback from patients and staff to drive future change. A critical research in information systems (CRIS) 
analysis of this model proposes a number of criticisms deriving from theories about rationality; concepts of 
technology; politics and hidden agendas, as well as the social consequences of technology. The view that QA 
is a standardised, ongoing conversation about the important characteristics of a process pre-empts many of 
these counter arguments. The CRIS critique also highlights the need to ensure that development is in harmony 
with the needs of the many stakeholders in healthcare IS. These concepts lead to new directions in healthcare 
IS research. The class model needs to be tested against clinical and non-clinical use-cases for its viability 
not only as support for QA but also as an electronic patient record. A standard terminology is required for 
processes and for how objects from the model should be used to represent them. The model predicts that user 
interfaces will have to collect more detailed data than hitherto. Also use of the software should be tested in 
controlled trials to demonstrate whether the required improvements in quality not only benefit the patient but 
also the organisations managing their care.
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introduction

The primary aim of W. Edwards Deming’s ap-
proach to QA is to improve productivity by 
avoiding re-work, thereby making better use of 
man-hours and machine-time (Deming, 1990e). 
The effect is a reduction in the costs of manu-
facture of good product. The method requires an 
organisation continuously to seek improvement to 
processes as a result of systematically obtaining 
feedback. We propose that the delivery of health 
care can be modelled as a set of interdependent 
procedures and that there is every reason to apply 
Deming’s ideas, even though they were developed 
for manufacturing industries.

What are the implications for healthcare 
information systems and their fundamental data 
structure - the electronic patient record - of being 
designed to support Deming’s form of QA? By 
drawing on the theories that underpin his approach, 
the meaning of QA in the context of healthcare is 
examined and a generic class model that supports 
the process is developed, using object-oriented 
analysis.

If an information system is created using our 
set of classes, what factors will influence its suc-
cess? A step back is taken and a judgmental eye 
cast on the model from the perspective of CRIS. 
We argue that even when a completely different 
interpretation of the nature and purpose of QA 
and healthcare IS is adopted, there remain good 
arguments to support our approach. Having out-
lined our concepts, we conclude by proposing 
new directions for research.

Background

why invest in health 
information systems?

Reviews of individual health information systems 
for the management of patients with chronic 

diseases are positive (Dorr et al., 2007) as are 
those of computer based nurse documentation 
(Ammenwerth et al., 2001). There is agreement 
that the overall costs and benefits have rarely been 
fully assessed (Herbst, Littlejohns, Rawlinson, 
Collinson, & Wyatt, 1999; Shekelle, Morton, & 
Keeler, 2006) but none-the-less Shekelle (2006) 
states that:

“Despite the heterogeneity in the analytic meth-
ods used, all cost-benefit analyses predicted 
substantial savings from [Electronic Health Re-
cord implementation.] The quantifiable benefits 
are projected to outweigh the investment costs. 
However, the predicted time needed to break even 
varied from three to as many as 13 years.”

This conclusion is open to question because 
an understanding is required of how different re-
search methods influence results (Moehr, Anglin, 
Schaafsma, Pantazi, & Grimm, 2006; Wyatt & 
Wyatt, 2003; van’t Riet, Berg, Hiddema, & Sol, 
2001). Consequently some authors have sug-
gested the need for a broadly accepted, standard 
evaluation framework (Rahimi & Vimarlund, 
2007; Ammenwerth, Graber, Herrmann, Burkle, 
& Konig, 2003; Ammenwerth et al., 2004).

An overview of academic medical informat-
ics (Jaspers, Knaup, & Schmidt, 2006) suggested 
that:

“The computerised patient record ... is playing a 
growing part in medical informatics research and 
evaluation studies, but the goal of establishing a 
comprehensive lifelong electronic health record 
... is still a long way off.”

Why should healthcare organisations invest 
in information systems that are yet to provide an 
electronic health record and which offer, at best, 
a modest economic benefit? We propose that 
they are most likely to gain if they establish a QA 
process and use software to support it.
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what is quality?

The concept of ‘quality’ has been criticised be-
cause the meaning is elusive. A narrow definition 
focussed mainly on customer satisfaction, has 
been used to legitimate increasing managerial 
control over healthcare professionals (Palfrey, 
Thomas, & Phillips, 2004b). On the other hand, 
making ‘quality’ synonymous with high profes-
sional standards is seen as forcing staff to adhere 
to yardsticks imposed by senior management 
(Palfrey, Thomas, & Phillips, 2004a).

Additional barriers to the success of QA in 
the British National Health Service (NHS) have 
been: lack of resources; lack of expertise or advice 
on project design and analysis; lack of an overall 
plan for audit; organisational impediments and 
problems between groups and group members 
(Johnston, Crombie, Alder, Davies, & Millard, 
2000). It is no surprise that the effects of quality 
improvement projects are variable, depending on 
the context in which they are used and the way they 
are implemented (Walshe & Freeman, 2002).

quality assurance

We avoid arguments over the meaning of the word: 
‘quality’ by proposing that healthcare can be mod-
elled as a set of interdependent processes. Viewed 
this way, we can apply Deming’s ideas about: ‘seek-
ing continuously and forever, iteratively to improve 
process and product’ (Deming, 1990d).

Deming suggested that each process should be 
described in terms of a specific test of its action 
and a pass/fail criterion (Deming, 1990b). When 
tracked over time, the proportion of failures to 
meet these ‘operational definitions’ will fluctuate 
and statistical boundaries can be set for the extent 
of the variation.

When the proportion of failures lies outside 
pre-defined, statistical limits: ‘special causes’ are 
said to be present. These require to be investigated 
and to be remedied on a case by case basis as 
soon as possible after they are detected. Often 

they represent rare or exceptional circumstances, 
such as equipment failure.

When the proportion of failures lies within 
pre-defined statistical limits, a process is said to 
be in statistical control and variation is due to: 
‘systematic causes’, which require management 
to improve the method of working.

As part of an agenda to avoid developing better 
systems, management may argue that each patient 
is ‘one-of-a-kind’ due to biological variation. This 
logic is faulty because it is likely that patients can 
be classified into one of a set of variants and care 
tailored accordingly.

A consequence of defining healthcare as a se-
quence of interdependent processes is that errors 
in preceding activities, if left unaddressed, will 
accumulate and affect the correct performance 
of their dependants. This is another reason for 
management not to avoid its responsibilities.

For manufactured goods, quality may be de-
fined in terms of improvements in three areas: the 
product; the customer’s use of the product and the 
requirements for maintenance of the product. In 
contrast, we propose that the quality of a service 
may be defined in terms of improvements to the 
design of its constituent processes. Enhancements 
should be sought in the actions undertaken and 
the operational definitions needed, using feedback 
from patients about the process and its effects and 
from staff about the resources needed to keep 
consistently delivering without fault.

Meaningful feedback needs to be obtained in 
a systematic way. The plan, implement, observe 
and review approach suggested by Shewhart and 
popularised by Deming (1990c) offers a useful 
methodology. Planning defines the process and 
desirable changes. Implementation executes the 
alteration on as small a scale as can be demon-
strated to provide meaningful results. Observation 
gathers data about the effects of the modification. 
Review examines what was learnt and what can be 
predicted regarding future operations. This should 
be an iterative process which acts as a permanent 
driver for improvement.
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continuous quality improvement

Continuous quality improvement (CQI) is the 
application of Deming’s form of QA to health-
care. It has been used to improve cardiac care 
in a hospital, over a 10 year period (Brush et al., 
2006), as well as in an emergency department to 
reduce complaints and increase patient satisfaction 
(Welch & Allen, 2006). Without a control group 
however, it is difficult to ascertain whether these 
reported changes follow from the QA process or 
other factors such as better technology.

Data collected before and after the CQI 
implementation of a number of care pathways, 
showed that most lead to better treatment (Panella, 
Marchisio, & Di Stanislao, 2003). The investiga-
tors reported difficulty obtaining results from 
existing information systems and pathway failures 
were attributed to the inability to engage clinicians 
in the process of quality improvement because of 
a lack of timely statistics about changes to care.

A randomised controlled trial demonstrated 
that CQI had no effect on the care delivered to 
patients with asthma in two geographic areas of 
the United States. There were methodological 
problems with the assessment of effect and external 
factors such as financial stringency and organi-
sational change confounded the results (Homer 
et al., 2005). In contrast a second trial examining 
the effect of CQI on the management of depressed 
patients, demonstrated modest improvements in 
the process and outcome of care: more completed 
the required programme and more functioned 
better socially (Rubenstein et al., 2006).

Deming (Deming, 1990a) suggested that 
initial change will be dramatic as special causes 
are removed. What is left thereafter is the need to 
change the methods of work, which is altogether 
a more difficult and longer-term undertaking. The 
results reported in the research on CQI are to be 
expected because the investigators have yet to 
take full account of this possibility.

implications For 
inFormation systEms

object-oriented analysis

In order to examine the effects on information 
systems design, we performed an object-oriented 
analysis (Booch, 1994) of Deming’s form of QA 
as applied to healthcare.

When dealing with health, it is useful to be able 
to follow the patient for long periods of time. We 
argue that this can only be achieved only if there 
is knowledge of data type and location. These 
pre-requisites ensure that the correct comparison 
procedure can be applied.

In quantitative research, classification of data 
into groups, using the appropriate comparison 
operation, leads to the ability to count them and 
thereby to the performance of statistical analy-
ses. In qualitative research, comparison permits 
identification of terms used to describe themes 
of interest.

In our analysis, we have attempted to apply 
these principles to arrive at a description of QA 
that avoids the need for free-text, wherein the 
location and the type of the data are unknown 
(at least until there is reliable, automated natural-
language comprehension).

class model

In the following section, the classes of informa-
tion employed in the model are written in capital 
letters, when they are first mentioned.

Processes may be represented as combinations 
of ACTIONs, performed by ACTORs.

The test component of an operational defini-
tion may be represented as an action from which 
an OBSERVATION may result.

The ‘pass/fail criterion’ of an operational 
definition requires classifying observations ac-
cording to some standard. We propose that an 
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ANALYSIS type of action should be used to 
represent this and other methods of summarising 
and interpreting data.

Groups of analyses may be recognised as form-
ing a set. The resulting HYPOTHESIS about the 
cause of a problem may lead to the PLANNING 
of remedial TASKS. Each task will require a set of 
CAPABILITIES, such as a person’s SKILLs or a 
machine’s FUNCTION, for its successful conclu-
sion. Part of planning will be to choose appropriate 
actors to fulfill the requested capabilities.

An advantage of real time data gathering is 
that it is possible to provide people with an op-
portunity to record why they succeeded or failed to 
perform a task (Buetow, 2005). The INDICATION 
class handles both these scenarios, providing the 
capability to determine whether a hypothesis was 
“in favour” or “against” a task.

Machines may perform actions on behalf of 
people, such as monitoring blood pressure. LO-
CATIONS describe where an event took place 
in space and may be composed of sub-locations. 
Arguably, locations may perform actions on 
behalf of people and so we propose that an actor 
could be a PERSON, a piece of EQUIPMENT 
or a LOCATION.

No individual acts in isolation; each lives in 
a physical and social environment and inherits a 
genetic legacy. A person has a RELATIONSHIP 
with other people. This might be genetic, mar-
riage or friendship. Also an actor may have a 
ROLE within an ORGANISATION. Examples 
are employment or membership of a sports club. 
Organisations may themselves be composed of 
a number of sub-organisations and may have a 
location in space.

For QA, actors must have the ability to remem-
ber PLANs about what tasks to undertake when 
a particular hypothesis pertains. Plans need to be 
made sensitive to circumstances by being able to 
represent decisions. Since tasks can lead to actions 
which result in observations that are analysed: it 
can be argued that one or more hypotheses may 
pertain following a task. Plans may be created 

to define what to do for each of these expected 
hypotheses.

Figure 1 shows the class diagram that was 
created following the above analysis. Links are to 
be read from left-to-right and from top-to-bottom. 
The QA feedback loop is characterised by the 
following relationships:

An OBSERVATION “resulted-from” an • 
ACTION, which a PERSON “performs”.
An OBSERVATION “is-interpreted-• 
by” an ANALYSIS, which a PERSON 
“performs”.
A PERSON “performs” an ANALYSIS, • 
which “generates” a HYPOTHESIS.
A HYPOTHESIS “initiates” PLANNING, • 
which a PERSON “performs”.
A TASK “is-planned-by” PLANNING.• 
A PERSON “performs” an ACTION, • 
which “is-realised-by” a TASK.

More About Observations

Deming suggested that operational definitions 
should be couched in terms of objective tests 
such as the red, green and blue settings needed 
to achieve a particular colour. We note that whilst 
such observations are common in medicine there 
are many, such as symptoms and signs, which 
involve a degree of subjectivity on the part of the 
observer. We propose the use of ‘mechanoid’ and 
‘humanoid’ observations to distinguish the two.

A mechanoid observation is defined as one 
where a machine makes a record of a measure-
ment directly from sensor data and provides the 
same report of previous measurements to multiple 
independent observers. In contrast, a humanoid 
observation is one where no data about what the 
sensor detected are available; only a person’s 
interpretation of what was present. Both types of 
observation may involve data loss. In the case of 
mechanoid observations, the nature of the loss and 
the processing that generated it is, in principle, 
explicit and available for all to examine and verify. 
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In the case of the humanoid observation, there are 
no such guarantees.

modelling health care

In the following sections, we demonstrate that 
useful concepts regarding the management of 
patients in a healthcare setting can be modelled 
using the classes and relationships in figure 1. This 
is not intended as proof of validity but rather as 

an illustration of potential utility in representing 
medical and administrative processes.

Risk Factor

A ‘risk factor’ increases the chances that a person 
may contract a disease.

In Figure 2,  the box surrounding 
‘smoking:Action’ and ‘cigarettes:Equipment’ is 
a swim lane. In the diagrams in this section and 

Figure 1. Class model, showing the QA loop
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those which follow, swim lanes are used to show 
an actor performing an action.

Referral

A referral is a request for help made to a health 
care professional either by a patient or a colleague. 
One approach to modelling this is to use the idea 
that a patient consents to the action and that a 
recipient accepts the request. (see Figure 3)

Assessment

Assessment is the process of gathering observa-
tions about the patient by listening to a description 
of the problem (taking a history), by conducting 
a physical examination and by organising inves-
tigations, such as sampling blood, taking x-rays 
or ultrasound images, measuring physiological 
parameters or examining tissue samples taken 
during operative procedures.

While taking the history, the clinician interprets 

what has been said and applies labels mapping 
the description to accepted medical terminology 
for symptoms. During physical examination, the 
professional’s senses (vision, touch, hearing and 
smell) are used to look for manifestations of disease 
(Nardonne, 1990). Humanoid observations should 
be used for symptoms, signs and those physiologi-
cal measurements where no independent record is 
taken. The use of mechanoid observations should 
be reserved for investigations where a record of 
the sensor’s output is kept.

In Figure 4, a health care practitioner takes a 
history, during which the patient is asked about 

Figure 2. Representation of a person smoking Figure 3. Representation of a referral

Figure 4. Representation of a symptom
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Figure 6. Representation of an investigation

Figure 5. Representation of a sign



341

A Quality Assurance Approach to Healthcare

chest pain. Pain is reported, leading to a positive 
test, represented by the existence of the chest-pain 
humanoid observation.

In Figure 5, the patient is examined for an ir-
regular pulse. If the humanoid observation were 
missing, it would be reasonable for an analyst to 
deduce that the clinician examined the forearm 
and found nothing. If the examines-for-irregular-
pulse action were absent, no such inference could 
be made. This demonstrates how the class model 
could handle an important concept in medical 
diagnosis: the contrary finding (see Diagnosis).

Figure 6 presents a simplified view of the 
analysis of a blood sample. Many details such 
as the method of taking blood, the administra-
tive procedures, the equipment used and the 
process of transporting the blood sample, are 
not shown.

Diagnosis

Diagnosis is the process of labelling clusters of 
observations; the clinician selects which ones 
form a set, based on recognised patterns or the 
characteristics of disease processes (Nardonne, 
1990). The technique for synthesising observa-
tions into a diagnosis has been described as one of 
hypothesis generation followed either by refine-

ment or by elimination, as a result of a contrary 
finding (Nardonne, 1990) making the ability to 
store the latter important to an electronic patient 
record. (see Figure 7)

Management

Management is the selection, planning, execu-
tion and monitoring of tasks appropriate to the 
handling of a patient’s problems. Usually the 
diagnosis forms the basis upon which treatment is 
selected but the clinician may also choose to use 
symptoms or signs, either because of the distress 
they are causing or because an urgent intervention 
is required (Nardonne, 1990).

While planning a task, decisions are made about 
who will perform the procedure, where, when and 
how. Clinicians marshal appropriate resources, 
none of which are under their exclusive control 
and take account of what skills are available, as 
well as the patient’s circumstances, consent and 
ability to comply.

Monitoring is a repeated assessment, which 
takes place after treatment. It is focussed on the 
set of symptoms, signs and investigations that 
best indicate progress. During this phase, new 
problems may come to light, requiring that a new 
diagnostic review is initiated.

Figure 7. Representation of a diagnosis
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In Figure 8, a diagnosis of myocardial infarc-
tion initiates myocardial infarction care planning. 
This involves two tasks: monitor electrocar-
diograph (ECG) and administer morphine. The 
patient consents to receiving morphine and the 
task is realised by the health care practitioner giv-
ing morphine. The monitor ECG task is realised 
by the ECG machine’s leads being attached to 
the patient’s chest and the machine displaying 
a trace.

Organisational Memory

An example plan is provided for part of the man-
agement of ovarian cancer (Shaw, Wolfe, Devaja, 
& Raju, 2003). The hypothesis that a woman has 
ovarian cancer initiates the task of planning for 
a laparotomy (a procedure to assess the presence 
and extent of disease in the abdomen).

The laparotomy task requires that a midline 
incision is performed (the details of which are 
not shown). Next peritoneal fluid or washings 
should be sampled in order to determine whether 
the disease has spread from the ovaries to other 
tissues, which has implications for further treat-

ment. Determining the correct stage requires the 
surgeon to take a sample of peritoneal fluid or if 
there is none, to perform a peritoneal lavage and 
then to take a sample of the resulting fluid in the 
abomen.

In figure 9, the task to sample peritoneal fluid 
or washings begins by asking the surgeon to ex-
amine for peritoneal fluid. Two possible outcomes 
are shown by the ‘expects’ relation: either fluid 
is present or absent in the abdominal cavity. If 
fluid is found, a sample is taken. If there is none, 
peritoneal lavage is performed and a sample of 
the lavage fluid (washings) taken.

It should be noted that there is a requirement 
to determine the sequence of peer tasks in a plan. 
In Figure 9, the tasks should be carried out in 
left-to-right order.

Whereas the health care practitioner performs 
actions on a person and gains feedback from ob-
servation of that individual, QA performs actions 
on plans and gains feedback from observation of 
the results. Figure 10 shows how the QA process 
might be represented using classes from the model. 
Initially observations of the process are analysed 
to generate a hypothesis about how it might be 

Figure 8. Representation of the early management of a heart attack
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improved. Next the alteration is planned, and a task 
defined which is realised by an action to change 
the process. The effects of the alteration are then 
monitored by gathering further data.

critiquE oF thE qa modEl

The QA model of healthcare information systems 
is based on assumptions that may be familiar with 
medical as well as ICT professionals. It implicitly 

assumes that reality can be described in a relatively 
straightforward manner. Patients as well as medical 
professionals are viewed as rational individuals 
who seek to communicate in order to achieve a 
mutually beneficial outcome. The technology 
required to underpin the QA system has not been 
considered in any detail and is presumed to be 
unproblematic. Use of technology follows func-
tional requirements. Briefly, the model we have 
developed follows the positivist mainstream model 
of information systems research and practice. This 

Figure 9. Plan for the early stages of a laparotomy for ovarian cancer
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approach has the advantage of being familiar to 
many of the relevant stakeholders of healthcare 
information systems. At the same time it may cause 
problems. A primary indicator of the shortcomings 
of the mainstream understanding of information 
systems is the persistently high failure rate. Despite 
decades of research on information systems, the 
majority of systems can still be considered failures 
due to price overruns, poor specifications, lack of 
user uptake etc. Wilson & Howcroft (2002) have 
pointed out that the concept of failure is problem-
atic per se. It is probably unproblematic to state 
that the history of ICT projects in the NHS is a 
history of failures.

the critical view

Developing a new approach, such as the QA 
approach we are suggesting here, should thus 
consider early on whether there are factors that 
are likely to cause systems to fail despite sound 
conceptual underpinnings. We will use this section 
to sketch a possible counterargument to our QA 
approach in order to then propose how the model 
could be used to address these.

For this purpose we will briefly look at the posi-
tion of Critical Research in Information Systems 
(Howcroft & Trauth, 2005) and explore which is-
sues this may raise for our model. Critical Research 

Figure 10. Representation of the QA process (Note: the vertical swim-lane)
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in information systems (CRIS) is an approach to 
IS that draws from critical theories in the social 
sciences and attempts to discover angles typically 
overlooked by traditional research. A main aim of 
CRIS is to promote emancipation understood as the 
ability of individuals to live a self-determined life. 
CRIS is a useful choice of approach to our QA model 
because it emphasises aspects of social reality that 
our model so far neglects, such as organisational and 
national politics, gender, class, conceptualisation of 
technology and others. Moreover, CRIS, because 
of its emphasis on emancipation, has an ethical 
underpinning (Stahl, 2008), which maps well onto 
the implied ethical dimension of healthcare. The 
purpose of healthcare provision in general can be 
seen as emancipatory.

CRIS draws on a range of theoretical roots 
and it is impossible to undertake a comprehensive 
analysis of our model from a CRIS point of view. 
We will therefore draw on the CRIS literature 
that explicitly refers to healthcare IS in order to 
identify dominant issues that our approach so far 
has not covered.

Rationality

A good point to start a critique of mainstream IS 
that might be applied to our model is the concept 
of rationality. Like most complex concepts this 
one is difficult to grasp and define. Its clearest 
example may be the autonomous individual on 
whom neoclassical economic theory is built. Such 
an individual is rational because she has a complete 
set of preferences and acts in order to maximise 
her utility according to these preferences. Trans-
lated into a healthcare setting, this means that 
individuals, be they patients, doctors, or any other 
stakeholders, act in a way to maximise the overall 
utility. It is easy to see that this will break down 
at the point where preferences are not identical. 
The patient may want a maximum of healthcare, 
whereas the doctor may view this as medically 
unwarranted and the manager as too expensive. In 
addition, patients are often described as irrational 

when their actions do not contribute to their health, 
or doctors are seen as irrational when they do not 
follow organisational goals.

The concept of rationality has been critiqued 
for a variety of reasons. It may simply not be 
possible for humans to be rational in the sense 
described above. Our individual preferences are 
not complete and often contradictory. In addition 
we lack the knowledge and cognitive capacities 
to make optimal decisions. A system based on the 
idea that people are and will be have rationally is 
thus likely to face problems. An additional problem 
arises when technical systems are introduced to 
increase the rationality of healthcare provision. 
Empirical evidence suggests that the ‘irrational’ 
nature of human interaction does not change by 
the introduction of information systems. In fact 
the introduction of such systems often introduces 
new irrationalities (Berg, 1999).

A further problem of rationality arises due to 
competing demands. We have already indicated 
that healthcare IS are often seen as ways of saving 
money (Palfrey et al., 2004a). This is a legitimate 
aim. However, one should see that it will in many 
cases conflict with the similarly legitimate aims 
of other stakeholders (Adams & Fitch, 2006). The 
use of information systems to promote a financial 
perspective on rationality can thus be seen as an 
attempt to promote a particular agenda.

A further problem of rationality is that there 
are different types of rationality that determine 
our social reality. Information systems tend to 
represent an abstract rationality, which is arguably 
often not compatible with the practical rationality 
of healthcare practitioners. Hanlon et al. (2005) 
give an example of the NHS direct system, a 
nurse-based 24 hour health advice system, whose 
technical base represents a rationality that is not 
compatible with the rationality of the nurses 
operating it. A different example of problems of 
competing rationality is developed by Klecun & 
Cornford (2005) who show that a traditional view 
of rationality when used for evaluating healthcare 
systems fails to pick up relevant issues.
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Concepts of Technology

A central question in critical discourses revolves 
around the conceptualisation of technology. Criti-
cal scholars often draw on other discourses such as 
the social construction of technology but also on 
traditional critical theory to develop an account of 
how the very concept of technology affects social 
outcomes (Feenberg, 1991; Feenberg, 1999). The 
point here is that technology is not a neutral tool 
that can be used to whatever purpose the user 
decides to employ it. Instead, technology is seen 
as endowed with certain values and affordances 
that favour certain uses over others.

This point is linked with questions of techni-
cal determinism. Much mainstream work on ICT 
seems to assume that technologies have certain 
uses that they are built for and that users will 
make use of the options of technology in the way 
they were planned for. On the other hand there 
are numerous examples of technology either not 
being used or being used for purposes different 
from those envisaged. This has to do with what 
has been termed the “interpretive flexibility” of 
technology (Doherty, Coombs, & Loan-Clarke, 
2006) (or interpretative flexibility (Cadili & 
Whitley, 2005)).

An important aspect of the concept of technol-
ogy is the capacity of ICT to capture reality. In our 
model this issue is highlighted by the distinction 
between humanoid and mechanoid observations. 
Technologies are much better at capturing some 
aspects of reality than humans and vice versa. 
Healthcare information systems are likely to 
favour mechanoid observations because they 
are easier to integrate in technical contexts. This 
is likely to lead to reductionist perspectives on 
healthcare which can blend out the immeasurable, 
which arguably is often an important aspect of 
medical practice (Hanlon et al., 2005).

The main point here is that a naïve reliance 
on an intuitive understanding of technology is 
not likely lead to the success of a new approach. 

If the QA model is to be successful, then design 
and implementation should be aware of competing 
demands on technology but also different users’ 
conception of technology.

Politics and Hidden Agendas

One reason why the above two points are of 
relevance to our approach is that technology is 
often used for political purposes. Such purposes 
can stem from organisational politics as well as 
national politics. The primary example of this is 
the growing influence of financial considerations. 
One main benefit of healthcare IS is that they tend 
to allow a more detailed breakdown of costs of 
treatments and a clearer allocation of these costs 
to different stakeholders. At the same time this 
leads to a strengthening of cost considerations 
when compared with others.

The UK government has promoted new ICTs 
in the NHS partly on the grounds of facilitating 
more choice for patients. This can be seen as a 
positive aim as few would dispute that the ability 
to choose one’s doctor is bad. However, one needs 
to understand that this rhetoric of choice can also 
lead to a fundamental restructuring of healthcare 
provision and change the balance between market 
and state allocation of resources (Mol, 1999).

A different example is the distribution of 
power in organisations. Traditionally, healthcare 
in western countries tends to be very much cen-
tred on doctors. They hold the knowledge; they 
make decisions and allocate resources. Doctors’ 
autonomy is a highly valued tradition. However, 
in complex modern healthcare organisations, 
power is increasingly taken away from doctors and 
moved towards managers. Such power struggles 
are normal and can be found in most sectors and 
organisations. What is important for us to note 
is that technology can be used as a tool in such 
struggles. This can lead to the acceptance or rejec-
tion of a technology
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Social Consequences of Technology

A final point worth mentioning here has to do 
with the social consequences of technology. 
The wide availability of healthcare information 
via the internet has already started to impact on 
doctor-patient relationships. Patients are better 
informed and often have specific demands on 
doctors. Doctors, on the other hand, often resist 
this change of role which threatens their traditional 
position of authority.

A further social consequence of the introduc-
tion of ICT into healthcare is that it will inevitably 
lead to changes in procedures. The mere fact that 
data is to be recorded changes the way doctors 
interact with patients. This is of course usually 
intended and thus not to be lamented. However, 
the changes will often go beyond what was en-
visaged. If, for example, a system captures the 
number of patient a doctor sees, then this is likely 
to affect management’s view of the doctor. As a 
consequence the doctor is likely to pay attention 
to the number of patients seen and may make 
choices on which patients to see. An unintended 
consequence may be that easier cases will find 
it easier to be treated than difficult ones because 
they take less time and improve the doctor’s 
performance record. This is what Zuboff (1988) 
described as “informating”, a property of ICT that 
not only captures but also produces information, 
which then changes the original processes.

While the nature of interaction between stake-
holders can change, the very practice of medicine 
can also be changed. Again, this is intended, 
and our QA model explicitly aims to improve 
healthcare provision by allowing doctors to better 
understand the consequences of their decisions. 
On the other hand, there is a danger that it will 
lead to increased bureaucracy and medicine by 
algorithm. The danger of “cookbook medicine” 
based on standards and protocols developed on 
the basis of collected data (Berg, 1997) is not to 
be underestimated.

the qa model response

The above critique of the QA model does not 
claim to be complete. Its purpose is to show that 
there are aspects of healthcare IS that our model 
does not capture but that still have the potential 
to affect its success.

We believe that all of the points are valid and 
relevant but do not have to lead to the downfall 
of the QA model. The important point to avoid 
these issues is to start the QA process with a suit-
able interpretation of what QA is about. QA is an 
iterative process that allows continuous interaction 
with the aim of improving outcomes. This means 
that it must be open to changes in focus and criteria 
of quality as well as a shifting view of relevant 
data and ways of collecting it. Understood this 
way, QA can be seen as a standardised ongoing 
conversation about important characteristic of a 
process.

Such an open understanding of QA would 
pre-empt much of the critique discussed earlier. 
It would not make assumptions about appropriate 
standards of reality and allow for a questioning of 
implied standards via the QA process. It would be 
open to different concepts of technology includ-
ing the resulting means of collecting, formatting, 
and storing information. These larger contextual 
issues, including political and social consequences 
of technology, may be impossible to include in the 
technical model that we have started to develop 
in the Background. However, the QA process as 
a whole will have to be sensitive to them, given 
that they are arguably important not only for user 
acceptance of technology but for the entire QA 
process in healthcare.

One could argue that this will require some-
thing like a 2nd order QA process. We need to 
think about some way of continually ensuring 
that the QA process is of high quality. Again, 
there is a question whether this can be techni-
cally implemented and in what way it will require 
organisational changes.
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A final issue has to do with development and 
implementation of a QA system. While we have 
tried to make a sound statement on some of the 
conceptual basics, the critique has shown that 
context sensitivity will be required. It is unlikely 
that the same implementation of the same system 
in different contexts will lead to comparable re-
sults. This is where the socio-technical approach 
to systems design and development (Mumford, 
2003) is likely to be able to address many of the 
challenges by allowing for participation of a range 
of stakeholders, most importantly of end users.

conclusion

We have argued that healthcare organisations 
should focus on establishing QA and then invest 
in information systems to provide timely data to 
help engage clinicians in the process. We used 
object-oriented analysis to develop a class model 
describing Deming’s form of QA, assuming that 
healthcare can be modelled as a set of interde-
pendent processes.

Our model could provide organisations with a 
memory of a process’s history as well as detailed 
data about practise and its effects. In conjunction 
with research, such an information system would 
deliver timely data to support systematically mak-
ing changes to healthcare procedures. This should 
result in care that provides the patient with the 
solution to their problem and that minimises their 
contact with health services, thereby increasing 
capacity and productivity. If this is indeed correct, 
healthcare organisations should obtain a return on 
their outlay on IS.

We took a step back to look at possible coun-
terarguments against our approach as might be 
voiced by critical scholars. We suggest that our 
model is open to some critical arguments but 
understanding QA as a standardised, ongoing 
conversation about the important characteristics 
of a process overcomes many such objections. 
This review also highlighted the need to develop 

information systems in harmony with the needs 
of their many stakeholders.

Future research

The class model needs to be validated by examin-
ing whether a wide of variety of use-cases induce 
changes.

How objects in the model are used to represent 
health care processes needs to be standardised 
as well as how they are named by terminolo-
gies for diagnoses, clinical and administrative 
procedures.

In principle, the level of detail in the model 
offers the possibility of defining the meaning of 
diagnostic codes for diseases, in terms of actions, 
observations and analyses. The value of this capa-
bility in actual use will need to be assessed.

Little in our class model is specific to medicine. 
It could support comprehensive data collection not 
only about healthcare but also about the various 
non-clinical supporting processes. To realise this, 
collection of data would need to be more detailed 
and from a wider range of staff than existing sys-
tems. Will user interfaces need to change in order 
to cope? Will the availability of these additional 
data be useful to healthcare organisations?

The next step of our research will be to examine 
these questions as well as the effect of the model 
on clinical processes. We plan to build a proto-
type and undertake a quantitative and qualitative 
evaluation in an environment where a comparison 
can be made with the effects of alternate software 
systems.
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kEy tErms and dEFinitions

Continuous Quality Improvement (CQI): 
The application of Deming’s form of QA to 
healthcare (see Quality Assurance below).

Critical Research in Information Systems 
(CRIS): An approach that draws from critical 
theories in the social sciences and attempts to 
discover angles typically overlooked by traditional 
research. A main aim of CRIS is to promote eman-
cipation, understood as the ability of individuals 
to live a self-determined life.

Electronic patient record (EPR): allows 
health care providers, patients and payers to inter-
act more efficiently and in life-enhancing ways. It 
offers new methods of storing, manipulating and 
communicating medical information of all kinds, 
including text, images, sound, video and tactile 
senses, which are more powerful and flexible than 
paper based systems. The policy of governments 
appears to favour a national healthcare infrastruc-
ture with a longitudinal patient record covering a 
patient’s complete medical history from the cradle 
to the grave. (Rogerson, 2000)

Healthcare Information Systems: An in-
formation system (IS) is a system of persons, 
equipment and manual or automated activities that 
gather, process and report on the data an organiza-
tion uses. A healthcare information system is one 
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used by an organisation involved in the delivery 
of health care.

Object-Oriented Programming: A program-
ming paradigm that uses “objects” and their 
interactions to design applications and computer 
programs. Programming techniques may include 
features such as encapsulation, modularity, poly-
morphism, and inheritance.

Quality Assurance: W Edwards Deming 
defined quality assurance as the continuous, 
systematic, iterative improvement of processes 
by obtaining feedback from clients and from 
staff. It may be viewed as a standardised, ongoing 
conversation about the important characteristics 
of a process.

Rationality: Best exemplified by the autono-
mous individual on whom neoclassical economic 
theory is built. Such an individual is rational be-
cause she has a complete set of preferences and 
acts in order to maximise her utility according to 
these preferences.

Stakeholder: A person, company, etc., with 
a concern or (esp. financial) interest in ensuring 
the success of an organization, business, system, 
etc. (taken from OED Online: http://dictionary.
oed.com/).
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Chapter 21

Supporting the Development 
of Personalized E-Health:

An Insight into the E-Patient Context

Ulrika Josefsson
University of Gothenburg, Sweden

introduction

This chapter explores the multifaceted context of 
E-patients. The aim is to contribute to the ongoing 
discussion about patient-centered approaches in E-
health development. In particular, the text concerns 
E-health solutions for online patient-healthcare 

interaction. This form of E-health involves a wide 
range of technological arrangements including on-
line support for patients to learn about health and 
illness (Murero & Rice, 2006), or to get informed 
about the healthcare system and to make choices 
in healthcare (Ranerup, 2008). Other arrangements 
are E-health applications for contact with treating 
clinic (Leimeister & Krcmar, 2006), remote disease 
management and care assistance (Torp et al., 2008), 

aBstract

The area of E-health development for patient-healthcare interaction has lately received significant at-
tention by the health informatics community. Increasingly healthcare and information technology (IT) 
developers are proposed to take seriously the needs and preferences of the patients. This chapter explores 
the multifaceted E-patient context, in an effort to contribute to an increased patient-centeredness of 
this form of technology development. Patient-centeredness is captured in terms of personalization as 
an attempt to depart from patients’ specific context to contribute to technology design and use. Using 
a qualitative approach, the chapter reports from 25 in-depth interviews performed with Swedish pa-
tients and representatives of patient associations. Six themes of the E-patient context derive from the 
findings (diagnosis, demographics, access, preferences, coping, and patient role). The results present 
a fine-grained picture of the E-patient context adding to previous approaches of personalization. The 
introductory discussion reflects on the themes in relation to their tentative implications for the develop-
ment of patient-centered personalized E-health for patient-healthcare interaction.
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or systems to manage online bookings (McCarthy 
et al., 2007), etc.

Increasingly the discussion about E-health 
for patient-healthcare interaction proposes 
healthcare providers and information technol-
ogy (IT) developers to take seriously the needs 
and preferences of the patients (Demiris, 2006; 
Johnson & Ambrose, 2006; Murero & Rice, 
2006). Patient-centeredness considering the 
wider picture of the patient situation is promoted 
contrasting previous organization- centered ap-
proaches. However, taking the patient perspec-
tive seriously requires a detailed picture of the 
patient context moving beyond general ideas 
of patients or narrow biomedical perspectives. 
Therefore, it is here proposed that patients’ 
experiences of illness, their varying needs and 
preferences should become central components 
(see Lewin et al., 2001). More specifically, 
patient-centeredness is here discussed in terms 
of personalization. This involves an intention to 
depart from patients’ specific context to guide 
technology design and use.

Regarding the emerging forms of E-health 
for patient-healthcare interaction, two main 
dimensions characterize personalization. The 
first dimension departs from individual ac-
tivities online like patients’ seeking of medical 
information (Adams et al., 2006; Kivits, 2006; 
Josefsson, 2006; Morahan-Martin, 2004) or 
seeking of social support (Barnett & Hwang, 
2006; Johnson & Ambrose, 2006; Wright & 
Bell, 2003). In its simplest form, this means 
personalization when patients (on their own) 
by means of different sources bring together 
a personal set of information according to 
their preferences and needs. This form of per-
sonalization is recognized by patients being 
considered a homogeneous group sometimes 
grouped together using general terms such as 
“health seekers” or “healthcare consumers”, 
etc. suggesting that patients have the same or 
similar needs and preferences.

The second dimension of personalization 
departs from healthcare providers’ information 
needs in the care process. Here personalization 
generally refers to E-health applications collecting 
personal biomedical data for disease management 
and follow-ups. Often these systems are organiza-
tion-centered taking a medical and/or a technical 
interest to gather data. As an example, Benaroia 
et al. (2007) developed an interactive system (ac-
cessed in the waiting room) for patients to enter 
medical history data prior to appointments. Other 
examples involve patients’ home-based access to 
the EPR (Electronic Patient Record) (Bergmann 
et al., 2007; Schabetsberger et al., 2006). Lately 
a development of this form of personalization 
has been noticed taking an increased interest in 
the wider patient situation (Burkow et al., 2008; 
Leimeister & Krcmar, 2006; Rahimpoura et al., 
2008).

Both dimensions of personalization are 
important to the E-health development in the 
patient-healthcare relationship. However, to take 
patient-centeredness seriously and to open up for 
the Internet to become a more effectively utilized 
healthcare resource, there is a need for comple-
menting approaches of personalization focusing on 
the fine-grained picture of the E-patient context. 
Further, thoroughly considering the E-patient 
context is here believed to make an important step 
towards new forms of E-health solutions where 
patients can contribute as the valuable healthcare 
resource they truly are (Demiris, 2006; Johnson 
& Ambrose, 2006).

The following text focuses on chronically ill 
patients suffering from long-term health condi-
tions such as MS (multiple sclerosis), diabetes, 
or cancer. This choice is motivated by chronic 
illnesses being conditions that often develop 
over time, involve complex information needs, 
and require recurrent contacts with healthcare 
providers and professionals (Maes et al., 1996). 
This makes chronically ill patients important to 
focus on as potential long-time users of different 
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forms of E-health solutions. In addition, chronic 
conditions show increasing prevalence in society 
further stressing the importance to focus on this 
particular patient group (Wilson et al., 2004).

Furthermore, this chapter addresses patients’ 
actual use of the Internet. This means the text 
focuses on patients who make use of online solu-
tions to manage issues of their illness. However, 
this does not mean the participants necessarily 
are experts on Internet use for medical purposes 
but rather that they use the Internet in one way or 
another to deal with illness. Here, these patients are 
denoted as “E-patients”. Focusing on chronically 
ill E-patients a qualitative approach is applied and 
the chapter reports from 25 in-depth interviews 
with Swedish E-patients and representatives of 
Swedish patient associations.

The chapter opens with an overview of the 
performed research study followed by a presenta-
tion of the results. Six dimensions of the E-patient 
context, derived from the findings, guide the 
presentation. Thereafter follows an introduc-
tory discussion on the tentative implications 
of the findings for increased personalization of 
E-health tools. Conclusions from the study close 
the chapter.

thE rEsEarch

Aiming to capture the E-patient context this 
chapter reports from qualitative research work. 
This involved the intention to search for a broad 
empirical basis. Therefore, the data were gathered 
from three related research studies (Table 1).

The purpose of the first study was to get an 
introduction to the field and to patients as adopters 
of the Internet for medical information. Therefore, 
the point of departure was Internet use by patient 
associations and their contacts with patients. The 
associations were selected from four lists on the 
Internet of Swedish patient associations. The 
associations’ use of interactive online facilities 
together with the idea to involve a broad set of 
associations guided the selection. Seven as-
sociations were contacted each representing a 
certain diagnosis. The associations are non-profit 
organizations for patient support. The number of 
members and financial basis varies with the largest 
associations having about 50,000 members and the 
smaller 2,500 members. The larger associations 
are receiving grants while the smaller are depend-
ing on voluntary work. The interviewees serve as 
chairmen or official informers at the associations. 

Table 1. The performed interview studies 

Study/ Duration Diagnosis Question Areas

1. Representatives of patient 
associations/ February-March 
2000

Diabetes, Hearing Disorders, 
Psoriasis, Parkinson’s Disease

Tourette’s Syndrome, Whiplash 
injury 
Rheumatism

Purpose of the Internet pages/ 
patient’s use of the interactive 
facilities/ medical information 
needs/ opportunities and chal-
lenges of Internet use/ future 
use of the Internet

2. 10 patients running self-help 
groups on the Internet/ March-
May 2002

Whiplash injury, Polycystic 
Ovarian Syndrome (PCO), En-
dometriosis, Multiple Sclerosis 
(MS)

Chronic Fatigue Syndrome, 
Chronic prostatitis, Fibromy-
algia, Panic disorder, Thyroid 
disease

Patterns of use of the Internet 
for medical information/ pros 
and cons/ information-commu-
nication needs and demands/ 
disease specific needs

3. 8 patients using the Internet 
to cope with their disease/ No-
vember 2003-February 2004

Prostate cancer (PC) The specifics of using the 
Internet for medical informa-
tion about PC/ pros and cons/ 
information-communication 
needs and demands for patients 
with PC



356

Supporting the Development of Personalized E-Health

In addition, they have personal experiences of the 
disease/injury and of being a patient using the 
Internet for medical information.

To get closer to patients and their perspective 
on Internet use the second study involved patients 
that share the experience of initiating self-help 
groups on the Internet. Contrasting patient asso-
ciations, self-help groups are started and managed 
by single patients (the owner) and the groups are 
not formally organized. For instance, they have 
no chairman, administration, membership fee, or 
formal rules and regulations as do registered pa-
tient associations. In addition, the self-help groups 
rely on the owners’ ability (technical as well as 
social) to run the groups. Also, the groups provide 
online activities only. The self-help groups offer a 
set of web pages containing medical information 
about a specific disease together with interactive 
facilities like discussion boards or e-mail lists. The 
purpose is mainly to provide patients with medical 
information and the possibility to get contact with 
fellow sufferers for exchange of experiences on a 
peer-to-peer basis. The idea of the second study 
was to capture “patients in action” on the Internet 
meaning that the interaction and communication 
activities performed were central. Therefore, the 
selection of patients as initiators and managers 
of self-help groups was guided by the interactive 
facilities provided and the “patient activity” that 
occurred in the self-help groups. In addition, to get 
a broad patient perspective the intention was to let 
the selected patients represent several diseases and 
health conditions. Using regular search engines 10 
self-help groups1 were selected using search words 
like “my illness”, “my story”, “patients tell”, and 
“others’ story” together with different diagnoses 
(from the lists of patient associations).

The third study consisted of interviews with 
patients suffering from prostate cancer (PC). The 
aim was to focus on patients with a shared diag-
nosis to provide a deeper example of the specif-
ics of the situation of facing illness. In short, PC 
mostly strikes elderly men and more than 2/3 are 
over 70 years old. This type of cancer is the most 

common cancer among men. In Sweden, there 
are about 10,000 new cases each year (Swedish 
Cancer Society, 2008) and the American Cancer 
Society (2008) estimates that there will be about 
186,320 new cases of PC in the U.S. in the year 
2008. The incidence of PC makes the patients 
an important group to follow also when it comes 
to Internet use and the specific requirements for 
online support related to the diagnosis. Cooper-
ating with the Department of Oncology at the 
Sahlgrenska University Hospital in Göteborg 
(Sweden), contacts with prostate cancer patients 
were established.

A semi-structured approach with a few speci-
fied question areas guided the interviews and they 
were performed as a conversation between the 
researcher and the respondents. The participants 
were guaranteed anonymity and the names used 
in the presentation of the data are fictitious. The 
interviews lasted for 40-75 minutes and were tape 
recorded and later transcribed.

The collected data were analyzed using an 
inductive process and the material was read and 
re-read in search for patterns and features (Ham-
mersley & Atkinson, 1995). Two main stages 
describe the iterative process. The first stage 
involved the identification of general patterns 
and features running through the data. The second 
stage involved sifting out additional patterns and 
features on gradually more specific levels. This 
included both anticipated issues such as general 
views of patients’ different preconditions to make 
use of the Internet for medical information and 
emerging issues such as patients’ coping behavior 
related to Internet use. More particular, the analysis 
focused on regularities of the empirical data as 
well as on deviant cases in an effort to balance the 
characterizations (Silverman, 2005). Further, the 
process of analysis involved the search of patterns 
within each performed study as well as across the 
studies. In addition, the analysis was guided by 
the principal aim to provide significant examples 
of the phenomena rather than to quantify and to 
generalize from the collected material.
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thE E-patiEnt contExt

The following presents the results of the study 
and the presentation departs from six themes that 
derive from the findings. The themes are diagnosis, 
demographics, access, preferences, coping, and 
patient role.

diagnosis

In this section, a number of examples from the em-
pirical study illustrate the diversity of the overall 
patient situation related to particular diagnoses. 
The first concerns the severe fatal disease such as 
different forms of cancer. For instance, patients 
diagnosed with prostate cancer (PC) are informed 
that they suffer from a severe and sometimes 
life threatening disease. If the cancer is in such 
a stage that treatment is available, the patient is 
also informed that he is expected to be active in 
the process of choosing between different forms 
of treatments (like surgery or radiation therapy). 
Mike expresses the situation as follows:

“This [prostate cancer] is probably one of the most 
extreme diagnoses when it comes to information 
need. When you have been diagnosed, the doctor 
cannot say what treatment is the most appropriate 
one. He can very well say which one is directly 
inappropriate but medical science today cannot 
say what treatment is best for PC. This means 
that the patient – without any knowledge about 
the disease is supposed to decide what treatment 
he will have. Under such conditions there is an 
incredible need for information to make a choice 
so impossible not even the doctor can do it.”

A second example is the chronic life long 
disease. Here Multiple sclerosis (MS) exemplifies 
this category although several of the diagnoses 
represented in the study could be used as well. 
In short, MS often progresses in phases and 
gradually leads to worsening of several of the 
central functions of the body often involving 

cognitive dysfunctions as well (National Multiple 
Sclerosis Society, 2007). Today, there is no cure 
for MS and the patient is reduced to take various 
disease-modifying drugs. Besides the need for 
social support and human understanding, this 
particular diagnosis involves information needs 
of how the development of the disease might turn 
out and how the patient can be supported in his or 
her everyday life. Maria was diagnosed with MS 
in 1996. She was then 26 years old:

“When I was diagnosed I tried to understand it 
all. I read everything. At the time there was little 
online information about MS directed towards 
patients.”

Maria’s needs for information and contact with 
others resulted in the online self-help group she is 
managing. Her web site contains a lot of medical 
information about MS and provides patients the 
possibility to interact using the discussion board, 
the e-mail list, or the chat. Some of the features on 
the web site mirror the specifics of the disease and 
related information need. Maria continues:

“In the beginning, I didn’t know what could happen 
and the “symptom list” developed as I experienced 
my symptoms. It is the same with “treatments” 
which has been changed as new treatments have 
become available […] On the e-mail list people 
get to know each other more and talk much about 
practical matters such as social insurance issues, 
wheel chairs etc. People ask for advice and so on. 
On the discussion board there is much more about 
symptoms. People write about there experiences 
and ask if others have experienced the same”.

The third example concerns the specific 
requirements of stigmatizing diseases. Patients 
suffering from these types of diseases may ben-
efit from approaching sensitive subjects using 
individual strategies. Kate running an online 
self-help group for patients with endometriosis 
reported about this:
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“We noticed that there were many patients who 
didn’t want to join the e-mail list and we real-
ized that this was connected to the stigma of the 
disease…since endometriosis is related to the 
more intimate parts of the female body not many 
women cry out that they have got this disease. It 
is still shameful. That’s why we left the discus-
sion board open so they don’t have to sign on to 
participate”.

A fourth example is the type of illness char-
acterized as “less-known” and/or “difficult-to-
decide” disease such as chronic fatigue syndrome, 
fibromyalgia, or whiplash injury. Except the need 
for additional medical information and facts, 
the situation also demands for recognition and 
acknowledgement of personal experiences. Kim 
(chronic fatigue syndrome) highlights this:

“It is important to remember that many doctors 
say that this disease does not exist! They just say 
it is psychological. That’s what you say when you 
don’t know. So, for people with chronic fatigue 
syndrome it is extremely important to find others 
with the same strange disease”.

A final example is diseases involving relatives 
as main (home) caregivers. The Tourette syndrome 
(TS) is one example. This disease is a neurological 
or “neurochemical” disorder characterized by tics, 
which are “involuntary, rapid, sudden movements 
or vocalizations that occur repeatedly in the same 
way” (National Tourette Syndrome Association, 
2007). Since the age of onset is before 18, the 
parents get a central role in the care and treatment 
of the patient. The parent situation is central for 
the participating patient association for TS. In 
their work, they have noticed “a desire for reliable 
information in Swedish about TS, specifically for 
parents of newly diagnosed children” and that 
“parents have a great demand for exchanging 
experiences with others in the same situation”.

demographics

Exploring the E-patient context involves the 
consideration of characteristics such as age and 
sex. For example, in the study the representative 
of the association for hearing disorders expressed 
that “in the contact with our members we have to 
consider that some are in their 70-ies not using 
computers”. Another example is patients with 
prostate cancer (PC). PC strikes in the ages around 
70 and the patients are usually recognized as less 
frequent users of information technology and/or 
the Internet. Mike (67 years old) reflected on the 
use of the Internet by typical PC-patients:

“I get a lot of e-mails and often it is from someone 
asking about the disease for their father or grand-
father. You see, often it is not the patient but the 
younger generations that use e-mail and Internet 
for information and communication”.

Furthermore, PC strikes men only. However, 
the treatment processes often involve strains on 
the general quality of life (with problems such as 
incontinence and impotence) involving the pa-
tient’s partner as well. This contributes to specific 
needs of information and Tom (PC) says:

“About sex and married life…well, it takes two 
to deal with this disease. It’s the man AND his 
partner”.

For women’s diseases related to infertility 
problems (like endometriosis and PCO) there 
were similar concerns.

In addition, some of the patient associations 
have acknowledged the role of gender and age 
as important factors for information needs. For 
example, the association for Parkinson disease 
has initiated sub-groups called “Women with 
Parkinson” and “Young Parkinson”. In addition, 
associations for diabetes, psoriasis, and hearing 
disorders have similar subgroups for younger 
patients.
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Further, education is often recognized as a 
crucial variable regarding the extent of patients’ 
use of the Internet. In the reported study, work 
and education indicated patients’ abilities to seek 
information and to judge the information found. 
For example, George (PC) is a physician and he 
reported being offered special online services like 
“a web portal for doctors where you can order 
coverage of articles in your field of interest“. 
Michael provides an additional example:

“In my work as a distribution manager in an 
international company, I’m used to search for 
information on the Internet and I know that the 
Internet is a source of knowledge. So for me it was 
not a big deal to get online. I do that quite a lot at 
work so it was nothing new”. (Michael, PC)

Besides formal education the patients in the 
study emphasized the need of language skills, 
which were considered as crucial when using the 
Internet to deal with illness. Mike (PC) explained 
this:

“The first thing is language skills. You have to 
know English…well, first you have to know how 
to handle a computer but then you really must 
have language skills in order to reach beyond 
Swedish web sites”.

access

This dimension concerns access to technology 
as well as access to online medical information. 
Regarding technology, patients in the study em-
phasized the need of general knowledge about 
computer/IT use (as exemplified by the last quote 
in the previous section). Naturally, there is also a 
need of physical access in order to make use of the 
technology for health purposes. In the study, all of 
the interviewed patients had Internet access in their 
homes and none reported using publicly available 
computers. The interviewed representatives of 

the patient associations mirrored this situation of 
physical access although they could not provide a 
complete picture regarding all their members.

Regarding access to online medical informa-
tion, patients have different knowledge and ex-
periences of information seeking. In addition, to 
interpret and to choose among the results can be 
challenging. The majority of the study participants 
were Internet literate but some found it problematic 
to use. For instance, Mark (PC) who is familiar 
with the use of computers from his work at a bank 
office still find the medical information online 
difficult to manage. Therefore, he mainly visits 
web sites provided by his family or by healthcare 
even though he knows “that there is a lot to learn 
out there but I am not really sure where to go or 
how to search”.

Finally, there is a social dimension of informa-
tion access as illustrated by the following excerpts 
indicating the value of personal information 
sources like family, friends, and peers: “I have a 
friend who has been through the same thing…so 
I contacted him and he gave me a lot of informa-
tion and his own story” (Mark, PC). “I have two 
brothers suffering from PC and naturally we have 
talked a lot about this” (Michael, PC). Finally, 
Linda (PCO) continues: “The best thing is that 
I have got contact with so many other women. 
We have exchanged many common experiences. 
This has really meant a lot to me and I feel that I 
know so much more from the things I have learned 
from the others”.

preferences

Even though the study reveals a general positive 
view on Internet use there was a common theme 
among the respondents that “Internet should be 
a complementary information source” (Eric, PC) 
mirroring the need for personal encounters as 
well: “I want to meet and to talk to the doctor in 
person” (Ian, PC).

Further, it should be mentioned that some of 
the patients were hesitant to use the technology 
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for issues concerning their personal health al-
though they had access to the technology and to 
the knowledge on how to use it.

In addition, ideas about E-patients’ preferences 
for medical information and interaction is often 
based on the assumption that they are only acting 
on their own behalf. However, they may also be 
acting on behalf of a specific patient group, like 
when participating in online self-help groups. 
Mary, running a self-help group for whiplash 
injury illustrates this as follows:

“I think I have learned quite a lot about this 
[whiplash injury] so I wanted to try to help oth-
ers as well…I know how bad you feel and this is 
a good way to help each other”.

coping

For several of the patients in the study the initial 
way to deal with the disease and the new life 
situation was to search for medical information. 
The information seeking seems to have a value in 
its own right. To search, read, and sometimes to 
translate and bring information together becomes 
a strategy to cope with the situation. Michael (PC) 
describes this as follows:

“I felt good to be out on the Internet. There was 
so much. I could surf, search, and go through 
stuff and print it out. I made copies to my own 
computer so I had several hundred pages about 
prostate cancer”.

Another way to cope involved the search for 
medical information related to social support. 
In the study, this involved the search for human 
understanding and emotional support as well as 
information about how to manage the everyday 
life situation. In addition, the results of the study 
highlight two functions of social support as a cop-
ing strategy. The first function means a way to get 
actual help and support from fellow patients in 

the same or similar situations. This might occur 
in a direct way on discussion boards or on e-mail 
lists where “they get information and support as 
well as e-mail friends” (Lucy, running a self-help 
group for panic disorder). Additionally, it could 
be in indirect forms by patients reading others’ 
stories. Sylvia, running a group for fibromyalgia 
expresses this:

“They look for contact with other patients. Some 
simply want to read. On the page “Others’ stories”, 
they can read about this [fibromyalgia] happening 
to other people as well. It is most reassuring since 
you might feel as the loneliest person in the world 
and you think that this happens only to me”.

The second function of social support involves 
an opportunity for patients to facilitate others. This 
means that patients are being helped not only by 
getting support but also by helping others. In the 
study, Maria suffering from multiple sclerosis 
describes this as:

“…it makes me happy to be able to help others. 
For me… I am past the worst… but I know how 
hard it was and every time I get an e-mail from 
someone who thanks me it is most rewarding …
it is a very satisfying feeling.”

patient role

The final theme concerns the E-patient context 
in a larger perspective. Patients acting on the 
Internet are influenced by the changing patient 
role increasingly considering patients as informed 
partners in the healthcare and in the treatment 
processes. For instance, the patient associations 
in the study picture Internet as an important arena 
supporting this development:

“Naturally we hope that our efforts on the Internet 
will provide for an increasing number of active 
members staying informed about healthcare, treat-
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ments, research, and policies” (representative of 
the association for rheumatism).

Additionally, from a patient perspective John 
(PC) highlights online information and the chang-
ing patient role:

“Healthcare must make their web pages clearer 
and not so anonymous. I mean…healthcare stills 
see the patient as someone who is coming cap in 
hand …the older generation still does… but the 
younger put new demands…”

discussion

For patients, personalization of E-health applica-
tions involves improved usability and increased 
possibilities for an effective disease management. 
For healthcare, it implies a more functional use 
of the Internet as an efficient healthcare resource. 
However, earlier work on personalization of 
E-health applications have mainly focused on 
patients’ opportunities to make their own per-
sonalization of web resources, or on healthcare 

providers’ possibilities for online collection of 
personal medical data. This means previous 
efforts pay limited attention to patients’ actual 
context and their specific illness situation. As a 
complement, the reported study draws our atten-
tion to an additional dimension of personaliza-
tion. The themes derived from the findings add 
to other ideas of personalization by providing a 
fine-grained picture capturing the complexity of 
the E-patient situation. Departing from the actual 
patient context the introductory discussion below 
outlines tentative implications for the development 
of personalized E-health applications for patient-
healthcare interaction.

supporting the development 
of personalized E-health

The results provide several examples of differ-
ences of required scope of information due to the 
particular diagnosis. For instance, patients diag-
nosed with a severe, fatal, and/or chronic disease 
might demand access to detailed information to 
make adequate medical decisions as well as access 
to emotional and social support. For these patients, 
an online resource that can manage various in-

Table 2. Summary of the themes of the e-patient context in the study 

Diagnosis Severe fatal disease 
Chronic life-long disease 
Stigmatizing disease 
“Lesser Known”/ “difficult to decide” disease 
Disease involving relatives as main caregivers

Demographics Age 
Sex 
Education

Access Access to information; personal sources/ knowledge and experiences of medical information seeking online 
Access to technology; physical access/ knowledge and experiences of IT/Internet use

Preferences Preferences and attitudes of Internet use in the patient—healthcare relationship 
Personal interest—group interest

Coping Seeking online medical information 
Seeking social support 
Facilitating others

The patient role Democratization of healthcare 
Increasing personal responsibility/ patients as partners in healthcare
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formation needs related to different stages of the 
disease is particularly useful. In addition, patients 
suffering from stigmatizing conditions may need 
special attention involving the possibility to share 
their story with fellow sufferers in a secure way. In 
similar ways patients suffering from “less-known” 
or “difficult-to-decide” diseases may benefit from 
the possibility to get contact with others for rec-
ognition and relevant information. Finally, health 
conditions involving home caregivers put special 
demands on E-health solutions to meet their needs 
for contact with others.

When aiming for personalized E-health so-
lutions, these examples highlight a need for a 
deeper analysis of the particular requirements 
related to diagnosis. In addition, it indicates the 
need for increased focus on the development 
diagnose-specific E-health, for more adequate 
patient support. A few such initiatives have been 
reported, like the work by Leimeister & Krcmar 
(2006) who designed and implemented a virtual 
community for breast cancer patients, involving 
facilities for medical information, contact with 
healthcare providers as well as possibilities for 
interaction with fellow sufferers. An additional ex-
ample is the work by Herxheimer and colleagues2 
(2000). They developed a web site (www.dipex.
org) to support patients with particular diagnoses. 
The web site mainly focuses on patients’ illness 
stories. The stories on the web site are grouped 
according to diagnosis and are provided in text, 
audio, and/or as video recordings.

Besides disease-specific requirements, the 
demographical factors become important. For 
instance, elderly people may have other needs and 
demands of an E-health tool (Hisham & Edwards, 
2007) than children and adolescents (Hansen et 
al., 2003). Similarly, gender has significance for 
needs and demands of online support (Boiano et 
al., 2007; Vermaas & Wijngaert, 2005). In ad-
dition, education influences patients’ use of the 
Internet (c.f. Morahan-Martin, 2004; Wilson et 
al., 2004). In the study, participants using their 
professional competencies to utilize the Internet 

mirrored this. Together this implies that design 
of personalized E-health requires a thorough 
consideration of patients needs related to age, 
sex, education, and work, as well. Striving for 
the best possible fit between patients’ needs and 
the E-health application, a promising way would 
be to promote patient participation in the design 
process (Leimeister & Krcmar, 2006).

Furthermore, the access to technology and to 
information is a part of the E-patient context. For 
instance, the patients in the study had physical 
access to the Internet in their homes although 
this is not yet the normal situation for the major-
ity (Josefsson, 2006; Morahan-Martin, 2004). In 
addition, Henwood et al. (2003) argue having a 
computer at home is not equal to access as gen-
eral computer and Internet literacy together with 
social structures affect this as well. Also, access 
is related to knowledge and experiences of online 
technology use which calls for further attention to 
issues of ‘digital divide’ and a deeper understand-
ing of the meaning of access.

In association, there are social aspects of 
access that should be considered as well. This 
involves patients’ needs of dialogues with fellow 
sufferers, friends, family, etc. further enhancing 
the perceived validity and utility of information. 
Finally, the study exemplifies patients’ varying 
knowledge and experience of online information 
seeking and judging of the information.

Together, this implies a wide range of sociotech-
nical differences of the E-patient context related 
to access. To meet this diversity one strategy is to 
develop online tools offering educative functions 
to support learning processes about the Internet as 
an information resource as well as about medical 
issues to increase health literacy (c.f. Murero & 
Rice, 2006; Morahan-Martin, 2004).

In addition, the E-patient context involves pref-
erences for technology use. The findings indicate 
that even if patients have the necessary resources 
to use the technology they might be hesitant when 
it comes to disease management. This implies 
that we should take into consideration patients’ 
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different views on the role of the human encounter 
in the patient-healthcare relationship, and avoid 
tendencies towards technological determinism 
(Henwood et al., 2003). This involves taking 
seriously patients requirements for complemen-
tary online resources rather than replacements of 
existing forms of patient-healthcare interaction. 
In addition, there are reasons to consider that E-
patients sometimes act on the behalf of a group 
interest (besides their personal interest). In the 
study, patients’ individual information seeking 
efforts and interests in online support groups 
exemplifies this. This indicates expectations on 
E-health to support patients’ preferences for medi-
cal information, healthcare interaction, as well as 
for interaction with fellow sufferers.

An additional theme of the E-patient context 
concerns coping strategies. This involves the 
ways patients cope with the stressful and difficult 
life situation of facing illness (Snyder, 1999). In 
the study, patients’ extensive online information 
seeking efforts is one example. The participants 
indicated that the search efforts are important 
per se when coping with illness and several of 
the interviewed patients referred to the informa-
tion seeking as a form of “therapy”. However, 
the Internet offers vast amount of information of 
varying quality aggravating patients’ possibilities 
to find useful information (Morahan-Martin, 2004; 
Josefsson, 2006) to support their coping process. 
Although the forms of coping are individual and 
may take different expressions (Snyder, 1999) it is 
important for healthcare providers and IT develop-
ers to reflect upon how to support patients’ coping 
processes as this may affect the overall outcome 
of care (Maes et al., 1996; Snyder, 1999). There-
fore, considering patients’ online information 
seeking as a part of the coping process can further 
fuel the discussions about the need of healthcare 
provided online guidance to reliable sources (c.f. 
Adams et al., 2006; Demiris, 2006; Henwood et 
al., 2003; Johnson & Ambrose, 2006; Morahan-
Martin, 2004). Other ways of coping should be 
recognized as well. For instance, there are patients 

resisting additional information and/or just prefer 
to become informed in line with the development 
of the disease (Henwood et al., 2003).

Patients’ seeking of social support is an ad-
ditional form of coping exemplified in the study. 
This further highlights the value of patient-to-
patient communication (Barnett & Hwang, 2006; 
Leimeister & Krcmar, 2006; Snyder, 1999; Wright 
& Bell, 2003). Among the participants, some 
seek direct contact with others through discus-
sion boards or e-mail lists while others prefer to 
follow ongoing discussions without participation, 
or just to read others’ stories. In addition, the 
patients in the study indicated that social support 
might have a second meaning as well. This refers 
to statements about the benefits of being able to 
facilitate others as well. That is, some patients 
appreciated the possibility to help others and at 
the same time help themselves.

Although, information seeking, getting social 
support, and to help others are well known forms 
of coping (c.f. Barnett & Hwang, 2006; Leimeister 
& Krcmar, 2006; Snyder, 1999; Wright & Bell, 
2003) there are still few examples of healthcare 
provided E-health solutions involving facilities to 
support them. This indicates a need for additional 
work on how E-health applications can support 
coping processes to increase patients’ possibilities 
for disease management and to enhance healthcare 
outcomes.

Finally, personalized E-health for patient-
healthcare interaction involves the consideration 
of the changing patient role. In large, this relates 
to the ongoing process of democratization of the 
healthcare service and the development of “the 
informed patient” (Henwood et al., 2003; Kivits, 
2006; Ranerup, 2008). The change process aims 
to strengthen the patients’ position and to increase 
their possibility to participate and to take increased 
responsibility. This means, the patient role is mov-
ing towards an active consumer making his or her 
own healthcare decisions. However, this calls for 
a technology development that supports patients 
to act according to the new (and still changing) 
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patient role. For instance, this could include of-
fering online guidance to reliable information 
sources, possibilities for online dialogues with 
healthcare professionals (Johnson & Ambrose, 
2006; Morahan-Martin, 2004), and/or tools sup-
porting patients’ access to healthcare (like infor-
mation about available choices, etc.) (Ranerup, 
2008). In addition, the technology development 
must take into consideration patients’ different 
information needs and varying care processes 
and that patients have different preconditions to 
act the new patient role.

conclusion

The aim of the chapter is to explore the E-patient 
context to support the ongoing development of 
personalized E-health for patient-healthcare in-
teraction. The study focuses on patients’ actual 
use of the Internet and six themes derive from 
the findings: diagnosis, demographics, access, 
preferences, coping, and the patient role. The 
themes introduce a fine-grained picture of the 
E-patient context adding to previous ideas of 
personalization. It is concluded that a deeper 
understanding of the context draws attention to 
areas that are important for healthcare providers 
and IT designers to consider and further analyze 
when striving for personalized E-health. The areas 
include: the development of diagnose-specific E-
health, patient participation in the design process, 
the support of learning processes, the need to take 
into consideration patients’ different views on the 
role of the human encounter, the support of cop-
ing processes, and the need to support patients 
to act according to the new (and still changing) 
patient role.

For analytical purposes, the themes are treated 
in separate although they are intertwined. In addi-
tion, aiming for a broad picture and an introductory 
discussion, many aspects are briefly mentioned 
though they demand a thorough analysis in their 
own right. In addition, other factors that due to the 

nature of the study have not been included might 
influence the picture (such as financial, technical, 
and cultural healthcare challenges related to the 
demands of personalized E-health tools). Finally, 
using a qualitative approach the presented study 
involves a limited number of interviews focus-
ing on a specific type of patients and diagnoses. 
Therefore, complementary methods are required 
to further explore and understand the phenomenon 
and to expand on the issues of how to support the 
development of personalized, efficient, and truly 
useful E-health solutions in the patient-healthcare 
relationship.
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kEy tErms and dEFinitions

Chronic: Refers to long-term or life-long 
health conditions.

E-health: Refers to different forms of online 
support for disease management and patient-
healthcare provider communication.

E-patients: Patients who make use of online 
solutions to manage issues of their illness.

Illness: Refers to the larger situation of suffer-
ing from a particular disease involving medical, 
social, practical, and psychological aspects.

Patient: Refers to a person diagnosed with a 
particular disease having recurrent contacts with 
the treating clinic or doctor.

Patient-centered: Refers to an extended view 
of patients (beyond the biomedical perspective) 
with their personal experiences of illness, needs, 
and preferences for care as central components 
(Lewin et al. 2001).

Personalization: The idea to depart from the 
patient’s specific context to guide technology 
design and use.

EndnotEs

1  For the selection of the self-help groups, it is 
important to keep in mind that Sweden has 
a limited self-help tradition. At the time of 
the study, no lists or registers or the like of 
self-help groups exists.

2  Additional academic work about the Internet 
site ”Dipex.org” is published in e.g. Damien 
et al (2007), Alexander & Ziebland (2006), 
and Ziebland (2004).
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Background

healthcare in south africa

Healthcare is a key component of South African 
society, socially and economically (Chiasson et al 
2004). Total healthcare spending in South Africa is 
8.7% of GDP which is substantially above the norm 

of 5% recommended for developing countries by the 
WHO (Chetty, 2007). The public healthcare budget 
alone totalled R47.8 billion (approximately US$ 6.7 
billion) in 2006, representing 4.27% of GDP. This 
represents a substantial growth compared with 1995 
when it stood at only 1.84% of GDP. However, de-
spite these efforts by the new democratically elected 
government, huge inequalities remain. The budget of 
the private sector, which services less than 8 million 
people, exceeds that of the public sector servicing 

aBstract

Doctors working in the South African public healthcare sector are faced with the unique resource con-
straints prevalent in a developing country. Mobile information and communication technologies (ICTs) hold 
the promise of improving the quality of healthcare, but this potential can only be unlocked if individuals 
decide to adopt the new technologies. Understanding the factors that influence the doctor’s adoption of 
a technology is therefore vital. This chapter reports on an investigation into the factors influencing the 
adoption of mobile devices by doctors in the public healthcare sector in the Western Cape, South Africa. 
The research methodology was shaped by qualitative enquiry and described through thematic analysis. 
The authors confirmed the key adoption factors identified in prior research: job relevance, usefulness, 
perceived user resources and device characteristics. However, some additional adoption factors were 
uncovered in this research, namely patient influence, support structures from national government and 
hospital administration, and unease in respect of malpractice legal suits.
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38 million (Chetty, 2007). Much of this remains a 
legacy of the pre-1994 apartheid era inequalities 
institutionalised through labour laws and highly 
unequal provision of services for different racial 
groups (Department of Health, 2004). There is 
still a movement of skilled resources from areas 
of poverty and low socio-economic development 
to more wealthy areas. Doctors who have recently 
qualified and completed their compulsory two 
years working for the public healthcare sector are 
either moving into private practice or leaving South 
Africa to work in other countries (Padarath et al 
2003). This results in a scarcity of skilled clinical 
resources in the public healthcare sector.

Although doctors working in the public health-
care sector are highly skilled, their available time 
is preciously sliced to try and diagnose and care 
for as many patients in a day as is possible. 80 to 
85% of the South African population has access 
to public healthcare facilities only (Chetty, 2007). 
A doctor in the public day hospital environment is 
expected to diagnose, treat and manage about 40 
patients during an 8–hour shift. This means that 
the doctor spends an average of only 12 minutes 
with each patient. Doctors in public healthcare also 
have to work extremely long shifts of sometimes 
more than 30 hours. Due to this extreme pressure, 
doctors can easily make an incorrect diagnosis 
or prescribe the incorrect patient management 
routine. Patients attending these public hospitals 
have to wait in long queues to be seen by the 
doctor. When they finally see the doctor, the visit 
is rushed. A full examination of the patient is not 
always possible and this could result in inadequate 
care of the patient.

ICTs offer tremendous potential in supporting 
the public healthcare function in the South Afri-
can society. Although administrative healthcare 
information systems have been implemented, the 
shift to systems that support the clinical work 
performed by healthcare professionals directly 
has been slow to take off (Andersen 1997). Bet-
ter ICT support would, in turn, enable doctors 
to facilitate the provision of high quality, better 

informed and cost-effective public healthcare to 
all the citizens of South Africa.

mobile technologies in healthcare

Mobile technologies can bring immense benefits 
to the healthcare environment (Varshney 2006), 
because it is so information intensive (Li, Chang, 
Hung & Fu 2005). Doctors do most of their work at 
the point of care, which is the patient. This means 
that they move around between wards, outpatient 
clinics, diagnostic and therapeutic departments 
and operating theatres. This movement, together 
with the fact that most South African public 
hospitals usually only have one central computer 
terminal per ward, makes it extremely difficult 
to service all the needs of the doctor. The use 
of ICTs in support of this point of care activity 
of the doctor is what is relevant to this research. 
Mobile device technologies are quite suitable for 
supporting the doctor at the point of care. They 
are small, lightweight, can be carried around with 
the doctor and usually come with some form of 
networking protocol built into the device (Porn & 
Patrick 2002). Mobile devices are also becoming 
more affordable and offer more processing power 
and storage capabilities (Varshney 2006). Mobile 
technology ranges from cellular telephones, pagers 
and PDAs, to very sophisticated tablet computers. 
Key benefits, as summarized from a large number 
of studies, include a reduction in medical errors, 
time savings, better quality care and higher pro-
ductivity (Lu, Xiao, Sears & Jacko 2005).

A number of studies have looked at adoption of 
mobile computing devices. An excellent, system-
atic analysis of surveys of healthcare providers’ 
PDA adoption is given by Garritty & Emam (2006) 
who found adoption rates in developed countries 
to vary between 45% and 85%. For instance, in a 
longitudinal study of mobile technology 33% of 
Canadian doctors reported use of a mobile device 
in their clinical practice in 2003, up from 19% in 
2001 and 28% 2002 (Martin 2003). By contrast, 
a similar study at selected healthcare institutions 
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in Florida revealed that as many as 95% of the 
respondents to the survey owned a mobile com-
puting device (Joy & Benrubi 2004). The study 
also showed a pattern of perceived benefit for 
using the devices to maintain procedural statis-
tic logs, pharmacology reference manuals and 
personal clinical protocols; but respondents did 
not perceive a massive time saving. Both studies 
also show quite a sharp increase in mobile device 
technology adoption by doctors.

Porn and Patrick (2002) and Hameed (2003) 
identify a number of healthcare applications that 
could be run successfully on a mobile device:

• E-prescription: This allows doctors to ac-
cess basic patient information and check 
formulary compliance before writing the 
prescription. Potentially harmful drug in-
teractions can be determined and often a 
patient’s personal medication history is 
available. Prescriptions can be printed or 
transmitted directly to a pharmacy. The 
main benefits are a reduction in medication 
errors and less calls from pharmacies due to 
illegible handwriting (Berkowitz, 2002).

• Charge capture: This application allows 
a doctor to view schedules, capture patient 
charges and access or update patient infor-
mation all at the point of care.

• Order entry: Applications to order cer-
tain tests could be scheduled, delivered to 
a central processing unit and acted upon. 
This will reduce errors due to misplace-
ment of application forms.

• Test result reporting: The results of the 
tests can be delivered directly to the mobile 
device. This will free doctors from having 
to refer to a specific PC workstation to re-
trieve test results.

• Medical information: Access to the latest 
medication formulary, disease description, 
symptoms and treatment as well as access 
to clinical procedures can be provided on a 
mobile device.

More technical descriptions of how mobile 
technologies can work in healthcare sector can 
be found in numerous sources, e.g. (Varshney 
2006)

adoption models and healthcare

In order to realise the full potential and promise 
of healthcare information systems, technologies 
and applications, a better understanding of the 
organisational context as well as people and 
social issues is required. The adoption of mobile 
technologies in the healthcare sector involves both 
an organisational and an individual aspect. The 
organisational context or motivational factors that 
drive mobile ICT adoption is a relatively under-
researched field; refer to Khoumbati &Themisto-
cleous (2006) for an overview of relevant research 
and a comprehensive framework. The focus in 
this research is on the individual factors that drive 
mobile technology adoption in healthcare, with 
particularly focus on the doctors.

Because explaining human behaviour in all its 
complexity is quite a daunting task, a variety of 
models have been developed to explain and predict 
user behaviours and intentions. The most widely 
used of these models are the diffusion of innova-
tion (DOI) theory published by Rogers (1995), 
the theory of reasoned action (TRA) (Ajzen & 
Fishbein 1980), the theory of planned behaviour 
(TPB) (Ajzen 1991) and the technology acceptance 
model (TAM) (Davis 1989). These models have 
been well tested, validated and proven to be reliable 
when used in the evaluation of user acceptance 
in studies of business organisations, corporations 
and even students. However, there is less research 
evaluating technology adoption using TPB, TRA, 
DOI within a healthcare context.

In validating TAM and its extensions, research-
ers have determined some key factors that are of 
significance for use in general technology adop-
tion models. These include perceived ease of use, 
perceived usefulness, perceived user resources, 
voluntariness, experience, subjective norm, image 
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and computer self-efficacy. However, doctors are 
professionals who are particularly highly skilled, 
knowledgeable, autonomous and pragmatic deci-
sion makers. This impacts on the applicability of 
a number of constructs and causes some of the 
models not to behave in the way determined by 
prior research in other contexts. For instance, Hu & 
Chau & Tam (1999) found that the original TAM 
did not correlate well with doctor’s intentions to 
use a new technology. When reviewing literature 
on the adoption of healthcare technologies by 
medical professionals the majority of the studies 
found apply to general healthcare systems such as 
telemedicine, internet health and clinical systems 
(Chau & Hu 2002, Chismar & Patton 2003, Horan 
et. al. 2004) while some studies were found that 
applied specifically to mobile healthcare (Wu, 
Wang & Lin 2005, Harkke 2005, Li et al 2005, 
Lu et al 2005, Varshney 2006, Wu, Wang & Lin 
2007).

Overall, however, researchers find the TAM-
inspired models to be a successful approach to 
explaining the adoption of mobile technologies 
in the healthcare sector, with Wu et al (2007) 
purporting to be able to explain up to 70% of the 
variance in behavioural intention to use mobile 
healthcare systems. These studies found the fol-
lowing factors to be of relevance when researching 
adoption in a healthcare setting:

• Perceived usefulness/Job relevance: A 
new technology needs to be useful to its 
user. Usefulness is defined as causing an 
increase in the doctor’s productivity by be-
ing relevant to the doctor.

• Perceived user resources: The extent 
to which an individual believes that they 
have the personal and organisational sup-
port to use the device. This was validated 
by Horan et al (2004) and Lu et al (2005) 
whose research discovered that workplace 
compatibility played a more important role 
in predicting user intentions than the current 
TAM construct of perceived ease of use.

• Subjective norm: People who are close 
to the doctor could influence the doctor by 
their opinions of whether the device should 
be used or not.

• Image: Doctors will perceive the use of 
a mobile technology device as enhancing 
their status within their working environ-
ment. This was validated by Succi and 
Walter (1999) who state that doctors will 
more likely be influenced by the impact 
of the use of the new technology on their 
professional status. Further research has 
contested the idea that social processes of 
subjective norm and image would influ-
ence the decision to adopt. This is seen to 
be a result of the pragmatic nature of doc-
tors in decision making, as well as a reli-
ance on their own assessment rather than 
that of others. However, in the context of 
South Africa where being a medical doc-
tor is often seen as a status symbol the two 
factors of subjective norm and image will 
be retained to ascertain whether they would 
play a positively influencing role.

• Task/technology fit: A study by Chau & 
Hu (2002), added this factor – defined as 
alignment with current work practices – to 
TAM. It was thought that doctors would 
more likely adopt a new technology if it 
aligned closely with their current work 
practices.

• Result demonstrability: The technology 
should visibly improve the doctor’s quality 
of care provided and enhance his effective-
ness thus improving the quality of the doc-
tor’s work

Furthermore, in the evaluation of TAM2 
(Venkatesh & Davis 2000) by Chismar and Patton 
(2003), it was found that the construct of perceived 
ease of use showed an insignificant effect when 
used to predict intention of doctors. It has also 
been found that for technologies that are not 
mandated for use by the healthcare institutions, 
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the construct of voluntariness can be removed 
from the model. In studies of a new technology 
the construct of experience can also be removed, 
since it was intended to measure the adoption of 
existing technologies. Due to the high intellectual 
and cognitive capacity of doctors, they appear to 
understand new technologies quicker. Doctors 
are therefore individuals with a high level of 
self-efficacy. This makes a good argument for the 
removal of the computer self-efficacy construct 
from the model. However, due to mobile technolo-
gies being relatively new to the South African 
market and not being widely diffused this factor 
will be included in the model developed.

The above research reduces the significant factors 
in the context of doctors’ intention to use a mobile 
technology device to subjective norm, image, task/
technology fit, result demonstrability, perceived user 
resources, computer self-efficacy and the technology 
device characteristics. These factors are summarized 
graphically in Figure 1. These factors form the start-
ing point for the research interviews

rEsEarch oBJEctivE

Despite the purported advantages of mobile 
technology there is a distinct lack of adoption of 
this technology in the public healthcare sector in 
developing countries in general, and South Af-
rica in particular. The public healthcare sector is 
recognized as having lagged behind other South 
African industries, such as the financial sector, 
in the use and adoption of new information tech-
nologies (Bower 2005). ICTs encompass a wide 
range of technologies.

This research hopes to provide a better view 
as to what the significant factors influencing the 
adoption of innovative mobile technology solu-
tions by public healthcare doctors to support them 
in their daily clinical activity are. More specifi-
cally, the objective of this research is to identify 
key factors that hinder or assist doctors’ adoption 
of mobile technologies in healthcare.

Identifying these significant factors of in-
fluence will hopefully also provide an insight 

Figure 1. Significant influencing factors
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into how ICT solutions for healthcare should 
be developed, marketed, implemented and who 
the key stakeholders in the adoption process are. 
This research is particularly relevant because it 
cannot be assumed that research conducted in 
developed world contexts is applicable to devel-
oping countries.

rEsEarch mEthodology

The factors identified in the literature (see Figure 
1) forms the basis for the framework that could 
be tested against public healthcare doctors. This 
section addresses the problems of who to test the 
framework against and how it will be tested.

strategy

This research follows an exploratory qualitative 
research design strategy. It is exploratory since it 
is not directly involved with hypothesis testing and 
theory evaluation. It is more directly involved with 
laying a basic descriptive foundation to explain 
and understand the possible factors influencing 
adoption of a mobile technology device by doc-
tors. A qualitative study was chosen over a quan-
titative one since the former allows for a better 
understanding of the people, and the social and 
cultural context in which the technology adoption 
can occur. Also, richer data sets from which fac-
tors influencing the possible adoption of mobile 
technologies can be obtained by discourse between 
people instead of having them complete a ques-
tionnaire. We believe that our specific qualitative 
approach complements the quantitative approach 
adopted by (Wu et al 2007) who summarized a 
large number of quantitative adoption studies, and 
the evidence/opinion-based qualitative approach 
of (Lu et al 2005) into adoption factors.

site selection and sampling

The study was conducted in the two largest public 
healthcare facilities in Cape Town, namely the 
Groote Schuur Hospital (widely known because of 
the first heart transplant) and Tygerberg Hospital. 
These hospital are directly associated with the 
University of Cape Town and the University of 
Stellenbosch respectively. They are of similar size, 
offer very similar services, have similar adminis-
trative processes and are analogous to the rest of 
South Africa’s academic public hospitals.

Due to time, resource and financial constraints 
as well as the limited time availability of doc-
tors, a convenience sampling method was used. 
Possible doctors were identified by two doctors 
acting as the researcher’s contacts in the hospitals 
and were selected based on their willingness to 
take part in the research since all participation 
was voluntary. Although a convenience sample 
allowed the researcher to skirt many of the resource 
issues mentioned, this did come at the expense of 
possibly compromising the generalisability and 
representativeness (Pare 2004). In total, twelve 
doctors were interviewed. The interview sample 
was made up of doctors from each of the South 
African racial profiles.

data collection

Participant interviews were used as the primary 
source of gathering data. The interviews were 
semi-structured, with set questions as well as 
open-ended questions. Basic demographic data 
was also collected from the doctors. Key questions 
were developed around all the significant factors 
of influence identified during the literature review 
(Figure 1 above) with additional questions being 
derived from Chismar and Patton (2003). Ques-
tions were not necessarily asked in the order they 
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were set out since the conversation dictated which 
question would be asked next. The complete list 
of the questions is available from the authors. A 
checklist was kept during the interview to ensure 
that all questions were asked. Interaction and 
discussion usually led to further follow-up ques-
tions of both explanatory and exploratory nature 
(Ritchie & Lewis 2003).

The interview was recorded on an audio re-
cording device, freeing up the interviewer to more 
closely observe the interviewee and possibly gain 
some further insight from the visual clues provided 
by the interviewee. A protocol for conducting the 
interview was established. This ensured that each 
interview process was consistent. It also helped 
ensure that standard items like obtaining consent, 
providing the interviewee with basic informa-
tion about the research and informing them that 
the interview would be recorded, would not be 
forgotten.

As a departure point for starting the discus-
sion, pictures of other mobile technology devices 
were shown to the interviewees. In addition, the 
interviewees were also shown a physical Nokia 
9300 with a demonstration of some of the medical 
software obtained for the device, namely a drug 
formulary program, a fracture analysis program 
and a nutrition analysis program.

data analysis

There are many methods of analysis suggested 
for the interpretation of the data collected. These 
include Hermeneutics (Klein & Myers 1999), 
Grounded Theory (Sarker & Wells 2003), Semiot-
ics – which includes content analysis, conversation 
analysis and discourse analysis – and thematic 
analysis (Ritchie & Lewis 2003). However, these 
modes of analysis work to develop theory in most 
cases and fit closely with the interpretive paradigm 
(Fitzgerald & Howcroft 1998). A thematic analysis 
of the textual data was performed, as recommended 
by Ritchie and Lewis (2003).

The analysis process that was followed can be 
described as follows:

The recorded data from the interviews was • 
listened to. While listening to the record-
ing, reflective remarks about the interview 
and the data from the interview were made. 
This allowed for the visualization of the re-
searcher’s perceptions and ideas (Miles & 
Huberman 1994).
A coding scheme that is consistent with • 
the theoretical propositions identified 
during the literature review was then de-
veloped (Hammersley & Atkinson 1983). 
Additional codes were created for ideas 
presented by the interviewee that did not 
fit into the original coding scheme.
The coding scheme was used to allow the • 
segmentation of the data into units that are 
easily mapped to the theoretical proposi-
tions identified during the literature review. 
The scheme also allows for easier organi-
zation and retrieval of the data.
These codes were then grouped together • 
in logical units which formed higher order 
categories.
For these categories a response from each • 
interviewee was mapped. This formed the 
basis of a thematic chart. The visual nature 
of a thematic chart helped in discover-
ing connections between coded segments 
(Miles & Huberman 1994).
From this thematic chart, themes were de-• 
veloped by checking the occurrence of a 
certain idea and the language used by the 
interviewee.
These themes were then used to answer the • 
objectives of the study.

Findings and discussion

The results obtained by the analysis of the inter-
view data as well as a discussion of these results 
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are presented together in order to maintain a logi-
cal flow of information. Since the data analysis 
was done using a thematic analysis, the findings 
will be presented in the themes identified. These 
themes can also be referred to as the adoption 
factors identified.

postulated themes

Perceived Usefulness of 
a Mobile Device

The doctors agreed unanimously that the mobile 
technology device would be very useful and rel-
evant to them. Two of the older doctors, however, 
could only conceptualise the device being useful 
by providing information to them. This use as an 
information providing tool was confirmed when 
a doctor emphatically stated that he “currently 
carr[ies] 2 to 3 management reference books 
around with me. I know that there is an electronic 
version of all 3 books available for the iPaq.”

The younger doctors could conceptualise many 
other exciting uses for the device. A few of the 
solutions that really excited the doctors are:

Making paper records of patients obsolete: • 
“Such a device could make the need for 
paper records obsolete. All patient infor-
mation could be stored electronically and 
accessed from this device and not from the 
only PC assigned to an entire ward. This 
will make missing folders and folders not 
containing up-to-date patient information 
a thing of the past.”
Not having to struggle with reading illeg-• 
ible notes and other information: “Doctors 
handwriting is generally quite poor and il-
legible. This device could make incorrect 
prescriptions due to bad writing a thing of 
the past.”
Mobility: “• Patient information could be 
delivered to such a device when you walk 
into the ward. This would alleviate the need 

to consult the slow, outdated PC assigned 
to the floor.”
As a decision support tool: “• I will have the 
latest available patient management infor-
mation and with this can ensure that the 
patient is treated correctly.”

However the doctors did strongly indicate that 
the device would never be able to replace their 
skill and training and actually make the decision 
for them.

Most of the imagined uses envisaged by the 
doctors are a reality in more developed countries. 
Examples of mobile electronic patient record sys-
tems exist (Turisco & Case 2001). E-prescriptions 
systems which make the “illegible” handwriting 
problem of doctors obsolete also exist (Berkow-
itz 2002). The transmission of real-time patient 
information using mobile devices and telecom-
munication infrastructure has been implemented 
in Sweden and the Netherlands (Wu, Wang & Lin 
2005). There are also examples of medical refer-
ence material on mobile devices being useful in 
certain situations (Harkke 2005).

Social Influences

A strong statement against the effect of social 
influences guiding a doctor’s decision to use 
a mobile technology device was made. One of 
the older doctors hesitated when answering the 
questions regarding status. When clarifying her 
hesitation she stated: “Indian doctors, especially 
the older ones, were usually recommended by their 
parents to become a doctor.” This was usually 
for the prestige that came with being able to say 
that one’s child is a doctor as well as the desire to 
have their children “be better off than the parents”. 
This image of the medical profession being one 
of status was hard to totally avoid for an Indian 
doctor. The remainder of the doctors did not agree 
with the statement that status, image or peer influ-
ence will have some bearing on their decision to 
use the device. “I would not at all be influenced 
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to use this device by my peers nor would I think 
of it as increasing my status.”

There was one softly conflicting statement of 
“...as more doctors start using these devices you 
will become the odd one out for not using one…” 
but when explored further it developed into the 
fact that doctors would only use the device when 
found to be useful and relevant to their daily 
clinical activity: “If I see a colleague using such 
a device and he is able to provide better care to 
his patients I would most definitely be influenced 
to get one.”

Perceived User Resources

When asking the interviewees questions around 
perceived user resources, they were quite emphatic 
that they did not believe they would obtain support 
for the use of a mobile technology device from 
within the public healthcare environment. There 
was a feeling of hopelessness when talking about 
the public hospitals IT support structures. One 
aspect of the lack of support related to the level of 
skills: “I believe that the hospital IT department 
is not highly skilled and would take some time to 
adjust to support a more innovative device like 
this Nokia 9300.” It was also felt that the hospital 
IT department was under-resourced and would not 
be able to cope with the added support required 
for the mobile technology device: “They barely 
cope with just running the daily activities of the 
hospital. How will they cope with the added sup-
port required for this device?”

Even though doctors felt that public hospitals 
did not have the resources to support the use of such 
a device, they would not be negatively influenced 
by this: “The hospital might not support the device 
but that still will not stop me from using it.”

Computer Self-Efficacy

All the doctors interviewed considered themselves 
to be highly skilled professionals who had daily 
interaction with computers. “I have an interac-

tion with computers throughout my working day.” 
The fact that 10 of the 12 doctors did not have 
much prior experience with mobile technology 
devices did not scare them away from using the 
device: “As a highly skilled professional I think I 
am capable of learning to use a new technology 
from a user manual.”

Device Characteristics

Ten doctors expressed an initial concern that the 
limited screen size of the handheld devices might 
make it less useful: “Perhaps the screen on this 
device would not be able display information very 
legibly” and “I don’t think a web page will display 
very nice on such a small screen”. However, some 
were quite surprised at the amount of information 
displayed with the drug formulary program on the 
Nokia 9300: “That displays information in a very 
comprehensive manner and with one click of page 
down you can see the rest of the information.”

Both loss and theft of the device was also a 
major consideration for the doctors. “I think such a 
device would easily be able to get feet.” However, 
the two doctors who were high adopters of a mobile 
technology device said that doctors would have to 
learn to take care of the device in a similar manner 
in which they care for their stethoscopes.

The software demonstrated to the doctors was 
accepted with great enthusiasm. “That could most 
definitely help me as a look up when I don’t know 
what the drug does” and “You could look up side 
effects to make certain there will be no complica-
tions for the patient.” The doctors were enthusiastic 
that the technology would be able to help them 
deliver better quality care. This is supported by 
the uses they conceptualised for the device. One 
of the doctors working in an emergency trauma 
unit, where rapid diagnosis and accurate patient 
management are essential, was sure that a mobile 
device could further ensure that patient manage-
ment was in line with the diagnosis as well as 
being the most effective one and aiding in the 
fight for the patient’s life.
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Emerging Themes

A number of additional themes were identified 
during the analysis of the interview data. They 
do not form part of the original significant fac-
tors of influence identified during the literature 
review and appear to be specific to the healthcare 
environment.

Patient Influence

An addition to the social influences theme that 
was not part of the original significant factors 
was the patients’ perceptions of the doctor if they 
should see the doctor using a mobile technology 
device. When talking about a patient’s perception 
of the doctor if the patient should see the doctor 
using a mobile technology device to reference 
information from, there was a majority consensus 
that the patient’s perception would not negatively 
influence their decision to use the device. This 
was conveyed strongly through statements like: 
“It will help me improve the care and manage-
ment provided to the patient and result in a much 
improved patient outcome”; “I will not mind at all 
to use the device to look up information in front of 
a patient” or “Patients should understand or be 
educated that having the latest information avail-
able as a reference tool will be of great benefit to 
them at the end of the day”.

However, two doctors did say that they would 
be hesitant to use the device while sitting with the 
patient: “The patients might question my compe-
tence if they see me looking up information in 
front of them with this device. The same goes for 
looking up information from a book.” However, 
that would not stop them from using the mobile 
device to look up information, just that they would 
not do it while the patient was sitting with them. 
“I would most definitely use it when not in front of 
a patient” or “If I needed to look up information 
then and there I would go to another room and 
then come back.”

By contrast, it was also mentioned by one of 
them that patients are starting to move away from 
the idea that a doctor should know everything. 
They are generally starting to ask more questions 
about the conditions they are diagnosed with. He 
did say that a mobile device might be useful in 
explaining conditions graphically to patients, as 
they would more readily be able to understand a 
picture than a wordy explanation. “When patients 
ask questions about their medical condition, we 
could perhaps provide a clearer explanation to 
patients using such a device to display informa-
tion graphically.”

Malpractice Legal Suit

Another social influence factor was identified by 
the pattern of doctors wanting to use the mobile 
technology device as an information and deci-
sion support tool, reflecting the growing unease 
amongst the doctors of the increasing trend of 
malpractice legal suits being brought against doc-
tors. This device could help doctors prevent such 
a situation from arising: “This will help in action 
that could be taken against the doctor for incor-
rect treatment and management.” If such a device 
could keep a history of the patient and all decisions 
made regarding diagnosis and treatment, it could 
help defend the doctor’s decisions: “An audit of 
patient information and history, patient manage-
ment and drugs prescribed could be kept.”

This unease of legal action being brought 
against the doctor was also discovered during the 
discussion on patient influence. So long as the 
patient knew that the device was being used to 
make 100% certain that the correct diagnosis and 
management of the patient takes place, doctors 
would use the device in front of a patient.

Management and Government Support

Even though these two factors of hospital admin-
istration and government help could form part of 
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perceived user resources on a micro-scale it is 
the macro-scale that was being referred to by the 
doctors. They were referring to national govern-
ment and healthcare management and the fact that 
healthcare could not escape the political reality it 
found itself in. This is why these two factors are 
regarded as separate from the de facto definition 
of perceived user resources.

Support from the managerial structures of the 
hospital evoked responses tainted with a lot of 
emotion: “The people in hospital management 
have completely forgotten what it is like to be a 
doctor. They seem to be fighting for some of the 
wrong things.” There was a unanimous agreement 
between all doctors interviewed that absolutely no 
support would be garnered from the management 
of public hospitals for the purchase of mobile 
technology devices: “Even if we proved to them 
how useful such a device would be and how it 
would increase my productivity and improve 
patient outcomes, I really don’t think they would 
spend money on it.”

However, this stance is understandable in the 
context of South Africa as a developing country 
with more than 70% of working age adults being 
unemployed, 53% of the population living below 
the poverty line and 20% of the population being 
HIV positive (Department of Health, 2004). There 
are too many needs for the already thinly sliced 
portion of resources cake provided to the public 
healthcare sector by the South African govern-
ment with problems of HIV, TB and inadequate 
resources deemed to receive more share of the 
healthcare budget: “In a developing country like 
ours we have too many other health concerns to 
warrant healthcare budgetary expense on such 
a device”; “TB, HIV, infant mortality and cost of 
health services to the general public all take pri-
ority on already scarce financial resources” and 
“Our hospitals are overcrowded and you cannot 
spend money on a nice-to-have while you do not 
have beds for patients or doctors to service the 
patients.”

These findings show that there is a clear state-

ment being made by the doctors that no support 
would be given to them by the hospitals in the use 
of a mobile technology device. However, this lack 
of support for the adoption of a mobile technology 
device by the environment doctors find themselves 
in will not detract from there willingness to use the 
device. In fact 10 of the 12 said that they would 
purchase the device from their private funds as they 
could see many potential uses for the device: “So 
long as it does not cost too much and the benefit it 
will add is quite visible, I will not mind paying for 
it”; “I don’t think I would mind paying for such a 
device out of my own pocket if one can be found 
for about R3500” (≈ US$500). It was mentioned 
that if the use of the device was privately funded, 
hospital management would grab the opportunity 
to use the device in the hospital. “If a company 
like HP came and privately funded such a device 
they would jump at the opportunity.”

summary and conclusion

The data analysis revealed that the factors of job 
relevance, usefulness, task/technology fit, result 
demonstrability, computer self-efficacy and de-
vice characteristics were in agreement with the 
findings of previous research on ICT adoption in 
healthcare. The more technically competent doc-
tors are, the more likely their intention to use a 
mobile technology device. Where doctors found 
the device relevant and useful to their daily clinical 
activities, they would use the device. The better 
the device and its software could support them, 
the greater would be their intention to use such a 
device. Table 1 lists the adoption factors identified 
as significant during this research.

Could these factors form part of a generalised 
technology acceptance model for innovative 
technology in the South African public healthcare 
sector, along the same lines as (Wu, Wang & Lin, 
2007)? We suggest that the hospitals from which 
participants were obtained are comparable to the 
rest of the South African public hospitals: doctors 
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working in these hospitals face similar working 
conditions, challenges, administrative tasks and 
resource shortages. Their opinions could therefore 
be seen to be fairly representative for the South 
African public healthcare sector. This would mean 
that the factors identified could form a revised 
TAM for South African public hospitals; this could 
be researched using quantitative means.

In conclusion, the research shows that South 
African public healthcare doctors are eagerly 
looking for ways to support themselves in their 
daily clinical activities. They can conceptualise 

many uses for a mobile technology device, many 
of which are already a practical reality in countries 
like the USA, UK and many countries in Europe. 
Using the device as an information and decision 
support tool can be made a reality for public 
healthcare doctors in South Africa. This will not 
only provide much needed support to overworked 
doctors, it will also help improve healthcare 
outcomes for the majority of the South African 
public. The key stakeholders involved in the public 
healthcare function, the government, healthcare 
management and ICT industry, can help push the 

Table 1. Adoption factors identified by the research 

Factors Supports the 
literature?

Comments

Perceived usefulness of a 
mobile device

Yes In general a very positive perception of mobile technology devices by doctors was evident 
even though half of them had never come into contact with one before. They perceived 
the device being able to provide them with relevant information either via the internet or 
software for the device. They perceived the device as a reference tool, patient information 
tool and even contemplated its use as a decision support tool that could help in diagnosis 
and medication prescription.

Social influences No Doctors in public healthcare in the Western Cape display a professional maturity that 
does not allow factors like image or subjective norm to influence them.

Perceived user resources No Lack of resources to support their use of these devices by the hospitals did not negatively 
influence their intention to adopt. This could be attributed to the social circumstances 
South African doctors find themselves in, where they have learnt to cope with limited 
resources on a daily basis. Despite their extremely pressurised work environments, and 
poor hospital management and administration, patient care is uppermost in their minds.

Computer self-efficacy Yes Concurred with previous research (Chismar & Patton 2003), that due to the high self-
efficacy beliefs of doctors this factor can be ignored even when researching an innovative 
technology in a South African context.

Device characteristics Yes Doctors would be negatively influenced by characteristics they regarded as being im-
portant for them.

Task/technology fit Yes The medical profession is a very information intensive one (Harkke 2005) and doctors 
realised that this device would be able to help keep abreast of the latest information.

Result demonstrability Yes Doctors believed that the technology would be able to help them deliver better quality 
care to their patients.

Patient influence New Doctors did not feel intimidated by possible patient perceptions on their doctor’s use 
of the device. Most doctors did however expect that the patient perception would be 
positive anyway.

Fear of legal action New Underlying doctors’ perceptions of the device as an information tool was an unease in 
respect of malpractice legal suits. It was thought that the technology could aid the deci-
sions made. This could help reduce the possibility of incorrect diagnosis and treatment 
and perhaps legal action against the doctor.

Management and govern-
ment support

New Negative sentiments were expressed about the lack of national healthcare structures and 
government support for the use of such a device. Nevertheless this did not appear to influ-
ence their personal intention to adopt mobile technology. It was however felt that these 
structures should be providing more impetus for the use of these devices.
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adoption of these devices. The ICT industry could 
get involved by developing strategic partnerships 
with the public healthcare sector. These partner-
ships can be used firstly for the showcasing the 
potential of mobile devices to the public healthcare 
sector. Once an interest is shown the partnerships 
can be used for the development of standards, 
infrastructure and solutions. Government can 
involve themselves through e-government initia-
tives and push the concept of mobile technology 
and healthcare. Hospital management can become 
involved by starting to support initiatives to help 
doctors provide better quality care to patients by 
using these devices as they have envisaged in this 
research, as a reference-, decision support- and 
record keeping tool.

The interpretation of the research results 
should take into account a number of limitations. 
Firstly, the sample was quite small and, to an 
extent, self-selected. Also, other stakeholders, 
especially hospital management and patients, were 
not interviewed. Finally, the perceptions of mobile 
technology are influenced by potential and actual 
use thus many responses could have been based 
on incorrect or incomplete conceptualisations of 
potential mobile technology application(s).
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kEy tErms and dEFinitions

Adoption Model: A model that postulates 
a number of factors driving or influencing the 
adoption decision of individuals or organisations, 
e.g as used in the context of the adoption of a 

particular technology. Much research has been 
done around the empirical testing and valida-
tion of models proposed by various researchers. 
Most of the hypothesized adoption factors are 
typically not directly measurable or observable 
but are theoretical constructs themselves e.g. 
usability, user satisfaction. Their influences (or 
relationships) can be direct or indirect through 
intermediate factors (such as intention to adopt) 
and many models indicate that some factors may 
mediate the relationships between factors rather 
than exert a direct influence. Some models are 
multi-stage models. Some of the most widely 
research adoption models in the field of technol-
ogy adoption are the TAM (Technology Adoption 
Model), TAM2 (an extended version) and the 
UTAUT (Unified Theory of Acceptance and Us-
age of Technology).

Perceived usefulness/Job relevance: A new 
technology needs to be useful to its user. Useful-
ness of a technology can be measured indirectly 
by checking whether it causes a real (or perceived) 
increase in the adopter’s productivity by being 
relevant to the adopter.

Perceived user resources: The extent to which 
an individual believes that they have the personal 
and organisational support to use the device.

Subjective norm: An adoption factor which 
looks at the influence exerted by the social envi-
ronment of the adopter i.e. other people which the 
adopter may perceive as important. It is really the 
person’s perception of social normative pressures 
and relevant others’ beliefs whether the adopter 
should adopt or not. These people can be profes-
sional peers, colleagues, subordinates, parents, 
people of authority etc.

Image: This refers to the degree to which the 
proposed adoption of an innovation is likely to 
enhance the status or image of the adopter in his/
her social environment. Many people are heavily 
influence by their perceptions of the impression 
they make, or the status they have obtained within 
their social or professional circles. E.g. doctors 
may perceive the use of a mobile technology de-
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vice as enhancing their professional status within 
their working environment.

Task/technology fit: The alignment of a 
technology with current work practices. It was 
thought that doctors would more likely adopt a 
new technology if it aligned closely with their 
current work practices. The task/technology 
fit is in itself a complex, composite theoretical 
construct which has to be broken down into a 
number of sub-constructs or dimensions if one 
wishes to measure it empirically and a number 
of task/technology fit models have been proposed 
in the literature.

Result demonstrability: The degree to which 
the results or benefits of using the innovation 
are apparent i.e. how tangible or apparent these 
benefits are to the adopter. The technology should 
visibly improve the quality or effectiveness of 
the adopters’ work or processes e.g. the decision 
making process or the job output quality.
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aBstract

The objective of this study was to assess the current level of information technology use by primary care 
physicians in the U.S. Primary care physicians listed by the American Medical Association were contacted 
by e-mail and asked to complete a Web-based questionnaire. A total of 2,145 physicians responded. 
Overall, between 20% and 25% of primary care physicians reported using electronic medical records, 
e-prescribing, point-of-care decision support tools, and electronic communication with patients. This 
indicates a slow rate of adoption since 2000. Differences in adoption rates suggest that future surveys 
need to differentiate primary care and office-based physicians by specialty. An important finding is that 
one-third of the physicians surveyed expressed no interest in the four IT applications. Overcoming this 
barrier may require efforts by medical specialty societies to educate their members in the benefits of 
IT in practice. The majority of physicians perceived benefits of IT, but they cited costs, vendor inability 
to deliver acceptable products, and concerns about privacy and confidentiality as major barriers to 
implementation of IT applications. Overcoming the cost barrier may require that payers and the federal 
government share the costs of implementing these IT applications. 

introduction

The adoption of information technology (IT) to 
support the delivery of healthcare is recognized 
increasingly in many countries as an essential 

tool to improve patient care (Dick & Steen, 1997; 
Leaning, 1993; President’s Information Technol-
ogy Advisory Committee, 2004). Until recently, 
IT products available for healthcare providers 
mostly were designed for large organizations, 
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were business-oriented, complex to implement, 
and costly. Recent advances in technology have 
made IT applications more available to primary 
care physicians in smaller practices. Products are 
available that are modular; able to be integrated 
with different systems, and designed to fit the 
physician’s practice pattern without substantial 
investments in hardware, software, and mainte-
nance (McDonald & Metzger, 2002).

As a result, the introduction of computers and 
IT applications into primary care in countries with 
favorable government policies and financial incen-
tives has been rapid (Kidd, 2000; Mount, Kelman, 
Smith, & Douglas, 2000; Purves, Sugden, Booth, 
& Sowerby, 1999; Thakurdas, Coster, Guirr, & Ar-
roll, 1996). A number of English-speaking coun-
tries has experienced widespread implementation 
of information technology. The Harvard School 
of Public Health and the Commonwealth Fund’s 
International Symposium survey of primary care 
physicians found the following proportions of 
primary care physicians in the following countries 
who were using electronic medical records: U.S. 
(17%); Canada (14%); Australia (25%); New Zea-
land (52%); and the U.K. (59%). The survey also 
found the following use of electronic prescribing 
by primary care physicians: U.S. (9%); Canada 
(8%); Australia (44%); New Zealand (52%); and 
the U.K. (87%) (Harris Interactive, 2001a). 

The U.S. trails European countries in the use 
of information technology in patient care. Over-
all, 29% of general practitioners in the European 
Union use electronic medical records compared 
to only 11% in the U.S. Only three countries from 
the Organization for Economic Cooperation and 
Development (OECD)—Portugal, France, and 
Spain—lag behind the U.S. (Harris Interactive, 
2002b). Despite its potential to improve efficiency 
and quality of care, use of information technol-
ogy in healthcare lags behind other sectors of 
the economy in the U.S. In 2001, most of the 
$20 million invested in healthcare information 
technology was used to computerize financial 
systems (Goldsmith, Blumenthal, & Rishel, 2003). 

Less than 10% of U.S. hospitals had adopted 
electronic medical record systems and less than 
5% had implemented computerized physician 
order entry by 2001.

Given the increasing public attention to the 
importance of health information technology, the 
rate of IT adoption among primary care providers 
is important (Hillestad, et al., 2005). Accurate 
estimates of the adoption rate for information 
technology form the basis for policy regarding 
how to stimulate its use by physicians. The over-
all aim of this study was to determine primary 
care physicians’ use of information technology 
in patient care. The specific objectives included 
the following:

1. Estimating the proportion of primary care 
physicians who have adopted information 
technology applications in their practices.

2. Determining physician perceptions of the 
benefits of these IT applications.

3. Determining physician perceptions of the 
barriers to the adoption of IT applications 
in their practices.

Primary care in the U.S. is delivered by physi-
cians who comprise several specialties; namely, 
family practice (FP), internal medicine (IM), 
pediatrics (PEDS), and obstetricians and gyne-
cologists (OBGYN). One other group of physicians 
was included in the survey comprising medical 
specialties such as geriatrics and occupational 
medicine.

Four IT applications were selected for investi-
gation. First, electronic medical records (EMRs) 
are promoted as more comprehensive and acces-
sible to healthcare providers. Studies have shown 
that EMRs have the potential to reduce medical 
errors, especially when integrated with other 
applications such as decision support (Bates et 
al., 1998). Electronic prescribing involves the 
use of computers or hand-held devices to submit 
prescriptions to pharmacies electronically. E-
prescribing has the potential to improve efficiency, 
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to reduce prescription errors, and to improve com-
pliance with managed-care formularies (Miller, 
Gardner, Johnson & Hripcsak, 2005; Schiff & 
Rucker, 1998). Third, point-of-care decision sup-
port tools can improve the quality of patient care; 
for example, an antibiotic decision support system 
(Evans et al., 1998) and automated decision support 
alerts for contraindicated medications (Galanter, 
Didomenico & Polikaitis, 2005). Fourth, patients 
consistently have expressed a strong desire for 
online communication with physicians (Harris 
Interactive, 2005). This may involve e-mail que-
ries as well as online consultations. Electronic 
communication allows physicians to deliver better 
care and patients to assume greater responsibility 
for their own care. 

mEthods

survey method

A Web-based survey was developed to investigate 
primary care physicians’ use of the four IT appli-
cations described previously. These applications 
were selected because healthcare providers in the 
U.S. and the EU find them helpful and effective 
(Harris Interactive, 2003, 2005). Comparative data 
also exist from earlier surveys on the use, perceived 
benefits, and barriers to these applications. At the 
same time, earlier studies failed to differentiate 
primary care physicians by specialty. 

We describe the design and administration 
of the survey. A Web-based survey method was 
chosen, because it permitted us to survey a na-
tional sample of primary care physicians with 
a reasonable budget (Eysenbach, 2005; Lazar 
& Preece, 1999; Wyatt 2000). Also, we wanted 
to sample an Internet-literate population that is 
most likely to be early adopters in their practices 
(Rogers, 1983). 

survey design

The study was sponsored by the Quality Improve-
ment Working Group of the American Medical 
Informatics Association and the School of Public 
Health at St. Louis University. The e-mail that 
was sent out inviting primary care physicians to 
participate in the study contained a link to the 
Web-based survey (see Appendix). 

In order to facilitate comparisons to earlier 
surveys, items were adapted from other widely 
cited surveys; in particular, the annual Health 
Care Information and Management Systems 
Society (HIMSS) Leadership Survey (HIMSS, 
2002) and the Harris Interactive polls that were 
conducted in the U.S. and the EU (Harris Interac-
tive, 2002b, 2003). 

The questionnaire was divided into seven sec-
tions. The first section included information about 
the physician’s specialty and practice. The second 
section asked physicians to rate the priority of a 
number of Internet technologies. The next three 
sections listed specific financially focused, clini-
cally focused, and patient-focused IT applications. 
The physician was asked to indicate for each IT 
application if he or she (1) had implemented, (2) 
planned to implement within one year, (3) had no 
plans to implement but was interested in learning 
more, or (4) had no interest. Physicians also could 
respond by indicating that they didn’t know or that 
they chose not to answer that question. The sixth 
section asked physicians to rate the benefits of us-
ing IT applications on a Likert scale. Responses 
ranged from (1) high benefit to (4) not a benefit. The 
final section asked about barriers to implementing 
IT applications. Responses ranged from (1) not a 
barrier to (5) insurmountable barrier. A copy of 
the survey is included in the Appendix. 

Factor analyses were performed on the items 
that measured perceived benefits of the IT ap-
plication and on the perceived barriers to imple-
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mentation. A single factor accounted for 63% of 
the variance in the benefits items. The reliability 
based on Chronbach’s Alpha was 0.93. For the 
barriers items, a single factor accounted for 48% 
of the variance. The reliability was 0.86 based on 
Chronbach’s Alpha. 

sample

We contracted with SK&A Information Services 
to broadcast an e-mail invitation to primary care 
physicians to participate in the study. This com-
pany maintains a comprehensive list of physicians 
based on the AMA Physician Masterfile. The list 
is updated weekly through the use of surveys, 
publication mailings, and the U.S. Postal Services 
Address Correction Services. E-mail invitations 
to participate in the study were sent out to 31,743 
primary care physicians. Of these e-mails, 1,101 
were rejected due to invalid e-mail addresses. A 
total of 2,145 physicians responded, representing 
a 7.3% response rate to the survey. The software 
prevented respondents from completing the survey 

more than one time. Questionnaires from physi-
cians who were not currently practicing or who 
were not currently engaged in primary care were 
eliminated as were questionnaires with significant 
missing data. This resulted in a final sample of 
1,665 that was used in the analysis. 

Table 1 presents demographic data and practice 
information about the study sample. Sixty percent 
of the physicians were between 41 and 60 years 
of age, while 29% were younger. Three-fourths 
of the responding physicians were male. Almost 
75% practiced family medicine, internal medicine, 
or pediatrics, while 15% practiced obstetrics and 
gynecology and 9% other medical specialties. 
More than 88% of the respondents were primar-
ily clinicians. The other 12% held primarily 
administrative positions in their practices and 
were excluded from the final analysis. 

About 14% of the respondents were hospital-
based. Almost 18% of the physicians were in group 
practices of 10 or more; more than one-third of the 
respondents were in small group practices with 
less than 10 physicians, and 20% of the physicians 

Characteristic N %
Age

30 or less 16 1.1%
31–40 259 17.9%
41–50 537 27.0%
51–60 484 33.4%
61–70 108 7.4%
70 or above 46 3.2%

Gender
Male 1134 74.5%
Female 388 25.5%

Specialties
Family Practice 448 29.8%
Internal Medicine 368 24.5%
Pediatrics 324 21.5%
Obstetrics and Gynecology 225 15.0%
Other Medical Specialties 138 9.2%

Role
Physician 1972 88.4%
Administrative 176 11.6%

Type of Organization
Hospital 232 13.9%
Group: 10 or more 298 17.9%
Group: Less than 10 607 36.5%
Solo 327 19.6%
Other Settings 201 12.1%

Table 1. Physician characteristics of the study sample
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were in solo practice. The remaining 12% were in 
integrated health delivery service organizations, 
managed care organizations, and so forth. 

rEsults

use of information technology 

Table 2 shows the extent to which physicians 
in each specialty have implemented each of the 
four IT applications. Overall, only one out of 
four has implemented electronic medical records 
and report using point-of-care decision support 
tools. About 23% communicate electronically 
with patients. Only one out of five primary care 
physicians utilizes electronic prescribing. A sur-
prisingly high number of physicians indicated no 
interest in all of the IT applications. Thirty-six 
percent indicated no interest in decision support 

tools, while 31.3% and 23.5% evidenced no interest 
in electronic prescribing and electronic medical 
records, respectively. Almost 30% stated that they 
were not interested in electronic communication 
with patients. 

A greater proportion of internists report hav-
ing implemented all four of the IT applications 
in practice (p<0.05). Thirty-one percent have 
implemented electronic medical records; about 
26% have implemented electronic prescribing, 
decision support tools, and e-mail communication 
with patients. In general, OBGYNs are the least 
likely to have implemented any of the IT tools 
with the exception of electronic communication 
with patients (p<0.05). Less than one out of six 
of these physicians have implemented electronic 
medical records or electronic prescribing or deci-
sion support tools, and only one out of five have 
implemented electronic communication with 

Table 2. Use of information technology by primary care specialty (%)

Application FP IM PEDS OB/
GYN Other Total

Electronic Medical 
Records
 Implemented 23.2 31.2 23.0 16.4 40.6 25.8
 Plan to 
 implement 16.9 13.9 12.5 16.0 12.8 14.4

 Interested in 26.7 23.7 33.4 23.7 19.5 26.4
 No interest 24.8 21.2 19.7 31.5 21.8 23.5
 NA  8.4 10.0 11.5 12.3  5.3  9.5
Electronic Prescribing
 Implemented 17.7 26.4 20.4 13.3 24.0 20.1
 Plan to 
 implement 18.2 16.7 13.0 14.3 15.2 16.2

 Interested in 21.5 15.5 21.8 17.6 12.0 18.6
 No interest 31.1 30.2 30.6 35.2 34.4 31.3
 NA 11.6 11.2 14.1 19.5 14.4 13.8
Decision Support Tools
 Implemented 27.6 25.7 24.0 15.6 30.8 25.1
 Plan to 
 implement 16.6 11.1  9.4 10.1  8.7 12.0

 Interested in 11.2 11.5  9.4 15.6 11.5 12.2
 No interest 33.9 35.9 35.6 43.6 35.6 35.9
 NA 10.7 15.8 21.5 15.1 13.5 14.8
Electronic 
Communication
 Implemented 25.5 26.6 20.4 21.2 26.2 23.2
 Plan to 
 implement 11.4  7.1  8.2 10.1  1.6  8.7

 Interested in  9.3  6.5 12.1 11.1  9.5  9.9
 No interest 29.0 28.1 28.9 31.7 29.4 28.9
 NA 24.8 31.7 30.4 26.0 33.3 29.4
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patients. OBGYNs also expressed the least inter-
est in IT applications (p<0.05). More than 30% 
indicated no interest in electronic medical records, 
electronic prescribing, and e-mail communication 
with patients. More than 40% indicated no inter-
est in implementing decision support tools. There 
may be several major reasons for this low use of 
IT and lack of interest by OBGYNs. Most of the 
IT applications are general and may not meet the 
specific needs of this specialty. Also, there appear 
to be few published studies involving the use of 
IT by OBGYNs. 

Perceived Benefits and Barriers  

Overall, the majority of primary care physicians 
surveyed perceived benefits from implementing 
IT applications (see Table 3). Almost 75% indi-
cated that these applications could reduce errors; 
70% perceived IT as potentially increasing their 
productivity; more than 60% indicated that IT 
tools have the potential to reduce costs and to 
help patients assume more responsibility. Physi-
cians are less certain about some of the other 
potential benefits of IT applications. About half 
of the physicians surveyed evidenced skepticism 
that IT applications would shorten consultations 
and reduce the number of patients who seek un-
necessary healthcare. More than 40% felt that 
IT is unlikely to reduce unnecessary tests and 
treatments. 

More than 80% of primary care physicians 
report the lack of financial support for IT ap-
plications as a major barrier to adoption. This is 
followed by their perceptions that vendors fail to 
deliver acceptable products as primary barriers 
to implementing these tools (79.3%) (see Table 
4). In general, physicians perceive these barriers 
as difficult to overcome. Almost two-thirds of 
the physicians surveyed also cited the lack of a 
strategic plan for implementing applications and 
difficulty in recruiting experienced IT personnel 
as major barriers, while more than one-half cited 
lack of sufficient knowledge of IT as a barrier to 

implementation. At the same time, physicians 
indicated that these last three barriers easily could 
be overcome. 

predictors of it implementation

Table 5 provides the logistic regression models 
and predictors for implementing each of the IT 
applications. Demographic factors, specifically 
age and gender, were not associated significantly 
with the implementation of the four IT applica-
tions. In only one instance was there a significant 
difference between male and female physicians. 
Males were almost twice as likely to implement 
e-prescribing as females.

Physicians’ specialties did predict whether or 
not they had implemented certain IT applications. 
Pediatricians and obstetricians and gynecologists 
were significantly less likely to have implemented 
electronic medical records. In contrast, family 
practitioners were almost three times more likely 
to have implemented point-of-care decision sup-
port tools. Specialty was not a significant predictor 
of implementation of electronic prescribing and 
communication with patients.

Perceived benefits and barriers appear to be 
consistent predictors of whether or not primary 
care physicians implemented three of the four IT 
applications. Physicians who perceived that IT 
can reduce medical errors were one and one-half 
times more likely to have implemented electronic 
medical record, e-prescribing, and decision sup-
port tools. In contrast, physicians who cited lack of 
financial support and the considerable investment 
required to implement these applications as signifi-
cant barriers were less likely to have implemented 
all three of these IT applications. Physicians who 
perceived vendors as failing to deliver useful and 
acceptable products were significantly less likely 
to have implemented decision support tools. The 
decision to implement electronic communication 
with patients did not appear to be affected by 
demographic characteristics, specialty, or percep-
tions of benefits or barriers.
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Benefit High Medium Low None

Patients assume responsibility for 
monitoring symptoms/disease 23.6 38.7 22.1 15.6

Shorter consultations 17.0 29.1 20.9 32.9

Patients not seeking medical care when 
it was not needed 22.5 28.2 24.4 25.0

Patients coming in sooner for necessary 
treatment 33.8 29.6 18.4 18.3

Fewer unnecessary tests 29.4 27.9 16.1 26.5

Fewer unnecessary treatments 32.8 24.9 16.9 25.4

Fewer errors 53.4 21.4 10.5 14.7

Increased productivity 39.2 30.3 14.2 16.3

Reduced costs 37.5 25.5 15.4 21.6

Table 3. Perceived benefits of implementing IT applications (%)

Barriers No Barrier Easily 
Overcome

Overcome 
some effort

Overcome 
great effort Insurmountable

Lack of financial 
support  7.6  5.0 35.3 41.3 10.7

Vendors’ inability to 
deliver acceptable 
products

12.4  8.3 34.8 36.3  8.2

Acceptance by staff 17.8 23.9 41.6 15.3  1.3
Difficulty proving 
quantifiable benefits 14.8 18.0 38.7 24.6  3.9

Lack of strategic plan 
for implementing 19.7 15.2 35.7 25.3  4.1

Recruiting experienced 
IT personnel 22.0 17.6 31.7 24.0  4.8

Retaining experienced 
personnel 24.6 17.9 36.6 18.1  2.8

Insufficient knowledge 
of IT applications 15.0 22.5 41.4 19.3  1.7

Considerable 
investment in IT 
applications

 6.1  6.9 28.8 47.6 10.6

Table 4.  Perceived barriers to implementing IT applications (%)

discussion

Adoption of electronic medical records has been 
the most widely surveyed IT application. A review 
of 22 studies of outpatient electronic medical re-
cord (EMR) adoption from 1998 to 2002 suggested 
a utilization rate of 20% to 25% at the time of the 
surveys (Brailer & Terasawa, 2003). However, data 
from the U.S. National Ambulatory Medical Care 
Survey (NAMCS) indicated that in 2001, only 

17% of office-based physicians used electronic 
medical records (Burt & Hing, 2005). 

These studies vary considerably in terms of 
how respondents were selected and their gener-
alizability to a physician population. Many of 
the studies are unscientific and utilized surveys 
of meeting attendees. Only three of the 22 stud-
ies reviewed were rated as generalizable. Also, 
most of these studies do not differentiate among 
physicians by specialty. Consequently, there is 
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only limited data on adoption of EMRs by spe-
cialty. The 2002 Health Care Information and 
Management Systems Society (HIMSS, 2002) 
survey administered to attendees and exhibi-
tors at the annual conference found that 42% of 
internal medicine practices and 30% of family 
medicine practices reported using EMRs. These 
rates show little change from the HIMSS survey 
in 2001. However, since only meeting attendees 
were surveyed, it is impossible to extrapolate 
these results to the U.S. primary care physician 
population as a whole. 

There are fewer studies of the adoption of other 
IT applications such as electronic prescribing 
and online communication between physicians 
and patients. The National Ambulatory Medi-
cal Care Survey (NAMCS) indicated that only 
8% of office-based physicians in 2001 ordered 
prescriptions electronically (Burt & Hing, 2005). 
The Harris Interactive study that compared use 
of IT by U.S. general practitioners to European 

physicians found that 17% of physicians in primary 
care practices reported that they used EMRs, and 
9% reported using electronic prescribing (Harris 
Interactive, 2002a). This survey also dates back 
to 2000-2001. Neither study differentiates physi-
cians by specialty.

More recent information is needed about 
the extent to which primary care physicians use 
information technology for patient care, patterns 
of use, and perceived barriers to use of IT. Many 
of the surveys discussed earlier were undertaken 
before the year 2000. The NAMCS statistics on 
uses of computerized clinical support systems 
in medical settings are based on office-based 
physician practices rather than only on primary 
care physicians (Burt & Hing, 2005). The Har-
ris Interactive study reports aggregate statistics 
for primary care physicians and specialists. Our 
survey examined IT applications that appear to 
offer the greatest potential to primary care phy-
sicians in providing high-quality patient care. It 

Characteristic EMR E-Prescribing Decision Support E-Communication
 Age

30 or less 1.000 1.000 1.000 1.000
31–40 0.668 1.474 0.761 1.360
41–50 0.421 0.401 0.760 1.614
51–60 0.568 0.392 0.660 1.157
61–70 0.530 0.503 0.606 1.393
70 or above 0.503 0.706 0.499 1.393

Gender
Male 1.175 1.942** 1.094 1.066
Female 1.000 1.000 1.000 1.000

Specialties
FP 1.420 1.433 0.591** 0.924
IM 0.712 1.125 0.957 0.851
Pediatrics 0.513** 0.622 1.206 0.616
OBGYN 0.406** 0.957 1.180 0.586
Other 1.000 1.000 1.000 1.000

Benefits
Fewer Errors 1.541** 1.574** 1.238* 1.086
Increased 
Productivity 1.023 1.282* 1.157 0.919

Reduced Costs 0.804* 0.724** 0.788* 0.868
Barriers

Lack of Financial 
Support 1.591** 1.452** 1.296* 0.960

Vendors’ Failure to 
Deliver 1.169 1.211*  1.309** 1.108

Considerable 
Investment 1.207 1.271* 1.221 1.278

Table 5. Predictors of the implementation of IT applications (odds ratios)

**p<0.01 *p<0.05
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also differentiates primary care physicians by 
specialty. 

This study provides evidence from a large 
sample of U.S. primary care physicians that there 
is limited implementation of clinical and patient 
care IT applications. Overall, only about 25% 
of primary care physicians have implemented 
electronic medical records, e-prescribing, point-
of-care decision support tools, or electronic 
communication with patients. These results are 
similar to those from a Harris Interactive survey of 
400 U.S. physicians conducted in 2001 and other 
earlier studies indicating a slow rate of adoption 
However, the proportion of physicians who have 
implemented e-prescribing has almost doubled 
from 11% to 20% since 2001. This may be due 
in part to improvements in the technology, such 
as the use of wireless devices. 

Of concern is the finding that almost one out of 
three primary care physicians surveyed expressed 
little or no interest in the four IT applications. This 
may indicate that while two-thirds of primary care 
physicians perceive that implementation of IT can 
reduce costs and errors and help patients assume 
more responsibility for their medical conditions, 
a significant number of these physicians does 
not perceive the advantages of implementing IT 
technologies to provide patient care. One way of 
overcoming this barrier may be for medical spe-
cialty societies to offer seminars, short courses, 
and/or Web seminars on IT for CME credit with 
a focus on those features that are most useful to 
physicians in that specialty.

Age and gender on the whole do not appear 
to predict implementation of these four IT ap-
plications. However, there are significant differ-
ences in implementation among the specialties. 
A greater proportion of internists report having 
implemented all four IT applications. Pediatri-
cians and obstetricians and gynecologists are less 
likely to have implemented EMRs, while family 
practitioners are more likely to have implemented 
decision support tools. OBGYNs, in particular, 
have been slow to adopt IT in practice. Only 16% 

have implemented EMRs and decision support 
tools. Even less, 13%, have implemented electronic 
prescribing. The slow adoption of IT applications 
by this specialty group may be due to the fact that 
these tools fail to address the special needs of this 
group of physicians. Also, OBGYNs may need to 
see more studies that demonstrate how these tools 
can help them to improve their practices.

This finding suggests that future surveys that 
assess adoption of IT applications by physicians 
need to differentiate by specialty rather than to 
treat primary care physicians or office-based 
physicians as homogeneous groups. Efforts to 
encourage IT adoption by physicians need to be 
tailored to specific specialty groups by emphasiz-
ing features of the technology that are particularly 
useful to that specialty.

Perceptions of benefits and barriers are sig-
nificant predictors of implementation of three of 
the four applications. Physicians who perceive 
that EMRs, e-prescribing, and decision support 
tools can help them to reduce medical errors are 
significantly more likely to have implemented 
these technologies. At the same time, perception of 
barriers is a significant impediment to implemen-
tation (Anderson, 1997, 1999; Harris Interactive 
2001b). Those physicians who perceived lack of 
financial support and high investment cost re-
quired were much less likely to have implemented 
these three IT applications. Also, physicians cited 
lack of experience and knowledge of IT as bar-
riers. This may indicate that physicians may feel 
that learning to use IT applications in practice 
may require too much time and energy by them 
and their staff in order to achieve the perceived 
benefits. Consequently, a key to increased use 
of patient care IT applications by primary care 
physicians may be to convince them that the 
benefits significantly outweigh the barriers, 
primarily cost. Also, physicians do not perceive 
vendors as delivering acceptable IT products that 
meet their needs. More than 70% of physicians 
who responded to the survey perceived vendors’ 
unresponsiveness as a barrier to implementation 
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of IT. It may be necessary for vendors to exam-
ine more thoroughly the needs of primary care 
physicians and how their IT applications fit into 
clinical practice in order to convince physicians 
to adopt them.

Other studies have indicated that lack of 
funding and costs are the largest barriers to the 
adoption of EMRs. Surveys have found that 50% 
or more of respondents cited lack of adequate 
funding as the major barrier to implementation 
(HIMSS, 2002; Medical Group Management As-
sociation, 2001; Medical Records Institute, 2002; 
Miller & Sims, 2004). This perception is based 
on the fact that implementation of some IT ap-
plications such as EMRs requires large up-front 
investment and ongoing maintenance costs. A 
study by the California Health Care Foundation 
(2003) estimated that the cost of implementing a 
computerized physician order entry (CPOE) sys-
tem in an ambulatory care practice ranges from 
$15,000 to $50,000 per physician with a median 
cost of $30,000 per physician. 

Overcoming the cost barrier will be difficult 
and may require incentives by payers and the gov-
ernment. An example is New Zealand, Australia, 
and the U.K., which have introduced government 
funding programs to stimulate adoption and use 
of EMRs (Bates, Ebell, Gotlier, Zapp & Mullins, 
2003). Professional associations also can facili-
tate adoption of IT. The American Academy of 
Family Physicians, through a nonprofit founda-
tion, is developing low-cost, open-source EMR 
software that will be available to physicians with 
no licensing fee. 

Decisions to implement electronic communi-
cation with patients appear to be independent of 
perceptions of benefits and barriers. Barriers to 
electronic communication with patients may be 
different than barriers to the other IT applications. 
Physicians generally express concerns about the 
legal status of these communications and concern 
about the security of patient information sent over 
the Internet.

One of the limitations of this study is the low 
response rate (7.3%). Low response rates are one 
of the major limitations of Web-based surveys in 
general (Eysenbach, 2005). A systematic review of 
17 Internet-based surveys of health professionals 
found that reported response rates ranged from 
9% to 94% (Braithwaite, Emery, de Lusignan 
& Sutton, 2003). Most of these studies utilized 
professional e-directories. Some used commercial 
organizations’ e-mail directories or recruited 
volunteers via Web sites of electronic discussion 
groups. Six of the 17 studies reviewed did not 
report response rates. A meta-analysis of response 
rates in Web- and Internet-based surveys found 
that the mean response rate for 68 surveys was 
39.6% with a standard deviation of 15.7% (Cook, 
Heath & Thompson, 2000). Other researchers 
have reported similarly low response rates of 18% 
for a study of physicians in Hong Kong (Leung, 
Johnston, Ho, Wong & Cameo, 2001).

One study of general practitioners’ use of deci-
sion support for management of familial cancer 
sent five separate e-mail reminders and achieved 
a response rate of 52.4% (Braithwaite, Sutton, 
Smithson & Emery, 2002). In the case of our study, 
the high cost of sending additional reminders to 
physicians precluded our doing so. 

Since our survey was administered online and 
did not include an alternative mail survey, there 
is a risk of over-sampling respondents who are 
more likely to utilize computers in their practices. 
Our sample was drawn from physicians with e-
mail addresses listed by the American Medical 
Association (AMA). These physicians may be 
knowledgeable about IT applications and more 
likely to implement them in patient care. This 
sample design was adopted since we wanted to 
sample an Internet- and computer-literate popula-
tion of primary care physicians. These physicians 
are most likely to be early adopters of IT applica-
tions in their practices. Consequently, estimates 
of implementation reported in this study are 
likely to be higher than for the entire population 
of primary care physicians. 
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At the same time, limitations on the generaliz-
ability of the results apply to many of the earlier 
reported studies of IT adoption by physicians 
(Brailer & Terasawa, 2003). The HIMSS surveys 
were voluntary surveys administered to confer-
ence attendees (HIMSS, 2002). The MediNetwork 
2002 Medical Group Office Management Systems 
Survey was voluntary and reported a 7.52% 
response rate. The AHA Most Wired Survey 
2002 and the Medical Records Institute Survey 
of Electronic Health Record Trends and Usage 
sponsored by SNOMED were online voluntary 
surveys and did not report response rates. Com-
parative data for the U.S. and the E.U. reported 
by Harris Interactive did not report response 
rates. Data on the E.U. countries were based on 
the EuroBarometer 104 conducted in June/July 
2001. U.S data were collected by Harris Interac-
tive. Our study is an improvement over a number 
of these earlier studies in which there are serious 
questions about the reliability and the generaliz-
ability of results due to flawed study design or 
industry sponsorship (e.g., the HIMSS Leadership 
Survey). Also, earlier studies with few exceptions 
failed to differentiate primary care physicians or 
office-based physicians by specialty.

In this study, no attempt was made to specify 
specific features of each of the four IT applica-
tions. Physicians simply were asked if they had 
implemented or intended to implement each ap-
plication. However, features of each application 
vary considerably from practice to practice. For 
example, an EMR in addition to patient problem 
lists, medications, allergies, tests, and personal 
information and medical history may be linked 
to an electronic prescribing system and evidence-
based decision support tools. 

conclusion

The present study has documented the extent to 
which primary care physicians use IT in providing 
patient care. Variation among different primary 

care specialty groups is an important finding as 
is the finding that one out of three primary care 
physicians expressed no interest in using any of 
the four IT applications for patient care. More-
over, the finding that perceived that benefits and 
barriers are the most significant predictors of 
IT implementation has implications for strate-
gies to promote implementation of IT in clinical 
practice. Primary care physicians will need to be 
convinced that the benefits of these tools outweigh 
their costs. Also, vendors will need to be more 
responsive to the needs of primary care physi-
cians. Finally, overcoming the costs barrier will 
require incentives and/or cost sharing by payers 
and the federal government. 
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appEndix

Dr. <name>

The Quality Improvement Working Group of the American Medical Informatics Association 
in conjunction with the School of Public Health at St. Louis University is undertaking a survey 
of physician experience with information technology at the point of care. The survey is being 
performed under contract with the Social Research Institute at Purdue University and funded 
by the Center for Education and Research in Information Assurance and Security.

To participate, simply click on the link below and you will be directed to the Social Research 
Institute Web site at Purdue University. Please complete the short survey. Your responses will 
be kept strictly confidential and will be used solely for academic research purposes. We are 
grateful for your willingness to provide your valuable perspective on the real implementation 
experience of a physician using information technology at the point of care. 

If you have any questions, please contact:

James G. Anderson, Ph.D.
Professor of Medical Sociology 
Purdue University
Chair Elect, Quality Improvement Working Group
American Medical Informatics Association
Andersonj@soc.purdue.edu

E. Andrew Balas, M.D.
Dean and Professor 
School of Public Health
St. Louis University
Chair, Quality Improvement Working Group
American Medical Informatics Association
balasea@slu.edu

CLICK HERE <Web site Address>
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which of the following best describes your role within your organization:

 1. Physician
 2. Director
 3. Scientist
 4. President 
	 5.	Chief	of	Executive	officer	
 6. Medical Director 
	 7.	Chief	Medical	Officer
 8. Vice President of Medical Services
 9. Other

 a. don’t know
 b. I choose not to answer

which of the following best describes the environment where you spend most of your workday:

 1. Hospital
 2. Medium or large group practice or clinic (10 or more physicians)
 3. Small group practice or clinic (less than 10 practicing physicians)
 4. Solo Practice
 5. Integrated Health Delivery Service Organization
 6. Long Term Care
 7. Managed Care Organization (MCO)
 8. Mental and Behavioral Services
 9. Other

 a. don’t know
 b. I choose not to answer

which of the following internet technologies are priorities during the next year:

 Upgrading Security of medical information for HIPAA compliance 
 1. High Priority
 2. Medium Priority
 3. Low Priority
 4. Not a Priority
 
 a. don’t know
 b. I choose not to answer
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 Reducing Medical Errors
 1. High Priority
 2. Medium Priority
 3. Low Priority
 4. Not a Priority

 a. don’t know
 b. I choose not to answer

 Promoting Patient Safety
 1. High Priority
 2. Medium Priority
 3. Low Priority
 4. Not a Priority

 a. don’t know
 b. I choose not to answer

 Reducing Costs
 1. High Priority
 2. Medium Priority
 3. Low Priority
 4. Not a Priority

 a. don’t know
 b. I choose not to answer

 Increasing Productivity
 1. High Priority
 2. Medium Priority
 3. Low Priority
 4. Not a Priority

 a. don’t know
 b. I choose not to answer
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internet tools

Which of the following financial-focused Internet Technology tools have/ do you plan to implement:

 Connectivity to payers
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

Assistance in coding patient visits
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

 Electronic charge capture
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

which of the following clinically focused internet tool have or do you plan to implement:

 Document scanning/imaging
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer
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 Transcription/voice recognition
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

 Electronic team messaging between clinic staff
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

 Electronic lab order entry
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

 Electronic routing of test results
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

 Electronic medical record
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer
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 Electronic Prescribing
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

 Point–of-Care decisions support tools
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

which of the following patient-focused internet tools do you have or plan to implement:

 Incoming telephone call management
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

 Automated telephone appointment reminders
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer
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	 Automated	patient	notification	of	test	results
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

 Automated telephone patient reminders for health prevention
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

 Electronic communication between physicians and patients
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer

 Internet site with health information links for patients
 1. Have implemented 
 2. Plan to implement within 1 year
 3. No plans to implement but interested in learning more
 4. No interest

 a. don’t know
 b. I choose not to answer
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In general, what have been the benefits for the  health service  of your patients using IT applications?

 Patients assuming more responsibility for monitoring their symptoms/disease?
	 1.	High	Benefit
	 2.	Medium	Benefit
	 3.	Low	Benefit
	 4.	Not	a	Benefit

 a. don’t know
 b. I choose not to answer 
                               
 Shorter consultations
 1.	High	Benefit
	 2.	Medium	Benefit
	 3.	Low	Benefit
	 4.	Not	a	Benefit

 a. don’t know
 b. I choose not to answer 

 Patients not seeking medical help when it was not needed                                 
	 1.	High	Benefit
	 2.	Medium	Benefit
	 3.	Low	Benefit
	 4.	Not	a	Benefit

 a. don’t know
 b. I choose not to answer 
                                                                                                              
 Patients coming in sooner for necessary treatment
	 1.	High	Benefit
	 2.	Medium	Benefit
	 3.	Low	Benefit
	 4.	Not	a	Benefit

 a. don’t know
 b. I choose not to answer 



 Computerization of Primary Care in the United States

406 

 Fewer unnecessary tests
	 1.	High	Benefit
	 2.	Medium	Benefit
	 3.	Low	Benefit
	 4.	Not	a	Benefit

 a. don’t know
 b. I choose not to answer 

 Fewer unnecessary treatments
	 1.	High	Benefit
	 2.	Medium	Benefit
	 3.	Low	Benefit
	 4.	Not	a	Benefit

 a. don’t know
 b. I choose not to answer 

 Fewer errors
	 1.	High	Benefit
	 2.	Medium	Benefit
	 3.	Low	Benefit
	 4.	Not	a	Benefit

 a. don’t know
 b. I choose not to answer 

 Increased productivity 
	 1.	High	Benefit
	 2.	Medium	Benefit
	 3.	Low	Benefit
	 4.	Not	a	Benefit

 a. don’t know
 b. I choose not to answer 

 Reduced costs
	 1.	High	Benefit
	 2.	Medium	Benefit
	 3.	Low	Benefit
	 4.	Not	a	Benefit

 a. don’t know
 b. I choose not to answer 
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Barriers to implementation

to what extent are the following barriers to implementing it applications:

 Lack of Financial Support
 1. Not a barrier
 2. Barrier easily overcome 
 3. Barrier overcome with some effort
 4. Barrier overcome with great effort
 5. Insurmountable barrier

 a. don’t know
 b. I choose not to answer

 Vendors inability to effectively deliver an acceptable product
 1. Not a barrier
 2. Barrier easily overcome 
 3. Barrier overcome with some effort
 4. Barrier overcome with great effort
 5. Insurmountable barrier

 a. don’t know
 b. I choose not to answer

 Acceptance by the staff 
 1. Not a barrier
 2. Barrier easily overcome 
 3. Barrier overcome with some effort
 4. Barrier overcome with great effort
 5. Insurmountable barrier

 a. don’t know
 b. I choose not to answer

	 Difficulty	proving	quantifiable	benefits
 1. Not a barrier
 2. Barrier easily overcome 
 3. Barrier overcome with some effort
 4. Barrier overcome with great effort
 5. Insurmountable barrier

 a. don’t know
 b. I choose not to answer
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 Lack of a strategic plan for introducing application
 1. Not a barrier
 2. Barrier easily overcome 
 3. Barrier overcome with some effort
 4. Barrier overcome with great effort
 5. Insurmountable barrier

 a. don’t know
 b. I choose not to answer

 Recruiting experience IT personnel
 1. Not a barrier
 2. Barrier easily overcome 
 3. Barrier overcome with some effort
 4. Barrier overcome with great effort
 5. Insurmountable barrier

 a. don’t know
 b. I choose not to answer
       
 Retaining experience personnel
 1. Not a barrier
 2. Barrier easily overcome 
 3. Barrier overcome with some effort
 4. Barrier overcome with great effort
 5. Insurmountable barrier

 a. don’t know
 b. I choose not to answer

	 Insufficient	knowledge	of	IT	applications
 1. Not a barrier
 2. Barrier easily overcome 
 3. Barrier overcome with some effort
 4. Barrier overcome with great effort
 5. Insurmountable barrier

 a. don’t know
 b. I choose not to answer
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 Requirement of a considerable investment in IT applications
 1.  Not a barrier
 2.  Barrier easily overcome 
 3.  Barrier overcome with some effort
 4.  Barrier overcome with great effort
 5.  Insurmountable barrier

 a. don’t know
 b. I choose not to answer

This work was previously published in International Journal of Healthcare Information Systems and Informatics, Vol. 1, Issue 
3, edited by J. Tan, pp. 1-23, copyright 2006 by IGI Publishing (an imprint of IGI Global).
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aBstract

The global burden of disease falls most heavily on people in developing countries. Few resources for 
healthcare, geographical and infrastructure issues, lack of trained staff, language and cultural diver-
sity and political instability all affect the ability of health providers to support effective and efficient 
healthcare. Health information systems are a key aspect of improving healthcare, but existing systems 
are often expensive and unsuitable. Open source software appears to be a promising avenue for quickly 
and cheaply introducing health information systems that are appropriate for developing nations. This 
article describes some aspects of open source e-health software that are particularly relevant to develop-
ing nations, issues and problems that may arise and suggests some future areas for research and action. 
Suggestions for critical success factors are included. Much of the discussion will be related to a case 
study of a training and e-health project, currently running in the Himalayan kingdom of Bhutan.
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organization oF this articlE

This article is organized around a number of sec-
tions. The introduction outlines the rationale of the 
article and deals with some aspects of open source 
software (OSS) that make it attractive for software 
development in the health domain for low-income 
countries. The methodology section then introduces 
the framework of assessment that is being used. The 
majority of this article describes a case study of a 
project run by the authors in Bhutan in the obstetric 
domain. Critical success factors for such a project 
are then analyzed and some conclusions are drawn. 
The discussion covers some of the issues that have 
arisen from this experience, and articulates some 
lessons learned.

introduction

This project deals with the intersection of a number 
of domains, as shown in Figure 1. 

E-health

E-health has become a popular term for the 
transformation of healthcare that has occurred 

through the use of electronic communications, 
in a conscious imitation of “e-business.” E-health 
encompasses more than the traditional electronic 
health record. It involves the use of information 
and communications technologies in the widest 
sense, including telemedicine, Web-based health 
and mobile devices for healthcare. A definition 
has been proposed, after comprehensive analysis, 
in Pagliari et al. (2005):

E-health is an emerging field of medical informat-
ics, referring to the organization and delivery of 
health services and information using the Internet 
and related technologies. In a broader sense, the 
term characterizes not only a technical develop-
ment, but also a new way of working, an attitude, 
and a commitment for networked, global thinking, 
to improve healthcare locally, regionally, and 
worldwide by using information and communica-
tion technology.

This definition is actually adapted from a previ-
ous one in an editorial which discussed the scope 
of “e-health” (Eysenbach, 2001). The globalized 
and networked aspects are particularly important 
in our case study—the emphasis is on communica-
tion and collaboration rather than distance 

Figure 1. Research domains
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health information systems

Health information systems (HIS) often have three 
main objectives: to improve patient care, improve 
management and form part of a quality improve-
ment program. However, these objectives—as 
described by Littlejohns, Wyatt and Garvican 
(2003), are not always achieved. As part of a HIS 
implementation there are often major changes 
to workflow and practice, large expenditures on 
hardware including computing and communica-
tions, and system integration, as well as software 
development, training and implementation. Fail-
ures occur in HIS development often due to a lack 
of understanding of the complexity of the project 
(Littlejohns et al., 2003). Interestingly, OSS ap-
pears to answer some of these issues by providing 
more stable—if less feature-rich—software, and 
providing a generally larger pool of developers 
and users than for proprietary software.

open source software

Open source software (OSS) has gained very 
wide acceptance particularly in the Web server 
community. Projects such as Apache (Mockus, 
Fielding, & Herbsleb, 2000) have involved large 
scale participation, and dominant market share. 
In the healthcare domain, Sourceforge.net lists 58 
applications for download. Many of the applica-
tions are extremely specialized, but on the other 
hand, some like the Web Interface Repository 
server (WIRM), (Jakobovits, Rosse, & Brinkley, 
2002)  are effectively complete development 
environments. This article will argue that suc-
cessful development and use of OSS in healthcare 
requires a number of critical “success” factors, 
and that these reflect both the nature of OSS 
projects in the wider world and particular aspects 
relevant to healthcare. OSS can be seen as part of 
a wider movement  that has been characterized 
as innovation from the user community (Hippel, 
2001). This emphasizes the point that OSS is not 

just “free” but also is able to be modified by the 
community that uses it. 

dEvEloping nations and thE 
casE oF Bhutan

Health information systems are important for de-
veloping nations as well as industrialized ones. A 
large review of the use of information technology 
in primary care in developing countries (Tomasi, 
2004) identified five main areas of application—
data processing in the healthcare system, decision 
support, electronic data transmission, electronic 
patient records and telemedicine. Many develop-
ing countries have low levels of trained clinical 
staff, and this can increase the load on second-
ary and tertiary providers. In order to audit their 
performance, and increase efficiency, electronic 
records and workflow systems can reduce the 
workload on the staff available.

Both of these aspects are particularly important 
for developing nations for a number of reasons:

• Developing nations have extremely limited 
health budgets, but the burden of disease on 
individual households can be very large. For 
example, up to 100% of household income 
being spent on end-stage care for AIDS 
patients in some nations in Africa (Russell, 
2004). 

• Developing nations often have a diverse 
mixture of groups within them, and it cannot 
be assumed that all citizens have a common 
language. Even when a common language 
exists, it may be spoken by a relatively small 
percentage of the world’s population, and 
commercial development of software using 
that language may not be feasible.

• Infrastructure and resource constraints, in 
particular for network connectivity, may 
reduce the utility of high-performance sys-
tems routinely used in the west. For example, 
PACS systems involving transmission of 
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large images via network connections may 
not be practical, but memory stick-based 
approaches may be feasible (Parry, Sood, 
& Parry, 2006).

• Open source approaches allow the develop-
ment of expertise in multiple sites away from 
large commercial organizations. Therefore, 
they can encourage the upskilling of software 
developers in smaller centers. This expertise 
can be applied to the localization of standard 
packages and the development of a solid base 
for software support. In this aspect, both 
the development and the use of open source 
software can be beneficial in the education 
sector. Developing nations often have large and 
increasing numbers of young, educated people 
available for project development. OSS tools 
are attractive for teaching information systems 
development because of cost, wide availability 
of documentation and localized versions being 
available. For example, Debian translators 
are available in over 80 l language versions 
including Dzonga—the national language of 
Bhutan.

• Commercial software suppliers may be re-
luctant to sell advanced software packages in 
developing nations because of the difficulty 
of arranging support and the perceived threat 
of piracy.

• Developing nations’ health systems often 
have a complex collection of groups work-
ing within them including governments, 
commercial organizations, local and inter-
national charities and international official 
organizations. The requirement for reporting 
and data analysis may well be more complex 
than in industrialized nations.

• Infrastructure developed to support call-
center development or tourism, including 
Internet and telecommunications technol-
ogy, is easily adapted to allow links between 
nations. Because OSS tools are supported via 
the Web, this approach avoids the reliance 
on expensive and out-of-date paper manu-

als and development kits. OSS’s licensing 
structure allows cross-national projects to 
be completed much more easily.

• Mobile devices have particular promise for 
e-health in developing nations (Iluyemi, 
Fitch, Parry, & Briggs, 2007). Mobile OSS 
development is a particularly active area 
of research (Raento, Oulasvirta, Petit, & 
Toivonen, 2005).

The case study in this article deals with the in-
tersection of a number of research domains, (Figure 
1), which means that the choice of methodology for 
analysis may be challenging. There have been some 
recent papers on the use of OSS in health informa-
tion systems, focused mainly on developed country 
applications (Kantor, Wilson, & Midgley, 2003; 
McDonald et al., 2003). Interestingly, these papers 
point out that the use of OSS in healthcare is not new 
and that although perhaps small-scale, this work has 
been consistently ongoing. However, these papers do 
emphasize the potential gains to be had by the use of 
0SS in healthcare both in terms of health providers 
and also developers.

Because of the widely varying state of commu-
nications infrastructure in developing countries, 
western models of development which emphasize 
in-hospital systems linked by fixed line, high-
capacity networks may not be appropriate. In the 
context of less developed countries, there have 
been a number of telemedicine projects, often 
concerned with communication from centers 
of excellence in western nations ( e.g., Swinfen, 
Swinfen, Youngberry, & Wootton, 2005), or 
within developing countries (Deodhar, 2002), 
but a shared approach to development is vital 
(Wooton, 2001).

methodology

In order to analyze a case study, some sort of 
framework of analysis should be adopted. The 
development project was actually quite complex 
with elements of telemedicine; knowledge man-
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agement and information processing included in 
the overall design (see Figure 2).

A survey of telemedicine projects in India (Pal, 
Mbarika, Cobb-Payton, Datta, & McCoy, 2005) 
identified six critical success factors for telemedicine 
success; these were used as practical and simple 
measures that could be applied in this complex, yet 
small-scale project. The success factors identified 
were:

1. Set clear program objectives
2. Garner government support
3. Adapt user-friendly interfaces
4. Determine accessibility via telecommunica-

tions and Internet access
5. Implement standards and protocols
6. Measure cost-effectiveness and user satisfac-

tion

The case study will deal with these areas, 
although the project is wider than a simple tele-
medicine project as it includes database develop-
ment and integration with the audit system, along 
with Web-based protocols.

casE rEport: E-hEalth  
support For oBstEtric  
sErvicEs in Bhutan

Bhutan is a small Buddhist kingdom located in 
the Himalayas, with a population of fewer than 
700,000. Land transport is extremely slow because 
of the geography—for example it takes three days 
to travel across the country, a distance of around 
300km. There is only one airport and no facility 
for helicopter transport. Seventy percent of the 
population live in rural areas with 30% more 
than a one-hour walk from the nearest road head. 
Bhutan has had major successes in increasing 
life expectancy and improving healthcare, but 
avoidable perinatal and maternal mortality and 
morbidity remains an issue. Current  figures for 
Bhutan suggest an infant mortality rate of 67/1000 
and a maternal mortality rate of 4.2/1000—com-
pared with New Zealand’s rates of 4/1000 and 
0.07/1000 respectively (World Health Organiza-
tion, 2006a).

Large numbers of preventable neonatal deaths 
continue to occur in the less developed countries. 

Figure 2. Overall system plan
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However, recent work has suggested (Darmstadt 
et al., 2005) that evidence- based interventions 
in antenatal and intrapartum care could reduce 
these rates by between 37% and  67%. These 
interventions are not complex and are relatively 
inexpensive. The overarching imperative is to 
ensure appropriate care for pregnant women that 
involves patient education and cooperation with 
antenatal and intrapartum services. Although 
there have been many studies on the use of e-
health in obstetrics and perinatology and in less 
developed nations (Deodhar, 2002), there remains 
relatively little work on the evaluation of these 
systems. In particular, the outcome and integration 
of these systems into existing structures, and the 
changes that occur because of their introduction 
have not been studied, although the 1 to 45 cost 
benefit ratio quoted in this study is impressive.

The World Health Organization has been 
running a “Making Pregnancy Safer” Initiative 
(World Health Organization) in order to reduce the 
level of neonatal and maternal mortality. Previous 
work in Bhutan had developed a protocol book for 
emergency obstetric care (EmOC). Other coun-
tries using EMOC have recorded improvement in 
outcomes, for example, Bangladesh (Islam MT, 
2006) and Peru (Kayango et al., 2006). One of 
the major lessons learned in these trials was that 
a record of outcomes via a perinatal database, and 
the wide dissemination and use of protocols are 
vital for success. In general it is important that 
all health workers caring for pregnant women use 
health information that is based on clear evidence 
from rigorous studies (Tita, Stringer, Goldenberg, 
& Rouse, 2007). Surprisingly perhaps, the iden-
tification of appropriate procedures for dealing 
with high-risk patients has been shown to be ef-
fective in reducing the demand for interventions 
(Islam MT, 2006). 

the Bhutanese health system

Healthcare is free in Bhutan, and is delivered via a 
tertiary structure. The primary healthcare unit is the 

“Basic Health Unit” (BHU), of which there are ap-
proximately 170 around the country. These units do 
not always have medically qualified staff, but they run 
outreach and clinic services and usually a number of 
beds are available. Birthing services, run by nurses, 
are sometimes available. District health units (around 
30) will have at least one generalist medical officer; 
some of these units have the capacity to perform 
caesarean sections and ultrasound scanning. There 
are three referral hospitals in the country which have 
at least one obstetrician and theatre services. The 
Jigme Dorji Wanchuck National Referral hospital 
(JDWNRH) in the capital has four obstetricians and 
is the tertiary referral unit for the whole country. 
Because there is no general practitioner service, 
patients have the opportunity to refer themselves 
directly to hospital-based consultants even in cases 
where primary care would be more appropriate. This 
and the paucity of qualified obstetricians, results in 
a large workload and the obstetricians are busy and 
often difficult to contact for advice. A current project 
is running to introduce the EmOC system to Bhutan, 
and the protocols are being integrated with these to 
provide seamless care.

project description

The aim of the project described in this article was 
to collaboratively develop a number of treatment 
and/or diagnostic protocols to allow the clinical 
staff to apply appropriate evidence-based care for 
the major problems that would be dealt with by a 
perinatal service. The role of the perinatal service 
is described in Mascarenhas, Eliot and MacKenzie 
(1992). Essentially, it provides care for mothers and 
babies from conception to birth, and aims to reduce 
the risks to mother and baby in this process, by ap-
propriate intervention and monitoring. In addition 
to the staff applying the protocols in practice, the 
aim is to raise awareness of the issues that affect 
perinatal outcomes amongst others, for example, 
referring to clinicians. The development of a col-
legial editing and review process involving clinical 
staff in Bhutan and New Zealand was also seen as a 
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vital part of the project. The project also included the 
development of a perinatal Web-based database to 
allow for more effective management of the service 
on a day-to-day basis and also allow for analysis of 
clinical performance. 

OSS occurs in a number of places in the system. 
The perinatal database is written in PHP with a 
mySQL database engine. Web page development 
was done using open source tools, as was the XML 
protocol development. However, proprietary prod-
ucts were used for the operating systems and Web 
server software in Bhutan, along with the Linux/
Apache setup for the Web server in New Zealand. 
In addition, standard proprietary products were used 
to develop the protocols.

review of success Factors

Clear Objectives

The objectives of the project were identified in 
initial discussions and codified in the agreement 
signed between the stakeholders. The objectives 
included the development of a perinatal medicine 
service, continuing support for this service and 
standardization of treatment based on the best 
possible evidence. An additional objective was 
sustainability of the service. OSS supported this 
by allowing low- or no-cost technical documenta-
tion and development tools to be made available 
to local staff.

Government Support

The Royal Government of Bhutan (RGOB) is the sole 
supplier of healthcare in the kingdom. The RGOB 
runs a series of five-year plans which identify ob-
jectives and priorities as well as sources of funding. 
Plans developed by overseas providers are examined 
and extensive negotiation takes place to ensure that 
the country receives appropriate and sustainable 
help that is consistent with the RGOB objectives. 
This process began in the case of this project, two 
years before the initiation, when representatives of 

the funders—The Magee Family—met with other 
stakeholders including government representatives, 
clinical staff from New Zealand and Bhutan associ-
ated with the project, and UNICEF. This resulted in 
a project agreement that was signed off in a formal 
ceremony. The project composed a number of other 
elements including funding for hardware and train-
ing of clinical workers in the perinatal medicine area. 
Continuing involvement of the stakeholders has been 
a great asset to the project. The RGOB department of 
IT has been running a long-term project to support 
OSS and is getting closer to the development of a 
policy on its use (Bhutan Department of Information 
Technology, 2007).

Adapt User-Friendly Interfaces

The user interface adopted was a standard Web 
browser, whatever the source of the data—even 
locally stored protocols would display in a browser. 
The native protocols were stored as XML docu-
ments, which were then displayed in a human-
readable format via a Web browser. XML was 
chosen for ease of updating—in that the editing 
process could alter content without a great deal 
of formatting issues and with the awareness that 
other display methods such as voice responses or 
mobile devices may be used in the future. As an 
open standard, XML is very well suited to this 
approach. The XML design is intended to be 
expandable and able to represent both diagnostic 
and therapeutic protocols. 

A fragment of the XML representation is 
shown in Figure 3. The initial outline was based 
on the PubMED (may need to define this) schema, 
but simplified to remove excessive bibliographic 
elements. The XML documents identify the 
responses to particular diagnoses or symptoms 
which would be expected to be encountered com-
monly. The aim is to allow clinical staff, who may 
be at a remote site, to identify what emergency 
care is needed, whether the patient needs to be 
referred or transferred and the degree of urgency 
of that referral. Also, the protocol can identify 
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what additional tests or procedures need to be 
performed.

Determine Accessibility 

Although land transport is difficult, Bhutan is in 
the process of increasing the availability of Inter-
net access. Apart from dial-up connections, there 
are microwave links and recently the international 
telecommunications union (ITU) e-post initiative 
(International Telecommunications Union, 2006) 
has recently been launched in Bhutan using very 
small aperture (VSAT) satellite ground stations 
for rural access to electronic communications, and 
this may be useful for rollout to remote areas. OSS 
tools are often very efficient in terms of file size, 
and machine footprint (use of processor time and 
memory) so they can be used in a wider range of 
scenarios than might be possible for the latest pro-
prietary operating systems or applications.

Implement Standards 

The protocols themselves were developed in a 
standard format (Table 1), and as seen above, 

implemented using XML. In addition to this, an 
attempt was made to standardize the production 
of the protocols so that candidate protocols from 
other sources would go through an editorial pro-
cess and be routinely revised. This process was 
formally followed using paper-based systems, but 
electronic approaches allow instantaneous updat-
ing of the live protocol without fear of version 
control issues and also allow a trail to be kept of 
previous versions that can be linked to any events 
linked historically to the implementation.

measuring cost-Effectiveness and user 
satisfaction

This aspect is perhaps the most difficult part 
of the project. As part of the process, proto-
cols will be regularly reviewed by stakehold-
ers. In addition, a perinatal database is being 
implemented in order to record outcomes, 
and assess performance against that expected 
in the protocol, in particular, areas where the 
protocols are not being followed, and whether 
the protocols or behavior or both should be 
modified. It is hoped that improvements in the 

<Root_Element>

   <Name>Cord prolapse</Name>

   <Definition>

The cord that normally presents itself is within intact membranes. When the membranes rupture, the cord 

prolapses. This is an emergency as cord compression and/or occlusion can cause fetal asphyxia.  

  </Definition>

   <Keywords>

      <Keyword>Rupture of Membrane</Keyword>

      <Keyword>Prolapse</Keyword>

   </Keywords>

   <Diagnosis>

      <Diagnostic_step>Palpable cord on vaginal exam</Diagnostic_step>

      <Diagnostic_step>Observed cord protruding onto vulva</Diagnostic_step>

   </Diagnosis>

</Root_Element>

Figure 3. XML protocol fragment
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mortality and morbidity figures will also be 
noticeable, because of the currently relatively 
high rates of morbidity. Substitute measures, 
such as adherence to protocol may also be 
used. Finally, a rise in awareness of the general 
maternity service and increased access to it by 
women, only half of whom currently have an 
attended birth, would be expected to accompany 
improved outcomes among those who have 
contact with the perinatal service. 

Lessons Learned

Integration of protocols from diverse sources 
was one of the major challenges facing the 
team. Protocols were sourced from the National 
Women’s Hospital Auckland, New Zealand, the 
World Health Organization and EmOC protocols 
in Bhutan.

Collaborative review of protocols was ex-
tremely important, as buy-in from clinical staff 
is vital. However, the process of maintaining a 
common electronic repository was technically 
difficult as each of the reviewers tended to work 
asynchronously using paper copies. The final ap-
proach used was to produce paper prototypes and 

distribute them, collect back annotated versions 
and then combine them in a final Word document. 
This was then converted to XML. Development of 
the perinatal database was restricted by the very 
small numbers of users available to test and com-
ment on the system, and a wide user community, 
which may only be available online, may well 
increase the quality and speed of development.. 

discussion and FuturE work

There are some general issues that affect e-health 
initiatives, and the use of OSS in the developing 
world, in particular, connectivity, computing 
resources and skills.

connectivity

Less developed nations have generally much lower 
availability of fixed telephone lines. In addition, 
geographic, economic and governmental issues 
often conspire to make conventional dial-up access 
less common than in western countries. However, 
wireless and satellite solutions such as VSATS 
including the international telecommunications 

Element Comment

Name Name of protocol

Definition

Keywords Used for searching

Diagnosis For diagnostic protocols

Diagnostic Step

Procedure For procedural protocols

Procedure Step

Audience  Intended user, includes country and loca-

tion

Evidence A small selection of the supporting evidence

Author Multiple authors possible

Last Update

Review Date

Table 1. Major elements of the protocol document
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union (ITU) e-post initiative (International Tele-
communications Union, 2006) are overcoming 
these issues. It is important to recognize that not 
every nation’s infrastructure is developing in the 
same way, and many nations may leapfrog to wire-
less solutions without the use of landline-based 
solutions. However, high bandwidth solutions may 
not be appropriate for developing countries. One 
of the most successful e-health projects has been 
the Swinfen Project, currently expanding in Iraq 
(Swinfen et al., 2005). This project uses e-mail 
in a store-and-forward model, between clinicians 
in various countries. The prospects of advanced 
tele-presence approaches being effective in routine 
care seem slight because of issues concerning 
quality of service, bandwidth and reliability of 
connection. Even though the “trauma pod” and 
other projects financed by the U.S. Department of 
Defense are beginning to show results  (Romano, 
Lam, Moses, Gilbert, & Marchessault, 2006), 
costs are likely to render this approach problematic 
in other contexts.

computing

Devices such as the Simputer (The Simputer 
Trust, 2000) and the sub $100 laptop (OLPC, 
2006) promise much cheaper access to computing 
power. It should be emphasized that for e-health 
applications, the computing device can be fairly 
simple; indeed mobile devices may become the 
preferred means of access. Along with cost, the 
ability to survive rough treatment, extremes of 
temperature and humidity and long battery life—
or even the use of  clockwork power in the case 
of the sub $100 laptop—are more important in 
developing countries than in the organization for 
economic cooperation and development (OECD) 
member countries.  Parts supply and transport 
cost can make the repair of computers extremely 
expensive. However, organizations such as global 
assistance for medical equipment (GAME) (http://
www.global-medical-equipment.org/whatwedo.
html) have established links between professional 

organizations in the developed and less developed 
world. These approaches move beyond the ship-
ping of obsolescent equipment to an integrated 
and well-thought and sustainable out collaboration 
between donors and recipients.

skills and information

At present, consumer e-health is of limited useful-
ness in the developing world. Low levels of literacy 
and information literacy cause difficulties. However, 
the fact that the vast majority of Web resources are 
written in English and are U.S.-centric in terms of 
organization of healthcare, availability of drugs and 
medical devices and naming, makes even materials 
designed for health consumers in the OECD countries 
less useful for those in other nations. However, these 
issues are much less important when the provision 
of e-health services for medical professionals is 
considered. Adapting general principles to specific 
cases is a key skill of medical professionals. Indeed 
the traffic is not all one-way; less developed nation 
professionals often have skills that are no longer 
available in more developed nations. Collaboration 
in training of medical professionals, where trainees 
from different nations are exchanged, can improve 
the training in both systems. This can be supported 
by the use of e-health tools such as Web sites, e-mail 
and instant messaging. 

Other skills required include the support of 
the e-health infrastructure in terms of technical 
support for computing devices and connectivity. 
Fortunately, the requirement of tourists from west-
ern countries for Internet connectivity, wherever 
they are, along with the burgeoning industries of 
call centers and ‘off-shoring’ of software devel-
opment are providing a strong push for training 
in these areas. 

OSS use in education and training allows 
nations with limited resources to devote more 
funding to the human side of education, as well 
as allowing projects that involve software local-
ization to advance quickly. Open source clinical 
protocols may become important repositories of 
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clinical knowledge allowing rapid development 
and input from experience, especially based on 
standard electronic forms.

Another important aspect of skill transfer 
and collaboration is the use of early warning 
networks for disease surveillance such as the 
Global Outbreak Alert and Response Network  
(GORAN) that played a very large part in the early 
detection of SARS (Heymann & Rodier, 2004). 
Such networks link health workers throughout 
the world and the transfer of information is by 
no means one-way.

There remains a dearth of  well-controlled stud-
ies of e-health initiatives in developing nations, 
but the need for effective collaboration remains 
paramount (Wooton, 2001). However, there are 
a number of pointers to success:

1. The e-health system must be compatible 
with existing organizational and cultural 
structures. Some “western” assumptions 
do not apply in less developed nations and 
vice versa. For example, routine ultrasound 
examination in early pregnancy has not been 
shown to be effective in reducing mortality 
in a Cochrane review (Neilson, 1998). How-
ever, an environment where mortality due 
to unsuspected problems is much greater, 
and the availability of on-demand scans is 
lower, may give different results.

2. Collaboration and training between the pro-
fessionals involved is vital. This applies to 
both clinical and technical staff. This may 
in fact be the area of greatest benefit.

3. Ingenuity is more important than technology. 
Store-and-forward e-mail may be of greater 
utility than tele-presence. 

4. Open source technology is particularly suited 
to this area of work. Lower costs, availability 
of technical skills, greater range of custom-
ized languages and often lower technology 
requirements make open source approaches 
and especially Web-based open source tools 
particularly attractive.

FuturE rEsEarch

Future work in this area will include greater use 
of multicenter collaboration, both within existing 
networks such as GORAN and GAME and outside 
them. Lower bandwidth costs, and easier access 
to high bandwidths will enable richer media to 
be used, such as tele-sonography via store-and-
forward (Parry et al., 2006). Common health 
problems are starting to afflict north and south: 
aging populations, the rapid spread of new infec-
tious diseases and chronic conditions. Common 
approaches to these issues, including the use of 
low-cost assistive technology, and offshoring of 
medical procedures such as radiology (Larson & 
Janower, 2005), may be controversial, but  at least 
the discussion has started. There are enormous 
potential benefits in the development of e-health 
in collaboration with developing nations, and the 
benefit to the people of world may be immense. 
An additional benefit of the open source approach 
may be an increased ability for IT specialists in 
developed nations to assist people around the 
world. As virtually every nation now has a Web 
presence, the technical barriers to such collabora-
tion are much lower than they were even ten years 
ago. It is hoped that further work will refine the 
system sufficiently to allow the software to be 
placed in a repository such as Sourceforge.net. 
Furthermore, it is hoped that such an approach 
will encourage increasing collaboration and de-
velopment in this area.
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aBstract

To examine physician characteristics and practice patterns associated with the adoption of electronic 
medical records (EMRs) in smaller group practices. Primary care physicians in Kentucky were surveyed 
regarding their use of EMRs. Respondents were asked if their practice had fully implemented, partially 
implemented, or not implemented EMRs. Of the 482 physicians surveyed, the rate of EMR adoption 
was 28%, with 14% full implementation and 14% partial implementation. Younger physicians were 
significantly more likely to use EMRs (p = 0.00). For those in their thirties, 45% had fully or partially 
implemented EMRs compared with 15% of physicians aged 60 and above. In logistic regression analyses 
that controlled for practice characteristics, age, male gender, and rural location predicted EMR adoption. 
Younger physicians in smaller group practices are more likely to adopt EMRs than older physicians. 
EMRs were also associated with an increased use of chronic disease management.  [Article copies are 
available for purchase from InfoSci-on-Demand.com]
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introduction

Electronic medical records (EMRs) have the 
potential to transform health care in the United 
States. Achieving the goal of a standardized, inter-
operable EMR would offer significant economic 
and social benefits. An EMR-based health care 
system would shift the balance away from acute 
care and specialists and toward primary care 
and prevention. The experience of the Veterans 
Affairs (VA) system over the last decade offers 
some important lessons in this area. In the mid-
1990s, the VA invested in a system-wide EMR, 
eliminated excess hospital beds, and shifted its 
focus toward health promotion, prevention, and 
outpatient care. The result has been the transfor-
mation into a “full-service” integrated delivery 
system (Greenfield and Kaplan 2004). One recent 
study found that VA patients received higher 
quality care than Medicare patients for 11 out of 
11 measures, including preventive services and 
treatment of chronic diseases, such as diabetes 
and hypertension (Jha et al., 2003).

A target date of 2014 has been established by 
President Bush to achieve the widespread adoption 
of an inter-operable EMR. Yet progress to date 
has been slow. According to a recent study from 
the Centers for Disease Control (CDC), only 12.4 
percent of physicians nationwide reported using 
a comprehensive, fully-functional EMR (Hing, 
Burt and Woodwell 2007). Adoption rates tend 
to be higher in large academic medical centers 
and lower in smaller, primary care practices 
(Rosenthal and Layman, 2008; Hing et al., 2007). 
Among the reasons given for not adopting EMRs 
were the following: lack of capital; difficulty find-
ing a system to meet needs; uncertain that EMR 
investment would produce an economic return; 
concern that the system would become obsolete; 
and apprehension over loss of productivity (Conn, 
2007). 

Historically, some physicians have viewed 
clinical information technology with skepticism 
and as a threat to their professional autonomy 

(Shortliffe, 2005). And whereas some physicians 
have embraced IT in the clinical setting, others 
are concerned that IT might interfere with the 
physician-patient relationship and promote a 
“cookie cutter” approach to medicine. In a re-
cent editorial, Hartzband and Groopman (2008) 
warned of the “clinical plagiarism” that occurs 
when physicians cut and paste each other’s notes 
into the patient’s record. They also argued that 
EMRs would constrain creative thinking and 
promote a rigid, unreflective approach that they 
termed “automatization.” 

Numerous studies have examined the eco-
nomic aspects of EMR adoption. These include 
the estimated total savings from a nationwide 
EMR (Hillestad et al 2005), and the “business 
case” for adopting EMRs at the practice level 
(Wang et al. 2003; Miller et al., 2005). Yet the 
business case alone has proven to be insufficient 
to bring about widespread adoption (Kleinke, 
2005). Smaller practices may lack the resources 
to implement EMRs, and most of the benefits tend 
to accrue to other stakeholders, such as insurers, 
patients, and society.

In smaller practices, physicians are the primary 
decision-makers on IT investments. Without phy-
sician acceptance, a clinical information system 
will have little chance of success. Yet the role of 
physicians in EMR adoption decisions and the 
characteristics of “early adopters” has not been 
adequately studied and is poorly understood. Our 
purpose is to address this gap in the literature. 

Background and  
concEptual FramEwork 

Compared to other OECD countries, the US 
lags 5-10 years behind in public investment for 
health information networks. For example, the 
United Kingdom (UK) has invested $11.5 billion 
in an enterprise-wide EMR, as compared with 
$125 million U.S. Federal spending on Health 
Information Technology (HIT) over a compa-
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rable period (Anderson et al. 2006). Hence these 
countries have moved beyond the planning stage 
and toward implementation. Patients in the UK 
can now choose hospitals and make appointments 
through a national, on-line scheduling system. 
Canada expects to have EMRs for half its popu-
lation by 2009. 

Policy measures have attempted to address 
this problem by encouraging EMR adoption 
through changes in reimbursement. “Pay-for-
performance” systems, now being used by both 
private and public payers, offer bonus payments 
for reporting and meeting quality targets (Rosen-
thal et al. 2007). These incentives encourage IT 
adoption, since the data management and report-
ing required would be difficult to implement 
without robust information systems (Shortliffe, 
2005). For example, it would be extremely costly 
and time-consuming for a practice with paper 
records to report on the immunization status 
of its patient panel. However, the typical bonus 
payment is small at only 2 - 3 percent of total 
reimbursement. Thus it is debatable how much 
these financial incentives would actually change 
provider behavior (Berwick 2005). Other policy 
initiatives include the “Wired for Health Care 
Quality Act” that would require most providers 
to adopt EMRs within three years. This bill is 
currently under consideration in the U.S. Senate, 
although it is unlikely to be enacted. 

Everett Rogers (1995) developed a well-known 
framework to describe the social process of tech-
nology diffusion. Assuming that “innovativeness” 
follows a normal distribution, then potential 
adopters can be grouped into five categories, 
based on how quickly they adopt an innovation 
(Figure 1). These five categories are the follow-
ing: Innovators (2.5%), Early Adopters (13.5%), 
Early Majority (34%), Late Majority (34%), and 
Laggards (16%). Innovators are the first to adopt 
and are characterized by their venturesomeness 
and tolerance of risk. They have the resources to 
absorb the economic loss of a failed innovation. 
However, they are often socially disconnected 

and are rarely opinion leaders. In contrast, Early 
Adopters are frequently opinion leaders and serve 
as role models for other members of the social 
system. The Early Majority are more deliberate 
and cautious than Early Adopters and more local 
in their perspectives. They are more likely to adopt 
an innovation because it meets an immediate need 
than because it is an interesting idea. The Late 
Majority adopts only when the innovation has 
become the norm. They wait until the uncertainty 
has been removed and the price of adopting has 
dropped. The choice to adopt may also be the 
result of network pressure from peers. Laggards 
are the last to adopt an innovation; they tend to 
be isolated and localized in their social networks. 
This group has also been called “traditionalists” 
in that they swear by the tried and true (Berwick 
2003). 

Using the framework developed by Rogers 
(1995), we will, in the first stage, examine the 
physician characteristics associated with early 
adoption of EMRs. We will restrict our focus to 
group practices with five or fewer physicians, since 
individual physician characteristics are of lesser 
importance in larger practices, where decisions 
on IT adoption  tend to be more bureaucratic and 
“top-down.” Organizational variables that may 
influence EMR adoption are also included in the 
model, such as size of the practice, urban/rural 
location, and the percentage of Medicaid patients 
treated (Menachemi et al. 2007). In the second 
stage, we examine the impact of EMR adoption on 
disease management and preventive services. 

In practice, the conversion to EMRs takes 
place in stages and over many months or even 
years (O’Neill and Klepack, 2007). The first stage 
involves the use of EMRs for internal operations, 
such as billing, scheduling, patient progress 
notes, internal communications, and organizing 
electronic information (Figure 2). The second and 
third stages involve using EMRs to communicate 
with clinical partners and for advanced functions, 
such as preventive services and disease manage-
ment. Thus we define “Partial EMR Adoption” 
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as Stage 1 implementation and “Full EMR Adop-
tion” as those who have reached Stages 2 and 
3. In practice, there is often significant overlap 
among these stages. 

survEy data and mEthods

We used a cross-sectional design to survey pri-
mary care physicians regarding their practice’s use 
of information technology and practice patterns, 
in terms of prevention and disease management. 
The survey was administered in conjunction with 
the Kentucky Department for Medicaid Services. 
The initial panel consisted of a statewide random 
sample of 2,000 providers with at least one Med-
icaid patient visit in the previous year. The survey 
methodology followed the Dillman design process 
(Dillman 2000), with four overall mailings (a pre-
survey letter, a survey packet, follow-up postcard, 
and a final survey packet). After eliminating 62 
providers due to bad addresses, 1,928 providers 
remained in the final sample. The survey process 
began with mailings in April, 2006, with the final 
survey coding completed in June, 2006. There 
were 533 surveys returned for a response rate 
of 27.6%. 

Only 50 out of 533 respondents (9.3%) were 
in medium-sized or large group practices (those 
with six or more physicians), and these were 
excluded from further analysis. Providers were 
asked if their practice had fully implemented, 
partially implemented, or not implemented EMRs. 
Physicians were asked what percentage of their 
patients received preventive services and disease 
management in a typical week. 

A county was considered “urban” if it was 
located in a metropolitan area, with the largest 
city having a population of 50,000 or greater. Six 
of Kentucky’s 120 counties met this criterion; the 
rest were considered “rural.” 

statistical analysis

Significant differences between EMR adopters 
(full or partial) and non-adopters were identified 
using χ2 tests for dichotomous variables. For ordi-
nal variables, the Mann-Whitney (non-parametric) 
test was used. 

Two separate logistic regression models were 
used to predict the likelihood of 1) full EMR 
adoption and 2) full or partial EMR adoption. 
Candidate variables for the logistic regression 
models included physician characteristics (age, 
gender, board certified) and practice characteris-
tics (solo, rural, percentage of Medicaid patients, 
percentage of managed care patients, and number 
of physicians in the practice). Variables were 
selected for the final logistic regression model 
using the SPSS stepwise procedure (SPSS for 
Windows, 13.0) and significance was considered 
at the p < 0.05 level. 

rEsults

Of the 482 physicians surveyed, the rate of EMR 
adoption reported was 28%, with 14% full imple-
mentation and 14% partial implementation. This 
result is consistent with a 2006 nationwide survey 
of 3,350  office-based physicians conducted by 
the CDC. In that survey, 29.2% of physicians 
reported using “any EMR” and 12.4% reported 
using a “comprehensive EMR”, as defined by 
functionality (Hing et al., 2007). 

Physicians who had fully or partially imple-
mented EMRs differed from non-adopters in sev-
eral important respects (Table 1.) EMR adopters 
were 5.9 years younger than non-adopters (47.5 
vs. 53.4; p<0.01). They were also less likely to be 
in solo practice (65.1% vs. 75.8%; p<0.01), more 
likely to practice in a rural area (79.9% vs. 69.3%; 
p<0.05), and had fewer managed care enrollees 
(12.5% vs. 17.8%; p<0.01). 

In terms of practice patterns, physicians 
who had fully or partially implemented EMRs 
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provided more chronic disease management 
than non-adopters (49.6% vs. 40.6%; p<0.01). 
Physicians who had fully implemented EMRs 
provided  more preventive services than those 
who had not adopted or partially adopted EMRs 
(34.1% vs. 25.5%; p=0.07). Further investigation 
revealed that preventive services differed by 
specialty (p<0.001). For physicians with a spe-
cialty of internal medicine or family medicine (n 
= 109), those with full EMR adoption provided 
significantly more preventive services than prac-
tices with partial or no EMR adoption (46.7% vs. 
29.4%; p = 0.027). 

Two separate multivariate logistic regression 
models were used to predict full EMR adoption and 

full or partial EMR adoption, based on physician 
and practice characteristics (Table 2). Physician 
age (p<0.001), male gender (p<0.05), and rural 
location (p<0.05) were significant predictors of 
EMR adoption. Other physician and organiza-
tional characteristics, such as board certified, solo 
practice,  percentage of Medicaid and managed 
care patients, and the practice size (number of 
physicians) were not significant. 

The relationship between EMR adoption and 
physician age is clearly shown in Figure 3 and 
Table 2. For physicians in their thirties, 45% had 
fully or partially implemented EMRs as compared 
to less than 15% of those physicians aged 60 or 
above. The rate of full EMR adoption was 30% 

Table 1. Physician and practice characteristics associated with use of electronic medical records

Full or  
Physician Characteristics Partial EMRs Non-Adopters   Difference

Sample size 134 348  --

Age (MD) 47.5 53.4 -5.90 **

Male 84.8% 80.1% 4.7%

Board Certified 88.0% 83.9% 4.1%

Disease Management 49.6% 40.6% 9.1% **

Preventive Services 30.1% 25.5% 4.6%

Practice Characteristics
Solo Practice 65.1% 75.8% -10.7% *

Size (Number of MDs) 1.67 1.54 0.13 *

Rural 79.9% 69.3% 10.6% *

Medicaid Patients (%) 25.7% 24.4% 1.3%

Managed Care (%) 12.5% 17.8% -5.3% **

** P-value<0.01
* P-value<0.05.
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Table 2. Logistic regression equations for predicting emr adoption based on physician and practice 
characteristics

    Full EMRs

Regression Standard Relative

Physician Characteristics Coefficient Error Odds P-value

Constant 0.607 0.799  0.447

Age (10 years) -0.796 0.150 0.451 0.000

Male 0.912 0.423 2.489 0.031

 Rural 0.860 0.376 2.363 0.022

      Full or Partial EMRs

Regression Standard Relative

Physician Characteristics Coefficient Error Odds P-value

Constant 0.800 0.178

Age (10 years) -0.553 0.107 0.575 0.000

Male 0.669 0.307 1.952 0.029

 Rural 0.607 0.263 1.834 0.021

Figure 1. Categories of EMR adopters

Adapted from Rogers, 1995

Innovators

Early
Adopters

Early
Majority

Late
Majority

LaggardsInnovators

Early
Adopters

Early
Majority

Late
Majority

Laggards

Early
Adopters

Early
Majority

Late
Majority

Laggards

for physicians in their thirties and less than 5% 
for physicians age 60 and older. 

This study has several limitations. By design, 
survey data depend on the ability of participants 
to give accurate responses. Further, surveys with 
less than a perfect response rate are subject to 

response bias. Because the data come from one 
state, care should also be taken in generalizing the 
findings to other geographic areas. Overall, EMR 
adoption was found to be highest in the West and 
Midwest regions, as compared to the Northeast 
and South regions (Hing et al., 2007).
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Figure 3. Relationship between EMR adoption and physician age
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Figure 2. Stages of EMR implementation

Level 1:  
Patient Scheduling, Billing, 
Internal Communication, 
Collecting and Organizing 
 Electronic Information. 
 

Level 2:  
Establishing e-linkages with third 
parties, and integrating EMRs with 
Specialists, Hospitals, Lab, Pathology. 

Level 3:  
Quality Management 
Disease Management 
Longitudinal Analysis 
 
 

Building EMRs 
Learning New System 
  

Connecting With 
Clinical Partners 

Quality Management 
Disease Management 
Preventive Medicine 

discussions and conclusion

Numerous studies have examined the economic 
aspects of EMR adoption. Yet few studies have 
examined the crucial role of physicians in the 
“social process” of EMR diffusion. This study 
found that early adopters of EMRs were younger 

on average than non-adopters and that the likeli-
hood of adopting decreased with increasing age. 
Previous studies across different industries have 
found an inconsistent relationship between age 
and innovativeness (Rogers, 1995). In a survey 
of office-based physicians, Burt and Sisk (2005) 
found that physician age was not a significant 

Adapted from O’Neill and Klepack (2007) 
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predictor of EMR adoption. In an e-mail survey 
of 2,145 primary care physicians, Anderson and 
Balas (2006) did not find a significant relationship 
between physician age and clinical IT usage. 

Our survey response rate was 27.6%, which 
is consistent with other published studies with a 
similar design. For example, three studies on the 
physician adoption of IT had response rates that 
ranged from 21 to 28 percent (Gans, Kralewski et 
al., 2005; Brooks and Menachemi, 2006; Rosen-
thal and Layman, 2008). For the smaller practices 
studied, physician rather than organizational 
characteristics were found to be primary deter-
minants of EMR adoption. Previous studies had 
found that organizational characteristics, such as 
the percentage of Medicaid patients, to be signifi-
cant predictors of EMR adoption (Menachemi et 
al., 2007). Our study found EMR adoption to be 
higher in rural areas. A previous study of North 
Carolina physicians found lower EMR adoption 
in poorer, rural counties (Rosenthal and Layman, 
2008). 

According to Rogers (1995), early adopters 
also serve as opinion leaders who are influential 
in persuading their peers to adopt the innovation. 
The advocacy of opinion leaders is often needed 
to achieve a “critical mass,” that is, the tipping 
point where the process becomes self-sustaining 
and is typically reached at adoption levels of 10 
- 20 percent. Here the diffusion process follows 
the S-shaped curve, also known as the “epidemic 
model.” According to the CDC, the nation-wide 
adoption of “comprehensive EMRs” increased 
from 9.3% in 2005 to 12.4% in 2006. Thus, we ap-
pear to be entering Stage 2 of the process in Figure 
1. This is a critical phase in that it can determine 
whether the innovation spreads throughout the 
population or stagnates. During this phase, Early 
Adopters can play a pivotal role in facilitating the 
diffusion of this technology. For example, they can 
demonstrate to those in the Early Majority how 
EMRs meet an immediate, practical need. 

This approach of enlisting early adopters has 
been used successfully in other countries. In 

Australia, “enthusiastic adopters” were identi-
fied, and these became local clinical champions 
and volunteer advocates for HealthConnect, the 
country’s national health network (Anderson et al., 
2006). The NHS in the United Kingdom has also 
used “pull marketing” techniques to encourage 
and then leverage these EMR early adopters. Due 
to its significant ($11 billion) public investment, 
the UK currently has a national health network 
for on-line appointment scheduling and electronic 
prescribing. It plans to achieve full EMR adop-
tion by 2014. 

As with other information technologies, such 
as fax and e-mail, EMRs have significant network 
effects, in that their utility increases in propor-
tion to the number of other users in the network. 
In Kentucky, the level of inter-connectivity of 
health networks remains low. For example, only 
27 percent of the physicians in this study who used 
EMRs reported filing prescriptions electronically. 
Concerned with this lack of connectivity and the 
problem of rising Medicaid costs, the Kentucky 
state government has recently launched an “E-
Health Action Plan” that consists of a consortium 
of purchasers, payors, providers, and practitioners 
(ehealth.ky.gov). It mission is to increase provider 
connectivity and lower costs by investing in health 
information networks. This state initiative can 
assist the “partial adopters” who are currently in 
Stage 1 (see Figure 2) to become “full adopters” 
by establishing electronic linkages with pharma-
cies, insurers, and hospitals. 

We hypothesized that physicians who use 
EMRs provide more chronic disease management 
for such conditions as asthma, congestive heart 
failure, diabetes, HIV, and hypertension, and 
our results support this hypothesis. Physicians 
who used EMRs and with a specialty of internal 
medicine or family medicine also provided more 
preventive services. In order to check for possible 
confounding, a two-stage regression analysis 
was performed, and a propensity score to adopt 
EMRs was calculated using logistic regression in 
the first stage, as shown in Table 2. The predicted 
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values from this model were used as a predictor 
variable in the second stage. “Propensity to adopt 
EMRs” was not a significant predictor of physi-
cian practice patterns, whereas “EMR usage” 
was significant (p=0.026). This finding further 
supports the hypothesis by ruling out potential 
confounders. But whereas these early results are 
encouraging, they should be interpreted with cau-
tion. The learning curve associated with EMRs 
is long, and the impact of EMRs on these higher 
level functions (prevention and disease manage-
ment) may take a year or more to measure (O’Neill 
and Klepack 2007). Moreover, they require vi-
able “health information networks,” that include 
hospitals, pharmacists, and other providers. Thus 
the “partial adopters”, that is, those in Stage 1 
(See Figure 2) cannot expect to realize the full 
benefits of EMRs. 

The impact of EMRs on health care quality as 
measured by prevention and disease management 
has significant policy implications. Over the long 
term, an investment in preventive medicine today 
can be expected to  yield lower costs tomorrow, 
in the form of fewer hospitalizations and a lower 
disease burden. Thus, previous studies on “EMR 
economics” may have underestimated these long-
run benefits. Much more research is needed in this 
area, especially regarding the impact of EMRs 
on pharmaceutical usage for chronic conditions, 
such as diabetes and high cholesterol, and their 
impact on spending for hospital (inpatient) care.  

Whereas the costs of EMR adoption in primary 
care are mostly borne by small group practices, the 
benefits often accrue to other stakeholders, such as 
consumers or society. Physicians are not currently 
reimbursed based on cancer deaths prevented or 
hospitalizations avoided. Other countries, such as 
Canada, England, and Australia, have recognized 
EMRs as a public good that requires substantial 
public investment (Anderson et al. 2006). “Pay-
for-performance” attempts to re-align incentives 
toward prevention and quality, thereby encourag-
ing EMR adoption. 

The identification of early adopters and opinion 
leaders presents an alternative policy response 
that could accelerate the uptake of EMRs. Future 
research could extend this study by examining the 
needs, attitudes, and beliefs of physicians about 
the role of clinical information technology in their 
practice, especially those in the “Early Majority” 
and “Late Majority” categories. 
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aBstract

This chapter presents a longitudinal study on the implementation of an e-health mobile application, DI-
TIS, which supports network collaboration for home healthcare. By adopting the stakeholders’ analysis, 
the study explores the various groups that have directly or indirectly supported the system during its 
implementation. The system was originally developed with a view to address the difficulties of commu-
nication and continuity of care between the members of a home healthcare multidisciplinary team and 
between the team and oncologists often hundreds of kilometers away. DITIS evolved to be much more 
than that and even though it was introduced 5 years ago, it is considered a novel application. Despite 
this, its implementation has been slow, and several challenges, including the system’s sustainability, 
have to be faced. This chapter aims to understand these challenges and the results of the study point to 
a diversity of interests and different degrees of support.
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introduction

Healthcare is an environment that has been expe-
riencing dramatic progress in computing technol-
ogy in order to process and distribute all relevant 
patient information electronically and overall to 
improve the quality of care. In particular, mobile 
e-health involves a spectrum of information 
and telecommunication technologies to provide 
healthcare services to patients who are at some 
distance from the provider and also to provide 
supporting tools for the mobile healthcare profes-
sional. The benefits of such mobile applications are 
numerous, with the main one being improvements 
in access to medical resources and care.

Recently, the healthcare and related sectors 
have been found to embrace mobile technology 
in e-healthcare applications. Though there have 
also been cases of mobile workstations being 
implemented at small medical units to facilitate 
easier access to specialist medical advice (e.g., 
Salmon, Brint, Marshall, & Bradley, 2000), 
most of the applications have been introduced to 
support patients at home. These could either be 
patient centered where patients and/or caretakers 
are given direct access to a mobile phone for com-
municating with the provider (e.g., nurse, doctor, 
counselor, etc.), or nurse centered where nurses 
who visit and care for patients at home have direct 
access to mobile applications for communicating 
with other medical staff. 

It follows that the practice of e-health projects 
is often a collaborative activity requiring exten-
sive and interactive communication within and 
between members of specialized occupational 
groups to coordinate patient care services. This 
becomes necessary when dealing with patients 
requiring a multidisciplinary team approach 
to their care, and who are treated outside the 
hospital environment. In such a case, the team is 
mostly geographically dispersed and rarely sees 
the patient together. This requires the creation 
of virtual multidisciplinary teams of care whose 
management and coordination can be supported 

by technology. In the study, we aim to explore the 
role of diverse stakeholders in an e-health applica-
tion involving virtual multidisciplinary teams of 
care. Diverse stakeholders get involved at differ-
ent stages of the project implementation and may 
experience different degrees of knowledge about 
the system itself, its significance, and its novelty. 
These along with their different backgrounds, 
interests, and expectations may contribute to 
different meanings and understanding about the 
system, its role, and its significance, which will 
ultimately affect system implementation.

Background

stakeholders’ analysis

The role of stakeholders in IS implementation has 
long been recognized in the literature, though it 
has only been during the last few years that the 
identification of different stakeholders as well as 
the roles and interrelationships between them was 
found to be important for uncovering some of the 
complexity in system implementation (Pouloudi 
& Whitley, 1997).

Despite this, researchers have given differ-
ent definitions to stakeholders. Sauer (1993), 
for example, makes reference to stakeholders as 
supporters, those who provide funding, infor-
mation, and influence, whilst Beynon-Davies 
(1999) argues that there is a need to broaden this 
definition. As he puts it, “…not all groups with 
an interest in the development of an information 
system necessarily support that development. 
Some stakeholder groups may have a definite 
negative interest in the success of a given project” 
(p. 710). Following from these, in this chapter, in 
an attempt to keep a broad definition, stakeholders 
are defined as those with a direct or an indirect 
interest in a project. 

According to Mitchell, Agle, and Wood (1997), 
stakeholders can be distinguished in terms of three 
relationship attributes: power, legitimacy, and 
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urgency. Power is the ability to impose influence 
on the relationship; legitimacy is “a generalized 
perception or assumption that the actions of an 
entity are desirable, proper, or appropriate within 
some socially constructed system of norms, val-
ues, beliefs, and definitions” (Suchman as cited 
in Mitchell et al., p. 574). Finally, “[u]rgency is 
based on time sensitivity and criticality” (Mitchell 
et al. as cited in Howard, Vidgen, & Powell, 2003, 
p. 31). A combination of these three attributes 
contributes to different types of stakeholders who 
have different roles and expectations.  

Empirical study

In this section, we present the case of an e-health 
mobile application and adopt a stakeholders’ 
analysis to understand its implementation process 
and the challenges faced. 

Mobile applications are an increasingly im-
portant technology for improving the quality of 
health services, especially at the point of care. 
They enable the formation of virtual teams of 
care, and timely, effective, and quality patient 
management are the expected outcomes. The role 
of stakeholders in supporting such innovative 
applications is vital.

the system

DITIS: Virtual Collaborative Teams for Home 
Healthcare (http://www.ditis.ucy.ac.cy) is an Inter-
net- (Web) based group collaboration system with 
secure fixed and mobile (GPRS [general packet 
radio service], GSM [Global System for Mobile 
Communication], WAP [wireless application 
protocol]) connectivity (see Figure 1). 

It enables the effective management and 
coordination of virtual collaborative healthcare 
teams. It provides a secure access to e-records 
from anyplace and anytime via desktop comput-
ers (at work) or a variety of mobile devices (when 
on the go). It includes a set of tools for effective 
scheduling and coordination of team members, 
with features including automatic notification 
and alerting. It makes use of supportive tools 
relevant to home care that improve efficiency 
and minimize errors. The collaboration platform 
is based on identified roles and scenarios of col-
laboration, analyzed using the unified modeling 
language (UML).

The DITIS project was initiated in 1999 to 
support the activities of the home healthcare ser-
vice of the Cyprus Association of Cancer Patients 
and Friends (Pasykaf). The goal of DITIS is to 

Figure 1. DITIS system architecture
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deliver a product that can improve the quality of 
the citizen’s life. Contrary to today’s health pro-
cessing structure, which is, in all practical terms, 
facility-based care, this project aims to shift the 
focus onto home-based care, where everything is 
moving around the patient, supported by a team 
of multidisciplinary healthcare professionals. 
Given that the team cannot be by the side of the 
patient at all times, DITIS developed a collabora-
tive software system to support dynamic virtual 
healthcare teams, customized for the differing 
needs of each patient at different times. The vir-
tual healthcare team is supported in its provision 
of dedicated, personalized, and private service to 
the home-residing patient on a need based and 
timely fashion, under the direction of the treating 
specialist. Thus, it is expected that chronic and 
severe patients, such as cancer patients, can enjoy 
optimum health service in the comfort of their 
home (i.e., a focus on wellness), feeling safe and 
secure that in case of a change in their condition, 
the healthcare team will be (virtually) present to 
support them. The present users of the system 
include the healthcare professionals treating can-
cer patients (home-care nurse, oncologist, treat-
ing doctor, psychologist, physiotherapist, social 
worker, etc.) and the Pasykaf administration. It 
is expected that the system will be extended to 
other paramedical professionals, as, for example, 
the Pharmacist and the Cancer Registry, currently 
located at the Ministry of Health. Furthermore, 
the system can be adapted to cater to other home 
healthcare needs, as, for example, cardiac, renal, 
or diabetic patients. 

DITIS deploys a novel networked system 
for tele-collaboration in the area of patient care 
at the home by a virtual team of medical and 
paramedical professionals, implemented using 
existing networking and computing components 
(the novelty of the system and competing ap-
proaches are briefly discussed in A. Pitsillides et 
al., 2005; B. Pitsillides et al., 2004). The system 
was originally developed with a view to address 
the difficulties of communication and continuity 

of care between the home healthcare multidisci-
plinary team (Pasykaf) and between the team 
and the oncologist often many miles apart. DITIS 
has through its database and possibility of access 
via mobile or wire-line computers offered much 
more than improved communication. Its flexibil-
ity of communication and access to the patient’s 
history and daily record at all times, anywhere 
(in the case of home patients, outpatients, or an 
emergency hospital admission), has offered the 
team an overall assessment and history of each 
symptom. DITIS thus has the potential to improve 
the quality of life of the patient, for example, by 
offering the nurse the possibility of immediate 
authorization to change prescriptions via mobile 
devices, and the oncologist the possibility of as-
sessment and symptom control without having 
to see the patient. It also offers the home-care 
service provider the opportunity to plan future 
services and lobby for funding by offering audit, 
statistics, and performance evaluation, and with 
these in place, the possibility for research. 

the user organization 

Pasykaf, the user organization, was founded in 
1986 to provide support to cancer patients and their 
families during their period of rehabilitation and is 
manned with highly qualified medical, paramedi-
cal, and nursing staff. In 1992, it started a home-
care service for cancer patients. Specially trained 
palliative-care nurses in close cooperation with 
doctors (general practitioners and oncologists), 
physiotherapists, and psychologists attend and 
care for patients at home, focusing on maintaining 
the best possible quality of life, including medical 
care and psychological support.

In the context of home care, home-care profes-
sionals visit patients at home. Traditionally, the 
team of professionals was (loosely) coordinated 
by weekly meetings, or in case of some urgent 
event, information was exchanged by telephone 
calls or face-to-face meetings. Often, the same 
information is requested from the patient so each 
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professional can build his or her own medical and 
psychosocial history and treatment notes (hand-
written). Traditionally, these handwritten notes 
were filed at the Pasykaf district offices once the 
healthcare professional returned to the office. On 
a scheduled visit, the file had to be removed from 
the office and taken with the healthcare profes-
sional to the patient’s house. This was inflexible 
and restrictive as there was no possibility of 
access by another healthcare professional at the 
same time. Furthermore, after hours, on-call 
professionals had to make a special visit to the 
office to collect the patient file (even if there was 
no other business with the office). For a patient 
visit to the hospital, especially in an emergency, 
there was no possibility of immediate access to 
the patient file from the attending home-care 
nurse. Therefore, there was limited possibility 
for continuity of care. 

As with every manual system, there was lim-
ited possibility for audits and statistics, research 
was difficult, evidence-based medicine was not 
supported, dynamic coordination of the team was 
almost impossible, and communication overheads 
were very high and extremely costly in human 
and monetary terms. DITIS aims to address these 
problems in the provision of home-care services 
by a team of professionals.

Generally, given the limitations of the existing 
home-care delivery models, the need for improved 
ICT-supported practices emerged. Even though 
the context of health reform may vary across 
countries, major objectives are similar and include 
the following:

• A move toward people-centered services.
• A commitment to healthy public policy and a 

desire to improve the health status and qual-
ity of life of individuals and communities.

• Increased emphasis on knowledge- and evi-
dence-based decision making, and efficiency 
and effectiveness in service delivery.

• A shift from facility-based health services 
and a focus on illness to community-based 

health services and a focus on wellness.
• The integration of agencies, programs and 

services to achieve a seamless continuum 
of health and health-related services.

• Greater community involvement in priority 
setting and decision making.

DITIS aims to support the above healthcare 
reform objectives. We focus our analysis on 
home healthcare of cancer patients, but expect 
our results to be applicable to home healthcare 
in general as well as cross-cultural and cross-
border interoperability. Thus, through DITIS, 
we expect to assist in the delivery of better home 
care by offering the healthcare team services that 
are aimed at achieving a seamless continuum 
of health and health-related services despite the 
structural problems of home care as compared to 
facility-based care.

The system was initially deployed in one dis-
trict, District A, and was gradually implemented 
in another three districts. The study has adopted 
the longitudinal approach in data collection for the 
first 5 years of the system from 1999 to 2004.

methods and data collection

This research is interpretive as our aim is to capture 
stakeholders’ interpretations of the system itself 
and their use of the system. To this end, our re-
search method is qualitative in nature, examining 
“humans within their social settings” (Orlikowski 
& Baroudi, 1991, p. 14).

The fieldwork has taken place in various 
district sites of Pasykaf. Each site is served by a 
number of palliative-care nurses who visit patients 
regularly in their house to offer support. Data on 
DITIS were collected on different stages of the 
implementation process.

Phase 1: The preliminary part of the research 
has studied the use of mobile telephones by a 
group of palliative-care nurses during the period 
of August to September 2000. Interviews with 
three nurses and one doctor in District A have 
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enabled the study of nurse-to-nurse interactions 
and nurse-doctor interactions via the use of mobile 
telephones, whilst also contributed to gathering 
information on their level of awareness about 
DITIS and its potential use in palliative care. 

Phase 2: This part of the study took place in 
May 2001 and involved the use of a structured 
questionnaire that was sent to DITIS developers 
and potential users. It aimed to explore stakehold-
ers’ expectations regarding DITIS. A copy of this 
questionnaire appears in the appendix.

Phase 3: The third phase of data collection 
took place in April 2003. By this time, DITIS was 
implemented in four district sites. During this 
phase, current users of the system in three district 
Pasykaf offices were interviewed: one psycholo-
gist and three nurses. The main issues explored 
during interviews included the participants’ actual 
use of DITIS, their own explanation of why they 
use DITIS the way they do, and their understand-
ing of what users’ and others stakeholders’ role 
should be for achieving effective DITIS use.

Phase 4: This final part of the study took 
place in April 2004. Interviews included users 
(nurses and psychologist) as well as members 

of other stakeholder teams. During this phase, 
it was found that even though DITIS has been 
implemented effectively with the right support 
from the project team, anxiety was identified at 
different levels with regard to its future. 

Table 1 summarizes the data-collection ap-
proach adopted. 

rEsults

Overall, the data reveal that DITIS offers innu-
merable opportunities for palliative-care nurses 
and other cancer-care practitioners. DITIS is 
currently widely accepted as an invaluable tool 
in palliative care. Nurses, psychologists, and 
doctors acknowledge that DITIS has numerous 
advantages and that they are willing to incorpo-
rate it in their work activities. DITIS can improve 
communication, coordination, and collaboration 
among members. Due to the huge amount of data 
regarding new and old patient records that need 
to be handled on a daily basis, DITIS enables 
users to access data quickly either from their of-
fice or remotely. Furthermore, it can be used as 
a statistical tool for producing internal reports 

Table 1. Summary of the adopted data-collection approach

Phase Time Period No. of Interviews Purpose

Phase 1 August-September 
2000 4

Understand context 
of work, users’ 

awareness about 
DITIS

Phase 2 May 2001 7 Users’ expectations

Phase 3 April 2003 4 Level of usage & 
explanations given

Phase 4 April 2004 5 Stakeholders’ own 
evaluation of DITIS
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for the district offices and the head office as well 
as external reports required by the Ministry of 
Health and other government departments. 

“Pasykaf will be able to extract more information 
and statistics about cancer symptoms. Informa-
tion about cancers and their occurrence by region 
will help to detect possible reasons that may be 
responsible about cancer (e.g. factories in the 
areas, etc.)” (Developer, Phase 2).

“Life will be so much easier with DITIS to fill 
in the gaps from unknown to known” (Nurse, 
District B).

Interestingly, even though technophobia was 
identified in Phase 1 of this study as a possible 
negative factor in the effective implementation 
of the system, it was later expressed by nurses 
across different district sites that participated in 
Phase 3 that users are generally willing to adapt 
the system in their day-to-day work because they 
expect that their tasks will be executed faster and 
easier, saving time and effort.

It was agreed among all participants in the 
study that the project was a novel one, that it 
was a radical departure from what existed previ-
ously, and that it was designed to be at the core of 
Pasykaf’s activities (i.e., the provision of health-
care to home-based cancer patients). 

implementation problems

During the first three phases of the study, there 
was a general feeling that DITIS had not yet 
been sufficiently incorporated in the daily work 
activities of the healthcare workers and that this 
would be a slow process. The main problems 
identified were with regard to the implementa-
tion process. A nurse in District B clearly said 
that this process “has been slow from all points 
of view” (Phase 3).

It has been widely recognized that the effective-
ness of the system implementation was jeopardized 

due to financial resources being constrained or at 
times becoming unavailable. The limited budget 
that the project development team had to work 
with mainly had two major implications. First, 
only a small number of mobile handsets could be 
acquired. As a result, only nurses in one district 
office (District A) were given a mobile device 
with DITIS application, whilst other district of-
fices have to rely only on PC- (personal computer) 
based applications of DITIS. The latter, however, 
restricts the use and the potentials of DITIS, which 
has been developed as a wireless application to 
promote virtual collaboration in cancer care. Sec-
ond, limited financial resources have influenced 
staff availability on the project implementation 
team. The project has been experiencing staff 
discontinuities since the early stages of DITIS 
development. Mainly graduate students have 
been used for this project under the guidance of 
two computer-science academics, both members 
of the DITIS project team. Even though the latter 
remained the main drivers of the project, DITIS 
was only one of several projects that they were 
involved in and therefore could not give their full 
attention as required by the criticality of the project 
nature. To quote a nurse, “The system was done on 
borrowed time” (District A, Phase 3), indicating 
that for most of the implementation period, there 
were no full-time project members; rather, even 
though the system had gained the enthusiasm of 
several people who committed themselves to the 
system, none of them could make a full-time com-
mitment. Instead, there were several temporary 
project members throughout the duration of the 
implementation process leading to staff turnover. 
Therefore, the high staff turnover and the lack of 
full-time staff brought inconsistencies and delays 
in the project development.

As the psychologist who participated in the 
study (Phase 3) put it, “There is no person in charge 
and this leads to communication problems.” The 
same person suggested that there was a need for 
frequent meetings to keep users informed about 
the state of the implementation process, alleviate 
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doubts, and improve coordination among cross-
groups (e.g., nurses, doctors, psychologists). 

Based on the results of the longitudinal assess-
ment, corrective measures were taken, including 
the creation of a more stable team due to the com-
mitment of all relevant actors and availability of 
funding. These corrective actions were acknowl-
edged by all the users interviewed in Phase 4 of 
the study. During this phase, there was a general 
feeling of satisfaction about the use of DITIS in 
the day-to-day work practices as users have by 
now begun seeing the benefits of the system. 

“The system is more reliable.”
“It is 100% better.”

Despite these positive results, there appears to 
be some anxiety among users about the sustain-
ability of the system. DITIS has been successful 
in attaining the initial goals set. However, several 
difficulties, some non-technical in nature, were 
encountered during the development and deploy-
ment of DITIS in Phase I. These are outlined 
below:

 
• Underestimation of the workload involved 

in order to populate the DITIS database, and 
misjudgment of effort for encouraging users 
who are used to a paper-based system to 
switch to a new system, which was in essence 
still incomplete and under construction

• Network technology limitations (e.g., WAP 
over GSM). The migration to new tech-
nologies (GPRS/UMTS [Universal Mobile 
Telecommunications System] and ADSL) 
is resolving many of the original technical 
problems: Service is always available and 
bandwidth is much higher. 

• Deployment with mobile devices has been 
limited mainly due to the cost related with 
having each member of the home-care team 
have his or her own mobile device, and the 
pace of new device launches with enhanced 
functionality. Recently, 30 mobile devices 

were acquired and are being deployed. This 
will allow a number of multidisciplinary 
teams to operate.

• Sustainability of DITIS due to uncertain 
financial support. Potential funding may 
derive from the government through its 
spin-off company initiative. Another one 
is the Ministry of Health for its planned 
community-care service.

stakeholders: relationships and 
roles

The main stakeholders of DITIS derive from 
inside as well as outside the user organization. 
A key stakeholder group consists of the nurses 
and other members of the medical team in the 
district offices, for example, psychologists who 
directly use the system. Gradually, the nursing 
team has begun to embrace DITIS and overcome 
the initial resistance that was mainly caused due 
to the delays in implementing the system. 

A second group involves the university com-
puter scientists who designed the original system 
and currently manage the project development and 
implementation. They have the intellectual prop-
erty of the system and are the ones who actively 
promote the system to national and international 
organizations in order to attract funding that 
would enable them to continue developing and 
improving the system. Their interest is in “the 
expansion of the collaborative system for usage 
in other fields (e.g., cardiac home care, insurance 
sales, etc.) and its eventual commercialization” 
(interview with project leader). The cost of set-
ting up such an infrastructure and supporting it 
vs. the benefits, such as quality of life and time 
saved, are difficult to justify in monetary terms; 
also, there is the potential benefit of using GPRS 
and ADSL (Asymmetric Digital Subscriber Line) 
(always connected, higher speeds) vs. the earlier 
GSM/WAP mobile telephone device and ISDN 
(integrated services digital network) for the fixed 
computer lines (dial-up, low bandwidth), and the 
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costs of maintaining such a telecom infrastructure 
to consider. Another barrier is the high cost of 
handheld devices and rapid change of technol-
ogy, which have hindered projects development 
Cyprus-wide. 

An independent commercial software organi-
zation that supported the initial idea and design 
of DITIS has also been a key stakeholder. This 
organization has recently withdrawn from the 
project after the first stage of its implementation 
as they could not see the financial viability and 
profitability of the project and were no longer 
interested in investing in mobile-based applica-
tions. Another commercial software organization 
with a focus on mobile e-services has recently 
joined the project. 

Finally, an important stakeholder is Pasykaf 
as the user organization that hosts the system in 
its district offices as well as in the headquarters. 
Pasykaf, a charity organization, is interested in the 
project as it can see that the system can predomi-
nantly enable it to produce national and regional 
statistical information on cancer and cancer pa-
tients, which are required by the government. Our 
study, however, has shown that the involvement of 

Pasykaf management in this project has remained 
limited. Several users recognized that Pasykaf in 
particular should undertake a more active role in 
the implementation of the project by investing 
more time and administrative support. 

Accordingly, the stakeholders derive from 
diverse sectors, and even though they all want 
DITIS to succeed, their expectations are different. 
From our data, it was found that all stakeholders 
agree on the important role that the system could 
have in cancer support. 

In what follows, we describe these different 
types of stakeholders and identify their relevance 
to the DITIS project. Based on Mitchell et al.’s 
model (1997), Figure 2 depicts the stakeholders’ 
relationship attributes and the different types of 
stakeholders. 

Definitive stakeholders possess power, legiti-
macy, and urgency. The project initiators at the 
university fall in this group. Due to their active 
involvement in the design and promotion of the 
system, they possess both power and legitimacy 
whilst simultaneously are aware of the risks in-
volved if no funding is secured. For this, they have 
a clear and immediate mandate to give priority to 

Figure 2. Stakeholder typology (Mitchell et al., 1997, p. 874)
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the project and have considered several options, 
one of which is commercialization. 

Demanding stakeholders exist where there is 
urgency but no other relationship attribute. Within 
this category, we place the commercial organiza-
tion that became involved in the initial design of 
the system. It did so for commercial interests. Due 
to the financial difficulties that the project faced, 
the company decided to withdraw their demands 
for commercialization and thus profitability has 
not been met.

Dormant stakeholders are the stakeholders 
who possess power to impose their will, but by 
not having a legitimate relationship or an urgent 
claim, their power remains unused…Dormant 
stakeholders have little or no interaction with the 
firm. However, because of their potential to acquire 
a second attribute, management should remain 
cognizant of such stakeholders, for the dynamic 
nature of the stakeholder-manager relationship 
suggests that dormant stakeholders will become 
more salient to managers if they acquire either 
urgency or legitimacy. (Mitchell et al., 1997, pp. 
874-875)

In the case of DITIS, the dormant stakeholder 
is the government and other funding bodies that 
have shown an interest in the system. Because 
of their potential role in the future of the sys-
tem, the project management team (university) 
should remain cognizant of such stakeholders. It 
is expected that the government’s power will be 
exercised when there is a better recognition of the 
potentials of the system not only in cancer care 
but in the other health areas, too.

Dependent stakeholders are those “who lack 
power but who have urgent legitimate claims as 
‘dependent,’ because these stakeholders depend 
upon others [e.g., other stakeholders] for the power 
necessary to carry out their will” (Mitchell et al., 
1997, p. 877). Nurses represent this type of stake-
holders. Their voice has mainly been represented 
through Pasykaf (management) itself, and, as it 
was found in the study, their interest in the system 
is predominantly for efficiency and accuracy in 

statistical analysis.   
Dominant stakeholders are both powerful and 

legitimate. Their influence in the relationship is 
assured since by possessing power and legitimacy 
they form the dominant coalition. In our case, 
we find that Pasykaf itself belongs to this group 
of stakeholders as it represents the only host of 
the system. However, as a charity organization, 
it has been unable to fund the project itself and 
therefore its position has remained weak and the 
management team needs to look elsewhere for 
financial support. It is expected that when other 
funders are found, for example, the government, 
or with the commercialization of the system, the 
power of Pasykaf will be reduced as other host 
organizations will emerge, such as those for 
cardio-care support. 

Other stakeholder groups that were identified 
in Mitchell et al.’s (1997) framework and shown 
in Figure 2 but not found in our own study are 
as follows:

 
•	 Discretionary stakeholders possess legiti-

macy, but have no power for influencing the 
firm and no urgent claims.

•	 Dangerous stakeholders possess urgency and 
power but no legitimacy; this may result in 
the use of coercive power.

•	 Non-stakeholders possess none of the at-
tributes and thus do not have any type of 
relationship with the rest of the group. 

Accordingly, it is found that in the case of 
DITIS there were five different distinct types of 
stakeholders. The diversity in their views, which is 
expressed in the reasons they give to the legitimacy 
of the system, as well as the perceived urgency 
and their ability to influence the system have all 
contributed to different degrees of support. In this 
study, apart from the commercial organization, all 
the other stakeholders have been positively sup-
portive of the implementation process. They have 
been doing so differently, however, with some, 
such as the university team, taking a more active 
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role in securing funding and hosting the project 
team whilst others, such as Pasykaf, remaining 
more passive. This passiveness is not, however, 
due to a lack of interest but rather due to other 
priorities.  

FuturE trEnds

The potentials of mobile applications in e-health 
are tremendous. They could be used for support-
ing health professionals in offering care through 
improved e-tools (e.g., for improved access to pa-
tient records by all health professionals, improved 
collaboration, and streamlined workflow), which 
are especially useful for the community-care 
environment. However, even though mobile tech-
nology is a key factor for enabling the formation 
of geographically proximate medical teams at 
the point of care, their effective implementation 
depend not only on the level of support provided 
to users, but also by the extent to which there is a 
shared understanding and support among diverse 
groups of stakeholders. 

An important contribution of this study is an 
examination of the role of diverse stakeholders 
on the implementation of such a novel e-health 
initiative. With a growing recognition that e-health 
can make an impact on the provision of healthcare 
as well as that e-health applications are becom-
ing even more global, investigating the diversity 
that may exist among the various stakeholders is 
becoming vital for their success.

conclusion

This chapter presents a longitudinal study on the 
implementation of an e-health mobile application, 
DITIS, which supports network collaboration 
for home healthcare. Our study has found that 
users’ support has gradually improved over the 
last years as they have been increasingly exposed 
to the system capabilities and have recognized 

the advantages of the system in their day-to-day 
work for both administrative and consultation 
purposes. Another reason for this is that the nurses 
have gained participation in the project team with 
periodical meetings with the project manager 
and developers. Yet, the future of the system is 
uncertain as future funding to gain sustainability 
may not be available. Such a complex and novel 
system has not gained shared support by all parties 
concerned, with one company dropping out (while 
another one joined) and others not taking an active 
role. The long-term solution is commercialization, 
which is currently pursued, but as with any new 
ideas and products, there is considerable risk in-
volved. The study has adopted the stakeholders’ 
analysis (Mitchell et al., 1997) and found that 
there are different relationship characteristics 
among the key stakeholders who show diversity 
in interests, expectations, and levels of involve-
ment in the system implementation.

DITIS has appeared to act as a useful fuel 
for improving patient records and promoting an 
integrated approach that has a direct impact on 
the quality of treatment and healthcare support 
to home-based cancer patients. However, even 
though this is a novel application and despite 
the fact that it was introduced 5 years ago, the 
implementation has remained slow and the system 
has not yet been able to secure its place and its 
future in the health sector; rather, it has gradu-
ally been making an impact on the healthcare 
support provided by some nurses and medical 
staff. Lack of organization ownership makes 
the future of the system uncertain. What has 
enabled it to survive was the enthusiasm of some 
key individuals, mainly the university team and 
those users who could see the direct benefits of 
the system on the quality of cancer care. Speedy 
commercialization of the system seems to be the 
solution for its long-term survivability, and this 
is the current focus. In the meantime, DITIS is 
at present being deployed for its healthcare col-
laboration and patient-management aspects in 
the context of two EU- (European Union) funded 
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e-TEN (deploying Trans-European e-services for 
all) market validation projects (HealthService24 
and LinkCare) involving trials for cardiac-patient 
monitoring. 
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appEndix

ditis implementation project, may 2001

Please take a few minutes to answer the following questions. I would appreciate if you return the 
completed questionnaire to me by e-mail.  

Thank you very much for your contribution.

Please tick that which most identifies your involvement in the DITIS project.

Designer/Developer:   
User (Nurse):    
User (Doctor):   
Other (please specify):   

What do you think the main benefits would be for implementing DITIS within Pasykaf?

After implementation, how do you expect DITIS to be used on a day-day to basis?

What would you expect the results of the pilot study to be? Please identify in your answer those fac-
tors that you think might enable or constrain the success of this pilot.

This work was previously published in Web Mobile-Based Applications for Healthcare Management, edited by L. Al-Hakim, 
pp. 101-117, copyright 2007 by IRM Press (an imprint of IGI Global).
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Chapter 27
Mobile E-Health:

Making the Case1

Norm Archer
McMaster University, Canada

introduction

Many individuals receive their care from more 
than one caregiver or other provider: individual 
physician, group practice, hospital, long-term care 
facility, laboratory, pharmacy, walk-in clinic, ur-
gent care center, work-site clinics, school clinics, 
and so forth. When and where choice is available, 
clients can select caregivers or other providers 
based on their proximity, bedside manner, quality 
and capability, cultural aptitude, or other factors. 

Clients/patients also must move among health care 
providers as their state of health changes, creating 
a need for their health records/histories to move 
with them, so each provider does not need to pre-
pare a totally new patient history at admission (see 
Figure 1). Without the general existence of digital 
health records and some means of integration or 
interoperability, individual choice and movement 
leads to fragmentation of the individual’s health 
care experience. Typically, this means that client 
record transfers are accomplished from one or 

aBstract

Health care is an industry with a diverse set of stakeholders: governments, private health care providers, 
medical practitioners (physicians, nurses, researchers, etc.), home health care providers and workers, 
and last but not least, clients/patients and their families. Overlapping and interacting environments 
include hospitals, clinics, long-term care facilities, primary care providers, homes, and so forth, involv-
ing acute, emergency, chronic, primary, and outpatient care. Patient transitions between these environ-
ments are often unnecessarily difficult due to an inability by providers to access pre-existing patient 
records. Mobile/wireless solutions can play an important role in supporting health care by providing 
applications that access health care records and reduce paperwork for clinical physicians, nurses, and 
other workers, community health care practitioners and their patients, or mobile chronically ill patients 
such as diabetics. This chapter makes the case for mobile health care and its solutions in the non-acute 
community health care environment, where critical issues include usability, adoption, interoperability, 
change management, risk mitigation, security and privacy, and return on investment. A proposed com-
munity health care application demonstrates how these issues are addressed. 
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more sources via paper, scanned digital records, 
and/or fax. The result is that client records may be 
stored on paper at a number of caregiver institu-
tions or re-keyed into institutional databases, with 
no possibility of version control or compatibility. 
This fragmentation of records often leads to er-
rors, duplication, lack of coordination (Brailer, 
2005), conflicting approaches to a patient’s health 
care, service and/or resource duplication and 
many other problems including reduced quality 
of care, reduced effectiveness, and increased cost 
to society. 

Integration mechanisms have been tried in 
the past, although none has delivered lasting 
benefit. These include horizontal and vertical 
mergers of providers, state-sponsored networks 
of community care services, and so forth. How-
ever, there is theoretically no technical barrier to 
establishing a network of providers that would 
use information in an interoperable manner for 
integrated support of patient care, and this would 
not require a massive integration of physical as-

sets and the bureaucracy required to operate it. 
In the U.S. alone, the potential savings from such 
an approach have been estimated at U.S. $77.8 
billion per year (Walker, Pan, Johnston, Adler-
Milstein, Bates, & Middleton, 2005). This does 
not include the substantial clinical and quality of 
life benefits from this approach. Unfortunately, it 
has been virtually impossible in most jurisdictions 
to get broad agreement on a standard and portable 
electronic health record (EHR) that would support 
this interoperability. Although the standardized 
EHR has a continuing focus of the health care 
community (Berner, Detmer, & Simborg, 2005), 
the process of adopting a standard would still re-
quire large investments in the database conversion 
process and the necessary secure communications 
network that would safeguard client privacy and 
confidentiality. However, without interoperability 
and health information exchange, health informa-
tion will remain as it is now, in proprietary and 
often inaccessible silos.

The lack of a standard EHR definition, and the 

Figure 1. Information flows in patient-centred health care (adapted from Krull-Naraj, 2004) 
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health care. No doubt at some time in the distant future both these problems will be 
addressed at a macro-level, but in the meantime, it is essential to make incremental 
improvements that will adapt to the constantly changing environment in a way that 
continuously improves health care support at the local level (Lenz & Kuhn, 2004). 
Such changes may be significant enough to be disruptive to users, so it is critical to 
plan and implement changes so that already overburdened health care professionals 
and administrative support receive relief in the most effective and efficient manner 
possible under the circumstances.
Health delivery practice for non-acute care in many industrialized countries is shift-
ing toward the home. The reasons are the better possibilities for managing chronic 
care and controlling health delivery costs, but the appropriate infrastructure must 
be in place in order to maintain client quality of life through quality health services, 
and the need to predict and thus avoid serious complications. For this potential to be 
realized, new interoperable telemedicine and information technology (IT) solutions 
need to be implemented and integrated in the health delivery system, but these solu-
tions need to be assessed through evidence-based medicine in order to provide solid 
proof for their usefulness. To ensure that quality care delivered efficiently any time 

Figure 1. Information flows in patient-centred health care (adapted from Krull-
Naraj, 2004) 
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lack of interoperability among health care provid-
ers are both major strategic issues in information 
technology support for health care. No doubt at 
some time in the distant future both these prob-
lems will be addressed at a macro-level, but in 
the meantime, it is essential to make incremental 
improvements that will adapt to the constantly 
changing environment in a way that continuously 
improves health care support at the local level 
(Lenz & Kuhn, 2004). Such changes may be 
significant enough to be disruptive to users, so it 
is critical to plan and implement changes so that 
already overburdened health care professionals 
and administrative support receive relief in the 
most effective and efficient manner possible under 
the circumstances.

Health delivery practice for non-acute care in 
many industrialized countries is shifting toward 
the home. The reasons are the better possibilities 
for managing chronic care and controlling health 
delivery costs, but the appropriate infrastructure 
must be in place in order to maintain client quality 
of life through quality health services, and the need 
to predict and thus avoid serious complications. 
For this potential to be realized, new interoperable 
telemedicine and information technology (IT) 
solutions need to be implemented and integrated 
in the health delivery system, but these solutions 
need to be assessed through evidence-based 
medicine in order to provide solid proof for their 
usefulness. To ensure that quality care delivered 
efficiently any time and any place requires ready 
access to patient records and expertise from remote 
sources such as specialists and online databases, 
and mobile wireless technology can enable this 
support. True wireless communities where pro-
cesses, technology, and people are fully aligned to 
mobile applications, have a great deal of potential, 
especially where smooth transitions by patients 
among the types of care they may experience, 
including acute, emergency, chronic, primary, and 
homecare, require continuing coordination among 
health care institutions, medical practitioners, 
health care workers, care givers, and the patients 

themselves. The real benefit of mobility support 
will come only when technology and process are 
built around a plan that embraces mobility, and 
where mobility is not an afterthought. 

As mobile wireless unfolds, the health care 
world must assess both its technical and value 
propositions, to determine if it has a real value 
proposition to offer, in terms of quality of life 
maintenance at lower costs than existing systems. 
The objective of this chapter is to discuss the 
roles that electronic mobile solutions can play in 
health care, and particularly the value proposi-
tions and their evaluation that must play a role 
in the selection of these solutions for efficient 
and effective use. The concepts presented will be 
demonstrated by an application in a real mobile 
health care application.

moBility

Mobility is an aspect of many environments. 
How mobility affects individuals tends to differ, 
depending on the nature of what they are doing 
(working, relaxing, traveling, etc.), their prefer-
ences, the form that mobility takes, and the amount 
of time involved. Supporting mobility through 
electronic solutions is having a growing impact on 
individuals by enabling them to carry devices that 
assist them to stay in constant communication with 
their organizations, friends, family, and advisors. 
This may involve using voice or data messages, 
paging, direct communications by telephone or 
teleconferencing, and database or document infor-
mation access, storage, and retrieval. In working 
environments such as hospitals, such applications 
are often built upon existing e-business solutions 
such as corporate and operational databases, 
along with functional or corporate support areas 
and their associated networks such as LANs and 
Internet connectivity. The growing availability of 
a variety of mobile applications and technologies 
has encouraged the extension or replacement of 
existing approaches and business processes. We 
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are only beginning to see true wireless environ-
ments where processes, technology, and people 
are fully aligned to a mobile environment. 

mobile solutions

The potential selection of systems and devices 
for mobile support includes voice and data com-
munications, ranging all the way from cell phones 
to laptop computers and PDAs (personal digital 
assistants). It will be assumed that end users have 
ready access to voice communication through 
cellphones, since these are rapidly becoming 
as ubiquitous as landline telephones. Mobile or 
wireless solutions discussed here may use the 
same networks, including and extending voice 
cellphone communication. Mobile solutions can 
be used to support hospital or clinical workers, 
or community health care practitioners or their 
patients, where the workers may be away from 
their home office a high percentage of the time, 
while traveling or meeting with clients. Others 
may need to travel occasionally to different sites 
for meetings, conferences, or training. Clients such 
as ambulatory care patients may also adopt mobile 
or monitoring devices, in order to use the services 
of mobile health care providers. Mobile solutions 
allow employment hours to be flexible and to 
extend beyond those hours actually spent in the 
office, including lunch and break time, traveling 
to and from work, traveling to meetings, holidays, 
weekends and evenings. Although this may result 
in an attendant increase in productivity, working 
with others through mobile applications may not 
necessarily fulfill all the needs of workers. 

pervasive computing

Pervasive computing can be defined as personal-
ized computing freed from the desktop, enabling 
information access anywhere, anytime, on de-
mand. This provides an apt description of the 
objective of mobile worker support. Computing 
devices range from desktop (fixed), to laptops and 
palmtops (transportable) to handhelds and wear-

ables (fully mobile) (Gorlenko & Merrick, 2003). 
Mobile devices can be differentiated according to 
their wireless connectivity. Content transmitted 
by technological solutions in the mobile wireless 
world can be mobile (but not wirelessly connected 
for synchronization with wireline content), wire-
less (but not mobile), or both mobile and wirelessly 
connected. Mobile wireless content is converging 
with the wireline Internet, with the result being 
referred to as the mobile Internet. The growing 
mobile wireless market demands both voice and 
data (text-graphics) communication services. 
Multimedia content is a suitable mix of the two. 
The content is carried through the network of 
a wireless network operator and a service pro-
vider. Some mobile devices are unconnected 
while on the move (e.g. PDAs—personal digital 
assistants, laptops, and palmtops) although they 
may be equipped for wireless connectivity in a 
stationary environment. Clinical, business, and 
technology functions are usually intertwined in 
a complex manner in wireless systems, it is es-
sential to maintain patient safety and quality of 
life, if a health care system is to be implemented 
acceptably (Scalise, 2005). 

value proposition for mobile and 
wireless solutions in health care

The business model for adopting mobile solutions 
is the economic justification for the use of the 
technology, or the means by which the technol-
ogy generates a value proposition. In the current 
wireless marketplace, with an increased system 
complexity that is driven by the number of players 
and their interactions (Olla & Atkinson, 2004), 
(network operators, carriers, content providers, 
mobile device manufacturers, etc.), the value chain 
is developing into linkages of partnerships for 
delivering value to end customers (Sabat, 2002). 
End customers in e-health may be individual 
physicians or they may be networks of health care 
workers who interact in such a way that mobile 
solutions can assist in improving their interactions 
cost effectively. Business partnerships involved in 
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supporting mobile solutions continue to evolve, 
engage, and disengage as new technology evolves 
and appears, and certain business partners thrive 
while others fail. 

It is often difficult to justify a business case 
for a mobile project financially. A 2002 survey by 
CIO Magazine (Worthen, 2002) indicated that the 
two most popular measures of ROI for wireless 
projects were increased productivity (54%) and 
improved internal customer satisfaction (40%). 
For mobile e-health applications, we can add an 
important constraint which is that the application 
must not decrease the quality of life of the clients, 
or ROI justification becomes meaningless. 

One framework that has been proposed for 
value determination of mobile solutions, includes 
two dimensions: time and place—the work can 
be either dependent or independent of one or both 
these dimensions (Wiberg & Ljungberg, 2001). 
Mobile applications in this framework can be in 
one of four quadrants: anytime and anywhere; 
anytime and a particular place; a particular time 
and anyplace; and a particular time and par-
ticular place. Maglaveras et al. (2002) discuss 
a community-based health care support system 
that proved the usefulness of wireless technol-
ogy in providing wireless interactivity anytime 
and anywhere, but also proved the necessity for 
restructuring educational medical knowledge for 
delivery to the patient. An example application of 
the anytime-anyplace model is in mobile support 
of chronically ill clients who are still able to work. 
Here, occurrences could be identified in all four of 
the quadrants, since clients have particular places 
where they may spend a considerable amount of 
time (at work and at home), and certain procedures 
could be specified at particular times, but there 
would be value in support in the “anytime and 
anywhere” quadrant. These concepts help in plan-
ning potential mobile support applications.

To justify mobile solutions, health care insti-
tutions that deploy wireless data solutions do so 
on a very selective basis, supporting only those 
employees who have a demonstrated need for 

real-time access. There are strong indications that 
return on investment (ROI) can be most strongly 
justified for specific classes of tasks in vertical 
markets such as health care, manufacturing, gov-
ernment, and transportation (Wheelwright, 2002). 
For example, a recent study of mobile solutions in 
a variety of applications in 35 major companies 
found hard benefits that included sales increases 
of 5-10%, reduced customer wait times by as much 
as 80%, increases in service calls of up to 32%, 
and service call responsiveness improvements of 
up to 7% (Gillott, 2002). Payback periods ranged 
from a few months to 30 months. 

Mobility and flexibility are the biggest driv-
ers of mobile solutions in many institutions and 
companies (Wheelwright, 2002). Health care 
companies may choose wireless solutions because 
they have an outbound workforce that needs to 
be connected within a corporate environment or 
when making calls on homecare clients. Cost has 
slowed the adoption of mobile technology in the 
past, although it is becoming less of a concern as 
prices drop and businesses recognize the benefits 
of offering wireless access to their workforce. 
Mobile portals provide convenient places where 
Web users can link to a set of applications that 
are relevant to their interests and/work (Clarke & 
Flaherty, 2003). Portals assist the wireless user 
to interact with Web-based content, and serve 
a valuable purpose in aggregating multiple ap-
plications and/or content providers through one 
Web site. They also provide a greater degree of 
personalization and localization than traditional 
Web portals. 

Evaluation oF moBilE  
BusinEss applications

The novelty of many of the mobile applications 
currently entering the marketplace, along with 
inexperience of business with mobile solutions, 
greatly increases the risks associated with adopt-
ing such solutions. For this reason, the business 
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value proposition of proposed mobile applications 
must be studied with care. To that end, we have 
developed a process framework (Archer, 2004) 
that organizes the planning and evaluation pro-
cess logically. This proceeds from identifying the 
business goals, defining potential user groups and 
the applications they would use, and the technical 
considerations that will lead to the appropriate 
mobility choice. When implementation issues are 
factored in, tempered by a variety of moderators, 
the application can be evaluated, along with its 
ROI, and compared with the existing application 
in terms of tangible values such as revenue, cost, 
and efficiency, and intangibles such as user and 
customer satisfaction. This process is an essen-
tial first phase in any mobile application, since 
it considers logically the costs and benefits of 
implementing the planned solution.

key issues for mobile E-health  
applications

A number of key issues can affect the potential 
for a successful mobile e-health implementation. 
These include usability, adoption, interoperability, 
change management, risk mitigation, privacy and 
security, and return on investment. These are 
considered in more detail in the following.

• Usability can be defined as the quality of 
a system with respect to ease of learning, 
ease of use, and user satisfaction (Rosson 
& Carroll, 2002). It also deals with the po-
tential of a system to accomplish the goals 
of the user. Usability is a key issue in the 
adoption of any information system, but it 
is particularly so for mobile systems, where 
the end-user device is often hand-held, with 
limited display and data entry capability 
(Tarasewich, 2003). Interface design and 
the design of the device itself have a critical 
impact on usability.

• Adoption: As in any user population, 
technological changes in the supporting 

technology for doing tasks make demands 
on both the quality of user interface and the 
functionality of mobile devices. Adoption 
is clearly related to usability, although it 
involves additional issues. The questions 
of interest are (Zhu, Nah, & Zhao, 2003): 
(1) what factors influence users’ adoption of 
mobile computing?; (2) how does the design 
of mobile devices and interface affect user 
adoption?; and (3) to what degree do specific 
factors such as trust and enjoyment (in using 
mobile devices) play a role in adoption? Zhu 
et al. (2003) have proposed that perceived 
ease of use (input and output modalities, 
navigation, bandwidth), perceived useful-
ness (service offerings, degree of mobility, 
compatibility, coverage, reliability), trust 
(security, privacy, vendor characteristics, 
perceived ease of use, perceived usefulness), 
and enjoyment (congruence of skills and 
challenges, focused attention, interactivity, 
perceived ease of use, perceived usefulness) 
will affect intentions to use mobile devices, 
which will then influence actual usage. 
Evidence suggests that inadequate access to 
information and ineffective communication 
tend to be causes of error and other adverse 
events for in-patient care (Mendonca, Chen, 
Stetson, McKnight, Lei, & Cimino, 2004). 
Information-based handheld wireless appli-
cations at the point of care that link to clinical 
data can help reduce these problems. 

• Interoperability: Interoperability with 
existing health care applications and/or da-
tabases is necessary, to improve or at least 
avoid worsening any existing “stovepipe” 
characteristics that plague the health care IT 
field. In the absence of compatible databases 
or health records, separate applications may 
communicate through messages containing 
health record information using standard 
protocols such as HL7.2 Supporting software 
could be developed with a messaging toolkit 
such as Chameleon,3 or the health record 
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information may be mapped to a particular 
database using Iguana.2 Significant barriers 
that must also be addressed include policies 
on accessing and updating existing systems, 
due to privacy, confidentiality, legal, and 
regulatory concerns. 

• Change Management: Many issues arise 
when technology is changed or introduced 
to a user population, often transforming the 
way users must perform their tasks. The 
manner with which change is introduced, 
irrespective of the effort invested in enabling 
it, will impact system adoption. There are 
multiple obstacles to implementing such a 
system. These include resistance to change 
by end users and IT staff, and integration with 
existing systems. These must be considered 
in advance in order to mitigate potential 
risks (Wang & Paper, 2005). There are two 
important aspects of change that must be 
considered. The first is in the organizational 
and business process structures. Not all 
change can be anticipated and planned in 
advance. Difficulties in managing change in 
the introduction of technology arise when 
the organization does not plan the manage-
ment of unanticipated change. This increases 
the complexity of change because the or-
ganization unprepared to deal effectively 
unanticipated complications. For example, 
new technology often leads to anticipated 
changes in staffing levels, but there are usu-
ally psychological or social dimensions to the 
remaining jobs that are not anticipated. 

Two types of unanticipated change include 
(Rivard, Aubert, Patry, Pare, & Smith, 2004):

• Emergent change, that may arise spontane-
ously in response to planned change, with 
either positive or negative impacts on the 
organization (for example, a requirement for 
new skills in analyzing data now being col-
lected that was not previously available).

• Opportunity-based change, introduced in-
tentionally during the change process in re-
sponse to unexpected impacts. For example, 
the introduction of mobile technology may 
create new opportunities for other applica-
tions that were not previously considered 
possible when the mobile infrastructure was 
not yet in place.

The second major consideration is the technol-
ogy itself. Even if the new technology offers the 
full functionality required, with a fully-tested 
interface, user compliance is far from guaranteed. 
Studying user interactions with the system, as 
well as improving it to suit their needs, can be 
complex, costly, and time intensive but may re-
sult in significant rewards. Simple modifications 
may be introduced to help users to learn and 
operate the system, thus increasing acceptance. 
Schoenberg, Safran, and Sands (2000) suggest a 
functionality for assessing system performance 
from the user perspective: acquire user infor-
mation in the background and through direct 
survey, target population subsets of interest and 
avoid interrupting those who are not, invoke data 
acquisition methods “just-in-time” as the user in-
teracts with the system, be as brief and concise as 
possible during interaction, provide incentives to 
compensate users for their time, and be consistent 
across all applications. 

• Risk Mitigation: End-user adoption is 
an important issue, and this is addressed 
by change management, usability, and so 
forth. Obstacles to end-user adoption of the 
system must be mitigated, through training 
and motivation for end users and clients 
through improved quality of work and life. 
System reliability is critical in health care, 
and parallel testing during the test phase 
until there is sufficient confidence in system 
reliability (Mikkelsen & Aasly, 2001) is one 
way to develop confidence in the system.

• Security and Privacy: Health record pri-
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vacy and confidentiality in many jurisdic-
tions are regulated strictly by government 
guidelines, in terms of controlling need 
to know and client permission to access 
records. Mobile applications must adhere 
to these guidelines, as well as maintaining 
security by encoded communications and 
databases. An additional consideration is 
the reliability of the system, to ensure that 
information is not lost and that service inter-
ruptions are managed effectively.

• Return On Investment: In health service 
applications, ROI (return on investment) 
considerations are overridden by a constraint 
that quality of health care must be improved, 
or at least not reduced. In calculating ROI, 
cost considerations include software, hard-
ware, installation, ongoing maintenance, and 
further development. Savings include some 
that are more easily quantifiable such as IT 
staff time, and employee time savings (e.g., 
time saved when data can be entered directly 
online, or reduction in errors and the associ-
ated time needed to fix them). Virtual office 
operations and field sales operations tend to 
have a higher ROI than company groups with 
little customer-facing work. Health services 
require a convincing case for the adoption of 
mobile applications, since there are so many 
other competing demands on resources. In 
addition, since there are typically a number of 
stakeholders (client, physicians and nursing 
staff, administrative staff, institutions—
hospitals, homecare institutions, etc.), each 
should receive a perceived benefit in order 
to encourage participation. 

casE ExamplE: moBilE  
applications in homE hEalth 
carE

Health care is the responsibility of the provincial 
governments in Canada, where the publicly-

funded system provides universal access. In 
the Canadian province of Ontario, health care 
has been organized into a multi-tiered system. 
Family physicians provide primary care, typi-
cally operate as small businesses, and bill the 
province for services rendered. They may refer 
patients to specialists, who may also operate as 
small businesses or work as hospital employees. 
Acute care is supported by hospitals. Non-acute 
care is supported in long-term facilities or in a 
home environment. Laboratory testing services 
may be operated privately or in a public hospital. 
Patients are supported in the home environment by 
their families and friends, in addition to homecare 
nursing and housekeeping support that is managed 
and funded by the Province. To provide homecare 
and long-term support, the Province has chartered 
a number of Community Care Access Centres 
(CCACs) throughout the Province, that contract 
with private homecare providers for nursing and 
other patient support. 

As demonstrated in Figure 1, information must 
flow among the various providers in order to pro-
vide continuity to patient support, and access to 
information that exists at many places throughout 
the system. Unfortunately, the number of Canadian 
primary care physicians that have fully digitized 
records is only in the neighbourhood of 5%. Al-
though each of the types of health care institutions 
(hospitals, CCACs, and homecare providers) has 
internal digital systems and databases that support 
its own applications, there are no standards for 
health records, and little digital communication to 
support specific clients. Most information flows 
are on paper forms, usually transmitted by fax, 
and scanned and stored or transmitted as images. 
This may serve storage and legal purposes, but 
the information can not be retrieved in a form 
that can be used for management or decision 
support analysis. There are the usual problems 
in the paper-based system, resulting from delays, 
errors, and loss of information. 

To solve some of the problems associated with 
current paper-based systems, a project has been 
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proposed for Venus,4 an Ontario county, to use 
wireless applications to link mobile homecare 
workers to centrally supported applications and 
databases. The Venus County Mobile E-Health 
Project is being planned through the collabora-
tion of three health care organizations: Mars 
Home Health (provider of visiting nursing and 
other services), Venus County CCAC, and Jupiter 
Hospital. The Aquarius Research Centre plays a 
role in research and development, and a number 
of corporate vendors are also involved, includ-
ing Zodiac Wireless Inc. A carefully researched 
process will be used to build and trial the system, 
with the end result being a mobile system that 
can be easily implemented as an ongoing com-
mercial operation in Venus County and potentially 
throughout other Canadian jurisdictions.

The project is aimed at improved outpatient 
quality of care, while eliminating or easing routine 
work for health care workers. The initial focus 
will be on reducing or eliminating paperwork 
by homecare nurses accessing the remote system 
wirelessly onsite for client details or to enter new 
data. The project will be led by health care staff 
and professionals to maximize the chances of 
successful implementation. The project is incre-
mental in approach, and undertaken in phases, 
with activities and outcomes carefully researched 
and evaluated throughout each phase. The project 
may be terminated or adjusted at the end of each 
phase. The focus will be on delivering real ben-
efits for clients and health care providers while 
overcoming the barriers to information exchange 
among some of the entities indicated in Figure 1, 
without undue inconvenience to regular health 
care activities. 

An analysis of the business case through a 
logical process (Archer, 2004) has predicted an 
approximate reduction of 50% in direct (labour 
and system) costs by the project. Intangible ben-
efits include: delay until data is available online 
reduced from 24 to 0 hours, online availability 
of data increased from 10% to 100%, error rate 
for data entry reduced from 0.20 to 0.05 per data 

item, homework by homecare nurses (faxing and 
other work) reduced from substantial to minimal, 
time for client-centred care increased during 
nursing visits, and time required for routine work 
reduced.

project phases

Each phase includes a research component, 
which will be used to plan the work, collect in-
formation, and evaluate results to ensure that the 
outcome of the phase is optimal from the point of 
view of the overall project objective. The follow-
ing describes in limited detail the major phases 
in the project:

1.  A prototype of several mobile wireless 
applications with a high potential impact 
on homecare operations, will be designed, 
tested, and implemented through a trial by 
a small group of Mars Home Health home-
care nurses. Aquarius and Zodiac will be 
heavily involved in interface design, and a 
study of usability and user acceptance. The 
highest impact applications currently in 
use in paper form by homecare nurses are: 
supplies ordering, wound care, key path, 
admission, status change, and discharge. 
These will be implemented in the first pro-
totype. Technical considerations include 
the choice of suitable end-user devices to 
support applications, and wireless network 
provision. Secure access will be available 
to data through both wireless mobile and 
office computers. Linkages to existing 
databases at Mars Home Health and Venus 
CCAC will be designed to ensure interoper-
ability. Figure 2 is a conceptual description 
of the proposed system. Interoperability 
challenges with existing databases require 
the development of an interim database for 
data that does not currently exist in digital 
form. Decision support applications for 
clinical and administrative use will be able 
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to access all the digital data collected. The 
secure server provides application support 
for wireless and desktop devices. Due to the 
low reliability of access to wireless devices 
in remote areas (and sometimes in basements 
or other shielded areas), the devices will need 
to carry “fat client” applications. That is, 
applications will run securely on the devices 
rather than on the server, and data uploads 
and downloads will occur automatically 
when wireless access is available.

2.  Based on a successful prototype test in phase 
1, the prototype will be revised for full op-
erations according to prototype results and 
learning, and rolled out as a commercial 
operation to the entire Mars Home Health 
visiting nurse population of over 120. 

3.  Further applications specified and required 
by Mars Home Health and Venus CCAC, will 
be designed, based on experience in Phase 1, 
resulting in a suite of applications based on 
previous and new applications. The full suite 
will be trialed with a small group of Mars 
homecare nurses, including an evaluation 
of the suite (usability and user acceptance) 
and revisions necessary for commercial 
operations. This will be followed by a full 

commercial rollout at Mars.
4.  Because there will be a significant increase 

in data availability online, there will be an 
investigation into how to make use of the 
additional information gathered from wire-
less inputs available online to the health 
care providers, for managing and decision 
making. Applications will be designed and 
developed as appropriate, and the impact 
on the institutions and clients involved will 
be studied. An example is improved wound 
management data collection for monitoring 
and control purposes:
• To facilitate a consistent technique in 

wound assessment;
• To facilitate a consistent means of 

documenting wound status;
• To be a tool to infuse evidence-based 

practice in wound care management; 
and

• To provide a means of data collec-
tion that would aid in evaluation and 
outcome tracking.

5.  The final phase will be to design and imple-
ment a wireless mobile e-health prototype 
to assist the three health care institutions to 
support newly educated Type 2 diabetics. 

Figure 2. Data flows in mobile e-health support system

Mobile E-Health   167

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

2.  Based on a successful prototype test in phase 1, the prototype will be revised 
for full operations according to prototype results and learning, and rolled out 
as a commercial operation to the entire Mars Home Health visiting nurse 
population of over 120. 

3.  Further applications specified and required by Mars Home Health and Venus 
CCAC, will be designed, based on experience in Phase 1, resulting in a suite 
of applications based on previous and new applications. The full suite will 
be trialed with a small group of Mars homecare nurses, including an evalu-
ation of the suite (usability and user acceptance) and revisions necessary for 
commercial operations. This will be followed by a full commercial rollout at 
Mars.

4.  Because there will be a significant increase in data availability online, there 
will be an investigation into how to make use of the additional information 
gathered from wireless inputs available online to the health care providers, for 
managing and decision making. Applications will be designed and developed 
as appropriate, and the impact on the institutions and clients involved will 
be studied. An example is improved wound management data collection for 
monitoring and control purposes:
• To facilitate a consistent technique in wound assessment;
• To facilitate a consistent means of documenting wound status;
• To be a tool to infuse evidence-based practice in wound care manage-

ment; and

Figure 2. Data flows in mobile e-health support system

 

Hospital Patient 
Records 

Community Care 
Access Centre 

Patient Records 

Homecare Agency 
Patient Records 

Presentation 
Templates 

Portal  Transcoder 

Communications 
Adapter 

Desktop 
Applications 

Wireless 
Applications 

Primary Care 
Office Records 

Best 
Practices 

Educational 
Support 

Information 

Interim Database 

Secure Server 



Mobile E-Health

456 

The client process includes working through 
an education process in the Jupiter Hospital’s 
Diabetes Education Centre, continuing as 
the clients move out of the hospital into a 
normal work and homecare situation over 
a period of several weeks. The desired end 
result is client self-management of diabetic 
condition with integrated back-up support 
from the health care institutions and primary 
care physicians.

conclusions

Mobile health care technology has the potential 
for not just supporting health care in any particular 
health care environment (hospitals, clinics, long 
term care facilities, homecare), but for more eas-
ily managing transitions as patients move from 
or to acute, emergency, chronic, or primary 
care. Mobile applications can either eliminate 
or greatly reduce the use of paper forms, thus 
reducing system cost, as well as reducing errors 
and delays in making digital information available 
online. But if mobile e-health is to be introduced 
successfully, care must be taken to include all the 
stakeholders in planning and implementing mobile 
solutions. Critical issues that have been identified 
for mobile e-health applications include usability, 
adoption, interoperability, change management, 
risk mitigation, security and privacy, and return 
on investment. 
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Chapter 28
The Internet, Health 

Information, and Managing 
Health:

An Examination of Boomers and Seniors

Christopher G. Reddick
The University of Texas at San Antonio, USA

introduction and 
Background

For baby boomers, the Internet has become the 
most important source of health information 
other than consultation with their family doctor 
(Kaiser Family Foundation, 2005). The focus of 
this article is on both baby boomers, those in the 
age range of 50 to 64, and seniors, or those 65 
and older.1 This study examines the use of online 
health information by baby boomers and seniors 

and how they use the information for managing 
their health. The primary objectives of this ar-
ticle are to examine the differences in behavior 
between boomers and seniors and to test for the 
presence of a variety of associations among their 
characteristics and a number of management of 
health variables. 

This study explores five specific questions. 
First, are there any differences between boomers 
and seniors and their access to health informa-
tion for managing health? Second, will healthier 

aBstract

This article examines the use of the Internet for gathering health information by boomers and seniors. 
This study attempts to determine whether online health seekers (individuals that have Internet access 
and have searched for health information online) have changed their behaviors from the information 
they found online. Essentially, has online health information helped them to manage their health more 
effectively? This research analyzes the Kaiser Family Foundation e-Health and the Elderly public opin-
ion dataset of access by boomers and seniors to online health information. The major results indicate 
that boomers marginally use online health information more than seniors for the management of their 
health. The most significant results indicated that boomers and seniors who are more aware and have 
positive feelings toward online health information would use it more to manage their health.
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boomers and seniors rely less on online health 
information in order to manage their health 
because they would have less need? Third, will 
the presence of boomers and seniors that have 
more experience and familiarity with the Internet 
lead to greater use of online health information 
to manage health? Fourth, will individuals who 
are in a lower sociodemographic status rely less 
on online health information because of lack of 
resources to access this information? Finally, will 
avid Internet users use online health information 
more often to manage their health because they 
would have greater access to and familiarity with 
the Internet? 

The American health care system is different 
from many Western countries, since it is admin-
istered primarily by the private marketplace. 
The majority of the United States population 
contracts with a private provider for his or her 
health insurance coverage. Medicare is a federal 
health insurance program for people age 65 and 
older. In addition, Medicaid, a program sponsored 
by the federal government and administered by 
states, is intended to provide health care and 
health-related services to low-income individuals. 
However, there are millions of Americans who 
do not fit into either the Medicare or Medicaid 
plans and, essentially, remain uninsured. Online 
health information is especially important, given 
the millions of uninsured Americans trying to get 
information on their health situation. Individuals 
can use this online health information to make 
informed choices on their health care needs. They 
potentially can use information on the Internet to 
better manage their health. 

Essentially, has online health information in-
fluenced the behaviors of boomers and seniors with 
respect to their health care needs? This influence 
could be as extensive as visiting a doctor or simply 
talking to family or friends about health informa-
tion that a boomer or senior found online. 

Access to timely and reliable information 
on health and health care long has been a goal 

for seniors, who face a greater number of health 
conditions and use prescription drugs and health 
care services at a higher rate than younger adults 
(Kaiser Family Foundation, 2005). However, the 
online behavior of seniors has not been studied 
as closely as that of health information searches 
of adolescents (Gray, Klein, Noyce, Sesselberg, 
& Cantrill, 2005), women (Pandey, Hart, & Ti-
wary, 2003), cancer patients (Eysenbach, 2003; 
Ziebland, 2004), those affected by the digital 
divide (Skinner, Biscope, & Poland, 2003), and 
those that compare online and off-line behavior 
(Cotton & Gupta, 2004). There is little empirical 
research that examines whether online health 
searches affect the management of health (Lueg, 
Moore, & Warkentin, 2003; Nicholas, Huntington, 
Williams, & Blackburn, 2001), one of the two 
objectives of this study. This study measures 
whether Internet health information changed the 
self-reporting behavior of boomers and seniors 
and does not specifically address change in health 
outcomes. 

There are two reasons why this study does a 
comparison of both boomers and seniors. First, 
baby boomers represent future seniors, and by 
examining this age group, this study can provide 
some indication about what the future holds for 
the Internet and health information. Second, both 
boomers and seniors are in the greatest need of 
health information, since they are more prone to 
have health problems than other age groups. 

This study is different from existing works 
of Nicholas et al. (2001), Lueg et al. (2003), and 
Huntington et al. (2004), since it focuses on the 
use of online health information in the manage-
ment of health. This study focuses especially on 
comparing two groups, boomers and seniors, 
while the existing empirical work examines the 
entire Internet population. This study is different 
from studies that conduct a meta-analysis, which 
combine published results from different sources 
(Eysenbach, 2003). This research performs a 
statistical analysis that leads to conclusions that 
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are different from the original dataset (Kaiser 
Family Foundation, 2005). The aim of this study 
is not just to learn about the differences between 
boomers and seniors and access to online health 
information; it is to discern the magnitude of dif-
ferences between these groups and the impact of 
factors such as awareness and feelings on health 
management.

In order to accomplish the goal of examining 
online health information and the management 
of boomers’ and seniors’ health, this article is 
divided into several sections. First, this research 
examines the literature on the use of the Internet 
as a health information source. Second, this article 
outlines how the literature can be summarized 
into hypotheses that model the most probable 
impacts on management of boomers’ and seniors’ 
health. Third, this research provides details of 
the Kaiser Family Foundation’s e-Health and 
the Elderly dataset that is used to model public 
opinion data of online health information (Kaiser 
Family Foundation, 2005). The fourth and fifth 
sections discuss the models and results of tests 
on the use of online health information for health 
care management. The sixth section provides a 
discussion that outlines how the test results con-
firm or deny the specified hypotheses and shows 
the broader significance of this work. The last 
section provides avenues for future research and 
presents limitations of this study.

litEraturE rEviEw

The following section outlines the common themes 
found in the literature on the Internet and health 
information and the management of health. They 
can be divided into the factors of differences 
between age groups, the health of the individual, 
online proficiency, sociodemographic character-
istics, and awareness and feelings about online 
health information. Existing research shows that 
little is known about how Internet usage, health 
status, and sociodemographic characteristics 
affect health information seeking (Cotton & 
Gupta, 2004). 

Eysenbach (2003) provides a conceptual frame-
work of the possible link between Internet use and 
cancer. Some of the important factors, according to 
that author’s meta-analysis, indicate that Internet 
use is related to communication, community, and 
content, leading to an impact on cancer outcomes. 
In a similar line of inquiry, a study by Lueg et 
al. (2003) provided a conceptual framework of 
Internet searches for online health information. 
These authors examine the situations with which 
individuals find themselves confronted in terms 
of health needs and frequency of use, predicting 
access to health information. Eysenbach’s (2003) 
conceptual framework is different from Lueg et 
al. (2003), in that the former examines the social 
aspects of Internet use and health information, 
while the latter study focuses on the situation 
involvement and the frequency of Internet use. 
The conceptual framework of this study is similar 
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to Eysenbach (2003) and Lueg et al. (2003) but 
differs, in that it examines boomers and seniors 
and factors such as frequency and satisfaction 
having an influence on the management of health 
(Figure 1).

online health information and 
managing Boomers’ and seniors’ 
health

If the Internet can be used to change the behav-
ior of individuals, this is one assessment of the 
long-term utility of this information resource. If 
individuals just look at information online and do 
not use it in any substantial way, it does not make 
much sense to invest in Internet health resources. 
The Internet suggests a remarkable change from 
the traditional doctor-knows-best approach (Ey-
senbach & Jadad, 2001). The Internet can be seen 
as challenging hierarchical models of information 
sharing, in which the provider of the information 
decides how the information should be delivered 
(Ziebland, 2004). 

For example, existing research in a 2001 sur-
vey showed that 44% of online health informa-
tion seekers said that the information they found 
online affected a decision about how to treat an 
illness or to cope with a medical condition (Fox 
& Rainie, 2002). A majority of respondents to a 
survey of adolescents and use of Internet health 
information reported that it helped them to start 
a conversation with a lay or professional medical 
person (Gray et al., 2005). Online health informa-
tion seekers mostly are going online to look for 
specific answers to targeted questions (Fox & 
Rainie, 2000). In addition, four out of 10 young 
people say that they have changed their personal 
behaviors because of health information that they 
obtained online (Rideout, 2002). In an Internet 
survey, more than one-third of the respondents 
said that their conditions had improved after hav-
ing visited a Web site, and more than one in four 
said that the Web information had resulted in a 
deferred visit or had actually replaced a visit to 

the doctor (Nicholas et al., 2001). Therefore, the 
existing research has examined adolescents’ and 
all age groups’ behavioral changes but has not 
focused on seniors and their use of the Internet for 
managing health. There are five factors outlined 
in the literature, which are differences between 
boomers and seniors, the health of boomers and 
seniors, their online proficiency, their sociode-
mographic characteristics, and awareness and 
feelings toward online health information that 
are predicted to have an impact on whether online 
health information is used.

Boomers’ and seniors’ differences

Existing empirical evidence shows that health 
seekers are proportionately more middle-aged 
than very young or old, with the highest proportion 
of usage witnessed in those between the ages of 
30 and 64 (Fox & Rainie, 2000). A more recent 
survey indicates that 70% of baby boomers has 
gone online in 2004, while only 31% of seniors 
has gone online (Kaiser Family Foundation, 2005). 
Boomers will retire shortly, and the amount of 
online health information for which they will 
search should increase dramatically compared to 
what seniors are currently consuming. In order to 
explore both the present and what the future will 
hold for online health information and seniors, it 
is important to compare both age groups. In ad-
dition, individuals over the age of 50 may have 
a greater need for more information on health 
care than someone much younger because of the 
greater chance of facing health problems (Brodie 
et al., 2000). 

health of Boomers and seniors

The literature also mentions that individuals who 
are in worse health will want to search more for 
online health information. The Internet becomes 
an additional tool in order for them to search for 
health information. Empirical evidence shows 
that there is a link between an individual’s health 
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and his or her need for online health information. 
Less healthy individuals are more likely to explore 
different aspects of a Web site and to use more 
health-related interactive features and, in doing 
so, improve their well being (Lueg et al., 2003). 
Individuals who were suffering with an illness 
were two and half times as likely, compared to 
respondents without a standing illness, to say that 
they had used information from the Internet as 
an alternative to seeing their general practitioner 
(Nicholas et al., 2001). In many cases, information 
seekers were acting on behalf of others, such as 
family and friends. However, access to online 
health information also should be related to the 
consumer’s ability to use the Internet, not just on 
whether they are healthy.

Online Proficiency

The ability to use the Internet also should have 
an impact on whether boomers and seniors use 
online health information to manage their health. 
Individuals who use Internet information more 
to manage their health have broadband Internet 
access, are frequently online, spend many hours 
online, and search for information on many differ-
ent topics. Research shows that individuals using 
a Web site regularly were more likely to have 
said that the information was helpful (Nicholas 
et al., 2001). A survey of adolescents shows that 
there are issues of the disparity of Internet access 
and quality of Internet access such as dial-up vs. 
broadband connection (Skinner et al., 2003). 

sociodemographic characteristics
of online health seekers

Another factor explored in the literature that 
should have an impact on access to online health 
information is the sociodemographic character-
istics of the individual. There is research on the 
digital divide, between the haves and the have-nots 
of Internet access. This research predicts that those 
who have greater access to the Internet would 

have more resources in society. For instance, 
those groups of individuals who are more disad-
vantaged economically in the United States would 
have less access to the Internet and online health 
resources. Hispanics, the largest minority group 
in the United States, traditionally have had less 
Internet access (Fox & Rainie, 2000). Those with 
medium to high family incomes should be able to 
access the Internet more for health information 
because of greater resources. 

Existing research shows that individuals who 
are older, have lower incomes, are minorities, are 
less educated, and are males will be less likely 
to use the Internet for health information seek-
ing (Cotton & Gupta, 2004; Anderson, 2004). In 
contrast, women increasingly rely on the Internet 
to supplement health information received from 
traditional sources (Pandey et al., 2003) and 
are more likely than men to seek online health 
information (Fox & Rainie, 2000; Nicholas et 
al., 2001). Awareness and feelings toward online 
health information also should have an impact 
on using this information to manage consum-
ers’ health.

awareness and Feelings toward 
online health resources

A final factor that should explain access to Internet 
health information is the awareness and feelings of 
the individual toward online health information. If 
boomers and seniors have more positive feelings 
about the Internet as a health information resource, 
they will utilize it more often than someone who 
harbors more negative feelings toward the Inter-
net. In addition, individuals who go online for 
health information frequently should use it more 
to manage their health. If a boomer’s or senior’s 
doctor or medical professional recommends or 
uses the Internet as a communication device, 
the patient is more likely to use it to manage his 
or her health. In summary, the prediction is that 
boomers and seniors who are more aware of on-
line health resources should use these resources 
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more to manage their health. In addition, boomers 
and seniors who have positive feelings about the 
benefits of online health information will use this 
resource more to manage their health. 

Empirical evidence shows that there is a 
relationship between using the Internet more 
often and accessing health information (Lueg 
et al., 2003). Those using the Web once a day 
were twice as likely to report that it helped a lot 
in terms of being better informed from health 
information found on the Web (Nicholas et al., 
2001). E-mail is still a new medium for obtaining 
access to consumer health information and also 
is explored in the research as a way to manage a 
consumer’s health (Huntington et al., 2004). The 
literature just outlined can be formally specified 
with the following hypotheses that demonstrate 
the relationship between boomers and seniors, the 
Internet, and the management of health.

hypothEsEs

In order to examine whether online health infor-
mation has affected the choices that individuals 
make in managing their health and the differences 
between boomers and seniors, several hypotheses 
are tested in this article. These hypotheses are de-
rived from the literature mentioned in the previous 
section and are divided into five areas:

Boomers’ and seniors’ differences

Hypothesis 1: Online health seekers who are baby 
boomers are more likely to believe that online 
health information has helped them to manage 
their health better compared with seniors. 

health of Boomers and seniors

Hypothesis 2: Online health seekers who are 
healthy or who have family and friends that are 
healthy will rely less on online health information 
because of lack of need.

Online Proficiency

Hypothesis 3: Online health seekers who have 
broadband Internet access will go online 
more for health information to manage 
their health.

Hypothesis 4: Online health seekers who go 
online more often and conduct many online 
activities will use Internet health information 
more to manage their health.

sociodemographic status

Hypothesis 5: Boomers and seniors who are 
females will rely more on online health 
information.

Hypothesis 6: Boomers and seniors who are 
college educated will rely more on online 
health information.

Hypothesis 7: Boomers and seniors who are 
Hispanics will go online less for health 
information.

Hypothesis 8: Boomers and seniors who have 
family income above $75,000 will go online 
more for health information.

awareness and Feelings toward 
online health resources

Hypothesis 9: Online health seekers who most of 
the time and always look to see who provides 
medical information on the Internet will use 
online health information more to manage 
their health.

Hypothesis 10: Online health seekers who access 
health information online once or twice 
a month will have a greater likelihood of 
using online health information to manage 
their health.

Hypothesis 11: If a doctor has recommended a 
Web site to an online health seeker, he or 
she is more likely to use health information 
to manage his or her health.
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Hypothesis 12: If an online health seeker has com-
municated with his or her doctor via e-mail, 
he or she is more likely to use online health 
information to manage his or her health.

Hypothesis 13: Online health seekers that have 
more positive feelings about looking for 
health information on the Internet are more 
likely to use this information to manage 
their health.

These hypotheses are examined with a dataset 
that surveyed public opinion of both baby boomers 
and seniors on their use and acceptance of online 
health information.

datasEt and mEthods

The e-Health and the Elderly dataset is a nation-
ally representative random digit dial telephone 
survey of 1,450 adults age 50 and older.2 Included 
in this sample were 583 respondents age 65 and 
older. The survey was designed by Kaiser Family 
Foundation (KFF) (2005) in consultation with 
Princeton Survey Research Associates (PSRA), 
and the survey was administered in the field by 
PSRA. The survey interviews were conducted 
between March 5 and April 8, 2004. The entire 
dataset of 1,450 respondents was first examined 
to determine the characteristics of boomers and 
seniors and access to online health information. 

Out of the 1,450 responses to the survey, this 
study also has taken a subsample of 628 respon-
dents, of which there were 464 boomers and 164 
seniors surveyed. Therefore, the original dataset 
was split, and the sample sizes differ for both age 
groups. The 628 boomers and seniors represent 
those individuals who are called online health 
seekers. They both have Internet access and 
have looked for online health information. This 
group is of interest, since in this study, there is 
a comparison of the characteristics of those that 
actually look up online health information. 

In this study, we use a consumer survey to 
explore the differences between boomers and 
seniors and their use of online health information 
to manage health. This research uses both descrip-
tive statistics and logistic regression to explore 
differences in access to online health information 
between boomers and seniors.3 

dEscriptivE statistics oF 
BoomErs and sEniors and 
onlinE hEalth inFormation

In order to model the relationship between seniors 
and boomers, online health information, and its 
impact on managing health care needs, this study 
has specified the following variables that will 
comprise the models tested.

Table 1 provides information on boomers and 
seniors who go online for health information. 
Boomers that go online for health information 
represent 78.2%, while seniors that go online 
for health information represent just over 21% 
of those surveyed in this category. This table 
generally supports the notion that boomers tend 
to go online more for health information than 
seniors. Boomers that do not go online for health 
information represent 43%, and seniors that do 
not go online represent 58% of those surveyed 
in this category. 

Go online for 
health information 
(Yes or No)

Age group Frequency Percent

No 50-64 335 42.5

65+ 454 57.5

Total 789 100

Yes 50-64 464 78.2

65+ 129 21.8

Total 593 100

Table 1. Boomers and seniors who go online for 
health information
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Table 2 outlines demographic information of 
boomers and seniors that go online and do not go 
online for health information. The digital divide is 
very evident with the data presented in this table. 
For instance, 43% of college-educated individuals 
go online for health information compared with 
only 15% who are college-educated that do not 
go online for health information. Among females 
and Hispanics, there is not much of a difference 
in the percentage who go online and do not go 
online for health information. However, boom-
ers and seniors that have a family income above 
$75,000 in 2003 were more likely to go online for 
health information. Finally, age seems to have an 
impact on accessing online health information. 
The mean age was 61 years for individuals that 
go online and 69 years for consumers who do not 
go online for health information. Higher income 
implies greater use of online health information, 
and having a college education means a greater 
likelihood of going online for health information. 
This finding also indicates that boomers are more 
likely to go online for health information, since the 
average age range was just over 61 years old.

Logistic regression is used to test whether so-
ciodemographic variables predict whether boom-
ers or seniors go online for health information. 
Logistic regression was used, since this study 

models dependent variables that are binary, rep-
resented by either a 1 or 0 (Nicholas et al., 2001; 
Lueg et al., 2003). The odds ratio can be used to 
interpret the relative impact of the observance 
of a 1 in the dependent variable. Table 3 shows 
that almost all of the sociodemographic variables 
help to explain whether someone goes online for 
health information, with the only exception being 
Hispanic. For instance, having a college educa-
tion means that a boomer or senior is four times 
more likely to go online for health information. 
Having a higher income indicates that boomers 
and seniors are two times more likely to go online 
for health information. However, as the age of the 
respondent increases, this marginally decreases 
the likelihood of someone going online for health 
information. 

dependent variables

Table 4 provides a list of the dependent and predic-
tor variables and also demonstrates whether there 
were differences between boomers and seniors in 
these variables. Perhaps the most important de-
pendent variable is whether “somewhat” or “a lot” 
of information on the Internet has helped to take 
care of a senior’s or a boomer’s health. The mean 
score indicates that 59% of boomers and 46% of 

Table 2. Demographic information of boomers and seniors and going online for health information
Go online for 

health information 
(Yes or No)

 N Mean Standard 
Deviations

No College educated 822 0.15 0.36

Gender is female 822 0.65 0.48

Race is Hispanic 822 0.03 0.18

Family income 2003 above $75,000 822 0.07 0.25

Age 822 68.79 12.41

Yes College educated 628 0.43 0.50

Gender is female 628 0.61 0.49

Race is Hispanic 628 0.03 0.17

Family income 2003 above $75,000 628 0.27 0.45
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seniors believed that the Internet has helped them 
to take care of their health, demonstrating some 
impact on the management of their health. 

The second dependent variable measures 
whether online health seekers had a conversation 
with family or friends about health information 
that they found online (Table 4). Family and friends 
who go online for health information may guide 
someone else as to whether they should see a doctor 
because of this information (Eysenbach, 2003). 
The results indicate that 66% of boomers said that 
they had a conversation with family members or 
friends, and only 48% of seniors said that they 
had this conversation about the information they 
saw online. There were statistically significant 
differences between seniors and boomers for 
this question with the reported F-statistic being 
significant at the 0.01 level, meaning that boom-
ers were more likely to have a conversation with 
family and friends about health information that 
they found online. 

The third dependent variable measures whether 
online health information changed the behavior 
of boomers and seniors (Table 4). Thirty-six per-
cent of boomers’ behaviors changed as a result of 
online health information, compared with 25% 
of seniors. This result also was shown to have a 
statistically significant difference between boom-
ers and seniors at the 0.01 level. Around one-third 

of boomers changed their behaviors, which is a 
good indication that the information that they are 
finding is affecting their health.

A fourth management of health issue was 
whether boomers or seniors made a decision on 
treatment of an illness as a result of the information 
they found online (Table 4). The results showed 
that 34% of boomers believed that they made a 
decision about how to treat an illness because of 
information they found online, while only 26% of 
seniors made a decision on treatment. This result 
also showed a statistically significant difference 
between the two age groups at the 0.01 level. 

Another dependent variable was visiting 
a doctor as a result of the health information 
found online (Table 4). Only 16% of boomers 
visited a doctor as a result of health information 
they found online, while 13% of seniors visited 
a doctor. Visiting a doctor was the least utilized 
change in behavior as a result of online health 
information. 

Referring back to Hypothesis 1 on whether 
online health information has been used to man-
age a boomer’s or a senior’s health, this study 
has found that overall, there were differences 
between both groups of online health seekers 
(Table 4). The mean values for all five dependent 
variables were higher for boomers compared with 
seniors. In addition, three out of the five dependent 

Dependent Variable Go Online for Health Information

Predictor Variables Odds Ratio Wald Statistic Prob. Sig.

Age 0.95 (301.47)*** 0.00

College educated 4.05 (300.72)*** 0.00

Gender is female 1.25 (11.49)*** 0.00

Race is Hispanic 1.06 0.26 0.61

Family income 2003 above $75,000 2.25 (63.38)*** 0.00

Constant 11.34 (139.67)*** 0.00

Nagelkerke R-Square 0.25

Note: significant at the 0.01 level

Table 3. Logistic regression results of sociodemographic variables predicting going online for health 
information
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variables showed statistically significant differ-
ences between boomers and seniors at the 0.01 
level. With these dependent variables outlined, 
this research also should describe the predictor 
variables and their characteristics. 

Variable Name Mean of 
Boomers

Standard 
Deviations 
Boomers

Mean of 
Seniors

Standard 
Deviations 
Seniors

Probability 
Significantly 
Different 
Boomers and 
Seniors

Dependent Variables   

Somewhat and a lot of information on Internet 
helped take care health 0.59 0.49 0.46 0.50 0.07

Had a conversation family or friend about 
online health information 0.66 0.47 0.48 0.50 0.00

Online health information changed behavior 0.36 0.48 0.25 0.43 0.00

Made a decision about how to treat an illness 
because of online health information 0.34 0.48 0.26 0.44 0.00

Visited a doctor because of information found 
online 0.16 0.37 0.13 0.34 0.07

Predictor Variables: Health   

Excellent or very good health 0.58 0.49 0.52 0.50 0.07

Health problems index 3.95 2.45 3.80 2.41 0.48

Predictor Variables: Online Proficiency   

Broadband Internet access 0.43 0.50 0.29 0.45 0.00

Online more than 10 hrs week 0.28 0.45 0.23 0.42 0.00

Online every day  0.57 0.50 0.51 0.50 0.08

Online activities index 2.86 0.97 2.45 1.14 0.00

Predictor Variables: Online Health Information   

Most of the time and always look to see who 
provides medical information on Internet 0.40 0.49 0.24 0.43 0.00

Access health information online once or twice 
a month or greater 0.38 0.49 0.34 0.48 0.04

Doctor recommended a health or medical 
Website 0.06 0.23 0.04 0.20 0.13

Communicated with doctor or other health care 
provider through email 0.12 0.32 0.11 0.31 0.55

Positive feelings about looking for health 
information on the Internet Index 2.59 0.73 2.23 0.94 0.00

Negative feelings about looking for health 
information on the Internet 0.68 0.78 0.71 0.81 0.25

Notes: The number of observations are 464 for boomers and 164 for seniors.

Table 4. Difference of means tests of dependent and predictor variables for online health seekers; boom-
ers are significantly different from seniors

predictor variables

The predictor variables used to explain how the 
Internet has managed the health care of boomers 
and seniors also are presented in Table 4. Many 
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looking to see who provides the online health 
information. This difference was also statistically 
significant at the 0.01 level. In addition, boomers 
are more frequent consumers of online health in-
formation, using it at least once or twice a month, 
as represented by 38% of the sample. Seniors 
consume online health information marginally 
less frequently with 34% doing so. 

With regard to overall positive feelings toward 
the Internet, there was an average score of two 
on an index scaled from zero to three, indicating 
that boomers and seniors have overall positive 
feelings toward the Internet as a source of health 
information. The index was calculated by adding 
up the specific responses to whether the online 
health seeker agreed that online health informa-
tion gave them information quickly, whether it 
helped them feel more informed when they go 
to the doctor, and whether it allows them to get 
information from a lot of different sources. 

On an index of zero being the lowest and two 
being the highest, less than one was found, indi-
cating that very few online health seekers harbor 
negative feelings toward the Internet as a source of 
health information. Having positive feelings about 
online health information also showed a statisti-
cally significant difference between boomers and 
seniors at the 0.01 significance level. Similarly, this 
negative feelings index was calculated by adding 
the individual responses, if they agreed that online 
health information was frustrating because it is 
hard to find what they were searching for and if it 
is confusing because there is too much informa-
tion. The following section tests the relationship 
between accessing online health information and 
managing a boomer’s and a senior’s health. 

rEsults oF logistic 
rEgrEssion modEls oF onlinE 
hEalth inFormation managing 
hEalth

This study uses logistic regression with five 
separate management-of-health dependent vari-

of the predictor variables are represented in terms 
of binary numbers in order to capture the specific 
impacts on the dependent variables. As previously 
noted, this study has divided the hypotheses into 
the differences between boomers and seniors, the 
relative health of the individual, his or her online 
proficiency, and how active he or she is at seeking 
online health information. This study discerns the 
impact that these factors have on the management 
of the health care of boomers and seniors. 

To see all of the predictor variables, refer to 
Table 4. We will only mention a few of them in 
this section. For instance, an index was created of 
the health problems that boomers and seniors or 
someone they know have faced in the past year. 
An individual who has more health problems or 
is concerned with someone else’s health problems 
would score higher on the index. The health prob-
lems index indicates less than four issues that they 
or someone they know faced, indicated by online 
health seekers (out of nine possible health prob-
lems). The nine possible health problems listed 
were cancer, heart disease, obesity and weight loss, 
arthritis, diabetes, Alzheimer’s, high cholesterol, 
osteoporosis, and mental health.

The online activities index measures the 
amount of activities that boomers and seniors 
conduct online, and the average is around two 
activities (Table 4). The prediction is that health 
seekers who conduct more online activities have 
a greater likelihood of using health information 
to manage their health because of their famil-
iarity and comfort with the Internet. The four 
online activities that comprised the index were 
using instant messaging, reading news, buying a 
product, and checking the weather.

The online health information predictor vari-
ables also show the capacity of the individual to 
look up health information on the Internet (Table 
4). Seniors are more trusting of the health infor-
mation that they read online, with only 24% of 
seniors “most of the time” and “always” looking 
to see who provides medical information on the 
Internet. On the other hand, 40% of boomers are 
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Table 5. Logistic regression of factors predicting whether online health information has managed a 
boomer’s or a senior’s health
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ables. A “1” was recorded for each of the five 
dependent variables if (1) the online health seeker 
said “somewhat” or “a lot” of information on the 
Internet helped them to take care of their health; 
(2) they had a conversation with family or friend 
about online health information; (3) online health 
information changed their behavior; (4) they made 
a decision about how to treat an illness because 
of online health information; and (5) they visited 
a doctor because of information found online. A 
“0” was recorded for each of the five dependent 
variables if this was not the case.

The results in Table 5 indicate that for four 
of the five dependent variables, boomers were 
slightly more likely to use the Internet to manage 
their health. For instance, an odds ratio of 1.31 
for the dependent variable of “somewhat” or “a 
lot” of information on the Internet has helped to 
take care of the online health seekers’ problems 
implies that consumers are around one and one-
third times more likely to say that this is the case, 
if they are a boomer rather than a senior. 

Changing behavior for boomers because of 
information found online registered an odds ra-
tio of 1.71, having a conversation with family or 
friend about online health information had an odds 
ratio of 1.49, and making a decision about how to 
treat an illness had an odds ratio of 1.66 (Table 
5). Overall, the results showed that boomers are 
around one and one-half times more likely than 
seniors to change their behavior and to use online 
health information to manage their health, which 
is not that high, given the attention placed on the 
differences between these age groups (Kaiser 
Family Foundation, 2005).

In terms of online proficiency, those who had 
broadband Internet access were less likely to have 
a conversation with a family member or a friend 
about what they saw online and less likely to make 
a decision about how to treat an illness. However, 
for those online health seekers who are online 
every day, this had a consistent impact across all 
five dependent variables, if they used online health 
information to manage their health. For instance, 

there was a 1.82 times greater chance that daily 
online users changed their behavior because of 
online health information. In addition, individuals 
who go online every day were 1.41 times more 
likely to visit a doctor because of information that 
they found online. In terms of being online more 
than 10 hours a week, this had a negative likeli-
hood for the dependent variables “somewhat” or 
“a lot” of information on the Internet helped to 
take care of their health, but had a positive impact 
with an odds ratio of 1.46 for making a decision 
on how to treat an illness. Overall, there was no 
overwhelming support that being more proficient 
with the Internet had a substantial impact on using 
health information to manage an online health 
seeker’s health. The only consistently significant 
variable that had an impact on managing health 
was being online every day.

Boomers and seniors who had excellent or very 
good health were 1.64 times more likely to have 
a conversation with a family member or a friend 
about online health information. In addition, the 
boomer or senior who had more health problems 
or who knew someone who was experiencing 
health problems was 1.14 times more likely to 
have a conversation with family or friends about 
online health information. Individuals who were 
in excellent and very good health were 1.36 times 
more likely to use online health information to 
make a decision about how to treat an illness 
because of online health information. Gener-
ally, the health of the individual was not a strong 
predictor of using health information to manage 
a boomers’ or seniors’ health.

The strongest predictors of using health infor-
mation to manage health were for the online health 
information awareness and feelings variables. 
Frequent consumers of online health information 
were 3.51 times more likely to use the Internet to 
take care of their health. It has become a valuable 
tool for their health care management needs. There 
was also a 3.11 greater likelihood of someone 
making a decision about treating an illness to use 
the Internet more than once a month for health 
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information. In fact, frequently accessing health 
information registered an impact for all of the 
dependent variables.

Individuals who had positive feelings about 
online health information were more likely to use 
online health information to manage their health. 
Boomers and seniors who had more negative 
feelings toward online health information were 
less likely to use it for health management. This 
finding was consistently found across all five of 
the dependent variables. Online health seekers 
who usually looked to see who provided the health 
information were more likely to use this to man-
age their health. For instance, individuals who 
looked to see who provided the health information 
were 2.80 times more likely to have a conversa-
tion with family or friends about the information 
that they saw online. If a doctor recommended a 
health or medical Web site, online health seekers 
were 2.13 times more likely to make a decision 
about how to treat an illness because of online 
health information, and they were 3.68 times 
more likely to visit a doctor because of informa-
tion they found online. In addition, individuals 
who communicated with a doctor or a health care 
provider via e-mail were 1.95 times more likely 
to have a conversation with a family member or 
a friend about health information that they found 
online. Overall, the logistic regression results in-
dicate the most consistent and highest support for 
increased awareness and positive feelings toward 
online health information as a driver for helping 
to manage boomers’ and seniors’ health. 

classiFication trEEs analysis 
oF taking carE oF BoomErs’ 
and sEniors’ hEalth

Another way to examine the relationship between 
boomers and seniors and online health informa-
tion is a classification tree analysis. Classification 
trees are used to predict membership of cases or 
objects in the classes of a categorical dependent 

variable from their measurements on one or more 
predictor variables. Classification tree analysis is 
a common data mining technique. Figure 2 shows 
that the taking care of health variable is related 
to boomers and seniors having positive feelings 
toward looking for online health information. In 
addition, having positive feelings about online 
health information is related to accessing health 
information online once or twice a month or more. 
These findings reinforce the logistic regression 
results that awareness and feeling toward online 
health information helps in the management of 
a boomer’s or a senior’s health. How do these 
findings relate to the hypotheses outlined in the 
beginning of this article?

discussion oF rEsults and 
hypothEsEs

This section will discuss how the empirical results 
of this study confirm or deny the hypotheses (see 
Table 6). First, the evidence shows through the 
difference of means tests that boomers and seniors 
are different in terms of their use of online health 
information in the management of their health. 
The mean values scored higher for boomers in 
using online health information to take care of 
their health, having a conversation with a family 
or a friend about the health information found 
online, changing their behavior because of online 
health information, and making a decision about 
treating an illness because of online health infor-
mation. There is some evidence that boomers will 
use more online health information to manage 
their health, supporting Hypothesis 1. However, 
there is no overwhelming support for differences 
between boomers and seniors and using health 
information to manage their health, with boomers 
only utilizing this information one and one-half 
times more than seniors. 

The health of the individual, or Hypotheses 2, 
only predicted the use of online health information 
to manage a boomer’s and a senior’s health when 
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Node 0
Mean 0.557
Std. Dev. 0.497
n 628
% 100 .0
Predicted 0.557

Positive feelings about looking 
for health information on the 

Internet Index
Adj. P-value=0.000, F=40.524, 

df1=2, df2=625

Somewhat and a lot of 
information on Internet helped 
take care health

Node 1
Mean 0.197
Std. Dev. 0.401
n 71
% 11.3
Predicted 0.197

<= 1

Node 2
Mean 0.413
Std. Dev. 0.494
n 150
% 23.9
Predicted 0.413

(1, 2]

Node 3
Mean 0.673
Std. Dev. 0.470
n 407
% 64.8
Predicted 0.673

Access health information online 
once or twice a month or greater
Adj. P-value=0.000, F=17.656, 

df1=1, df2=405

> 2

Node 4
Mean 0.592
Std. Dev. 0.492
n 238
% 37.9
Predicted 0.592

Negative feelings about looking 
for health information on the 

Internet Index
Adj. P-value=0.016, F=7.148, 

df1=1, df2=236

<= 0

Node 5
Mean 0.787
Std. Dev. 0.411
n 169
% 26.9
Predicted 0.787

> 0

Node 6
Mean 0.669
Std. Dev. 0.472
n 130
% 20.7
Predicted 0.669

<= 0

Node 7
Mean 0.500
Std. Dev. 0.502
n 108
% 17.2
Predicted 0.500

> 0

Figure 2. Classification tree of impact of online health information taking care of a boomer’s and a 
senior’s health
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they had a conversation with a family member 
or a friend about online health information and 
when they made a decision about how to treat an 
illness. In addition, the health variable predicted 
a boomer’s and a senior’s behavior when he or 
she talked to his or her doctor about information 
that he or she found online. Overall, there was 
not overwhelming support that the health of the 
boomer or senior had an impact on use of online 
health information to manage his or her health.

Hypotheses 3 and 4 examine whether being 
more proficient online means that the online health 
seeker will use the Internet more to manage his or 
her health. The results consistently showed that 
those who go online every day were more likely 
to use the Internet to manage their health. There 
was not much support that being more proficient 
with the Internet meant that boomers and seniors 
would use it more often for health information, 
since many of the other independent variables 

Hypotheses
Supported? 
(Yes, No, or 

Partially) 

Major Test(s) Per-
formed

Hypothesis 1: Online health seekers who are baby boomers are more likely to believe 
that online health information has helped them manage their health better compared 
with seniors.

Yes

Descriptive statistics, 
difference of means 

tests, and logistic 
regression

Hypothesis 2: Online health seekers who are healthy or who have family and friends that 
are healthy will rely less on online health information because of lack of need. Partially Logistic regression

Hypothesis 3: Online health seekers who have broadband Internet access will go online 
more for health information to manage their health No

Logistic regression -
Evidence found in the 

opposite direction

Hypothesis 4: Online health seekers who go online more often and conduct many online 
activities will use Internet health information more to manage their health. Yes Logistic regression

Hypothesis 5: Boomers and seniors who are females will rely more on online health 
information. Yes Logistic regression

Hypothesis 6: Boomers and seniors who are college educated will rely more on online 
health information. Yes Logistic regression

Hypothesis 7: Boomers and seniors who are Hispanics will go online less for health 
information. No

Logistic regression 
-No support found in 

logistic regression

Hypothesis 8: Boomers and seniors who have family income above $75,000 will go online 
more for health information. Yes Logistic regression

Hypothesis 9: Online health seekers who most of the time and always look to see who 
provides medical information on the Internet would use online health information more 
to manage their health.

Yes Logistic regression

Hypothesis 10: Online health seekers who access health information online once or twice 
a month would have a greater likelihood of using online health information to manage 
their health.

Yes Logistic regression

Hypothesis 11: If a doctor has recommended a Website to an online health seeker he or 
she is more likely to use health information to manage their health. Partially Logistic regression

Hypothesis 12: If an online health seeker has communicated with his or her doctor via 
email he or she is more likely to use online health information to manage their health. Yes Logistic regression

Hypothesis 13: Online health seekers that have more positive feelings about looking for 
health information on the Internet are more likely to use this information to manage 
their health.

Yes Logistic regression

Table 6. Support for hypotheses of boomers and seniors and online health information
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in this category were not statistically signifi-
cant. This is most likely explained by what these 
online health seekers are doing on the Internet; 
they are looking for information, which does not 
require, for instance, broadband Internet access, 
since a standard dial-up connection will suffice. 
Therefore, this research cannot confirm that be-
ing more proficient with the Internet means that 
online health seekers will use this communication 
media to manage their health more than those 
who are not as proficient. However, this could 
change with greater availability of streaming video 
health information, which is much more suited to 
a broadband Internet connection.

Boomers and seniors of higher sociodemo-
graphic status use the Internet for health infor-
mation much more than lower sociodemographic 
status individuals (Hypotheses 5-8). Therefore, 
this research confirms that there is a digital di-
vide in access to online health information, and 
public policy should attempt to address this issue. 
It should be noted that one-third of the United 
States adult population has not gone online and, 
therefore, would not be able to benefit from online 
health information (Pew Internet & American 
Life, 2005).

Hypothesis 10 was confirmed in the logistic 
regression results that those who are frequent 
patrons of online health information actually 
will use it more often to manage their health. 
The results showed that health seekers who are 
accessing health information online once or 
twice a month or more will be more likely to 
actually use this information to manage their 
health. Therefore, these individuals are not just 
searching for information; they actually are using 
some of what they find online. Individuals who 
have positive feelings about online health infor-
mation also will use it more often to manage their 
health, and individuals that harbor more negative 
feelings will use it less often (Hypothesis 13). 
Online health seekers who are very aware of who 
provides the medical information on the Internet 
are more likely to use this information to manage 

their health (Hypothesis 9). Finally, where there 
is communication with their doctor via e-mail or 
at the doctor’s office about online health informa-
tion, boomers and seniors are more likely to use 
online health information to manage their health 
(Hypothesis 12). Awareness and feelings toward 
online health information generally were well-
supported predictor variables (Hypotheses 9-13), 
having an impact on a boomer’s or a senior’s use 
of this information to manage his or her health 
care needs. 

rEcommEndations, limitations, 
and FuturE rEsEarch

This article examined the use of the Internet for 
accessing health information by boomers (age 
50 to 64) and seniors (age 65 and over). Boom-
ers generally use Internet health information to 
manage their health more than seniors. However, 
there was no overwhelming differences between 
boomers and seniors, which is the main difference 
in the finding from another study (Kaiser Family 
Foundation, 2005). For instance, boomers are 
much more likely to talk to a doctor about health 
information that they saw online. Boomers are 
around one and one-half times more likely than 
seniors to use online health information to man-
age their health. This study found that awareness 
and feelings toward online health information 
provided the best explanation of health informa-
tion for management of boomers’ and seniors’ 
health. 

Since boomers were found to use online health 
information marginally more than seniors, what 
are the implications of this observation? Will 
seniors of tomorrow be similar to seniors of 
today? Perhaps boomers will continue to seek 
online health information as they get older. The 
implication that boomers and seniors may be in 
the greatest need of health information may not 
be true in the future with the growing obesity 
epidemic in the United States, which affects all 
age groups. 
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Some policy recommendations should be 
noted in order to bring more seniors online and to 
enhance the quality of Internet health resources. 
Health care professionals should recommend 
Web sites, promote more effective search and 
evaluation techniques, and be more involved in 
developing and promoting uniform standards for 
health Web sites (Morahan-Martin, 2004). Since 
only a minority of seniors has ever gone online, 
this represents a significant digital divide. These 
findings confirm that for the foreseeable future, 
the Internet is less likely to be a primary source 
of information for most seniors, which suggests 
a need to invest more heavily in education and 
outreach strategies. This is especially the case 
for seniors with low or modest incomes, who 
are least likely to go online for this information. 
These recommendations could make seniors more 
aware and could create a positive experience when 
going online for health information.

In the near future, the Internet will become a 
decision-making tool for seniors, who will need 
to make choices about the Medicare prescription 
drug benefits. They will need to decide which 
plan has the most attractive premium and to 
determine whether it will cover the medications 
they take and will work with the pharmacy they 
use. Seniors also will need to manage the Inter-
net to make these important decisions. Web site 
design is part of the solution, since seniors have 
problems scrolling on Web sites and remembering 
Web pages (Voelker, 2005).

There are some limitations of this research. 
With any type of public opinion data, especially 
when asking subjective questions about sensitive 
topics of consumers’ health, respondents may not 
be as forthcoming with information. Another 
limitation is that of the general applicability of 
the results, given that the proportion of the sample 
is different for seniors and boomers. In addition, 
there is no question that specifically addressed 
whether there was an improvement in the health 
outcome, just that people felt better informed. 
Future research could do a longitudinal follow up 

of this dataset, which might reveal shifts in the 
use of Internet health information for managing 
health with boomers and seniors, looking at other 
measures to see if there is an impact on change 
in the person’s health.
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aBstract

This chapter summarizes the problems and challenges that occur when health information systems are 
evaluated. The main problem areas presented are the complexity of the evaluation object, the complex-
ity of an evaluation project, and the motivation for evaluation. Based on the analysis of those problem 
areas, the chapter then presents recommendations of how to address them. In particular, it discusses in 
more detail what benefits can be obtained from applying triangulation in evaluation studies. Based on 
the example of the evaluation of a nursing documentation system, it shows how both the validation of 
results and the completeness of results can be supported by triangulation. The authors hope to contribute 
to a better understanding of the peculiarities of evaluation in healthcare, and to provide information 
how to overcome them. 
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introduction

It is hard to imagine healthcare without modern in-
formation and communication technology (ICT). 
It is evident that the use of modern information 
technology (IT) offers tremendous opportunities 
to reduce clinical errors, to support healthcare 
professionals, and to increase the efficiency of 
care, and even to improve the quality of patient 
care (Institute of Medicine, 2001).

However, there are also hazards associated 
with ICT in healthcare: Modern information 
systems (ISs) are costly, their failures may cause 
negative effects on patients and staff, and possibly, 
when inappropriately designed, they may result 
in healthcare professional’s spending more time 
with the computer than with the patient. This all 
could have a negative impact on the efficiency of 
patient care. Therefore, a rigorous evaluation of 
IT in healthcare is recommended (Rigby, 2001) 
and is of great importance for decision makers 
and users (Kaplan & Shaw, 2002). Evaluation can 
be defined as the decisive assessment of defined 
objects, based on a set of criteria, to solve a given 
problem (Ammenwerth et al., 2004).

The term ICT refers to technologies as such. 
Whether the use of these technologies is suc-
cessful depends not only on the quality of the 
technological artifacts but also on the actors (i.e., 
the people involved in information processing and 
the organizational environment in which they are 
employed). ICT embedded in the environment, 
including the actors, is often referred to as an IS 
in a sociotechnical sense (Berg, Aarts, & van der 
Lei, 2003; Winter et al., 2001).

Many different questions can lead the evalua-
tion of IT. Within evaluation research, two main 
(and often rather distinct) traditions can be found: 
The objectivist (positivistic) and the subjectivistic 
tradition (Friedman & Wyatt, 1997), which are 
related to the dominant use of either quantitative 
or qualitative methods (for details, see Chapter 
XII). 

Despite a large amount of published evaluation 
studies (e.g., van der Loo, 1995) found over 1,500 
citations on evaluation of healthcare IT between 
1967 and 1995, and Ammenwerth and de Keizer 
(2004) found 1,035 studies between 1982 and 2002; 
many authors report problems during evaluation. 
One of the main problems frequently discussed is 
the adequate choice of evaluation methods. While 
objectivistic researchers tend to concentrate on 
quantitative methods, subjectivistic researchers 
mainly rely on qualitative methods. Sometimes, 
a mixture of methods is applied. For example, 
qualitative methods are used to prepare quantita-
tive studies, or quantitative measurements are used 
to support qualitative argumentation. However, 
there is still usually one tradition which dominates 
typical evaluation studies, leading to a focus either 
on quantitative or qualitative methods. 

Many researchers point to the fact that this 
domination of one method or tradition may not 
be useful, but that a real integration of various 
methods from both traditions can be much more 
helpful to get comprehensive answers to given 
research questions. The integration of the comple-
mentary methods (and even beyond this, of data 
sources, theories and investigators), is discussed 
under the term triangulation. 

In this chapter, we first want to review some 
of the underlying reasons that make evaluation of 
healthcare IT so difficult. We will structure the 
problems into three main problem areas: the com-
plexity of the object of evaluation, the complexity 
of the evaluation project, and the motivation to 
perform evaluation. We will discuss means how 
to overcome the discussed problems. 

As one more detailed example, we then dis-
cuss what benefits can be obtained from applying 
triangulation in an evaluation study. Based on the 
example of the evaluation of a nursing documen-
tation system, we show how both the validation 
of results and the completeness of results can be 
supported by triangulation.



479 

Evaluation of Health Information Systems

typical proBlEms in  
Evaluation oF it in  
hEalthcarE

First problem area: complexity of 
the Evaluation object

When understanding IT as part of the IS of an 
organization, it is clear that evaluation requires not 
only an understanding of computer technology, 
but also of the social and behavioral processes that 
affect and are affected by the technology. This 
complexity of the evaluation objects has some 
important consequences. First, the introduction 
of IT takes time. It is not enough to implement the 
technology and then to immediately measure the 
effects. Users and workflow need a lot of time to get 
used to new tools and to completely exploit the new 
possibilities (Palvia, Sharma, & Conrath, 2001). 
Thus, evaluation results can develop and change 
during this first period of use. Then, even after 
an introduction period, the evaluation object may 
steadily change (Moehr, 2002; moving evaluation 
target). For example, the use of IT may be affected 
by changes in work organization, or in staff. It 
is nearly impossible to reach a stable situation in 
a flexible healthcare environment which makes 
evaluation results dependant of the point in time 
where the evaluation took place. In addition, each 
IS in our definition is quite unique. While the IT 
may be similar in various departments, workflow, 
users and used functionality may be different. In 
addition, the organization of its introduction as 
well as the overall user motivation may differ. 
Thus, even when the same IT is introduced, its 
effects may be varying (Kaplan & Shaw, 2002). 
The influence of such factors on the results of 
an evaluation study is often hard to disentangle 
(Wyatt, 1994), posing the problem of external 
validity (Moehr, 2002): Many evaluation studies 
may be valid only for the particular institutions 
with their specific IS. 

The complexity of the evaluation object is an 
inherent attribute in healthcare IT evaluation and 
cannot be reduced. However, there are some ways 
to handle this problem in evaluation studies. To 
address the problem of external validity, the IT 
and its environment that is going to be evaluated 
should be defined in detail before the beginning 
of the study. Not only the software and hardware 
used should be described, but also the number 
of users and their experience and motivation, 
the way IT is introduced and used, the general 
technical infrastructure (e.g., networks) and any 
further aspects that may influence the usage of 
IT and its effects. The functionality and the way 
it is really used should also be of importance. 
Only this information may allow interpretation 
of the study results and comparison of different 
locations. Then, to address the problem of the 
moving evaluation target, all changes in the IT 
and its interaction with the users should be care-
fully documented during the study. For example, 
changes in workflow, in staffing, or in hardware or 
software should be documented with reference to 
the ongoing evaluation. This permits the explana-
tion of changes and differences in effects measured 
during the study period. Another approach to ad-
dress the problem of the moving evaluation target 
may be to define smaller evaluation modules. This 
would allow the evaluation design or evaluation 
questions to be adapted to changes in the environ-
ment. Each module answered a question related 
to a defined phase of the introduction of the IT. 
In addition, an evaluation must be planned in a 
long-term perspective in order to allow the us-
ers and the environment to integrate the new IT. 
Hence enough resources for long-term evaluation 
(e.g., over several months or even years) should 
be available. 

second problem area: complexity of 
the Evaluation project

Evaluation of IT is performed in the real and 
complex healthcare environment, with its dif-
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ferent professional groups, and its high depen-
dency on external influences such as legislation, 
economic constraints, or patient clientele. This 
poses problems to the evaluation projects, mean-
ing the planning, executing and analyzing of an 
IT evaluation study. For example, the different 
stakeholders often have different conceptions 
and views of successful IT (Palvia et al., 2001). 
The different stakeholder requirements can serve 
as a frame of reference for evaluation during the 
early phases of the IT life cycle, but also guide 
evaluations during later phases. In each case, 
multiple-stakeholder views may lead to a multi-
tude of (possibly conflicting) evaluation questions 
(Heathfield et al., 1999). 

Depending on the point of view adopted, the 
evaluation will require different study designs and 
evaluation methods. The evaluation researcher 
must decide, for example, on the evaluation ap-
proach, on the adequate evaluation methods (e.g., 
quantitative vs. qualitative), and on the study 
design (e.g., RCT vs. observational study). Each 
has its own advantages and drawbacks ( Frech-
tling, 1997; Moehr, 2002), making their selection 
a rather challenging endeavor. This multitude 
of possible evaluation questions and available 
evaluation methods makes the planning of an 
evaluation study quite complex. 

The complexity of the evaluation project has 
several consequences. First, the overall success 
of IT is elusive to define (Palvia et al., 2001), and 
it is therefore often difficult to establish clear-cut 
evaluation criteria to be addressed in a study 
(Wyatt, 1994). Each stakeholder group may have 
individual questions, and a universal evaluation 
in terms of absolute or relative benefits is usually 
not feasible (or, from a more subjectivistic point 
of view, not even possible). It is also unrealistic 
to expect that the IT itself will have a direct and 
easy to measure effect on the outcome quality 
of patient care, like in a drug trial (Wyatt, 1994). 
Thus, indirect measures are often used such as 
user satisfaction or changes of clinical processes, 
which, however, do not give a really complete 

picture of the benefits of IT. Often, changes in 
the evaluation questions may occur during the 
study (e.g., based on intermediate evaluation 
results, new insights, changes in stakeholders’ 
opinions, or changes of the IT [scope creep]; 
Dewan & Lorenzi, 2000). Changes in study ques-
tions, however, may be difficult to balance with 
study resources. Finally, the selection of adequate 
evaluation designs and evaluation methods is 
often regarded as a problem during evaluation 
studies. Evaluators may not be sufficiently aware 
of the broadness of available approaches, or be 
too deeply embedded in either the qualitative or 
the quantitative paradigm, neglecting the possible 
contributions of the complementary approach. 
Thus, inadequate methods or study designs may 
be chosen which may not be able to answer the 
original study questions. 

The following suggestions may be useful in 
order to deal with the complexity of the evaluation 
project. First, it is recommended that the general 
intention of the evaluation and the starting point 
should be agreed early on. In principle, evaluation 
should start before the new IT is implemented, 
in order to allow for early gathering of compara-
tive data, and then continue during all phases of 
its life cycle (VATAM, 2000). Then, the areas of 
evaluation should be restricted to aspects which 
are of most importance to the involved stakehold-
ers, and which can be measured with the available 
resources. A complete evaluation of all aspects of 
a system (such as economics, effectiveness, and 
acceptance) is usually not feasible. A balance 
between the resources of a study and the inclusion 
of the most relevant aspects has to be found. In 
addition, sufficient time should be invested into 
the definition of relevant study questions. All 
involved stakeholder groups should discuss and 
agree on the goals of evaluation (VATAM, 2000). 
The selected study questions should be relevant 
for decision-making with regard to introduction, 
operation or justification of IT (Ammenwerth et 
al., 2004). Conflicting goals should be discussed 
and solved, as they are not only problematic for an 
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evaluation, but for the overall management of new 
IT. Fourth, when new evaluation questions emerge 
during the study, they should only be included in 
the study design when it is possible without creat-
ing problems. Otherwise, they should be tackled 
in consecutive studies. Each shift in evaluation 
questions must thoroughly be documented. For 
each study question, adequate methods must be 
chosen. A triangulation of methods may be useful 
to best answer the study questions (Heathfield, 
Pitty, & Hanka, 1998). For example, to address 
the effects of a nursing documentation system, 
both quantitative methods (time measurement, 
user acceptance scales, documentation quality 
measurement) as well as qualitative methods (fo-
cus group interviews) were used. We will discuss 
this example later on in more detail.

third problem area: motivation for 
Evaluation 

An evaluation study can normally only be con-
ducted when there is sufficient funding, and 
a sufficient number of participants (e.g., staff 
members, wards). Both these variables depend 
on the motivation of stakeholders (e.g., hospital 
management) to perform an evaluation. Some-
times, this motivation is not very high, because, 
for example, of fear for negative outcome, or of 
fear for revealing deficiencies of already imple-
mented technology (Rigby, Forsström, Roberts, 
& Wyatt, 2001). In addition, the introduction of 
IT in an organization is a deep intervention that 
may have large consequences. It is thus often very 
difficult to organize IT evaluation in the form of 
an experiment, and to easily remove the system 
again at the end of the study in case the evaluation 
was too negative. 

Even with a motivated management, it may be 
difficult to find suitable participants. Participating 
in a study usually requires some effort from the 
involved staff. In addition, while the users have to 
make large efforts to learn and use a new, innova-
tive system, the benefit of joining a pilot study is 

usually not obvious (the study is conducted in order 
to investigate possible effects), but participation 
may even include some risks for the involved staff 
such as disturbances in workflow. In summary, due 
to the given reasons, the hospital management as 
well as involved staff members is often reluctant 
to participate in IT evaluation studies.

The described problem has consequences for 
the study. Without the support and motivation of 
the stakeholders to conduct an evaluation study, 
it will be difficult to get sufficient resources for 
an evaluation and sufficient participants willing 
to participate. Second, due to the given problems, 
the study organizer tends to recruit any participant 
who volunteers to participate. However, those 
participants may be more motivated to participate 
than the “normal” user. This leads to the well-
known volunteer effect, where results are better 
when participants are motivated. In addition, 
evaluation results are not only important for the 
involved units, but also for the overall organiza-
tion or for similar units in other organizations. 
To allow transfer of results, the pilot wards or 
pilot users must be sufficiently representative for 
other wards or users. But, as each IT within its 
environment is quite unique (see Problem Area 
1); it is difficult to find comparable or representa-
tive participants.

To increase the number of participants, two 
approaches should be combined. First, the re-
sponsible management should be informed and 
motivated to support the study. The result of an 
evaluation study may be important to decide on 
new IT, and to support its continuous improve-
ment. Then, the possible participants could be 
directly addressed. It should be made clear that 
the study provides the opportunity to influence not 
only the future development of IT in healthcare but 
also the own working environment. User feedback 
of study results may act as an important driving 
force for users to participate in the study. Offer-
ing financial compensation or additional staff for 
the study period may help to gain support from 
participants and from management. As in clinical 
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trials, multicentric studies should be considered 
(Wyatt & Spiegelhalter, 1992). This would largely 
increase the number of available participants. This 
means however, that study management requires 
much more effort. A multicentric study design 
is difficult when the environment is completely 
different. In addition, the variation between study 
participants will be bigger in multicentric trials 
than in single-center ones. This may render in-
terpretation and comparison of results even more 
difficult (cp. discussion in Problem Area 1). 

summary of general recommendations

The above discussed problems and approaches will 
now be summarized in a list of 12 general recom-
mendations for IT evaluation in healthcare: 

1. Evaluation takes time; thus, take your time 
for thorough planning and execution.

2. Document all of your decisions and steps 
in a detailed study protocol. Adhere to this 
protocol; it is your main tool for a systematic 
evaluation.

3. Strive for management support, and try to 
organize long-term financial support.

4. Clarify the goals of the evaluation. Take into 
account the different stakeholder groups. 
Dissolve conflicting goals. 

5. Reduce your evaluation questions to an 
appropriate number of the most important 
questions that you can handle within the 
available time and budget. If new questions 
emerge during the study, which cannot eas-
ily be integrated, postpone them for a new 
evaluation study. 

6. Clarify and thoroughly describe the IT object 
of your evaluation and the environment. 
Take note of any changes of the IT and its 
environment during the study that may af-
fect results. 

7. Select an adequate study design. Think of 
a stepwise study design. 

8. Select adequate methods to answer your 

study questions. Neither objectivist nor 
subjectivist approaches can answer all 
questions. Take into account the available 
methods. Consider being multimethodic and 
multidisciplinary, and consider triangulation 
of methods, data sources, investigators, 
and theories. Strive for methodical (e.g., 
biometrics) advice. 

9. Motivate a sufficient number of users to 
participate. Consider multicentric trials and 
financial or other compensation.

10. Use validated evaluation instruments wher-
ever possible.

11. Be open to unwanted and unexpected ef-
fects.

12. Publish your results and what you learned 
to allow others to learn from your work.

One of the most discussed aspects is the se-
lection of adequate methods and tools (Point 6) 
and, here especially, the adequate application of 
multimethodic and multidisciplinary approaches 
(Ammenwerth et al., 2004). The interdisciplinary 
nature of evaluation research in medical infor-
matics includes that a broad choice of evaluation 
methods is available for various purposes. In 
Sections II and III of this book, several distinct 
quantitative and qualitative evaluation methods 
have been presented and discussed in detail. All 
of them have their particular application area. 
However, in many situations, the evaluator may 
want to combine the methods to best answer the 
evaluation questions at hand. Especially in more 
formative (constructive) studies, a combination 
of methods may seem necessary to get a more 
complete picture of a situation. To support this, 
the method of triangulation has been developed 
and will now be presented in more detail. 

thE thEory oF triangulation 

The term triangulation comes from navigation and 
means a technique to find the exact location of a 
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ship base on the use of various reference points. 
Based on this idea, triangulation in evaluation 
means the multiple employments of data sources, 
observers, methods, or theories, in investigations 
of the same phenomenon (Greene & McClintock, 
1985). This approach has two main objectives: 
First, to support a finding with the help of the oth-
ers (validation); second, to complement the data 
with new results, to find new information, to get 
additional pieces to the overall puzzle (complete-
ness; Knafl & Breitmayer, 1991). 

Triangulation is, based on work by Denzin 
(1970), usually divided into the following four 
types, which can be applied at the same time:

• Data triangulation: Various data sources 
are used with regard to time, space, or per-
sons. For example, nurses from different 
sites are interviewed, or questionnaires are 
applied at different times.

•  Investigator triangulation: Various 
observers or interviewers with their own 
specific professional methodological back-
ground take part in the study, gathering and 
analyzing the data together. For example, 
a computer scientist and a social scientist 
analyze and interpret results from focus 
group interviews together. 

•  Theory triangulation: Data is analyzed 
based on various perspectives, hypotheses 
or theories. For example, organizational 
changes are analyzed using two different 
change theories. 

•  Methods triangulation: Various methods 
for data collection and analysis are ap-
plied. Here, two types are distinguished: 
within-method triangulation (combining ap-
proaches from the same research tradition), 
and between-method triangulation (combin-
ing approaches from both quantitative and 
qualitative research traditions, also called 
across-method triangulation). For example, 
two different quantitative questionnaires 
may be applied to access user attitudes, or 

group interviews as well as questionnaires 
may be applied in parallel. 

It should be noticed that the term triangulation 
is only used when one phenomenon is investigated 
with regard to one research question. 

The term triangulation is often seen strongly 
related to the term multimethod evaluation; be-
cause methods triangulation is seen as the most 
often used triangulation approach. However, as 
we want to stress, it is not limited on the combina-
tion of methods, but also describes combination 
of data sources, investigators, or theories. 

Example: Triangulation during the Evaluation  
of a Nursing Documentation System

Background of the study

Nursing documentation is an important part of 
clinical documentation. There have been some 
attempts and discussions on how to support the 
nursing documentation using computer-based 
documentation systems.

In 1997, Heidelberg University Medical Center 
started to introduce a computer-based nursing 
documentation system in order to systematically 
evaluate preconditions and consequences. Four 
different (psychiatric and somatic) wards were 
chosen for this study. 

In the following paragraphs, we will concen-
trate on those parts of the study that are relevant 
for the triangulation aspects of the study. Please 
refer to other publications for more details on 
methods and results, such as (Ammenwerth, 
Mansmann, Iller, & Eichstädter, 2003; Ammen-
werth et al., 2001).

Three of the four study wards had been se-
lected by the nursing management for the study. 
On all three wards, the majority of nurses agreed 
to participate. Ward B volunteered to participate. 
The four study wards belonged to different depart-
ments. Wards A and B were psychiatric wards, 
with 21 resp. 28 beds; Ward C was a pediatric 
ward for children under two years of age, with 
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15 beds; Ward D was a dermatological ward, 
with 20 beds.

Our study wards were quite different with 
regard to nursing documentation. In Wards A and 
B, a complete nursing documentation based on 
the principles of the nursing process–for details 
on nursing process, see, for example, Lindsey 
and Hartrick (1996)–had been established for 
several years. In contrast, in Wards C and D, only 
a reduced care plan was documented; documen-
tation was mostly conducted in the ward office. 
Only in Ward C, major parts of documentation 
were also conducted in the patients’ rooms. The 
youngest staff member could be found in Ward 
D; the staff least experienced in computer use 
was in Ward C.

study design

The software PIK (Pflegeinformations-und Kom-
munikationssystem, a German acronym for “nurs-
ing information and communication system”) was 
introduced on those four wards. The functionality 
covered the six phases of the nursing care process. 
The study period was between August 1998 and 
October 2001. Wards A and B started in 1998 with 
the introduction of the documentation system; 
Wards C and D joined in 2000.

The study consisted of two main parts: The 
objective of the more quantitative study was to 
analyze the changes in the nurses’ attitudes with 
regard to nursing process, computers in nursing, 
and nursing documentation system, after the 
introduction of the computer-based system. Stan-
dardized, validated questionnaires were applied 
based on Bowman, Thompson, and Sutton (1983), 
for nurses’ attitudes on the nursing process; on 
Nickell and Pinto (1986), for computer attitudes; on 
Lowry (1994), for nurses’ attitudes on computers 
in nursing; and on Chin (1988) and Ohmann, Boy, 
and Yang (1997), for nurses’ satisfaction with the 
computer-based nursing documentation system. 
We carefully translated those questionnaires into 
German and checked the understandability in a 

prestudy. We used a prospective intervention study 
with three time measurements: approximately 
three months before introduction (“before”); 
approximately three months after introduction 
(“during”); and approximately nine months after 
introduction (“after”).

The second part of the study was a more qualita-
tive study. Here, the objective was to further ana-
lyze the reasons for the different attitudes on the 
wards. The quantitative study exactly described 
these attitudes, and the qualitative study was now 
intended to further explain those quantitative 
results. The qualitative study was conducted in 
February 2002, after the analysis of the quantita-
tive study was finished. In this qualitative study, 
open-ended focus group interviews were con-
ducted with up to four staff members from each 
ward (most of them already have taken part in the 
quantitative study), with the three project manag-
ers from each department, and with the four ward 
managers from the wards. Open-ended means 
that the interviews were not guided by predefined 
questions. We used two general questions that 
started the interviews (e.g., “How are you doing 
with PIK?” “How was the introduction period”)? 
The rest of the interview was mostly guided by 
the participants themselves, with relatively little 
control exerted by the interviewers. 

All interviews were conducted by a team of 
two researchers. They took about one hour each. 
The interviews were audio taped and analyzed 
using inductive, iterative content analysis based 
on Mayring (1993). This means that the transcripts 
were carefully and stepwise analyzed, using the 
software WinMaxProf98. 

In the following paragraphs, only those results 
of the quantitative and qualitative study relevant 
for the triangulation aspects of the study will be 
presented. Please refer to the already mentioned 
study publications for more details.



485 

Evaluation of Health Information Systems

results of quantitative analysis of 
user attitudes

All in all, 119 questionnaires were returned: 23 
nurses answered all three questionnaires, 17 
nurses answered two, and 16 nurses answered 
one questionnaire. The return rates were 82% 
for the first questionnaire, 86.5% for the second 
questionnaire, and 90.2% for the third question-
naire. A quantitative analysis of the individual 
items of the questionnaires revealed unfavorable 
attitudes, especially in Ward C. In both Wards C 
and D, the nurses stated that the documentation 
system does not “save time” and does not “lead to 
a better overview on the course of patient care.” 
In addition, in Ward C, the nurses stated that they 
“felt burdened in their work” by the computer-
based system and that the documentation system 
does not “make documentation easier.” In Wards 
A and B, the opinions with regard to those items 
were more positive.  

The self reported daily usage of the computer-
based documentation system was quite similar 
among all wards: about 1 to 2 hours a day dur-
ing the second and third questionnaires, with 
highest values in Ward B and lowest values in 
Ward A. The self-confidence with the system, as 
stated by the nurses, was rather high on all wards 
during both the second and third questionnaire. 
The mean values were between 3 and 3.7 during 
the second questionnaire and between 3.4 and 
3.8 during the third questionnaire (1=minimum, 
4=maximum). 

Statistical analysis revealed that the overall 
attitude on the documentation system during 
the third questionnaire was positively correlated 
to the initial attitude on the nursing process, to 
the attitude on computers in general and to the 
attitude on computers in nursing. Both computer 
attitude scores were in turn positively correlated 
to the years of computer experience. For details, 
see (Ammenwerth, Mansmann, et al., 2003). 

Overall, the results of quantitative analysis 
pointed to a positive attitude on the computer-

based nursing documentation already shortly 
after its introduction, which significant increase 
on three of the four wards later on. However, on 
ward C, the quantitative results revealed negative 
reactions, showing a heavy decline in the attitude 
scores during the second questionnaire. On ward 
C, the overall attitude of the computer-based 
system remained rather negative, even during the 
third questionnaire. What could be the reasons? 
In order to answer this question, a subsequent 
qualitative study was conducted. 

results of qualitative analysis of 
user attitudes

This part of the study was conducted as planned. 
Overall, about 100 pages of interview transcript 
were analyzed. Details of the interviews are pub-
lished elsewhere (Ammenwerth, Iller, et al., 2003); 
we will summarize only the main points. 

In Ward C, some distinct features came up 
in the interviews that seem to have lead to low 
attitude scores at the beginning. For example, 
the nursing process had not been completely 
implemented before, thus the documentation ef-
forts now were much higher. Documentation of 
nursing tasks covered a 24 hour day, due to the 
very young patients and their high need for care. 
Thus, the overall amount of documentation on 
Ward C was higher. Patient fluctuation was also 
highest in ward C. Nurses found it time-consum-
ing to create a complete nursing anamnesis and 
nursing-care plan for each patient. The previous 
computer experience and number and availability 
of motivated key users was seen as rather low 
in Ward C. Then, during the introduction of the 
nursing documentation system, the workload 
was rather high in Ward C due to staff shortage, 
which increased pressure on the nurses. Finally, 
and most important, nursing documentation had 
previously at least partly been carried out in 
the patients’ rooms. However, during our study, 
computers were installed only in the ward office. 
No mobile computers were available, which, ac-
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cording to the nurses, lead to time-consuming 
and inefficient double documentation. 

Interesting differences were found between 
the nurses and the project management. For 
example, the nurses stated in the interviews that 
they were not sufficiently informed on the new 
documentation system, while the project man-
agement stated to have offered information that 
had not been used. Another example is that the 
nurses felt that training was insufficient. In the 
opinion of the project management, sufficient 
opportunities had been offered. We will later see 
how this divergent information helps to complete 
the overall picture. 

In Ward D, the attitude on the documentation 
system was high in the interviews. The nurses 
saw benefits, especially in a more professional 
documentation, which would lead to a greater 
acknowledgment of nursing. Standardized care 
planning was seen to make care planning much 
easier, without reducing the individuality of the 
patient. Overall, the ward felt at ease while work-
ing with the new documentation system. 

In Wards A and B, the attitudes were also 
positive. The nurses stressed the better legibility 
of nursing documentation in the interviews. They 
said that time effort for nursing care planning 
was lower, but overall, time effort for nursing 
documentation was much higher than before. The 
interviews showed that the introduction period 
had been filled with anxiety and fear about new 
requirements for the nurses. Now, after some time, 
the nurses felt self-confident with computers. An 
interesting discussion arose on the topic of stan-
dardization. Most nurses felt that standardized 
care plans reduced the individuality of the care 
plans, and that they did not really reflect what is 
going on with the patient. Finally, those wards, 
too, mentioned insufficient teaching and support 
in the first weeks. 

These rather short summaries, from the inter-
views, should highlight some distinct features of 
the wards, showing similarities (e.g., on insuffi-
cient teaching and fears at the beginning), but also 

differences (e.g., on the question on standardized 
care plans or time effort). 

application oF triangulation 
in this study

After analysis of the quantitative study and the 
qualitative study, we now want to see how the 
different results can be put together to get a 
broader picture of the effects and preconditions 
of a nursing documentation system. We thus ap-
plied all four types of triangulation as described 
by Denzin (1970): 

•  Data triangulation: Various data sources 
were used: Within the quantitative study, 
data triangulation with regard to time was 
used as the questionnaires were submitted 
three times to the same users (data triangula-
tion with regard to time). In addition, in the 
interviews, not only nurses but also project 
management and ward management were 
interviewed (data triangulation with regard 
to persons). 

•  Investigator triangulation: Within the 
qualitative study, the two interviewers had 
different backgrounds (one more quantita-
tive coming from medical informatics, the 
other, more qualitative, coming from social 
science). Both acted together as interview-
ers, analyzed the transcript together, and 
discussed and agreed on results and conclu-
sions. 

•  Theory triangulation: We learned from 
various complementing theories to better 
understand the results of our studies. For 
example, to explain the implementation 
phases, we took ideas both from the book 
of Lorenzi and Riley (1995; first-, middle-, 
and second-order change) as well as from 
the change theory of (Lewin, 1947; unfreez-
ing, moving, refreezing phase). With regard 
to user evaluation, we used the technology 
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acceptance model (TAM) of Davis (1993), 
and the task-technology-fit model (TTF) of 
Goodhue (1995). 

•  Methods triangulation: We applied be-
tween-methods triangulation by applying 
both quantitative questionnaires and quali-
tative focus-group interviews to investigate 
user’s attitudes. 

As stated in the introduction, triangulation 
has two main objectives: To confirm results with 
data from other sources (validation of results) and 
to find new data to get a more complete picture 
(completeness of results). We will now briefly 
discuss whether triangulation helped to achieve 
those goals. 

validation of results

Validation of results is obtained when results from 
one part of the study are confirmed by congruent 
(not necessarily equal) results from other parts 
of the study. In our example, some parts of the 
study showed congruent results: 

First, both the questionnaire and the interviews 
focused on attitudes issues. In this area, both 
approaches lead to congruent results, showing, 
for example, favorable attitudes in three wards. 
In addition, both the questionnaires and the 
interviews showed problems with regard to the 
user satisfaction with the nursing documentation 
system in Ward C. However, as the interviews 
were conducted later, they could better show the 
long-term development in the wards. Hence, both 
data sources thus showed congruent results. 

Second, we found congruent results of the two 
scales attitudes on nursing process and attitude 
on the computer-based nursing documentation 
system within the standardized questionnaires. 
Both focus on different attitude items, both showed 
comparable low results in Ward C and higher 
results on the other wards, pointing to congruent 
measurements. 

Those two selected examples show how results 
of some parts of the study could be validated 
by congruent results from other parts of the  
studies. 

completeness of results

Besides validation, triangulation can increase 
completeness when one part of the study presents 
results which have not been found in other parts of 
the study. By this new information, the complete-
ness of results is increased. The new information 
may be complementary to other results, or it may 
present divergent information. 

In our study, both questionnaires and inter-
views presented partly complementary results, 
which led to new insights. For example, impact 
of the computer-based documentation system 
on documentation processes and communica-
tion processes had not been detected by the 
questionnaire (this aspect had not been included 
in the questions). However, the documentation 
system seems to have influenced the way different 
healthcare professionals exchanged patient-related  
information. This led to some discussion on this 
topic on all wards in the interviews and seems to 
have had an impact on the overall attitude. Those 
effects only emerged in the group interviews (and 
not in the questionnaires); enlarging the picture of 
the effects of the nursing documentation system 
and helping to better understand the reactions of 
the different wards. 

Another example is the complementarity of 
the results in the interviews and questionnaires 
in Ward C. The interviews were done some time 
after the questionnaires. Thus, during this time, 
changes may have occurred. The change theory of 
Lewin (1947) stated that organizational changes 
occur in three phases: unfreezing (old patterns 
must be released, combined with insecurity and 
problems), moving (new patterns are tested), and 
refreezing (new patterns are internalized and seen 
as normal). The low attitude scores in Ward C, 
even at the last measurement point, indicate that 
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the ward was in the moving phase during this 
time. During the interviews, the stress articulated 
by the nurses seems to be less severe. This can 
be interpreted as Ward C’s slowly changing from 
the moving into the refreezing phase. 

Triangulation can thus help to get a more 
complete picture of the object under investiga-
tion. Often, especially when applying various 
methods during the investigation, the results will 
not be congruent, but they may be divergent (e.g., 
contradictory). This is an important aspect of 
triangulation, as divergent results can especially 
highlight some points, present new information, 
and lead to further investigation. 

In our study, we found some divergent results. 
For example, during the group interviews, nurses 
from one ward stressed that they do not see a 
reduction in effort needed for documentation 
by the computer-based system. However, in the 
questionnaires, this ward indicated strong time 
reductions. This differences can lead to the ques-
tions of whether time efforts are judged with regard 
to the situation without the nursing documentation 
system (where the amount of documentation was 
much lower, and so was the time effort), or with 
regard to the tasks that have to be performed 
(the same amount of documentation can be done 
much quicker with the computer-based system). 
This discussion can help one better understand 
the answers. Interesting differences of point of 
view could also be found between the staff and 
the project management of one ward in the group 
interviews. While the nurses of this ward claimed 
in the interviews that training was suboptimal, the 
project management stated that sufficient offers 
had been made. Those apparent contradictions 
may point to different perceptions of the need 
for training by the different stakeholders. Those 
insights may help to better organize the teaching 
on other wards. 

As those (selected) examples show, triangu-
lation helped us to obtain a better picture of the 
reaction of the four wards. The evaluation results 
also led to some decision on how to improve the 

technical infrastructure as well as how to better 
organize the teaching and support in some wards. 
All wards are still working with the computer-
based nursing documentation system. 

discussion

Medical informatics is an academic discipline 
and, thus, evaluation is an important part of any 
system development and implementation activity 
(Shahar, 2002; Talmon & Hasmann, 2002). How-
ever, many problems with regard to healthcare IT 
evaluation have been reported. Wyatt and Spie-
gelhalter (1992) as well as Grémy and Degoulet 
(1993) already discussed the complexity of the 
field, the motivation issue, and methodological 
barriers to evaluation. Examples of meta-analysis 
of IT evaluation studies confirm those barriers 
(e.g. Brender, 2002; Johnston, Langton, Haynes, 
& Mathieu, 1994; Kaplan, 2001).

In this chapter, we elaborated on a number of 
important problems and categorized them into 
three areas: the complexity of the evaluation ob-
ject, the complexity of the evaluation project with 
its multitude of stakeholders, and the motivation 
for evaluation. 

A kind of framework to support evaluation 
studies of ISs may be useful to address the 
problem areas discussed in this chapter. In fact, 
many authors have formulated the necessity for 
such a framework (e.g., Grant, Plante, & Leblanc, 
2002; Shaw, 2002). Chapter XIV will present a 
framework for evaluation in more detail. One 
important part of such a framework is the call for 
a multimethod evaluation. While triangulation has 
long been discussed and applied in research (one 
of the first being Campbell & Fiske, 1959), the 
idea of the possible advantages of multimethod 
approaches or triangulation in more general terms 
is not really reflected in medical informatics 
literature. 

The background of multimethod approaches 
has been more deeply discussed in Chapter XII. 
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In general, both quantitative and qualitative 
methods have their areas and research questions 
where they can be successfully applied. By tri-
angulating both approaches, their advantages can 
be combined. We found that both complementary 
and divergent results from the different sources 
gave important new information and stimulation 
of further discussion. 

In the past, there has been a more basic discus-
sion about whether intermethods triangulation is 
possible at all. It is discussed that the epistemo-
logical underpinnings between quantitative and 
qualitative research paradigms may be so differ-
ent that a real combination may not be possible 
(Greene & McClintock, 1985; Sim & Sharp, 1998). 
However, this argumentation is not taking into 
account that a tradition of research has formed 
beyond subjectivistic and objectivistic paradigms. 
Evaluation methods are chosen accordingly to 
research questions and the research topic. Thus, 
the question of which methods to apply and how to 
combine them only can be answered with respect 
to the research topic and the research question 
and not on a general basis. Thus, as important as 
this discussion might be in the light of progress in 
research methods, evaluation researchers in medi-
cal informatics may be advised to start to select 
and combine methods based on their distinctive 
research question. This gives evaluation research-
ers a broad range of possibilities to increase both 
completeness and validity of results, independent 
of his or her research tradition. 

conclusions

Evaluation studies in healthcare IT take a lot of 
time, resources, and know-how. Clearly defined 
methodological guidelines that take the difficul-
ties of IS evaluation in healthcare into account 
may help to conduct better evaluation studies. 
This chapter has classified some of the problems 
encountered in healthcare IT evaluation under 
the three main problem areas of a) complexity 

of the evaluation object, b) complexity of the 
evaluation project, and c) limited motivation for 
evaluation. We suggested a list of 12 essential 
recommendations to support the evaluation of ISs. 
A broadly accepted framework for IT evaluation 
in healthcare that is more detailed seems desir-
able, supporting the evaluator during planning 
and executing of an evaluation study. 

Focusing on methodological aspects, we have 
presented some basics on triangulation and illus-
trated them in a case study. The correct applica-
tion of triangulation requires–as other evaluation 
methods–training and methodological experience. 
Medical informatics evaluation research may 
profit from this well-established theory. 
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aBstract

The emerging of wireless computing motivates radical changes of how information is obtained. Our paper 
discusses a practical realisation of an application using push and pull based mechanism in a wireless 
ad-hoc environment. We use a hospital information system as a case study scenario for our proposed 
application. The pull mechanism is initiated from doctors as mobile client to retrieve and update patient 
records in the central database server. The push mechanism is initiated from the server without a specific 
request from the doctors. The application of push mechanism includes sending a message from central 
server to a specific doctor, and multicasting a global message to all doctors connected to the server ap-
plication. The global message can be disabled by each doctor to perform selective recipients. 

introduction

Recent advances in wireless technology have led 
to mobile computing, a new dimension in data 
communication and processing. Many predict a 
new emerging, gigantic market with millions of 

mobile users carrying a small, battery-powered 
terminal equipped with wireless connection 
(Acharya, Alonso, Franklin, & Zdonik, 1995; 
Barbara, 1999; Imielinski & Viswanathan, 1994). 
The main properties of mobile computing include 
mobility, severe power and storage restriction, 
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frequency of disconnection is much greater than 
in a traditional network, bandwidth capacity, and 
asymmetric communications costs. Radio wire-
less transmission usually requires approximately 
10 times more power as compared to the reception 
operation (Zaslavsky & Tari, 1998).

There are two ways of data delivery in wireless 
environment. One is called pull mechanism, and 
the other is push mechanism (Aksoy et al., 1999). 
In this paper, we apply these two mechanisms in 
a wireless ad-hoc environment. We use hospital 
information system as a case study scenario to 
show the effective uses of the mechanisms. The 
hospital information system relates to doctors as 
the principal clients to a server application. Pull 
mechanism refers to data delivery on a demand 
basis. In the hospital information system, we ap-
ply this mechanism for doctors to retrieve his/her 
patients. Once the patient has been diagnosed, 
doctors can update the record in the database. In 
push mechanism, the server initiates the delivery 
of data without a specific request from the client. 
We apply this mechanism to send a direct message 
to a specific doctor, and to distribute information 
to all or selective doctors such as news bulletin. 
The information or message is sent from central 
server. 

Push mechanism can be categorized into 1-1 
(unicast) and 1-N (multicast/broadcast) commu-
nication type. Unicast communication involves a 
server and a client, and the data is sent from the 
server to the client. 1-N communication can be 
either multicast or broadcast mode. In multicast 
mode, the recipients are known and the data are 
delivered only to those recipients, for example; 
the information is delivered to doctors and nurses 
that are registered in a specific domain. On the 
contrary, the broadcast mode simply sent the data 
without knowing the number of clients who might 
receive the data. This paper concerns with 1-N 
(multicast mode) communication type.

Push-based data dissemination approaches 
can be performed in aperiodic or periodic manner 
(Franklin & Zdonik, 1997). Aperiodic data dis-

semination is event-driven; whereas, periodic data 
dissemination adheres to a pre-defined schedule. 
An example of aperiodic push-based event is when 
the central administrator sends an urgent message 
to a specific doctor in the hospital. In contrast, 
periodic push-based transmission is managed by 
an automated server program transmitting data (or 
information) according to a pre-defined schedule 
such as, distribution of news bulletin to doctors 
in every hour or so. 

The advantage of push mechanism over pull 
mechanism is that query performance is not 
overwhelmed by multiple client requests. Push 
mechanism avoid the possibility of congested 
channel bandwidth and server queue causes by 
increase of number of clients, request arrival rate, 
and overlap in user”s requests. The congested 
channel and server queue may severely affect 
the power consumption of mobile clients. Figure 
1 illustrates the push and pull mechanism. 

This application will demonstrate the usability 
of wireless networks, and improve the mobility of 
doctors through wireless data dissemination. The 
subsequent sections in this paper are organized as 
follows. The following section provides the infra-
structure of push and pull wireless information 
system. The next section describes the client and 
server processes in the system. It is then followed 
by the development of push and pull wireless 
information system in a hospital environment. 
Finally, the last section concludes the paper.

push and pull moBilE  
inFormation systEms:  
inFrastructurE

In this section, we describe the infrastructure of 
a push and pull wireless information system. We 
use the hospital information system scenario for 
implementation purposes. This section includes 
design overview, technology aspect, database 
aspect, server, and client model. The model is 
designed to realize and to demonstrate pull-based 
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and push-based approaches for data dissemina-
tion. 

design overview

The proposed model comprises of three specific 
components. The three components are: (1) a data 
source, (2) a server application, and (3) a client 
application. The data source component is a simple 
Microsoft Access® database. The proposed model 
intends to retrieve information from the database 
for pull-based and push-based communications. 
All pull-based and push-based communications 
are routed through a server component. The data 
source and server components are located on the 
same server device. The server component is an 
application that functions as a mediator between 
the data source and client application. The client 
application accepts push-based information from 
the server; or the client can create requests for 
processing (by the server application). The client 
component does not access the data source directly. 
The diagram shown in Figure 2 illustrates the 
three components of the test application.

The client application is required to connect 
to the server application. This is a necessary re-
quirement for two-way communication between 
the server and the client. Without an initial con-
nection, communication between the server and 
client is impossible. The connection over the TCP/

IP network is created via the Winsock controls on 
both the server and client application. The Winsock 
control allows for both pull-based and push-based 
communications. A dummy client application is 
located within the server application.

The dummy client application mimics the 
client component of the proposed model. The 
purpose of the dummy client is to enable multi-
client experimentation. Since the client application 
is located on a Personal Digital Assistant, the 
dummy client application enables multi-client 
experimentation without the exorbitant cost of 
procuring multiple PDAs.

The database utilized by the application com-
prises of three related tables. The three tables 
are titled Doctors, Patients, and Remote. The 
Doctors table stores records of doctors employed 
by the hospital. The Patients table stores records 
of patient details; including the doctor assigned 
to care for the patient. Finally, the Remote table 
stores a list of IP addresses. Each IP address stored 
in the Remote table is assigned to a doctor. The 
diagram shown in Figure 3 depicts the relation-
ship between the three tables. 

It indicates that there is a one-to-many relation-
ship between the records in the Doctors table and 
the records in the Patients table. This relationship 
implies that each record in the Patients table can 
have one associated doctor; but each record in the 
Doctors table can be assigned to several patient 

Figure 1. The pull and push mechanism
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records. Basically, a patient can be cared by one 
doctor only; but a doctor can care for several 
patients.

Furthermore, it also indicates that there is a 
one-to-many relationship between the records in 
the Doctors table and the records in the Remote 
table. This relationship implies that each record 
in the Remote table can have one associated doc-
tor; but each record in the Doctors table can be 
assigned to several records in the Remote table. 
However, assigning a doctor to multiple records 
in the Remote table is ill-advised. The purpose 
of the Remote table is to separate network-related 
information from the Doctors table. The desired 
relationship between the Doctors and Remote table 
is a one-to-one relationship. Hence, each doctor in 
the Doctors table is assigned one (and only one) 
IP address from the Remote table. Furthermore, 

the Remote table acts as a quasi-subscription table 
to track all remote client devices.

technology

The hardware technology we use is a computer 
as the server side, and pocket PC-based personal 
digital assistant (PDA) as the client device. Hewlett 
Packard iPAQ™ H5450 Pocket PC is the type of 
PDA that we use. The PDA communicates with 
the server device over a wireless LAN. Since the 
transmission medium is wireless, the nominated 
wireless transmission standard is 802.11b. Figure 
4 illustrates the communication architecture of 
client and server model.

As for the software technology, we utilize Mi-
crosoft® WindowsTM 2000 for operating system 
software for the server device, and Microsoft® 

Figure 2. Proposed model

Server
Visual Basic 6

application 

Data source
Access® 
database

Client
eMbedded

Visual Basic
3 application 

ADO 
connection 

Transmission
Medium

Dummy 
Client

Visual Basic
6 

application 

IEEE 802.11b 
wireless

network using 
TCP/IP

Figure 3. Table relationships for hospital database



497 

Mobile Information Systems in a Hospital Organization Setting

Pocket PC 2002 for the client system software. 
Furthermore, Microsoft® Pocket PC 2002 also 
features a set of network-related services required 
by the proposed model. Two software develop-
ment products that we employee are Microsoft® 
Visual Basic® 6.0 and Microsoft® eMbedded 
Visual Basic® 3.0.Microsoft® eMbedded Visual 
Basic® 3.0 is an object-oriented/event-driven 
high-level programming language. It is similar 
to Microsoft® Visual Basic® 6.0; except, it is a 
software component that enables Visual Basic® 
6.0 applications to connect to various data sources 
such as a Microsoft® Access®2002 database to 
perform search and update functions.

The service device and the PDA both use 
802.11b to create a wireless ad-hoc network 
(Blake, 2002). The TCP/IP protocols are used to 
manage the transmission of messages between the 
server device and client device over the 802.11b 
wireless network. TCP/IP is a necessity on the 
server device and client device because the two 
software development programs use a control 
called Winsock (Zak, 1999). The Winsock control 
is added to both the server application and client 
application at design time. This enables the server 
application and client application to communicate 
messages over a TCP/IP network.

server

The server is designed to perform push-based 
mechanism. We classify the application into two 
categories, one is sending a message from server 

to client, and second is multicasting information 
from server to client(s).

In Figure 5, we assume a database is attached in 
the central server. Figure 5 (a) illustrates a situation 
when a message is sent from server to a specific 
doctor in the network but first the central server 
needs to connect to the database and check the 
available doctors. Figure 5 (b) depicts a scenario 
when the message are multicast to all doctors in 
the network periodically. In this case, the server 
not only checks the doctors in the network but also 
checks whether the doctor is interested in receiv-
ing the global message, and selectively send the 
message to the interested recipient in the list. 

client

Mobile client application is expected to perform 
pull-based mechanism. In this paper we designed 
the doctors as mobile client to be able to conduct 
conventional patient information retrieval via 
wireless channel as illustrated in Figure 6, as well 
as updating the content of the database.

sErvEr and cliEnt procEssEs 
in push and pull moBilE in-
Formation systEms

In this section, we describe the underlying con-
cept of server and client processes in the wireless 
hospital information system. These processes 
explain the main functions for both server and 
client application in the system.

Figure 4. Communication architecture
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server processes

There are four important functions of the server 
application. The four functions cover: (1) how the 
server accept and close connection from client; 
(2) how the server processes messages sent by the 
client; (3) how the server retrieves information 
from the database; and (4) how the server handles 
client messages or requests. 

accepting and closing connections

Whenever a remote client requests a connection, 
the connection request event procedure of the 
Winsock control is executed. Firstly, the event pro-
cedure checks if the connection request resulted 
from the Winsock listener control wskTCP(0). 

The event procedure then uses the form-level 
variables (declared in general declarations) to 
label the connection and to track the number of 
connections. With each incoming connection 
request, the counter lngCounter and connection 
identifier lngConnection are both incremented by 
the value of one. The new value of the connection 
identifier lngConnection is assigned to each new 
connection. A new Winsock control is created 
and loaded according to the connection identifier 
lngConnection. The following diagram shown in 
Figure 7 illustrates how the connection identifier 
is used to identify each new connection.

The connection request event procedure also 
resizes the arrays strRetrieveBuffer(), strData(), 
and strRemoteHostIP() to provide storage spaces 
for new connections. The first two arrays are used 

Figure 5. Push-based application: (a) Sending a message from server to client; (b) multicasting infor-
mation from server to client(s)
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Figure 6. Pull-based application
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Figure 7. Connection identifier lngConnection
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Figure 8. Re-sizing arrays strRetrieveBuffer(), strData(), and strRemoteHostIP()
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as storage spaces for incoming data received from 
pull-based interactions, whereas the last array is 
used to store the IP address of the remote client 
device. The size of the three arrays is determined 
by the value of lngConnection, which acts as a 
maxima value for the number of connections and 
hence the size of each array needs to be the sized (or 
resized). The following diagram shown in Figure 
8 depicts the resizing of the three arrays.

Finally, the connection request event procedure 
checks if the value of lngCounter is greater than 
zero. If it is greater than zero, then the button 
that executes a Push-based data transmission is 
enabled.

When a remote client attempts to disconnect 
from the server application, the Winsock close 
event procedure is executed. The event procedure 
receives an Index value, which is the same as the 
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connection identifier. By passing the connection 
identifier through the parameter Index, the event 
procedure is able to discern which connection is 
being closed. When the connection is closed, the 
Winsock control is also unloaded.

The event procedure also checks the value of 
the form-level variable lngCounter to determine 
if there are any remaining connections. If lng-
Counter is zero, then the button that executes a 
push-based data transmission is disabled. 

processing a message

A timer event periodically checks the strData() array 
for any unprocessed data. If the array is not empty, 
then the event procedure calls the processData() 
subroutine to process the array. A loop is employed 
to cycle through all clients connected to the server 
application. A second (nested) loop is used to process 
the contents of the array. Figure 9 depicts the logic 
used to determine whether the array is empty; or if 
any further processing is required.

Figure 9. Message array processing
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The processData() subroutine processes the 
data in the array strData() based on the value 
passed by its parameter Index, which accepts 
a value from the connection identifier lngCon-
nection. The subroutine uses the Index value to 
perform a search on the array. 

The data extracted by the subroutine can be 
a SQL query string or a special keyword. Given 
that the extracted data is a SQL query string, the 
subroutine passes the data to another subroutine 
for further processing. The subroutine retrieveRe-
cord() accepts a SQL query string. This subrou-
tine uses the SQL query string to connect to the 
database, search the database to obtain relevant 
results, and to return the results to the client.

Finally, the extracted data is removed from 
the array and any remaining data is shifted to 
the start of the array. The unprocessed data in is 
left for future processing. Figure 10 illustrates the 
processData() subroutine as it processes data in 
strData()array.

retrieves information from database

The retrieval of records from the database is per-
formed by the generic subroutine retrieveRecord(), 

which is executed by numerous event procedures 
in the server application. The subroutine accepts 
two parameters: SQLString and Index. The param-
eter SQLString passes a SQL query string that is 
used to search the database. The subroutine also 
creates a Recordset object by using the form-level 
connection string and the parameter SQLString 
to create a local copy of the records returned by 
the query in SQLString.

The subroutine first checks if the Recordset 
object returns any records. If no records are re-
turned, the subroutine is terminated. Otherwise, 
the subroutine sends the message to the appropri-
ate client based on the value of Index. Before the 
subroutine ends, a timer event is started for a brief 
period delay. This is a necessary step to allow 
the SendData method of the Winsock control to 
execute correctly. A peculiarity in the Winsock 
control necessitates a delay prior to the end of 
the subroutine. 

handles a message or request

The server application accommodates traditional 
pull-based interactions by accepting messages 
from remote client devices via the Winsock data 

Figure 11. Data buffering process
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arrival event procedure. The data arrival event 
procedure is only triggered when the data buffer 
is not empty. This condition is met when data ar-
rives from any remote client. To determine which 
Winsock control triggered the data arrival event 
procedure, an Index value, which is representa-
tive of the connection identifier lngConnection is 
passed as a parameter in the wskTCP_DataAr-
rival() event procedure. For example, an Index 
value of two refers to the connection assigned 
by lngConnection; and is the Winsock control 
wskTCP(2).

To retrieve the buffered data, the GetData 
method for the corresponding Winsock control is 
used to retrieve the buffered data. The buffered 
data is a string value, and is placed into temporary 
storage in the strRetrieveBuffer() array. The data 
is then immediately appended into the strData() 
array. This step is necessary because the GetData 
method does not append data, it instead overwrites 
the data in strRetrieveBuffer(). If the GetData 
method is executed for wskTCP(2), the buffered 
data is then placed into the array strRetrieveBuf-
fer(2) in position 2. The data in strRetrieveBuf-
fer(2) is subsequently appended into strData(2). 
Figure 11 illustrates the steps taken to transfer 
buffered data into strData().

The retrieval of the buffered data into the 
strData() essentially queues the data for process-
ing. The queue size is finite at approximately 
two billion characters (the maximum allowable 
string length in the Microsoft® Visual Basic 
6.0) (Zak, 1999). The size of the strData() array 

is determined by the highest value of connection 
identifier lngConnection. The wskTCP_DataAr-
rival() event procedure is triggered for any client 
sending a message to the server. To individualise 
each message for each connection, the two string 
arrays strRetrieveBufer() and strData() are used 
to store the messages received by the server. This 
ensures that a message sent by wskTCP(1) does 
not overwrite a message sent by wskTCP(2).

client processes

The tasks performed by client application include 
a situation when: (1) the client attempts to connect 
or disconnect from the server application; (2) the 
client attempts to send a message to the server 
application; and (3) the client application receives 
a message from the server. It is followed by brief 
description of using keywords and delimiters for 
data processing

Creating and Closing Connections

To connect to the server application, the client 
application provides a command button cmdCon-
nect. The event procedure connects the Winsock 
CE control wskTCP. The Connect method uses 
the initialized Winsock properties in the form 
load event procedure (namely Protocol, Remote-
Host and RemotePort) to connect to the server 
application.

Upon connection, the command button cm-
dConnect is disabled. This step is necessary 

Figure 12. Message construct
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to prevent the client from performing a second 
connection attempt while the first attempt is in 
progress. If the server application is terminated, 
then the connection to the client is also terminated. 
The Winsock CE control closes the connection 
when the server application closed. The client 
application uses the cmdDisconnect command 
button to close the connection, and to enable and 
disable appropriate buttons and controls. 

Sending a Message

When the client application is connected to the 
server application, the client application can 
send data by using the SendData method of the 
Winsock CE control wskTCP. A command button 
is provided to generate a pull-based interaction 
with the server. A SQL query string is stored in a 
local variable strQuery. The contents of strQuery 
are sent to the server application by calling the 
SendData method of wskTCP. The server accepts 
the string for processing and returns relevant 
results. 

Alternatively, the client can communicate 
with the server application by sending keywords 
to prompt the server to perform some form of 
maintenance action to the database. There is 
another event procedure prompts the server ap-
plication to enable or disable the multicasting of 
data from the server. 

Receiving a Message

When the client application receives data from the 
server, the Data Arrival event procedure of the 
Winsock CE control wskTCP is triggered. This 
may be the result of a pull-based or push-based 
interaction between the client and the server. The 
data received from the server is retrieved using 
the GetData method of the Winsock CE control 
wskTCP. The data is immediately assigned to 
the text box txtOutput for display on the client 
screen. 

using keywords and delimiters for 
data processing

Keywords are special words used to distinguish 
different messages sent between the server and 
client application. Keywords are amended to the 
beginning of every message. This is true for mes-
sages sent by the server application; and for mes-
sages sent by the client application. Therefore, the 
message construct is as follows: (1) the keyword is 
placed at the beginning of the message; followed 
by; (2) a colon delimiter value; then (3) the mes-
sage contents; and finally (4) a semi-colon as the 
end-of-message delimiter. The following diagram 
shown in Figure 12 graphically demonstrates the 
message construct.

The algorithm employed by the data processing 
subroutines in both the server application and cli-
ent application are identical. Each data processing 
subroutine retrieves and parses the message. The 
first step is to determine the nature of the message. 
This is achieved by inspecting the value of the 
keyword. By inspecting the value of the keyword, 
each data processing subroutine is then able to act 
appropriately on the message contents.

push and pull moBilE  
inFormation systEm in a  
hospital EnvironmEnt

In this section, the infrastructure and processes 
will be put to use in a wireless hospital informa-
tion system. The system focuses on doctors as the 
principal clients to a server application. In terms 
of data dissemination, the application aims to 
demonstrate two uses of pull-based communica-
tions and two uses of push-based communications. 
The four techniques for demonstrating the dis-
semination of data are as follows: (1) a pull-based 
event to retrieve information from a database; (2) 
a pull-based event to update information in the 
database; (3) a push-based event to send a simple 



Mobile Information Systems in a Hospital Organization Setting

504 

message to a client; and (4) a push-based event to 
multicast information to all clients, as well as to 
multicast information to selective clients.

server

The server application form comprises of: a 
command button entitled “Send Message”; two 
text boxes; one list box; three timers; a Winsock 
control; a Common Dialog control; and a menu 
item “New → Client.” The image shown in Figure 
13 depicts the server form during design time. 

When the server application is executed, the im-
age in Figure 14 is displayed. 

The server application responds to four 
human-generated events: opening a dummy 
client, sending a message to a specific doctor, 
multicasting a global message to all doctors con-
nected to the server application, and closing the 
server application. The command button “Send 
Message” is used to send a message to a specific 
doctor selected from the list box. The list box is 
populated when a doctor (or doctors) connects to 
server application. 

Figure 13. Server form at design time
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The “Send Message” command button is only 
enabled when at least one doctor is connected 
to the server application. Finally, the text box 
labeled “News Bulletin” is used to multicast a 
global message to all doctors connected to the 
server application. 

Although the server application form is visu-
ally sparse, the server application also performs 
several additional functions. Some functions 
require human intervention; while other functions 
do not require human intervention.

Sending a Message from Server  
to Client

Whenever a doctor connects to the server, a list of 
all doctors currently connected is displayed on the 

server application. This is shown in Figure 15. The 
list is created or updated whenever a doctor con-
nects or disconnects from the server application. 
When a doctor attempts to connect the server, a 
connection request is sent via Winsock Connec-
tion Request. It will then create a connection for 
each connection request; and adds the details of 
the doctor to the list.

To send a message to the client, the server 
operator simply: selects the desired client from the 
list; types the desired message into the “Message 
to send” text box; and clicks “Send Message.” 
This is shown in Figure 16. 

When the server operator clicks the “Send Mes-
sage” button, the event procedure cmdSendMes-
sage_Click() is triggered. The code segment for 
the cmdSendMessage_Click() event procedure is 

Figure 15. One client connected to the server

Figure 16. Sending a message from server to client
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shown in Figure 17. The selected doctor in the list 
box is evaluated to determine the necessary con-
nection identifier value required by the Winsock 
control wskTCP. The event procedure searches 
for a specific value—the delimiter value “:”. The 
number preceding the delimiter is the connection 
identifier value required by the Winsock control 
wskTCP. Using Figure 16, the event procedure 
extracts the value of 1 from the selected doctor.

The Winsock control wskTCP uses the con-
nection identifier value and the SendData method 
to send a message to the correct doctor. The cmd-
SendMessage_Click() event procedure retrieves 
the text message in the “Message to send” text 
box and amends prefix “Send:” keyword and an 
end-of-message delimiter “;”.The complete mes-
sage as shown in Figure 16 is: Send:Urgent phone 
call;. Therefore, the complete command to send 
a message to the selected doctor is: wskTCP(1).
SendData “Send:Urgent phone call;”. Since the 
message originates from the server application, 
the transmission is push-based.

When the client application receives a message, 
the entire message is processed to determine the 
nature of the message. The keyword Send is util-
ised by the client application to identify the nature 
of the message. The processData() subroutine 
in the client application searches for a keyword 

Figure 17. The “Send Message” button event procedure

 

Private Sub cmdSendMessage_Click() 
 
  '** Notes: 
  '** - This buttons sends the contents of txtMessage to selected Doctor. 
  '** - The message is appended to the keyword "Send:". 
  '** - A semi-colon is used to mark the end of the message. 
 
    'Declare local string variable for storing the Connection Identifier. 
    Dim strIndex As String 
     
    'Determine the Connection Identifier from the list. 
    'The Connection Identifier is the numeric value preceding the colon. 
    strIndex = Mid(lstDoctors.List(lstDoctors.ListIndex), 1, _ 
    InStr(lstDoctors.List(lstDoctors.ListIndex), ":") - 1) 
 
    'Send the contents of txtMessage to the selected client. 
    wskTCP(strIndex).SendData "Send:" & txtMessage.Text & ";" 
 
End Sub 

 

Figure 18.Result of sending message at client 
side

 

in the message and determines that Send is the 
keyword. The processData() subroutine extracts 
the message and displays it to the “Message” 
text box on the client application. The image 
shown in Figure 18 demonstrates the result of 
the server application sending a message to the 
client application.
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Multicasting Information from Server to 
Client(s)

The server application automatically sends a 
news bulletin to each doctor connected to the 
server. The server application uses a timer to 
periodically send the news bulletin to each doc-
tor every 25 seconds. Whenever a client connects 
to the server application, the IP address of the 
client is stored in a form-level string array on 
the server application. The server application 
determines which clients are the recipients of the 
news bulletin by comparing the values stored in 
strRemoteHostIP() to the r_remoteip field in the 
Remote table. Furthermore, the server application 
also determines if the doctor wishes to receive a 
copy of the news bulletin. 

This is determined by the r_multicast field in 
the Remote table. If the checkbox field in r_mul-
ticast is checked, then the doctor requires a copy 
of the news bulletin. The image shown in Figure 

19 depicts the table and fields used by the server 
application.

When the timer interval expires, the timer 
event procedure tmrSendBulletin_Timer() is 
triggered. Figure 20 depicts the event procedure 
that is executed every 25 seconds. The event 
procedure performs a check to determine which 
doctors require a copy of the news bulletin.

If a match is determined, the event procedure 
retrieves the text message in the “News Bulletin” 
text box. The text message is then amended with 
the prefix “NewsBulletin:” keyword and an end-
of-message delimiter “;”. Figure 21 shows an 
image when the server sends a news bulletin to 
doctors, complete message is: NewsBulletin:News 
Bulletin! Extra! Extra!;. The news bulletin is 
then sent to each client that requires a copy of 
the news bulletin. 

To modify the contents of the news bulletin, 
the server operator simply changes the text in the 
“News Bulletin” text box. When the 25 second 

Figure 19. Remote table and the fields used for multicasting the news bulletin

 

Figure 20. The “Send Bulletin” timer event procedure

Private Sub tmrSendBulletin_Timer() 
On Error Resume Next 
 
  '** Notes: 
  '** - This timer event auto-sends the news bulletin to all clients 
  '**   that have 'r_multicast' field set to True in Remote table. 
  '** - The news bulletin is the contents of txtNewsBulletin. 
  '** - The message is appended to the keyword "NewsBulletin:". 
  '** - A semi-colon is used to mark the end of the message. 
  '** - The 'r_multicast' field from 'Remote' table is matched to a 
  '**   string array strRemoteHostIP() 
  '** - The string array strRemoteHostIP() stores the IP address of 
  '**   currently-connected clients. 
  '** - This is an automatic 'Push' event that triggers depending  
  '**   on the time interval set. 
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interval expires, the new contents of the “News 
Bulletin” text box are sent to each doctor who 
requires a copy of the news bulletin. When the 
client application receives a message, the entire 
message is processed to determine the nature of 
the message. The keyword NewsBulletin is utilised 
by the client application to identify the nature of 
the message. The processData() subroutine in 

the client application searches for a keyword in 
the message and determines that NewsBulletin 
is the keyword. The processData() subroutine 
extracts the message and displays it to the “News 
Bulletin” box on the client application. The image 
shown in Figure 22 demonstrates the result of 
the server application sending a message to the 
client application.

  '** - Interval currently set to 25 seconds. 
     
   'Declare local rst object for ADO Recordset and local variables. 
    Dim rst As ADODB.Recordset 
    Dim strQuery As String 
    Dim i As Integer 
 
    i = 0 
 
   'Set rst object variable as ADO.Recordset object 
    Set rst = New ADODB.Recordset 
 
   'Retrieve records from the remote table. 
    strQuery = "SELECT * FROM remote;" 
 
   'Open the Recordset based on strQuery using global Connection    
   'String cnn. 
    rst.Open strQuery, cnn, adOpenStatic, adLockReadOnly 
 
   'Check to see if the RecordCount is 0. 
    If rst.RecordCount = 0 Then 
        'If it is 0, exit this subroutine. 
        Exit Sub 
 
    Else 
 
        'Otherwise, move to the first record. 
        rst.MoveFirst 
 
        'Move through the Recordset rst from first record to last record. 
        Do While Not rst.EOF 
 
            'Send to all clients connected and when lngCounter > 0. 
            For i = 1 To lngConnection And lngCounter > 0 
 
                'On Error Resume Next used to avoid situations where 
                'i for Connection Identifier is a non-existent value. 
                'This may occur when a client manually disconnects. 
 
                'Call retrieveRecord if the value of 'r_multicast'  
                'matches the strRemoteHostIP for the value i. 
                If rst!r_multicast = True And _ 
                rst!r_remoteip = strRemoteHostIP(i) Then 
 
                    'Send the contents of txtNewsBulletin to the  
                    'clients that require the News Bulletin. 
                    wskTCP(i).SendData "NewsBulletin:" _ 
                    & txtNewsBulletin.Text & ";" 
 
                End If 
 

Figure 20. continued
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The client can enable or disable the automatic 
sending of the news bulletin by selecting or de-
selecting the check box marked “Receive News 
Bulletin?” Figure 23 illustrates this feature. Once 
the record is located, the value is set to True or 
False for BulletinYes and BulletinNo respectively. 
The image shown in Figure 24 highlights the fields 

that is updated as a result of select or deselect the 
bulletin check box

Clicking the “Receive News Bulletin” check 
box triggers the chkSelectiveMulticast_Click() 
event procedure to send a message to the server 
application. The message contains a keyword. The 
keyword is either BulletinYes or BulletinNo. The 

Figure 21. Sending a news bulletin to doctors connected to the server application

 

Figure 22. Result of sending the news bulletin

 



Mobile Information Systems in a Hospital Organization Setting

510 

Figure 24. Remote table and the field affected by bulletin check box

Figure 23. Check box for receiving news bulletin

 

Figure 25. The “Receive News Bulletin” check box event procedure
Private Sub chkSelectiveMulticast_Click() 
   '** Notes: 
   '** - Once connected to the server application, the user can elect  
   '**      to enable or disable selective multicasting. 
   '** - Sending the keyword 'BulletinYes' prompts the server  
    '**   application to enable selective multicasting to this client. 
   '** - Sending the keyword 'BulletinNo' turns off selective multicasting. 
     
    'Check if the checkbox is checked. 
    If Me.chkSelectiveMulticast.Value = 1 Then 
     
        'If it is, send 'BulletinYes' 
        wskTCP.SendData "BulletinYes:;" 
         
    Else 
        'Otherwise, send 'BulletinNo;' 
        wskTCP.SendData "BulletinNo:;" 
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Figure 26. The sendBulletin() subroutine

Private Sub sendBulletin(Index As Integer, Multicast As String) 
    '** Notes: 
    '** - Modify the Remote table in the database to determine which  
    '**   IP addresses (and hence, doctors) require the auto-sending  
    '**   of the news bulletin. 
 
    'Declare local rst object for ADO Recordset 
    'and local string variable for SQL query. 
    Dim rst As ADODB.Recordset 
    Dim strQuery As String 
 
    'Set rst object variable as ADO.Recordset object. 
    Set rst = New ADODB.Recordset 
 
    'Retrieve records from the remote table. 
    strQuery = "SELECT * FROM remote;" 
     
    'Open Recordset based on strQuery using global Connection String cnn. 
    rst.Open strQuery, cnn, adOpenDynamic, adLockOptimistic 
 
    'Check to see if the RecordCount is 0. 
    If rst.RecordCount = 0 Then 
        'If it is 0, exit this subroutine. 
        Exit Sub 
    Else 
        'Otherwise, explicitly move to the first record. 
        rst.MoveFirst 
 
        'Find the record for r_remoteip equalled to  
        'strRemoteHostIP(Index), e.g. r_remoteip = '192.168.0.2'. 
        'The r_remoteip field in Remote table doesn’t allow  
        'duplicate values. 
        rst.Find "r_remoteip = '" & strRemoteHostIP(Index) & "'" 
 
        'If a match is found, change the value of r_multicast field  
        'to True/False depending on the value of the Multicast parameter. 
        If rst!r_remoteip = strRemoteHostIP(Index) Then 
         
            'Multicast parameter is either 'BulletinYes' or 'BulletinNo' 
            Select Case Multicast 
                'BulletinYes: set r_multicast to True 
                Case "BulletinYes" 
                    rst.Fields("r_multicast") = True 
                    rst.Update 
                'BulletinNo: set r_multicast to False 
                Case "BulletinNo" 
                    rst.Fields("r_multicast") = False 
                    rst.Update 
            End Select 
        End If 
    End If 
 
    'Close the Recordset object rst and set it to Nothing. 
    rst.Close 
    Set rst = Nothing 
End Sub 
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keyword is amended with suffix “:;”. The colon 
delimiter is used by the processData() subroutine 
on the server application to determine the nature 
of the message. The semi-colon delimiter is used 
to mark the end of the message. Figure 25 depicts 
the code segment of the client application used to 
send the keyword to enable or disable the sending 
of the news bulletin.

The server application receives the message 
from the client application. The processData() sub-
routine transfers the keyword to the sendBulletin() 
subroutine for additional processing. The code 
segment for sendBulletin() is shown in Figure 26 
The sendBulletin() subroutine uses the connection 
identifier value associated with the (connected) 
client application and strRemoteHostIP() to locate 
the appropriate record in the Remote table. Once 
the record is located, the value of r_multicast is set 
to True or False for BulletinYes and BulletinNo 
respectively. 

Since this function involves more than one 
client, dummy clients are used to represent multi 
users. The code segment in Figure 27 depicts the 
creation of a dummy client, which is the server-
side version of the client application. 

client

Client application form comprises of: four com-
mand buttons; two text boxes; one list box; one 

check box; one timer; and a Winsock CE control. 
The image shown in Figure 28 depicts the client 
form at design time. When the client application 
is executed on the Personal Digital Assistant, the 
image in Figure 29 is displayed to the client. The 
client application responds to six human-generated 
events. The six events are as follows: clicking any 
of four command buttons, clicking the check box; 
and closing the client application.

When the doctor clicks the command button 
“Connect to Server,” the application attempts to 
connect to the server. Once connected, the doc-
tor can choose to retrieve relevant information 
about patients from the database (via the server 
application). This is achieved by clicking the 
“My Patients.” Once a list of patients is returned 
to the list box labeled “My Patients,” the doctor 
can choose to diagnose a patient. The doctor can 
diagnose a patient by: selecting the desired patient; 
and then clicking the “Diagnosed” button.

The client can also enable or disable the mul-
ticasting of a global news bulletin (sent by the 
server application). The doctor simply enables 
or disables the multicasting feature by selecting 
or deselecting the check box labeled “Receive 
News Bulletin?” The doctor can choose to dis-
connect from the server application by clicking 
the “Disconnect from Server” command button. 
Finally, clicking the “OK” button situated to the 

Figure 27.  Create a dummy client event procedure

Private Sub Client_Click(Index As Integer) 
    '** Notes: 
    '** - Create 'Dummy' clients by creating newClient objects. 
    '** - Connect to this application via Winsock to mimic behaviour of PDA. 
 
    'Explicitly create newClient objects based on Form frmClient. 
    Dim newClient As Form 
    Set newClient = New frmClient 
 
    'Use lngCounter form-level variable to display the Form based on  
    'connection order. 
    newClient.Caption = "Client " & Str(lngCounter + 1) 
 
    'Load the newClient object and display it. 
    Load newClient 
    newClient.Show
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Figure 28. Client form at design time
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Figure 29. Client form at runtime
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Figure 30. Doctors table and the identity field
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top right of the application window causes the 
client application to close.

The objective of client application is to dis-
play the results client-specific messages such as 
a global news bulletin, retrieving patient records, 
and diagnosing patients. The client-specific mes-
sages and the global news bulletin result from 
push-based communications. Retrieving patient 
records and diagnosing patients result from pull-
based communications with the server application. 
Additionally, the client application also performs 
several additional functions. Some functions re-
quire human intervention; while other functions 
do not require human intervention.

Client Retrieving Data from the Data-
base

When a doctor connects to the server application, 
the doctor may retrieve a list of patients from the 
database. The list of patients is displayed in the 
list box entitled “My Patients.” When a doctor 
creates a connection with the server application, 
a specific identity value is automatically sent by 
the server application to the client application. 
The specific identity value sent by the server 
application is the primary key value assigned to 
the doctor in the Doctors table. 

The field in the Doctors table representing 
the primary key is the d_index field. The image 
shown in Figure 30 highlights the primary key field 
of the Doctors table. Using the specific identity 
value stored in the d_index field enables a doctor 

to return information from the database that is 
relevant (or related) to the doctor. However, the 
Doctors table does not supply enough informa-
tion to determine which identity value needs to be 
implicitly sent to the client application. Therefore, 
the server application uses the Doctors table in 
conjunction with the Remote table to determine 
the necessary identity value required by the client 
program. Figure 31 highlights the foreign key of the 
Remote table that relates to the Doctors table. 

One of the event procedures uses the relation-
ship between the Doctors and Remote table, in 
conjunction with the IP addresses stored in the 
r_remoteip field of the Remote table, to determine 
the correct identity value to send to the client 
device. If a doctor wishes to retrieve a list of pa-
tients, the doctor simply clicks the “My Patients” 
button on the client application. The image shown 
in Figure 32 highlights the “My Patients” button 
on the client program.

The cmdMyPatients_Click() event procedure 
sends the identity value (supplied as a result of the 
initial connection request) to the server applica-
tion. The code segment shown Figure 33 depicts 
the cmdMyPatients_Click()subroutine that is sent 
to the server.

The identity value is stored in form-level 
variable entitled strMyID. This value is available 
for use after the client application successfully 
connects to the server application. The cmd-
MyPatients_Click() event procedure utilizes the 
value stored in strMyID by amending the prefix 
“MyPatients:” keyword and an end-of-message 

Figure 31. Remote table showing the identity field for doctors
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Figure 32. The “My Patients” button

Figure 33. The “My Patients” button event procedure
Private Sub cmdMyPatients_Click() 
    '** Notes: 
    '** - When the doctor connects to the server, the doctor's ID   
    '**   d_index is automatically sent to the client device. 
    '** - When the doctor wishes to retrieve the list of patients under 
    '**   his/her care, the doctor clicks on the 'My Patients' button. 
    '** - The button sends the keyword 'MyPatients' followed by the 
    '**   doctor's ID to the server application. 
    '** - The message is sent using the keyword followed by a colon  
    '**   delimiter (to mark the end of the keyword), the ID of the doctor, 
    '**    and a semi-colon delimiter to mark the end of the message. 
     
    'Clear the list of patients if it is not already blank. 
    lstPatients.Clear 
     
    'Send request for service using keyword 'MyPatients' and strMyID. 
    wskTCP.SendData "MyPatients:" & strMyID & ";" 
End Sub  

delimiter “;” to create a complete message. Given 
that the value of strMyID is 2, then the complete 
message is: MyPatients:2;. The complete message 
is subsequently sent to the server application for 
processing. When the server application receives 
the complete message, a local subroutine process-
Data()parses the complete message. The keyword 

MyPatients is utilised by the processData() sub-
routine to determine the nature of the message. 
The processData() subroutine determines the 
keyword by searching for the keyword delimiter 
“:”. After determining the nature of the message 
from the keyword, the server application extracts 
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the identity value from the message. The iden-
tity value is then transferred to a myPatients() 
subroutine on the server application. The code 
segment for the myPatients() subroutine is shown 
in Figure 34. 

The myPatients() subroutine creates a query 
string which searches the Patients table for undi-
agnosed patients. Furthermore, the query string 
returns patient records relevant to the doctor. 
The query string is then utilized by another lo-

cal subroutine on the server application entitled 
retrieveRecord(). The code segment for the retriev-
eRecord() subroutine is shown in Figure 35.

The query string utilised by retrieveRecord() is 
to search the Patients table and to return any patient 
records related to the identity value supplied by 
the doctor. The subroutine retrieves: the surname 
from p_surname; the first name from p_firstname; 
and patient identity value from p_index.

Figure 34. The myPatients() subroutine
Private Sub myPatients(myID As String, Index As Integer) 
 
    '** Notes: 
    '** - This subroutine is called when the client (doctor) requests  
    '**   a list patients under his/her care. 
    '** - It is called from two places: 
    '**   1. processData() - The data processor; when requested by the  
    '**      client. 
    '**   2. patientDiagnosed - When a patient is diagnosed; the client  
    '**      list is refreshed. 
    '** - This subroutine expects the parameters myID and Index. 
    '** - myID represents the ID of the doctor d_index. 
    '** - Index represents the connection identifier of the doctor's  
    '**   device. 
 
    'Declare local string variable. 
    Dim strQuery As String 
 
    'Query string to be used to perform a search. 
    'The Query string is built using the string value list lstDoctors. 
    strQuery = "SELECT p_index, p_firstname, p_surname FROM patients " _ 
    & "WHERE p_diagnosed = False AND d_index = " & myID & ";" 
 
    'Pass strQuery to retrieveRecord subroutine and send 
    Call retrieveRecord(strQuery, Index) 
 
End Sub 

Figure 35. The retrieveRecord() subroutine
Private Sub retrieveRecord(ByVal SQLString As String, ByVal Index As Integer) 
    '** Notes: 
    '** - Generic procedure to return records from the database based  
    '**   on SQLString parameter for the wskTCP control in question 
    '**   (based on the Index). 
    '** - This procedure is used extensively for all 'Pull' and 'Push'  
    '**   events. 
    'Declare local rst object for ADO Recordset. 
    Dim rst As ADODB.Recordset 
 
    'Set rst object variable as ADO.Recordset object 
    Set rst = New ADODB.Recordset 
 
    'Open the Recordset based on SQLString using global Connection  
    'String cnn. 
    rst.Open SQLString, cnn, adOpenStatic, adLockReadOnly 
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The image shown in Figure 37 highlights the 
targeted fields in the table. Given that p_index as 
1 is the first record retrieved, then the complete 
message is: Results:Hsieh, Raymond, ID#1.The 
complete message is sent by the server application 
to the client application. The client application 
parses the complete message and processes the 
complete message for display. The client applica-
tion updates the list box entitled “My Patients” by 
displaying the surname, first name and identity 
value of each patient. The following image shown 

in Figure 36 illustrates the client application dis-
playing patient details.

Client Updating the Database

As an extension to retrieving patient information 
from the database, the client application also en-
ables the doctor to diagnose a patient. Once a list 
of patients is retrieved from the server application, 
the doctor may click the “Diagnosed” button to 
remove a selected patient from the list of patients. 

Figure 35. continued

 

 
    'Check to see if the RecordCount is 0. 
    If Not rst.RecordCount = 0 Then 
 
        'Otherwise, move to the first record in the Recordset 
        rst.MoveFirst 
 
        'SQLString returns only 1 record, but this is necessary 
        'for correctness. 
        Do While Not rst.EOF 
            'Send requested data from nominated field (m_surname) to  
            'client wskTCP of paramater Index. 
            'This is somewhat less than ideal. 
            'However, since the SQLString always contains a 'WHERE'  
            'clause for the Identity (Primary) Key field of the table,  
            'only 1 result is ever returned. 
 
            Dim strSend As String 
 
            strSend = "Results:" & rst!p_surname & ", " &   
                       rst!p_firstname _& ", ID#" & rst!p_index & ";" 
                       wskTCP(Index).SendData strSend 
 
            'Use a delay timer tmrWait to send record(s) to all clients. 
            'For some peculiar reason only the last connected client  
            'receives any data. This deliberate pause ensures that all  
            'clients receives data. 
            'Even though this procedure is often called in a loop, the  
            'error described still occurs. 
            'It is assumed that the loop runs too fast... 
            'Turn on the timer object tmrWait. 
            tmrWait.Enabled = True 
 
            'Force a loop while tmrWait is true (to delay the  
            'processing). This avoids the error described above. 
            Do While tmrWait.Enabled = True 
 
            'While forcing a delay (pause), let other events run their  
            'course. 
                DoEvents 
            Loop 
            'Move to the next record in rst. 
 
            rst.MoveNext 
        Loop 
    End If 
    'Close the Recordset object rst and set it to Nothing. 
    rst.Close 
    Set rst = Nothing 
End Sub 
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The image shown in Figure 38 illustrates a selected 
patient and the relevant “Diagnosed” button.

The cmdDiagnosed_Click() event procedure 
creates a message by amending the prefix “Di-
agnosed:” keyword to the patient identity value. 
The patient identity value is succeeded by a 
special separator keyword “&” and the doctor 
identity value. The end-of-message delimiter 
“;” is then appended to the end of the message. 
The code segment shown Figure 39 depicts how 
cmdDiagnosed_Click() event procedure creates 

the complete message. Given that the extracted 
patient identity value is 1 and the doctor identity 
value is 2, then the complete message is: Diag-
nosed:1&2;.

The complete message created by the cmd-
Diagnosed_Click() event procedure is sent by 
the client application to the server application. 
The server application receives the message 
and the message is parsed by the processData() 
subroutine. The keyword Diagnosed is utilised 
by the processData() subroutine to determine 

Figure 36. Client details returned for display

Figure 37. Patients table showing the identity value, surname and first name of each patient
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Figure 38. Selected patient and “Diagnosed” button

 

Figure 39. The “Diagnosed” button event procedure
Private Sub cmdDiagnosed_Click() 
 
    '** Notes: 
    '** - When the doctor completes a diagnosis on a patient, the  
    '**   doctor selects the patient from the list and clicks the  
    '**   Diagnosed button. 
    '** - The button sends the keyword 'Diagnosed' followed by the  
    '**   patients's ID to the server application. 
    '** - The message is sent using the keyword followed by a colon  
    '**   delimiter (to mark the end of the keyword), the ID of the  
    '**   patient, and a semi-colon delimiter to mark the end of the  
    '**   message. 
 
    'Declare local variable to store the ID of the patient. 
    Dim strPatientID As String 
 
    'Strip out the ID of the patient from lstPatients as a string value. 
    strPatientID = Right(lstPatients.List(lstPatients.ListIndex), _ 
    Len(lstPatients.List(lstPatients.ListIndex)) - _ 
    InStr(lstPatients.List(lstPatients.ListIndex), "#")) 
 
    'Send request for service using keyword 'Diagnosed' and strPatientID. 
    wskTCP.SendData "Diagnosed:" & strPatientID & "&" & strMyID & ";" 
 
    'Clear the patients list (this will be filled after the list is  
    'refreshed). 
    lstPatients.Clear
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Figure 40. The patientsDiagnosed() subroutine
Private Sub patientDiagnosed(PatientID As String, myID as String, Index As 
Integer) 
    '** Notes: 
    '** - This subroutine is called when the client (doctor) has  
    '**   completed diagnosing a patient. 
    '** - It is called from processData() when requested by the  
    '**   client. 
    '** - This subroutine expects the parameters PatientID and Index. 
    '** - PatientID represents the ID of the patient p_index. 
    '** - myID represents the ID of the doctor d_index. 
    '** - Index represents the connection identifier of the doctor's    
    '**   device. 
    '** - When the patient table is update, a call to myPatients()  
    '**   subroutine is made to update the list of patients on the  
    '**   client device. 
 
    'Declare local rst object for ADO Recordset and local variables. 
    Dim rst As ADODB.Recordset 
    Dim strQuery As String 
 
    'Set rst object variable as ADO.Recordset object 
    Set rst = New ADODB.Recordset 
 
    'Source string for Recordset rst. 
    strQuery = "SELECT p_diagnosed FROM patients WHERE p_index = " _ 
    & PatientID & ";" 
 
    'Open the Recordset based on strQuery using global Connection  
    'String cnn. 
    rst.Open strQuery, cnn, adOpenStatic, adLockOptimistic 
 
    'Check if the query string returns any records. 
    If rst.RecordCount = 0 Then 
 
        'If it does not, exit this subroutine. 
        Exit Sub 
 
    Else 
 
        'The query should return only 1 record. 
        'Move to the first record. 
        rst.MoveFirst 
 
        'Update the record for field p_diagnosed 
        rst.Fields("p_diagnosed") = True 
        rst.Update 
 
    End If 
 
    'Close the Recordset object rst and set it to Nothing. 
    rst.Close 
    Set rst = Nothing 
 
    'Update patient list on client device. 

the nature of the message. The processData() 
subroutine determines the keyword by searching 
for the keyword delimiter “:”. After determining 
the nature of the message from the keyword, the 
server application extracts the patient and doctor 

identity values from the message. The identity val-
ues are then transferred to a patientsDiagnosed() 
subroutine on the server application. The code 
segment for the patientsDiagnosed() subroutine 
is shown in Figure 40.
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The patientDiagnosed() subroutine uses the 
patient identity value to update the relevant record 
in the Patients table. The patientDiagnosed() 
subroutine targets a specific field in the Patients 
table – namely the p_diagnosed field. The patient-
Diagnosed() subroutine updates the value of the 
p_diagnosed field from unchecked to checked. The 
image shown in Figure 42 highlights the p_diag-
nosed field and the status of the patient.

Once a patient is diagnosed, the list of pa-
tients on the client application is updated to 
reflect the changes made to the Patients table. 
The patientDiagnosed() subroutine ends by call-
ing the myPatients() subroutine and passing the 

doctor identity value into the parameter myID. 
The myPatients() subroutine updates the client 
display accordingly. The image shown in Figure 
41 illustrates the updated client display.

conclusion and FuturE work

A wireless network environment enables mobil-
ity. Personal Digital Assistants enable portability. 
Together, they provide a potentially useful tool 
for highly mobile users. However, traditional 
methods to data dissemination often involve the 
client requesting data or information from a server. 

Figure 41. Patient removed from client display

Figure 42. Patients table and the “Diagnosed” field for each patient
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This is practical if the client requires something 
specific from the server. However, this pull-based 
method does not cater to all scenarios.

In this paper, we present pull-based and push-
based wireless information system. In order to 
demonstrate the effective uses of the application, 
we use hospital information system information 
system scenario. The hospital information system 
relates to doctors as the principal clients to a server 
application. The system demonstrates the use of 
the pull-based mechanism to retrieve specific 
information from the database. Furthermore, the 
information retrieved from the database can be 
acted upon by the client. In doing so, the database 
is updated by the client. This is demonstrated via 
the retrieval and updating of patient records by 
doctors. 

The server application is also able to push 
information to the client application. The server 
application utilizes push-based mechanisms to 
send messages to specific doctor in the hospital. 
Furthermore, the server application is able to mul-
ticast a global message to all doctors connected 
to the server application. The global message can 
be disabled by each doctor; demonstrating a pull-
based interaction with the server application. 

For future work, we plan to incorporate a sensor 
positioning device e.g. global positioning system 
(GPS) used to detect the location of mobile users. 
This way enables us to push information based on 
the location of the user. With regard to hospital 
context, location based services will support doc-
tors in diagnosing patients by disseminate relevant 
data whenever the doctor is about to diagnose a 
patient. This will enhance the flexibility and ef-
ficiency of the activity. 
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