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Preface

This volume contains the proceedings of the 20th International Conference on
Knowledge Engineering and Knowledge Management (EKAW 2016), held in
Bologna, Italy, November 19-23, 2016.

This edition of the conference was specifically concerned with the impact of space
and time on knowledge representation, and what we chose to call “evolving knowl-
edge.” Knowledge engineering has classically been about creating static, universal
representations. Yet the world is rarely static: Everything changes, including the
models, and real-world systems need to evolve along with the surrounding world. Also,
what makes some representations valid in some contexts may make them invalid
elsewhere (e.g., jurisdiction for laws).

This special focus concerns all aspects of the management and acquisition of
knowledge representations of evolving, contextual, and local models. This includes
change management, trend detection, model evolution, streaming data and stream
reasoning, event processing, time- and space-dependent models, contextual and local
knowledge representations, etc. We also wanted to put a special emphasis on the
evolvability and localization of knowledge and the correct usage of these limits.

In addition to this specific focus, EKAW as usual covered all aspects of eliciting,
acquiring, modeling, and managing knowledge, the construction of knowledge-inten-
sive systems and services for the Semantic Web, knowledge management, e-business,
natural language processing, intelligent information integration, personal digital
assistance systems, and a variety of other related topics.

For the main conference we invited submissions for research papers that present
novel methods, techniques, or analysis with appropriate empirical or other types of
evaluation, as well as in-use papers describing novel applications of knowledge
management and engineering in real environments and experience reports. We also
invited submissions of position papers describing novel and innovative ideas, or
problem analyses, that are still in an early stage but may guide future research in the
area.

In addition to the regular conference submission resulting in a Springer conference
proceedings paper in this book, the authors of the best EKAW papers were invited to
submit an extended version of the paper to a Semantic Web Journal (I0S Press) special
issue to be published in 2017. The extended papers will go through a new review
process and it should be noted that the journal follows an open review process, pro-
viding for a very transparent evaluation of the submissions.

Overall, we received 226 abstract submissions of which 171 were in the end
accompanied by a valid paper submission and included in the review process. The
reviewing was performed by a Program Committee of 127 researchers in the field and
the two Program Chairs. Each paper received at least three reviews, and we specifically
thank the reviewers for engaging in lively discussions, especially when there were
conflicting opinions on papers. In total, 51 submissions were accepted by the Program
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Committee (30 % overall acceptance rate), out of which four are in-use papers and one
is a position paper. All papers are present in this volume as full-length papers. How-
ever, in order to fit this high number of papers into the single-session model of the
EKAW conference, we had to select a number of papers for shorter presentations,
which means that the conference program included 30 long presentations, and 21
shorter presentations.

To complement the program, we invited three distinguished keynote speakers:

— Luc Steels (Institut de Biologia Evolutiva, Barcelona, Spain) presented a talk
entitled “How Much Are Our Representations of Knowledge Influenced by Our
Languages?”

— Chris Welty (Sr. Research Scientist, Google, USA) gave a talk entitled “Towards an
Embedded Theory of Truth”

— Francesca Rossi (IBM Research and University of Padova, Italy) gave a talk titled
“From Data to Knowledge: Trust and Ethics in Symbiotic AI/Human Systems”

The program chairs of EKAW 2016 were Fabio Vitali from the University of
Bologna, Italy, and Eva Blomqvist from Linkdping University, Sweden. The EKAW
2016 program also included a Doctoral Consortium that gave PhD students an
opportunity to present their research ideas and results in a stimulating environment, to
get feedback from mentors who are experienced research scientists in the community,
to explore issues related to academic and research careers, and to build relationships
with other PhD students from around the world. The Doctoral Consortium was
intended for students at each stage of their PhD. All accepted presenters had an
opportunity to present their work to an international audience, to be paired with a
mentor, and to discuss their work with experienced scientists from the research com-
munity. The Doctoral Consortium was organized by Mathieu d’Aquin from the Open
University, UK, and Valentina Presutti from ISTC-CNR in Italy.

In addition to the main research tracks, EKAW 2016 hosted four satellite workshops
and two tutorials.

Workshops:

— OWLED - ORE 2016 — the 13th OWL: Experiences and Directions Workshop and
5th OWL Reasoner Evaluation Workshop

— EKM — the Second International workshop on Educational Knowledge
Management

— Dirift-a-LOD — the First workshop on Detection, Representation and Management
of Concept Drift in Linked Open Data

— LK&SW-2016 — the Third Workshop on Legal Knowledge and the Semantic Web

Tutorials:

— Mapping Management and Expressive Ontologies in Ontology-Based Data Access,
by Diego Calvanese, Benjamin Cogrel, and Guohui Xiao

— Modeling, Generating, and Publishing Knowledge as Linked Data, by Anastasia
Dimou, Pieter Heyvaert, and Ruben Verborgh

The workshop and tutorial program was chaired by Matthew Horridge, Stanford
University, USA, as well as Jun Zhao, University of Lancaster, UK.
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Finally, EKAW 2016 also featured a demo and poster session. We encouraged
contributions that were likely to stimulate critical or controversial discussions about
any of the areas of the EKAW conference series. We also invited developers to
showcase their systems and the benefit they can bring to a particular application. The
demo and poster program of EKAW 2016 was chaired by Tudor Groza from the
Garvan Institute of Medical Research, Australia, and Mari Carmen Suarez-Figueroa
of the Universidad Politécnica de Madrid, Spain.

The conference organization also included Silvio Peroni, University of Bologna,
Italy, as the sponsorship chair, Paolo Ciancarini, Angelo Di Iorio, and Silvio Peroni all
from the University of Bologna, Italy, took care of local arrangements, Andrea Gio-
vanni Nuzzolese, ISTC-CNR, Italy, acted as Web presence chair, and Francesco Poggi,
University of Bologna, Italy, acted as proceedings chair. Paolo Ciancarini, University
of Bologna, Italy, was the general chair of EKAW 2016.

Thanks to everybody, including attendees at the conference, for making EKAW
2016 a successful event.

November 2016 Eva Blomgqvist
Paolo Ciancarini

Francesco Poggi

Fabio Vitali
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Abstract. The paper proposes an RDF key ranking approach that
attempts to close the gap between automatic key discovery and data
linking approaches and thus reduce the user effort in linking configura-
tion. Indeed, data linking tool configuration is a laborious process, where
the user is often required to select manually the properties to compare,
which supposes an in-depth expert knowledge of the data. Key discovery
techniques attempt to facilitate this task, but in a number of cases do
not fully succeed, due to the large number of keys produced, lacking a
confidence indicator. Since keys are extracted from each dataset indepen-
dently, their effectiveness for the matching task, involving two datasets,
is undermined. The approach proposed in this work suggests to unlock
the potential of both key discovery techniques and data linking tools by
providing to the user a limited number of merged and ranked keys, well-
suited to a particular matching task. In addition, the complementarity
properties of a small number of top-ranked keys is explored, showing
that their combined use improves significantly the recall. We report our
experiments on data from the Ontology Alignment Evaluation Initiative,
as well as on real-world benchmark data about music.

1 Introduction

In recent years, the Web of Data has been constantly growing both in terms
of quantity of the RDF datasets published publicly on the web and in terms
of diversity of the domains that they cover. One of the most important chal-
lenges in this setting is creating semantic links among these data [1]. Among
all possible semantic links that could be declared between resources found in
different datasets, identity links, defined by the owl:sameAs statement, are of
great importance and the ones that most of the attention is given to. Indeed,
owl:sameAs links allow to see currently isolated datasets as one global dataset
of connected resources. Considering the small number of existing owl:sameAs
links on the Web today, this task remains a major challenge [1].

Due to the large amount of data already available on the Web, defining
manually owl:sameAs links would not be feasible. Therefore, many approaches
try to answer to this challenge by providing different strategies to automate
this process. Datasets conforming to different ontologies, data described using
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different vocabularies, datasets described in different languages are only several
of the examples that make this problem hard to solve.

Many of the existing link discovery approaches are semi-automatic and
require manual configuration. Some of these approaches use keys, declared by a
domain expert, to link. A key represents a set of properties that uniquely identi-
fies every instance of a given class. Keys can be used as logical rules to link data
ensuring high precision results in the linking process. Additionally, they can be
exploited to construct more complex rules. Nevertheless, keys are rarely known
and are very hard to declare even for experts. Indeed, experts may not know all
the specificities of a dataset leading to overlook certain keys or even introduce
erroneous ones. For this reason, several automatic key discovery approaches have
been already proposed in the context of the Semantic Web [2-6].

In spite of that fact, applying the output of these approaches directly is, in
most of the cases, impossible due to the characteristics of the data. Ontology
and data heterogeneity are not the only issues that can arise while trying to
apply keys directly for data linking. Even if the datasets conform to the same
ontology and the vocabulary of the properties is uniform, this does not ensure
the success of the linking process. Very often, key discovery approaches discover
a very large number of keys. The question that arises is whether all the keys are
equally important among them, or there are some that are more significant than
others. So far, no approach provides a strategy to rank the discovered keys, by
taking in consideration their effectiveness for the matching task at hand.

Bridging the gap between key discovery and data linking approaches is critical
in order to obtain successful data linking results. Therefore, in this paper we
propose a new approach that, given two datasets to be linked, provides a set of
ranked keys, valid for both of them. We introduce the notion of “effectiveness”
of a discovered key. Intuitively, a key is considered as effective if it is able to
provide many correct owl:sameAs links. In order to measure the effectiveness of
keys, a support-based key quality criterion is provided. Unlike classic approaches
using support for the discovered keys, in this work we introduce a new global
support for keys valid for a set of (usually two) datasets.

The proposed approach can be summarized in the following main steps.
(1) Preprocessing: in this step, given two datasets to be linked, only proper-
ties that are shared by both datasets are kept. This ensures that a key can be
applied on both the source and the target datasets, and not only on each of them
independently. At this point it is important to state that we consider that the
datasets use either common vocabularies or that the explicit mapping between
the respective vocabularies is known. (2) Merge: the key candidates discovered
in each dataset are then merged by computing their cartesian product (recall
that a key is a set of properties). (8) Ranking: we introduce a ranking criterion
on the set of merged keys that is a function of the respective supports of each
merged key in each dataset, normalized by the dataset sizes. (4) Keys combina-
tion: finally, the combined use of several top-ranked merged keys is evaluated,
showing an improvement of the recall of a given link discovery tool.

The rest of the paper is structured as follows. Section 2 overviews data linking
and automatic keys discovery and link specification approaches. Then, Sect. 3
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presents our key ranking technique, evaluated in Sect. 4. Conclusions and future
work are provided in Sect. 5.

2 Related Work

Let us look onto the process of data linking from a global perspective. The
majority of the existing linking tools implement a process that consists of three
steps: (1) configuration and pre-processing, (2) instance matching and (3) post-
processing. Step (1) aims on the one hand to reduce the search space by identi-
fying sets of linking candidates and key properties to compare, and on the other
hand — to model instances by using a suitable representation that renders them
comparable (one can think of indexing techniques, automatic translation, etc.).
Step (2) aims at deciding on a pair of instances whether they are equivalent or
not, mostly relying on similarity of property values, evaluated by similarity mea-
sures defined in step (1). The output of step (2) is a set of matched instances,
also known as a link set. Finally, step (3) allows to filter out erroneous matches
or infer new ones, based on the link set provided in step (2).

The configuration step of the linking workflow described above contains two
important sub-steps: (a) the choice of properties (or keys) across the two datasets
whose values need to be compared, and (b) the choice of similarity measures
to apply and their tuning. Our approach is tightly related to these sub-steps,
although it does not fit into either of these categories. Indeed, we are not aware
of the existence of other approaches that address the problem of key quality
evaluation with respect to data linking, therefore, the current section looks into
approaches relevant to both (a) and (b), as well as to the data linking process
as a whole.

2.1 Awutomatic Linking Tools Configuration

Key Discovery. In order to link, many data linking approaches require a set of
linking rules. Some data linking approaches use keys to build such rules. A key
is a set of properties that uniquely identifies every resource of a given class.
Nevertheless, keys are rarely known and also very hard to define even for expert.

In the context of Semantic Web, different key discovery approaches have been
already proposed. Both [2,5] propose a key discovery approach that follows the
semantics of a key as defined by OWL. This definition states that two instances
are referring to the same real world entity if at least one value per property
appearing in a key is equal. Unlike [5], [2] proposes a method that scales on
large datasets, taking also into account errors or duplicates in the data. In [4,6],
the authors propose an alternative definition for the keys that is valid when the
data are locally complete. In this case, to consider that two instances are equal,
all the set of values per property appearing in a key should be the same. Finally,
in [7], a key discovery approach for numerical data is proposed.
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Atencia et al. [3] observe that key extraction is conducted by state-of-the-
art tools in an independent manner for two input datasets without taking into
consideration the linking task ahead. The authors introduce the concept of a
linkkey — a set of properties that are a key for two classes simultaneously, implying
equivalence between resources that have identical values for the set of these
properties.

Automatic Link Specification Algorithms. We consider the work on auto-
matic link specification as related in terms of motivation to our approach and
complementary in terms of application. Link specification is understood as the
process of automatically building a set of linking rules (restrictions on the
instances of the two datasets), choosing similarity measures to apply on corre-
sponding property values across datasets together with their respective thresh-
olds [8]. Several approaches have been introduced so far, mostly based on machine
learning techniques, such as FEBRL [9], an extension of SILK [10], RAVEN
[11] or, more recently, EAGLE [8]. Contrarily to key discovery methods, these
approaches mainly focus on the automatic selection, combination and tuning of
similarity measures to apply on the values of comparable properties. The iden-
tification of properties to compare is done by matching algorithms and no key
computation is implied in this process. The efficiency of these algorithms can be
improved if the system knows on which properties and on what types of values
the similarity measures will be applied.

2.2 Data Linking

Data linking has evolved as a major research topic in the semantic web commu-
nity over the past years, resulting in a number of approaches and tools addressing
this problem. Here, instead of making an inventory of these techniques, surveyed
in [12,13], we scrutinize the main characteristics that unite or differentiate the
most common approaches.

The majority of the off-the-shelf linking tools [14-19] produce an RDF linkset
of owl:sameAs statements relating equivalent resources and the linking process is
commonly semi-automatic. As discussed above, the user has to configure manu-
ally a number of input parameters, such as the types of the instances to compare
(with certain exceptions like [18] where ontology matching techniques are applied
to identify the equivalent classes automatically), the properties (or property
chains) to follow, since most linking tools adopt a property-based link discovery
philosophy, the similarity measure(s) and thresholds to apply on the literals and
possibly an aggregation function for several measures. The bigger part of the
existing approaches are conceived as general purpose linking methods and are
designed to handle monolingual RDF data.

What differentiates these tools in the first place is the techniques of auto-
matic preprocessing that are embedded in their architecture. Scalability and
computational efficiency are major issues when dealing with data linking prob-
lems on the web scale. To reduce the search space, [19] cluster data items, based



Automatic Key Selection 7

on their similarity with respect to their properties. Indexing techniques are used
to reduce the number of instance comparisons by Rong et al. [20] using similar-
ity of vectors as a proxy for instance relatedness. Similarly, Shao et al. [16] and
Kejriwal et al. [21] apply a blocking technique, which consists in using inverted
indexing to generate candidate linking sets. SILK [14] relies on indexing all tar-
get resources by the values of one or more properties used as a search term.
LIMES [15] relies on the triangle inequality property of metric spaces to reduce
the number of comparisons and thus the time complexity of the task.

The linking tools vary with respect to their abilities to handle different
degrees and types of data heterogeneity. Indeed, most of the tools are able to
cope with minor differences in spelling in the string literals by applying string
matching techniques, but only a few are able to deal with more complex hetero-
geneities and just a couple of them try to resolve the problem of multilingualism
(using different natural languages in data description), as Lesnikova et al. do,
although in a very restricted scenario of only two languages [22].

2.3 Positioning

The approach that is proposed in this paper attempts to close the gap between
automatic key discovery algorithms and the data linking process. As observed
above, the majority of key discovery techniques do not effectively facilitate the
task of selection of properties whose values to compare in the linking process,
due the large number of keys produced and the lack of confidence indicator
coupled with the keys. Our method suggests to unlock the potential of key-based
techniques by providing to the user of a data linking tool a limited number of
quality keys, well-suited to the particular matching task. The only key-based
approach that looks into the usefulness of keys for two datasets simultaneously,
and not independently from one another, is [3]. In contrast to our approach, the
set of linkkeys produced in [3] is unordered which does not allow to effectively
select a key or decide on the use of one key as opposed to another.

As compared to automatic link specification algorithms cited in Subsect. 2.1,
our approach can be seen as complementary: we focus on the identification of a
limited set of properties that can be used to effectively link datasets, while leaving
the choice of the similarity measures, their combination and tuning to the user,
or to the auto-configuring link specification methods given above. The automatic
selection of keys can potentially improve the quality of link specification methods
by restricting considerably the similarity space.

3 Automatic Key Ranking Approach

Given two RDF datasets, candidates to be linked, our approach aims at ranking
the keys that are valid for both datasets. These keys can be used successfully
as link specifications by link discovery frameworks. Before introducing the app-
roach, recall the OWL definition of a key. A key is a set of properties, such that
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if two resources share at least one value for every property participating in this
key, these resources are considered as equal, or formally:

VXYY, VZ1,. .., Zn, Ne(X /\pZXZ Api(Y,Z) =X =Y, (1)

where X and Y are instances of the class ¢ and p;(X, Z;) A p;(Y, Z;) expresses

that both X and Y share the same value Z; for every property p; in the key.
In next section, we describe how do we select keys that are valid for the two

datasets. Afterwards, we describe our ranking approach on the set of these keys.

3.1 Selecting Mutual Keys for Two Datasets and Merging

We start by giving one of our initial hypothesis. The number of available vocabu-
laries has been growing with the growth of the LOD cloud, resulting in datasets
described by a mixture of reused vocabulary terms. It is therefore often the
case that two different datasets to be linked are described by different vocabu-
laries. To answer to that, ontology alignment methods [23] are used in order to
create mappings between vocabulary terms. In this paper, we assume that equiv-
alence mappings between classes and properties across the two input datasets
are declared (either manually, or by the help of an ontology matching tool).
These mappings will be used to obtain keys that are valid for both datasets.
Algorithm 1 gives an overview of the main steps of our approach, also depicted
in Fig. 1. Overall, given two datasets to be linked, this algorithm returns a set

Algorithm 1. The merged keys ranking algorithm.

Input: Dgs and Dr, a pair of datasets candidates to be linked.
Output: A set of merged and ranked keys: rankedMergedKeys
M «— Mapping(Ds, Dr);

KeysDg « keysDiscovery(Dgs, M);

KeysDr «— keysDiscovery(Dr, M);

MergedKeys «— keysMerging(KeysDg, KeysDr);
rankedMergedKeys «— mergedKeysRanking(Dg, Dr, MergedKeys);
return rankedMergedKeys;
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of ranked keys valid for both datasets. In addition to that, every proposed key
is given a score, allowing to rank keys according to their impact on the data
linking process. This process is described step by step below.

First, given the datasets Dg and Dp containing instances of a class C, a set
of property mappings M between the two datasets is computed. As described in
[5], property mappings allow the identification of properties that belong to both
datasets simultaneously.

A key discovery step is applied to both datasets independently allowing the
discovery of valid keys in each dataset. Only mapped properties, appearing in
M, will be contained in the discovered keys. For this step, existing key discovery
tools such as SAKey [2] or ROCKER [4] can be used to obtain keys for a given
class C.

However, even if keys consist of properties that belong to both datasets,
nothing ensures that the discovered keys found in each dataset independently
will be the same. Indeed, there can be cases where something found as a key
in one dataset it is not true in the other. Since key discovery approaches learn
keys from the data, the generality of each dataset affects the generality of the
discovered keys. For example, if a dataset contains people working in a specific
university, it is possible to discover that the last name is a key. Thus, to deal
with this challenge a merging step is performed. Indeed, merging keys coming
from different datasets allows to verify the validity of discovered keys and to
obtain more meaningful keys since they are applicable to more than one datasets.
Different strategies for key merging could be applied. In this work, we apply a
merging strategy proposed in [5] providing minimal keys valid in both datasets.

The result is a set of merged keys considered as valid for both datasets. How-
ever, the number of merged keys produced by the algorithm can be significantly
high, which makes manual selection difficult, particularly in the lack information
of the keys suitability for the data linking task. Therefore, we introduce a novel
ranking method for merged keys to identify the most suitable keys to be used in
the link specification, introduced in next section.

3.2 Merged Keys Ranking

As described before, the merged keys are valid for both datasets. However, these
keys may vary in terms of “effectiveness” in the linking process. Therefore, we
propose to first to assign a score reflecting the “effectiveness” of a discovered key
and second use this score to rank the discovered keys among them.

In general, it is very common that not all the properties are used to describe
every instance of a given class. This happens often due to the nature of the
property or the incompleteness of the data and may have significant impact on
the quality of the discovered keys with respect to the linking task. While many
properties apply to every instance of a class, there exist cases of properties
that have values only for certain instances (the property “spouse” for a person
applies only to people that are married). In addition, in the case when data
are incomplete, an instance may not have a value for a specific property even
if a value exists in reality. This can lead to the discovery of wrong keys since
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not all the possible scenarios are visible in the data. Since it is very hard to
differentiate these two cases automatically and a manual identification would not
be feasible due to the size of the existing datasets, we use the notion of support
to measure the completeness of a key. The support measures the presence of a
set of properties in a dataset. Intuitively, we tend to trust more keys that are
valid for many instances in the data, i.e., keys with high support.

Basing ourselves on the support definition initially given by Atencia et al. in
[6], we redefine this measure in order to provide a ranking score for properties
with respect to a given dataset.

Let D be an RDF dataset described by an ontology O. For a given class
C € O, let I be the set of instances of type C and P the set of properties
having an element of I~ as a subject and let G¢ be the subgraph defined by the
set of triples of Ic and P, Go= {< i,p,. >:i € Ic,p € P}.

Definition 1 (Property Support Score). The support of a property p € P
with respect to the pair (D, C) is defined by:

U < iyp,. >

i€l

supportProp(p, D, C)

[l

In other words, supportProp(p, D,C) = Nﬁ means that N instances of type C
in the dataset D have a value for the property p (supportProp(p, D,C) € [0,1]).

As keys for a given class can be composed of one or several properties, we
introduce a ranking score for keys based on the supports of their properties,
again with respect to their dataset.

Definition 2 (Key Support Score). Let K = {p1,....,pn} be a key corre-
sponding to the pair (D,C), where p; € P,j € [1,n]. We define the support of
K with respect to (D,C) as

1

supportKey(K, D, C) \I K

U<zK>

i€l

where < i, K,. > means that Vp; € K,3 <1i,p;,. >€ Gc.

In other words, supportKey(K,D,C) can be seen as a measure of the co-
occurrence of {p1,....,p,} in Ge.

To illustrate, let us consider a source dataset Dg having 300 instances of
type Cg. Respectively, let Dy be a target dataset having 100 instances of type
Cr, where Cs and Cr are two mapped (equivalent) classes, potentially shar-
ing instances. Let K; and K; be two merged keys, obtained as described in
Algorithm 1, with the following supports for (Dg,Cs) and (Dr,Cr),
respectively:

160 40
supportKey(K;, Dg,Cg) = 300° supportKey(K;, Dr,Cr) = 100
110 90

supportKey(K;, Dg,Cg) = supportKey(K;, Dr,Cr) =

300° 100°
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Obviously, the challenge that arises here is how to rank the merged keys in
order to ensure a maximum instance representativeness.

We note that key support score expresses the importance of a merged key
with respect to each dataset, however, it is still necessary to provide a ranking
function allowing to measure the importance of the merged keys for both datasets
simultaneously.

An intuitive strategy to compute the final support of a merged key, given
the supports computed locally in each dataset, would be to compute the average
score of these supports. Nevertheless, this strategy would fail to capture all the
different scenarios that could lead to a support value. For example, a key having
supports 1 and 0.4 in datasets 1 and 2, would have the same merged support than
a key having supports of 0.7 and 0.7in datasets 1 and 2 respectively. Thus, we
propose a multiplication function between already computed key supports which
ensures better results in the context of data linking evaluation. Consequently,
we adopt this ranking function as defined below.

Definition 3 (Merged Keys Rank Function). We define the rank of a
merged key K with respect to two datasets Dg and Dr and two classes Cg
and Cr as:

mergedKeysRank(K) = supportKey(K, Dg,Cs) x supportKey(K, Dr,Cr).
Applying the ranking to our example, we obtain the following scores:
global Rank(K;) = 0.33; globalRank(K}) = 0.22;  global Rank(K;) = 0.21;

Therefore, in this example, the key K is more important than K; which
means that intuitively should lead to better data linking results.

4 Evaluation

In order to confirm the effectiveness of the proposed approach, we have conducted
an experimental evaluation applying two state-of-the-art key discovery tools:
SAKey and ROCKER. We have used two different datasets, a real-world dataset
coming from the DOREMUS project! and a synthetic benchmark provided by
the Instance Matching Track of the Ontology Alignment Evaluation Initiative
(OAEI) 2010%. The current experiments were applied on links generated semi-
automatically using the linking tool SILK. In this evaluation, we highlight a
set of issues raised during these experiments. But first, let us define the criteria
and the measures used for this evaluation. Two aspects are taken into account
through the keys ranking performed using our approach, first the correctness that
determines whether the discovered links are correct and second, the completeness
that determines whether all the correct links are discovered. These criteria are
evaluated by the help of three commonly used evaluation metrics:

! http://www.doremus.org.
2 http://oaei.ontologymatching.org/2010/.
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— Precision: expresses the ratio between the cardinalities of the set of valid
matchings and all matching pairs identified by the system.

— Recall: expresses the ratio between the cardinalities of the set of valid match-
ings and the all matching pairs that belong in the reference alignment.

— F-Measure: is computed by the following formula:

Precisi l
F-Moasure — 2 recision x Recal

Precision + Recall

We note that all considered pairs of datasets are using the same ontology
model, hence, the ontology mapping process is not considered in our experi-
ments. We first execute SAKey or ROCKER on each dataset in order to identify
the set of keys. However, we emphasize the fact that advanced key exceptions like
pseudo-keys or almost keys are not the focus of this paper, therefore, only tradi-
tional keys are discovered. These keys are then merged and ranked according to
their support score. We launch SILK iteratively as many times as the number of
the retrieved keys and produce an F-measure at each run by the help of the ref-
erence alignment of our benchmark data. We expect to find a monotonic relation
between the ranks of keys and the F-measure values produced by SILK by using
these keys. Note that the purpose of these experiments is not to evaluate the
performance of the linking tools, but to evaluate the quality of the automatically
computed ranks of keys. In other words, we assess whether the generated links
are increasingly correct in an ascending order of the ranked keys.

4.1 Experiments on the DOREMUS Benchmark

The data in our first experiment come from the DOREMUS project and con-
sists of bibliographical records found in the music catalogs of two major French
institutions — La Bibliothque Nationale de France (BnF) and La Philharmonie
de Paris (PP). These data describe music works and contain properties such as
work titles (“Moonlight Sonata”), composer (Beethoven), genre (sonata), opus
number, etc.. The benchmark datasets were built based on these data with the
help of music librarian experts of both institutions, providing at each time sets
of works that exist in both of their catalogs, together with a reference alignment.
The data were converted from their original MARC format to RDF using the
marc2rdf prototype® [24]. We consider two benchmark datasets*, each manifest-
ing a number data heterogeneities:

(1) DS1 is a small benchmark dataset, consisting of a source and a target
dataset form the BnF and the PP, respectively, each containing 17 music works.
These data show recurrent heterogeneity problems such as letters and numbers
in the property values, orthographic differences, missing catalog numbers and/or
opus numbers, multilingualism in titles, presence of diacritical characters, differ-
ent value distances, different properties describing the same information, missing

3 https://github.com/DOREMUS- ANR /marc2rdf.
4 Doremus datasets, together with their reference alignments, are available at http: //
lirmm.fr/benellefi/doremus-bench.
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properties (lack of description) and missing titles. SAKey produced eight keys
in this scenario. The three top-ranked merged keys using our approach are:

1. K1: {P3_has_note}
2. K2: {P102_has_title}
3. K3: {P131_is_identified_by, P3_has_note},

where P3_has_note, P102_has_title, P131_is_identified_by and P3_has_note
correspond to a comment, title, composer and creation date of a musical work,
respectively.

As we can see in Fig.2(a), our ranking function ensures a decrease of the
F-measure with the decrease of the key-rank, in the prominent exception of the
top-ranked key, which obtains a very low value of F-Measure. This is explained
by the nature of the property P3_has_note. This property describes a comment in
a free format text written by a cataloguer providing information on the works,
creations or authors of such works. The values for this property for the same
work are highly heterogeneous (most commonly they are completely different)
across the two institutions, which introduces noise and considerably increases
the alignment complexity between these resources.

F-Measure

Fig. 2. Results by using SAKey on DS1: (a) by considering all properties, (b) without
the property has_note

Thus, we decided to conduct a second experiment on the same data by
removing the property has_note in order to confirm our observation. Figure 2
(b) reports the results of this experiment and shows a net decrease of the curve.
Overall, the experiment showed that our ranking approach is efficient and the
misplaced key is due to the heterogeneous nature of data.

The same experiment has been conducted using this time the key discovery
approach ROCKER. The results are reported in Fig.3 showing that the keys
were well ranked. Note that, due to the different keys identification definition
used by ROCKER, the problematic property has_note did not appear in the
keys produced by the system.
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——F-Measure

Fig. 3. Results on DS1 by using ROCKER

(2) DS2 is a benchmark dataset consisting of a source and a target dataset
from the BnF and the PP, respectively, each composed of 32 music works. Con-
trarily to DS2, these datasets consist of blocks that are highly similar in their
description works (i.e., works of the same composer and with same titles).

The results on this dataset by using SAKey are reported in Fig.4(a). The
three top-ranked merged keys are:

1. K1: {P3_has_note, P102_has_title, P131_is_identified by}
2. K2: {P3_has_note, P102_has_title, U35_had_function_of -type}
3. K3: {P3_has_note, P131_is_identi fied_by, P3_has_note}

As their names suggest the properties P3_has_note (in K1 and the first property
in K2), P102_has_title,

P131_is_identified_by, U35_had_function_of type and P3_has_note (the third
property in K3) correspond to a creation date, title, composer, function of the
composer and comment on a musical work, respectively.

KL K2 K3 K¢ K5 K6 K7 K8 K9 KIO KI1 K12 KI3 K14 KIS KI6 KI7 KI8 KI9 K20 K1 K2 K3 K4 K5

—— F-Measure ——F-Measure

(a) (b)

Fig. 4. Results by using SAKey on DS2: (a) by considering all properties, (b) without
the property has_note
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The results of this experiment are similar to the first one. Not consider-
ing the property P3_has_note improves considerably (see Fig.4(a) and (b)) the
keys ranking. Indeed, as shown in Fig.4(a), the key K5 which is composed by
the properties P102_has_title, U35_had_function_of type and P3_has_note has
significantly lowered the f-measure value; which is not the case of the keys in
Fig. 4(b).

4.2 Experiments on the OAEI Benchmark Data

In the second series of experiments, we apply our ranking approach on keys
identified in datasets proposed in the instance matching track of OAEI 2010. In
this work, we report the obtained results on the dataset Personl. The results by
using SAKey and ROCKER are shown in Fig.5(a) and (b), respectively, where
one can notice that there is an overall decrease in the F-Measure values in the
two cases. Note that in Fig. 5(a), there are some problematic key-ranks, showing
increase in F-measure while the ranks descend. We observed that SILK achieves
better results comparing string characters than numeric characters. Indeed, this
explains why we have had an increasing curve between the keys K7 and K8,
knowing that they are composed of street and house_number properties (street
and surname properties), respectively.

T RN T~ T
\/ \/ \\y ﬂ 08 E—

KI K2 K3 K& K5 K6 K/ K8 K9 KIO KII K2 KI3 K4 KI5 K6 K7 K8

(a) (b)

Fig. 5. Results on the dataset Personl: (a) by using SAKey, (b) by using ROCKER

The three top ranked merged keys (in Fig. 5(a)) on the dataset Personl using
SAKey are:

1. K1: {soc_sec_id},
2. K2: {given_name, postcode}
3. K3: {surname, postcode},

where the properties soc_sec_id, given_name, surname and postcode correspond
to the social security number, given name, surname and postal code address of
a person, respectively. In the same manner, we reiterated the experiment using
ROCKER which gives better results as shown in Fig. 5(b).
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4.3 Top Ranked Keys Complementarity

In this evaluation, we want to examine whether using the k (we have taken k = 3)
top-ranked keys in combination can improve the linking scores as compared to
using only one of the top-ranked keys (e.g., the first one) for linking. As discussed
above, even if a key is discovered as a first-rank key, nothing ensures that the
vocabulary used in both datasets to describe that key is homogeneous. To answer
to that, combining a set of top ranked keys would lead to better linking results.

Table 1. Results of the combination of the three top-ranked keys on the DOREMUS
datasets.

SAKey ROCKER

Dataset 1 Dataset 2 Dataset 1 Dataset 2

F /P R |F P R F P R
K1 0.12 1 0.12 | 0.11 1 0.5 |0.75 0.37  0.59 0.8 | 0.47 No merged
K2 0.71 |0.9 |0.58 |0.48 0.7 |0.37 0.2 |0.66 0.11 | key has been
K3 052 |1 1035037 056 0.28 0.2 |0.66 0.11 |dentified.
K1+K2+K3 0.54 0.44 0.7 0.51 0.63 0.43 0.62 0.75 0.52

Notice that by doing so, the recall value remains the same or increases as
compared to the single key approach, while the precision may increase (if the pro-
portion of the positive matching pairs becomes larger than the negative matching
pairs) as it may as well decrease.

As shown in Table 1, the experiments on DOREMUS datasets using the three
top ranked keys increased relatively (in bold in the table) the F-Measure with
respect to the first-rank key (where the improved values are in italics) and signif-
icantly the recall scores (more positive matching pairs were recovered). Thus, it
seems reasonable to conclude that merging the matching results retrieved from
the top ranked keys allows to improve significantly the results in terms of recall,
while this cannot guarantee an improvement in precision.

5 Conclusion and Future Work

This paper presents an approach that allows to select automatically a num-
ber of merged keys, relevant for a given pair of input datasets, and rank them
with respect to their “effectiveness” for the task of discovering owl :sameAs links
between them. The effectiveness of a merged key is defined as a function of the
combination of its respective supports on each of the two input datasets. The
proposed method allows to reduce significantly the user effort in the selection of
keys used as a parameter of a data linking tool, such as SILK or LIMES. In this
way, we attempt to bridge the gap between configuration-oriented approaches,
such as automatic key discovery and automatic link specification, and the actual



Automatic Key Selection 17

process of data linking. We also look into the complementarity properties of a
small set of top-ranked keys and show that their combined use improves signif-
icantly the recall. To demonstrate our concepts, we have conducted a series of
experiments on data coming from the OAEI campaign, as well as on real-world
data from the field of classical music cataloguing.

In near future, we plan to improve our ranking criterion by defining it as a
function of the estimated intersection of the sets of instances covered by a given
key across two datasets.

Acknowledgements. This work has been partially supported by the French National
Research Agency(ANR) within the DOREMUS Project, under grant number ANR-14-
CE24-0020.

References

1. Bizer, C., Heath, T., Berners-Lee, T.: Linked data-the story so far. In: Semantic
Services, Interoperability and Web Applications, pp. 205-227 (2009)

2. Symeonidou, D., Armant, V., Pernelle, N., Sais, F.: SAKey: scalable almost key
discovery in RDF data. In: Mika, P., et al. (eds.) ISWC 2014, Part I. LNCS, vol.
8796, pp. 33-49. Springer, Heidelberg (2014)

3. Atencia, M., David, J., Euzenat, J.: Data interlinking through robust linkkey
extraction. In: ECAI, pp. 15-20 (2014)

4. Soru, T., Marx, E., Ngomo, A.N.: ROCKER: a refinement operator for key discov-
ery. WWW 2015, 1025-1033 (2015)

5. Pernelle, N., Sais, F., Symeonidou, D.: An automatic key discovery approach for
data linking. J. Web Semant. 23, 16-30 (2013)

6. Atencia, M., David, J., Scharffe, F.: Keys and pseudo-keys detection for web
datasets cleansing and interlinking. In: ten Teije, A., Volker, J., Handschuh, S.,
Stuckenschmidt, H., d’Acquin, M., Nikolov, A., Aussenac-Gilles, N., Hernandez,
N. (eds.) EKAW 2012. LNCS, vol. 7603, pp. 144-153. Springer, Heidelberg (2012)

7. Symeonidou, D., Sanchez, I., Croitoru, M., Neveu, P., Pernelle, N., Sais, F., Roland-
Vialaret, A., Buche, P., Muljarto, A., Schneider, R.: ICCS, pp. 222-236 (2016)

8. Ngonga Ngomo, A.-C., Lyko, K.: EAGLE: efficient active learning of link specifica-
tions using genetic programming. In: Simperl, E., Cimiano, P., Polleres, A., Corcho,
O., Presutti, V. (eds.) ESWC 2012. LNCS, vol. 7295, pp. 149-163. Springer, Hei-
delberg (2012)

9. Christen, P.: Febrl: an open source data cleaning, deduplication and record linkage
system with a graphical user interface. In: SIGKDD, pp. 1065-1068. ACM (2008)

10. Isele, R., Jentzsch, A., Bizer, C.: Efficient multidimensional blocking for link dis-
covery without losing recall. In: WebDB (2011)

11. Ngomo, A.-C.N., Lehmann, J., Auer, S., Hoffner, K.: Raven-active learning of
link specifications. In: International Conference on Ontology Matching, pp. 25-36
(2011). CEUR-WS.org

12. Ferrara, A., Nikolov, A., Scharffe, F.: Data linking for the semantic web. Semantic
Web: Ontology and Knowledge Base Enabled Tools, Services, and Applications,
vol. 169 (2013)

13. Nentwig, M., Hartung, M., Ngomo, A.-C.N., Rahm, E.: A survey of current link
discovery frameworks. Semantic Web, pp. 1-18 (2015, preprint)


http://ceur-ws.org/

18

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

M. Achichi et al.

Jentzsch, A., Isele, R., Bizer, C.: Silk-generating RDF links while publishing or
consuming linked data. In: ISWC, Citeseer (2010)

Ngomo, A.N., Auer, S.: LIMES - a time-efficient approach for large-scale link dis-
covery on the web of data. In: IJCAI, pp. 2312-2317 (2011)

Shao, C., Hu, L., Li, J., Wang, Z., Chung, T.L., Xia, J.: RIMOM-IM: a novel
iterative framework for instance matching. J. Comput. Sci. Technol. 31(1), 185—
197 (2016)

Jiménez-Ruiz, E., Cuenca Grau, B.: LogMap: logic-based and scalable ontology
matching. In: Aroyo, L., Welty, C., Alani, H., Taylor, J., Bernstein, A., Kagal, L.,
Noy, N., Blomqvist, E. (eds.) ISWC 2011, Part I. LNCS, vol. 7031, pp. 273-288.
Springer, Heidelberg (2011)

Nikolov, A., Uren, V.S., Motta, E., De Roeck, A.: Integration of semantically anno-
tated data by the KnoFuss architecture. In: Gangemi, A., Euzenat, J. (eds.) EKAW
2008. LNCS (LNAI), vol. 5268, pp. 265-274. Springer, Heidelberg (2008)

Araujo, S., Hidders, J., Schwabe, D., De Vries, A.P.: Serimi-resource description
similarity, RDF instance matching, interlinking. arXiv preprint arXiv:1107.1104
(2011)

Rong, S., Niu, X., Xiang, E.W., Wang, H., Yang, Q., Yu, Y.: A machine learning
approach for instance matching based on similarity metrics. In: Cudré-Mauroux, P.,
et al. (eds.) ISWC 2012, Part I. LNCS, vol. 7649, pp. 460-475. Springer, Heidelberg
(2012)

Kejriwal, M., Miranker, D.P.: Semi-supervised instance matching using boosted
classifiers. In: Gandon, F., Sabou, M., Sack, H., d’Amato, C., Cudré-Mauroux,
P., Zimmermann, A. (eds.) ESWC 2015. LNCS, vol. 9088, pp. 388—402. Springer,
Heidelberg (2015)

Lesnikova, T., David, J., Euzenat, J.: Interlinking english, Chinese RDF data using
babelnet. In: Proceedings of the 2015 ACM Symposium on Document Engineering,
pp. 39-42. ACM (2015)

Shvaiko, P., Euzenat, J.: Ontology matching: state of the art and future challenges.
IEEE Transactions on knowledge and data engineering 25(1), 158-176 (2013)
Achichi, M., Bailly, R., Cecconi, C., Destandau, M., Todorov, K., Troncy, R.: Dore-
mus: doing reusable musical data. In: ISWC PD (2015)


http://arxiv.org/abs/1107.1104

Selection and Combination of Heterogeneous
Mappings to Enhance Biomedical Ontology
Matching

2

)

Amina Annane’2®) Zohra Bellahsene!, Faical Azouaou
and Clement Jonquet!3

L Université de Montpellier, Laboratoire d’Informatique,
de Robotique et de Microélectronique (LIRMM), Montpellier, France
amina.annane@lirmm.fr
2 Ecole Nationale Supérieure en Informatique (ESI), Algiers, Algeria
3 Center for Biomedical Informatics Research, Stanford University, Stanford, USA

Abstract. This paper presents a novel background knowledge approach
which selects and combines existing mappings from a given biomedical
ontology repository to improve ontology alignment. Current background
knowledge approaches usually select either manually or automatically a
limited number of different ontologies and use them as a whole for back-
ground knowledge. Whereas in our approach, we propose to pick up only
relevant concepts and relevant existing mappings linking these concepts
all together in a specific and customized background knowledge graph.
Paths within this graph will help to discover new mappings. We have
implemented and evaluated our approach using the content of the NCBO
BioPortal repository and the Anatomy benchmark from the Ontology
Alignment Evaluation Initiative. We used the mapping gain measure to
assess how much our final background knowledge graph improves results
of state-of-the-art alignment systems. Furthermore, the evaluation shows
that our approach produces a high quality alignment and discovers map-
pings that have not been found by state-of-the-art systems.

Keywords: Ontology matching + Background knowledge - Repository
of ontologies + Biomedical ontologies + BioPortal

1 Introduction

Ontology alignment is recognized by the scientific community as an important
area of research because of its multiple applications in different domains [7]:
ontology engineering, data integration, information sharing, etc. Especially in
the biomedical domain that generates and manipulates a big volume of data.
Ontology matching plays a key role in the development of biomedical research
by facilitating the development of data warehouses articulated around common
ontologies. Many works have been made to extract mappings automatically,
mainly using lexical and structural matchers, but these matchers often fail when
© Springer International Publishing AG 2016
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the ontologies to align have different structures and do not use the same vocab-
ulary (different terms to describe the same concepts) [21]. In the recent years,
the community has started to consider an alternative solution for automatic
approaches in the use of background knowledge as a semantic mediator to dis-
cover mappings between ontologies. These background knowledge resources span
from thesaurus, lexical resources, linked open data, one or several ontologies or
a full repository of ontologies [18-20] and in our case, already existing mappings.
The use of background knowledge has raised the following challenges: (1) selec-
tion: How to select the most useful background to align ontologies? (2) usage:
How to use such knowledge in order to enhance alignment results? In all proposed
approaches, the use of background knowledge was a complementary solution to
traditional automatic approaches. In this paper, we propose a novel approach
to align ontologies using only a background knowledge built from heterogeneous
mappings, the main idea is to combine the knowledge formalized in mappings
produced manually by human experts, to mappings produced automatically by
simple lexical matching to discover new mappings between the ontologies to be
aligned. The main contributions of this paper are:

— A novel approach to align ontologies using a background knowledge graph
automatically built from existing mappings

— A novel measure called Path Confidence Measure to select the most accu-
rate from several candidates mappings derived from the previously built back-
ground knowledge graph.

We have implemented and evaluated our approach using the content of the
NCBO BioPortal' repository and the Anatomy benchmark? from the Ontology
Alignment Evaluation Initiative. The obtained results show that our approach
produces a high quality alignment, and discovers mappings not found by state-
of-the-art alignment systems.

The rest of this paper is organized as follows. Section?2 defines ontology
matching and common biomedical ontology mappings. Section 3 describes our
novel approach exploiting existing mappings extracted from a given repository
to align biomedical ontologies. Section 4 presents the proposed Path Confidence
Measure. Section 5 describes the implementation of our approach. Section 6 pro-
vides the evaluation results of our approach. Section 7 discusses related work.
Finally, Sect. 8 concludes our paper and points out future work.

2 Preliminaries

2.1 Ontology Matching

Ontology matching is the process of finding correspondences between two given
ontologies O and Os. Each correspondence can be formalized by a quadruplet

! http://bioportal.bioontology.org/.
2 http:/ /oaei.ontologymatching.org/2015 /anatomy /index.html.
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< ey,eq,,n = with e; € O1 and ey € O,, 1 is a relationship between two
given entities e; and es, and n is the confidence value of this relationship (gen-
erally, a value between 0 and 1) [7]. In this paper, we deal only with equivalence
relationship between entities.

We distinguish the direct matching which has only the two ontologies to be
aligned as an input, from the indirect matching which uses external resources,
that we call Background Knowledge (BK), to enhance the quality of direct
matching. These resources may be one mediator ontology, a set of ontologies,
an existing alignment. The common schema to perform an alignment using a
BK is composed of two steps: anchoring and deriving relations [19,20]. Anchor-
ing consists in finding for source and target entities their equivalent entities in
the BK. This step is generally done by using a lexical matcher. The second step
consists in deriving relations between the entities of ontologies to align according
to the relations between the anchored entities in the BK.

2.2 Biomedical Ontologies Mapping

The number of biomedical ontologies is too big to allow manual alignment of
all of them (the repository NCBO BioPortal stores more than 500 biomedical
ontologies). In addition, their size is also very large (e.g., SNOMEDCT, Gene
Ontology). Therefore, interconnecting manually all biomedical ontologies is not
feasible. However, we can find some reliable manually produced mappings in
several resources such as UMLS? [3], the OBO Foundry [6] and the NCBO Bio-
Portal? [11]. For instance, the OBO Foundry ontology developers produce Xref
relations between the concepts of their ontologies(more than 141 ontologies) that
can be considered mappings (latter called OBO mappings). As another example
CUI (Concept Unique Identifier) mappings that are produced by the US National
Library of Medicine team. When an ontology or a terminology is integrated in the
UMLS Meta-Thesaurus, a CUI is manually assigned to each concept, grouping
concepts together. These manually produced mappings are the formalization of
human experts knowledge that we aim to exploit to enhance biomedical ontology
matching.

3 Overview of Our Approach

Our approach aims to reuse mappings that can be extracted from a repository of
ontologies to discover new ones, especially by combining manually and automat-
ically produced mappings. Indeed, we hypothesis that manual mappings may
be the bridge that overcomes the limitations of automatic matchers. As we can
see in Fig. 1, our approach involves five steps: (1) Extraction of different kinds
of mappings between all ontologies stored in the repository to construct the
Global Mapping Graph, (2) Anchoring the concepts of the source ontology on

3 Unified Medical Language System.
4 Not all mappings in BioPortal are manually produced, see Sect. 5.1 for more infor-
mation about NCBO BioPortal mappings.
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the resulted graph, (3) Selection of mappings that may help to discover new
ones using resulted anchors. The selected mappings are organized in the form of
a graph called the Specific Mapping Graph, (4) Anchoring the concepts of the
target ontology on the Specific Mapping Graph and extract all paths between the
source and target anchors (candidate mappings. Finally (5) Filtering discovered
candidates mappings to keep only the most reliable ones according to a given
aggregation strategy.

> Q— i
Repository of PEXt'rZICtII(\)/In of A” G|°b"’G| MahPP‘"g Anchoring s ©
Biomedical Ontologies ossible Viappings rap s o o

Target oontology Specific Mapping @ Selection of_ Source Anchors
P Graph Relevant Mappings
P!

< @ \ | /
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® [ 3 ,
0 Specific Mappingl";:?‘\ Filtering Candidates [} : Final Alignment
AL Graph N Mappings Y .
____________________ 4 \

Fig. 1. Overview of the proposed approach

3.1 Building the Global Mapping Graph

In the biomedical domain the most known resources of manually produced map-
pings are: (i) ontologies produced by the OBO Foundry, (ii) ontologies integrated
in UMLS. For a given repository of ontologies, to build the Global Mapping
Graph we start by checking for each ontology if it is an OBO ontology, or if it
is integrated in UMLS. Then, we extract from each one its manually produced
mappings (OBO from the first category and CUI mappings from the second one).
After that, we use a lexical matcher or any other efficient matcher to match each
ontology with all others ontologies in the repository. We add these mappings
produced automatically to those produced manually. For each extracted map-
ping we keep the source and the target concepts, the ontology of each concept,
the set of labels of each concept and the provenance of this mapping (OBO, CUI,
etc.). We can add any other sets of relevant mappings to enrich the final set of
extracted mappings. At the end of the mappings extraction step we obtain a
large set of mappings. We merge these mappings to obtain the Global Mapping
Graph (naturally some mappings have common concepts). We note that this
step is done just for once; the Global Mapping Graph is an independent resource
that can be exploited to match any couple of ontologies. In case of enriching the
repository with a new ontology, we will only extract its related mappings with
other ontologies, and adding them to the resulted graph.
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3.2 Anchoring Source Concepts

The second step consists in anchoring source concepts on the Global Mapping
Graph. If the source ontology is stored in the repository, the anchors are the
source concepts themselves. Otherwise, the anchors can be found using a lexi-
cal matcher on the concept labels between the source ontology and all concepts
of the Global Mapping Graph. In this case, the mappings returned by the lexi-
cal matcher will be the first selected mappings in the Specific Mapping Graph.
The use of a lexical matcher offers the advantages of being fast (anchoring is a
preprocessing stage) and effective in aligning biomedical ontologies [10]. For a
given source concept we can get wrong anchors, for that we can imagine to use
more sophisticated matchers but this choice could entail higher costs in terms
of resources (time and memory). In our approach we propose to let the filter at
the end (see Sect. 3.5).

3.3 Selection of the Specific Mapping Graph

This step allows selecting the appropriate fragment from the Global Mapping
Graph for a given input ontology (Algorithm1). For each concept in the list
of source anchors, we select its direct mappings in the Global Mapping Graph
(mappings of different provenance). For each new concept in the Specific Mapping
Graph, we search for their direct mappings and so on, until no new concept is
found. Indeed if a concept A is mapped directly to B, the concept B may be
automatically or manually mapped to another concept C that has no mapping
with A. Finally, we obtain the Specific Mapping Graph which is composed of all
concepts related to the source ontology interconnected via selected mappings. It
is interesting to note that this Specific Mapping Graph is not limited in number
of used ontologies, our units are concepts, not ontologies.

3.4 Anchoring Target Concepts

This step is necessary only if the target ontology is not in the initial repository.
Otherwise, the anchors are the target concepts themselves. Indeed, if a target
concept belongs to a mapping related to the source ontology, this target concept
should be already in the resulted Specific Mapping Graph. In the same manner
(see Sect. 3.2), we can use any efficient lexical matcher to anchor target concepts
on Specific Mapping graph concepts and add the returned alignment in it.

3.5 Filtering Candidates Mappings

To derive mappings between the source and the target ontologies, we search
for all paths between the source anchors and the target anchors in the Specific
Mapping Graph. In Fig. 2 we can find an example of paths between the concept
(MA:1012) and the concept (NCIT:C32337). One source concept may have sev-
eral target concepts (several mapping candidates). Indeed, mappings composing
the Specific Mapping Graph, in particular automatically produced ones, may be
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Algorithm 1. Specific Mapping Graph Selection
Input: Global MappingGraph, source Anchors,MappingsResulted FromAnchoring
Output: SpecificMappingGraph
if sourceOntology ¢ BiomedicalOntologyRepository then
Speci ficM appingGraph=M appings Resulted From Anchoring
end if
for each c € sourceAnchors do
listConcepts.add(c)
end for
next «— 0
while next < listConcepts.size() do
x — listConcepts.get(next)
Extract S from Global M appingGraph: all direct mappings of z
for each m € S do
if m & SpecificM appingGraph then
Speci ficM appingGraph.add(m)
end if
if m.targetConcept & listConcepts then
listConcepts.add(m.targetConcept)
end if
end for
next + +
end while
return SpecificMappingGraph

not precise (or wrong) which lead to derive wrong mappings. The challenge is to
select the most accurate candidate target concept, especially if we deal with 1:1
mappings (searching only for equivalence relationship). In our case, a candidate
mapping corresponds to one or several paths linking the same source concept to
the same target concept. Paths in Fig. 2 represents a candidate mapping between
the concept (MA:1012) and the concept (NCIT:C32337). We have experimented
different aggregation strategies (see Sect. 6.2) to select one mapping from several
candidates for a given source concept, but these strategies produced a low recall.
To improve the quality of the final alignment, we propose a novel measure to
select for a given source concept the best mapping from several candidates. This
measure is described in the next Section.

4 Path Confidence Measure

We define the type of a given path as a distinct sequence of provenances that
forms this path, independently from intermediate concepts. For example, the
type of path linking the concept (MA:1012) to the concept (MeSH:D17626) in
Fig.2 is OO (OBO_OBO). The types of path linking the concept (MA:1012) to
the concept (NCIT:C32337) are: OO, OSO, OLLL, etc.

To enhance the selection of the final mappings, we propose the novel Path
Confidence Measure(PCM) that takes the confidence value of given path type
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Fig. 2. Extracted mappings from BioPortal for the mouse anatomy concept 1012 (each
concept is represented by the acronym of its ontology and its code within BioPortal)

into account. The confidence value is a score assigned to each path type according
to its ability to discover correct mappings. This measure is inspired from the
most frequent aggregation strategy (also called popularity in [16]) based on the
hypothesis: for a given source concept, the most accurate target concept is the
concept that has the highest number of paths linking it to this source concept.
In this hypothesis we assume that all path types has the same confidence value.
However, the quality of discovered mappings is different from one path type to
another. Indeed, some types give better results than the others (see Sect.5).
For this purpose, we introduce the confidence value of a given path type as
a coefficient to be multiplied by the number of paths of this type. The Path
Confidence Measure for a given candidate mapping (Cs, C;) is defined as the sum
of the number of each path type linking Cs to C; multiplied by its confidence
value. We use the log function to avoid the over-estimation of a given candidate
mapping due to a large number of a given path type. We add 1 to avoid log(0)
and we divide by the max sum to normalize values between 0 and 1. For a given
candidate mapping (Cs, C}), we compute the PCM value of the target concept
C; as follows:

>izi log(1+ NP, x CV;)
maxf2, >3 log(1+ NPj; x OV;)

PCM(CS7Ct) =

where n is the number of different types of paths that lead to the target concept
Cy from the source concept Cs; NP; is the number of paths of type ¢ linking
Cs to Cy; CV; is the confidence value of the path of type i; m is the number of
concepts of the source ontology. This measure is proposed only to select for a
given source concept, one target concept from several candidates.
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5 Implementation

To evaluate our approach, we have implemented it using the reference repository
of biomedical ontologies NCBO BioPortal and the ontologies of the Anatomy
track from Ontology Alignment Evaluation Initiative 2015°.

5.1 NCBO BioPortal

NCBO BioPortal is a community based repository. Currently, it is one of the rich-
est repository in the biomedical domain with more than 500 biomedical ontolo-
gies. The repository offers a REST web services APLS In particular, mappings of
different provenances” between stored ontologies. In addition of OBO and CUI
mappings that we have previously explained, the repository generates automat-
ically other mappings such as LOOM [10], SAME_URI and REST mappings.
LOOM mappings are based on close lexical match between preferred names of
concepts or a preferred name and a synonym. The lexical match involves remov-
ing white-space and punctuation from labels. SAME_URI mappings are based
on exact match between the URI of concepts. Finally, REST mappings that are
mappings uploaded manually by users of the portal, they represent the minority.
In addition, the portal integrates an efficient Annotator [15] which can be used
as a lexical matcher. For a given concept label, the Annotator returns a list of
concepts that have the same label.

5.2 Anatomy Track

The Anatomy track consists in finding an alignment of 1516 mappings between
the Adult Mouse Anatomy ontology (2738 concepts)and a part of the NCI The-
saurus (describing the human anatomy 3298 concepts). The task has a good
share of non-trivial mappings.

Instead of creating a local repository of biomedical ontologies, we have chosen
to use the NCBO BioPortal. Another factor that motivates our choice is the
mappings of different provenances that are stored and accessible through its
REST API. Consequently, BioPortal can be considered as a huge graph where
nodes are concepts and edges are mappings with different provenances. With
this vision, BioPortal can play the role of the Global Mapping Graph in our
approach. Also, the source and the target ontologies of the Anatomy track are
already stored in BioPortal, we do not need to anchor concepts (see Sects. 3.2
and 3.4), we can access directly to them using their URI. Consequently, to run
our approach, we need just to execute the steps 3 and 5 of the proposed approach
to produce the final alignment.

® http://oaei.ontologymatching.org/2015/.
5 http://data.bioontology.org/documentation.
" http:/ /www.bioontology.org/wiki/index.php/BioPortal_Mappings.
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6 Evaluation

The selection of the Specific Mapping Graph step with the mouse anatomy (MA)
as a source ontology and the NCBO BioPortal as Global Mapping Graph has
produced a graph® combining 85192 concepts and 368371 mappings of different
provenance (see Fig.2). We have extracted the preferred label of each concept
and annotate it using the BioPortal Annotator, because it works with a richest
synonym dictionary which allows to discover mappings that the LOOM algo-
rithm does not discover. Indeed, the LOOM algorithm is based only on close lex-
ical match without using any complementary resources. Mappings are extracted
in JSON format as we can see in [2], we note that no score is assigned to these
mappings, we have just the information about their provenance. It is important
to keep this information to be able to explain the provenance of a given derived
mapping by the end. The distribution of extracted mappings per provenance is
presented in Table 1. As we can see, the number of the annotator mappings is
greater than the number of LOOM mappings, this can be explained by the fact
that the annotator works only with exact string match whereas LOOM involves
some pretreatment such as removing white-space and punctuation from labels.

Table 1. Number of extracted mappings per provenance

Provenance of mappings | Number of mappings
LOOM 196225
Annotator 78446
OBO 65305
CUI 17551
SAME_URI 10488
REST 356

6.1 Evaluation of Paths Types Quality

From the resulted Specific Mapping Graph, we have extracted all possible paths
between the concepts of the source ontology MA and the concepts of the target
ontology NCIt. Each path represents a candidate mapping that may be true or
false according to the reference alignment provided by OAEI2015. We have com-
puted the true positive mappings (mappings present in the reference alignment)
and the false positive mappings (mappings absent in the reference alignment)
for each type of path. Using these parameters, we have computed the precision,
recall and F-Score for each type of path. Figure 3 represents the top 50 path types
ranked according to the F-Score measure. Based on the obtained results, we can

8 We have created the graph using the graph database Neo4J (https://neodj.com/).
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conclude that the best paths are the shortest ones: direct matching (paths of type
A and L), paths with two steps; one mediator concept (OO,LA,LL,0OA,LA) and
paths with three steps; two mediator concepts (OOA,LLA,LLL). We note that
the combination of manually and automatically produced mappings provides a
good results(e.g., LAJOOA,LA). The longest paths return a few mappings can-
didates, and generally wrong ones (see Fig. 4).

M False positive mappings M True positive mappings

1403

[ S T SERV - Y

1017

Fig. 4. True positive/False positive mappings per length of paths (number of steps)

According to this study, we have chosen to use the F-Score of each path’s
type as its confidence value to asses its ability to discover true positive mappings.

6.2 Evaluation of Final Alignment Quality

In order to evaluate the quality of the Specific Mapping Graph, we have compared
mappings derived from it (mappings linking MA concepts to NCIt concepts) to
the reference mappings of the Anatomy track. First of all, we have evaluated
all mappings derived from the Specific Mapping Graph without any aggregation
strategy. Then, we have experimented three strategies to select only one target
concept for each source concept: (i) the first found; i.e. the final node of the
shortest path leading to the target ontology (ii) the most visited target concept;
it is the concept of the target ontology that has the highest number of paths
from a given source concept and (iii) the target concept that has the greatest
PCM score (path’s type F-Score as confidence value). Then, we have compared
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the alignment produced by our approach to the final alignments of the four
top systems in OAEI 2015 [4] for the Anatomy track. The results presented in
Table 2 show that our final alignment is competitive with top alignment systems.
Without any strategy of aggregation, our final alignment has the best precision
but relatively a low recall, what gives it the worst F-Score. However, the use of
any aggregation strategy improve the recall, and lets our final alignment having
the second position after AML system. We note that AML and LogMapBio [14]
systems use already biomedical ontologies as BK. Also, AML implement several
features that help improving the final alignment. The best F-Score is obtained
using the PCM measure for the selection of final mappings. Indeed, the proposed
measure promotes paths with high confidence.

Table 2. Quality evaluation of the discovered mappings

Systems Mappings | Correct | Incorrect | Precision | Recall | F-Score
Resulted BK | All mappings | 2247 1416 831 0,934 0,630 |0,753
First found 1504 1366 138 0,901 0,909 | 0,905
Most frequent | 1504 1372 | 132 0,905 0,912 | 0,909
PCM 1503 1395 108 0,920 0,928 | 0,924
AML 1477 1412 66 0,931 | 0,956 0,944
LogMapBio 1549 1366 183 0,901 0,882 |0,891
LogMap 1397 1282 115 0.846 0,918 |0,88
XMAP 1414 1312 102 0,865 0,928 | 0,896

6.3 Specific Mapping Graph: Usefulness Evaluation

The mapping gain [8] is a measure proposed to asses the usefulness of a BK for a
given task of alignment. It measures how many new mappings have been found
in an alignment A thanks to a given BK comparing to another alignment B. For
clarity, we recall here the formula of this measure. Given two alignments A and
B between ontologies S and T, the mapping gain between A and B is defined as
the fraction of mappings in A that are not in B.

Co(AN-B) C(AN-B)

MG(A, B) = Min( B GB)

)

where Cs and C; denote respectively the sets of concepts in the alignments (A
and B) and belong respectively to the source and the target ontologies.

To evaluate the usefulness of the Specific Mapping Graph as a BK, we have
computed the mapping gain using the previous formula replacing A by our final
derived alignment (with PCM) and B by one of alignments produced by the four
top systems in the OAEI 2015 (see Table 3).

9 http://oaei.ontologymatching.org/2015 /results /anatomy /index.html.
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Table 3. Mapping gain using resulted BK

Systems # Absent concepts of MA | # Absent concepts of NCIT | Mapping gain
AML 7 195 5%
LogMapBio | 134 247 9%
XMAP 188 302 13%
LogMap 218 337 16 %

Based on analysis done in [§8], the authors conclude that if the use of a BK
provides a mapping gain greater than 2 %, the BK could be considered as use-
ful. According to that, the Specific Mapping Graph is useful for all these systems
(state-of-the-art alignment systems). We can observe that the resulted BK is sig-
nificantly useful for XMAP and LogMap because they do not use any biomedical
ontologies as a BK. The other systems already use biomedical ontologies as a
BK. AML uses three ontologies (Uberon, DOID and Mesh) which represents 292
591 concepts. LogMap uses top ten ontologies returned by the algorithm pre-
sented in [5]. The first ontology returned by this algorithm is SNOMEDCT which
contains 324129 concepts. In the last both cases we observe the large number
of concepts comparing to the Specific Mapping Graph’s concepts number (85192
concepts). We observe also that even if AML and LogMap use a biomedical BK,
the Specific Mapping Graph allows to enhance their results. Table4 presents
the number of reference mappings found by our approach, missed by the other
systems.

Table 4. Mappings found by our approach, missed by top alignment systems

AML | LogMapBio | XMAP | LogMap
20 87 161 133

7 Related Work

The selection of the appropriate BK to enhance biomedical ontology matching
is an active research issue. Several approaches have been proposed to address
it. To avoid the complexity of an automatic selection, many approaches usually
manually select the relevant BK. For examples, WordNet is used in [20], DOLCE
in [17]. The manual selection does not guarantee the enhancement of a given
task of alignment, and requires a wide range of knowledge. For this purpose,
several automatic approaches have been defined to select the appropriate BK as
those described in [18,19]. The most similar work to this paper is done in [12].
Their approach consists in aligning the source and the target ontologies with
each ontology in a set of intermediate ontologies. Then, compose the different
produced alignments to derive mappings between source and target ontologies.
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The authors do not extract manually produced mappings and they do not extract
mappings between intermediates ontologies. Using their approach, one can derive
only mappings with one mediator concept (paths of two steps only). In the
same manner [5] propose to compose mappings after selecting dynamically five
ontologies from BioPortal. However, and as we can see in Fig. 4, paths of length
three (two mediator concepts) and four (three mediator concepts) return many
reference mappings. For example, 945 reference mappings are returned by three-
step-paths. This can be the explanation of the high F-Score obtained by our
approach (0.928) comparing to the F-Score obtained in their experimentation
(0.847 and 0.913 respectively).

Recently, other measures have been proposed to select the most appropriate
set of ontologies (which represents the BK) as the effectiveness [13] and the
mapping gain [8] measures. The drawback of the proposed measures resides in
the fact that they select the whole ontologies (many thousands of concepts) even
if we need just for a fragment from these ones. Furthermore, dealing with whole
ontologies makes it necessary to limit the number of selected ontologies. In our
approach, there is no limitation of the number of selected ontologies, our units
are concepts. We select only concepts that may help us to discover new mappings
without considering the number of used ontologies. In [8] the selection is based
on the mapping gain score. The ontologies with a low mapping gain (less then
the defined threshold) are eliminated even if they contain some concepts that
may help to discover reliable mappings. In our case, we do not select specific
ontologies but we work with all ontologies in the repository at the same time.
We propose to follow mappings of different provenances, and select progressively
potential useful concepts. Therefore, we combine the lexical overlapping with
the human knowledge from mappings produced manually without eliminating
any candidate mediator concept.

Furthermore, in all other approaches, the selection and the combination of dif-
ferent ontologies is based only on mappings produced automatically, they do not
distinguish different types of mappings (different provenances). They are based
mainly on the lexical overlapping between the BK and ontologies to be aligned.
This criteria does not guarantee the selection of the best BK. For instance,
the huge biomedical ontology SNOMED-CT with its rich lexical content may
always be ranked first to match biomedical ontologies, even if more appropri-
ate BK are available as Uberon for Anatomy in [5]. The use of SNOMED-CT
needs more resources, memory to manage the whole ontology and time to anchor
concepts on it.

Moreover, the Specific Mapping Graph could be reused as a resource to map
the source ontology with any other ontology. If a new ontology is added to the
initial repository, we just need to extract its related mappings with the concepts
in the Specific Mapping Graph and integrate them. In the previous approaches,
one will need to restart the selection process from scratch. The probability of not
finding an anchor for a given concept in a rich repository of biomedical ontologies
as NCBO BioPrtal (8150126 concepts) is very low. In this case, we can search
on the web for ontologies that may contain this concept as proposed in [1,18].
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8 Conclusion and Future Work

This paper deals with the selection and the combination of heterogeneous exist-
ing mappings, produced manually and automatically, stored in a biomedical
repository, to discover new ones. OQur approach is based on building the Specific
Mapping Graph as a BK. Such graph allows to get an alignment of high quality
between ontologies to be aligned without using complex lexical and structural
measures. One source concept may have several candidates target concepts. To
select the most accurate one, we have proposed the Path Confidence Measure
that takes the confidence of a given path type into account.

The presented evaluation shows that our approach provides good results,
competitive to those of state-of-the-art systems. Also, that the reuse of existing
mappings allows discovering mappings missed by the previous approaches.

The explanation of final mappings is one of challenges of ontology match-
ing [21]. Indeed, it is very important to be able to justify the provenance of a
given mapping instead of a simple score. In our approach, each found mapping
is deducted from one or several paths. The edges of paths are tagged with their
provenance. Consequently, all found mappings are explained.

Moreover, we have evaluated our approach using one benchmark (Anatomy
benchmark). For a better evaluation, we will evaluate it on other OAEI biomed-
ical benchmarks. Also to improve the quality of the final alignment, we plan to
study the impact of the variation of the PMC threshold on the F-Score, currently
no threshold is applied. Also, the coherence of automatically produced BioPor-
tal mappings has been critiqued in [9]. For this purpose, we plan to integrate
a semantic verification into our approach to improve the quality of produced
alignment. Currently our approach is used to derive only 1:1 mappings. We
will experiment the usefulness of our method to derive n:m mappings. This will
be possible if we extract not only mappings but also fragments of ontologies
(sequence of concepts linked with is_a relationship) that connect two concepts
in the Specific Mapping Graph if they belong to the same ontology.
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Abstract. The paper presents an approach to extract knowledge from
large text corpora, in particular knowledge that facilitates object manip-
ulation by embodied intelligent systems that need to act in the world.
As a first step, our goal is to extract the prototypical location of given
objects from text corpora. We approach this task by calculating related-
ness scores for objects and locations using techniques from distributional
semantics. We empirically compare different methods for representing
locations and objects as vectors in some geometric space, and we evalu-
ate them with respect to a crowd-sourced gold standard in which human
subjects had to rate the prototypicality of a location given an object.
By applying the proposed framework on DBpedia, we are able to build
a knowledge base of 931 high confidence object-locations relations in a
fully automatic fashion (The work in this paper is partially funded by
the ALOOF project (CHIST-ERA program)).

1 Introduction

Embodied intelligent systems such as robots require world knowledge to be able
to perceive the world appropriately and perform appropriate actions on the basis
of their understanding of the world. Take the example of a domestic robot that
has the task of tidying up an apartment. A robot needs, e.g., to categorize
different objects in the apartment, know where to put or store them, know
where and how to grasp them, and so on. Encoding such knowledge by hand
is a tedious, time-consuming task and is inherently prone to yield incomplete
knowledge. It would be desirable to develop approaches that can extract such
knowledge automatically from data.

To this aim, in this paper we present an approach to extract object knowledge
from large text corpora. Our work is related to the machine reading and open
information extraction paradigms aiming at learning generic knowledge from text
corpora. In contrast, in our research we are interested in particular in extracting
knowledge that facilitates object manipulation by embodied intelligent systems
that need to act in the world. Specifically, our work focuses on the problem of
© Springer International Publishing AG 2016

E. Blomqvist et al. (Eds.): EKAW 2016, LNAI 10024, pp. 34-50, 2016.
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relation extraction between entities mentioned in the text!. A relation is defined
in the form of a tuple ¢t = (e1; e9;...; €, ) where the e; are entities in a predefined
relation r within document D [1]. We develop a framework with foundations
in distributional semantics, the area of Natural Language Processing that deals
with the representation of the meaning of words in terms of their distributional
properties, i.e., the context in which they are observed. It has been shown in
the literature that distributional semantic techniques give a good estimation
of the relatedness of concepts expressed in natural language (see Sect.3 for a
brief overview of distributional semantics principles). Semantic relatedness is
useful for a number of tasks, from query expansion to word association, but
it is arguably too general to build a general knowledge base, i.e., a triple like
<entityl, relatedTo, entity2> might not be informative enough for many
purposes.

Distributional Relation Hypothesis. We postulate that the relatedness relation
encoded in distributional vector representations can be made more precise based
on the type of the entities involved in the relation, i.e., if two entities are distri-
butionally related, the natural relation that comes from their respective types is
highly likely to occur. For example, the location relation that holds between an
object and a room is represented in a distributional space if the entities represent-
ing the object and the room are highly associated according to the distributional
space’s metric.

Based on this assumption, as a first step of our work, we extract the proto-
typical location of given objects from text corpora. We frame this problem as a
ranking task in which, given an object, our method computes a ranking of loca-
tions according how protoypical a location they are for this object. We build on
the principle of distributional similarity and map each location and object to a
vector representation computed on the basis of words these objects or locations
co-occur with in a corpus. For each object, the locations are then ranked by the
cosine similarity of their vector representations.

The paper is structured as follows. Section2 discusses relevant literature,
while Sect. 3 provides a background on word and entity vector spaces. Section 4
describes the proposed framework to extract relations from text. Sectionb
reports on the creation of the goldstandard, and on the experimental results.
Section 6 describes the obtained knowledge base of object locations, while con-
clusions end the paper.

2 Related Work

Our work relates to the three research lines discussed below, i.e.: (i) machine
reading, (ii) supervised relation extraction, and (%ii) encoding common sense
knowledge in domain-independent ontologies and knowledge bases.

! In the rest of the paper, the labels of the entities are identifiers from DBpedia URIs,
stripped of the namespace http://dbpedia.org/resource/ for readability.
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The Machine Reading Paradigm. In the field of knowledge acquisition from the
Web, there has been substantial work on extracting taxonomic (e.g. hypernym),
part-of relations [15] and complete qualia structures describing an object [8].
Quite recently, there has been a focus on the development of systems that can
extract knowledge from any text on any domain (the open information extrac-
tion paradigm [13]). The DARPA Machine Reading Program [2] aims at endow-
ing machines with capabilities for lifelong learning by automatically reading
and understanding texts (e.g. [12]). While such approaches are able to quite
robustly acquire knowledge from texts, these models are not sufficient to meet
our objectives since: (i) they lack visual and sensor-motor grounding, (i) they
do not contain extensive object knowledge. Thus, we need to develop additional
approaches that can harvest the Web to learn about usages, appearance and
functionality of common objects. While there has been some work on grounding
symbolic knowledge in language [29], so far there has been no serious effort to
compile a large and grounded object knowledge base that can support cognitive
systems in understanding objects.

Supervised Relation Extraction. While machine reading attempts to acquire gen-
eral knowledge by reading texts, other works attempt to extract specific relations
applying supervised techniques to train classifiers. A training corpus in which
the relation of interest is annotated is typically assumed (e.g. [6]). Another pos-
sibility is to rely on the so called distant supervision assumption and use an
existing knowledge base to bootstrap the process by relying on triples or facts
in the knowledge base to label examples in a corpus (e.g. [17,18,36,38]). Other
researchers have attempted to extract relations by reading the Web, e.g. [4]. Our
work differs from these approaches in that, while we are extracting a specific rela-
tion, we do not rely on supervised techniques to train a classification model, but
rather rely on semantic relatedness and distributional similarity techniques to
populate a knowledge base with the relation in question.

Ontologies and KB of Common Sense Knowledge. DBpedia®? is a large-
scale knowledge base automatically extracted from semi-structured parts of
Wikipedia. Besides its sheer size, it is attractive for the purpose of collecting
general knowledge given the one-to-one mapping with Wikipedia (allowing us
to exploit the textual and structural information contained in there) and its
position as the central hub of the Linked Open Data cloud.

YAGO [34] is an ontology automatically created by mapping relations
between WordNet synsets such as hypernymy and relations between Wikipedia
pages such as links and redirects to semantic relations between concepts. Despite
its high coverage, for our goals YAGO suffers from the same drawbacks of
DBpedia, i.e. a lack of general relations between entities that are not instance of
the DBpedia ontology, such as common objects. While a great deal of relations
and properties of named entities are present, knowledge about, e.g. the location
or the functionality of entities is missing.

2 http://dbpedia.org.
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ConceptNet? [23] is a semantic network containing lots of things computers
should know about the world. While it shares the same goals of the knowledge
base we aim at building, ConceptNet is not a Linked Open Data resource. In
fairness, the resource is in a graph-like structure, thus RDF triples could be
extracted from it, and the building process provides a way of linking the nodes
to DBpedia entities, among other LOD resources. However, we cannot integrate
ConceptNet directly in our pipeline because of the low coverage of the mapping
with DBpedia—of the 120 DBpedia entities in our gold standard (see Sect.5)
only 23 have a correspondent node in ConceptNet.

OpenCyC* attempts to assemble a comprehensive ontology and knowledge
base of everyday common sense knowledge, with the goal of enabling AI appli-
cations to perform human-like reasoning. While for the moment in our work we
focus on specific concepts and relations relevant to our scenario, we will consider
linking them to real-world concepts in OpenCyec.

3 Background: Word and Entity Vector Spaces

Word space models (or distributional space models, or word vector spaces) are
abstract representations of the meaning of words, encoded as vectors in a high-
dimensional space. A word vector space is constructed by counting cooccurrences
of pairs of words in a text corpus, building a large square n-by-n matrix where
n is the size of the vocabulary and the cell 7,j contains the number of times
the word 4 has been observed in cooccurrence with the word j. The i-th row
in a cooccurrence matrix is a n-dimensional vector that acts as a distributional
representation of the i-th word in the vocabulary. Words that appear in similar
contexts often have similar representations in the vector space; this similarity
is geometrically measurable with a distance metric such as cosine similarity,
defined as the cosine of the angle between two vectors. This is the key point
to linking the vector representation to the idea of semantic relatedness, as the
distributional hypothesis states that “words that occur in the same contexts
tend to have similar meaning” [16]. Several techniques can be applied to reduce
the dimensionality of the cooccurrence matrix. Latent Semantic Analysis [21],
for instance, uses Singular Value Decomposition to prune the less informative
elements while preserving most of the topology of the vector space, and reducing
the number of dimensions to 100-500.

In parallel, neural network-based models have recently began to rise to promi-
nence. To compute word embeddings, several models rely on huge amounts
of natural language texts from which a vector representation for each word is
learned by a neural network. Their representations of the words are based on
prediction as opposed to counting [3].

Vector spaces created on word distributional representations have been suc-
cessfully proven to encode word similarity and relatedness relations [9,31,32],

3 http://conceptnet5.media.mit.edu/.
4 http://www.opencyc.org/; as RDF representations: http://sw.opencyc.org/.
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while word embeddings have proven to be a useful feature in many natural lan-
guage processing tasks [10,22,33] in that they often encode semantically mean-
ingful information of a word.

4 'Word Embeddings for Relation Extraction

This section presents our framework to extract relations from natural language
text. The methods are based on distributional semantics, but present differ-
ent approaches to compute vector representations of entities: one is based on
a word embedding approach (Sect.4.1), the other on a LSA-based representa-
tion of DBpedia entities (Sect. 4.2). We present one framework for which we test
different ways of calculating the vector embeddings, each one having its own
specificities and strengths.

4.1 A Word Space Model of Entity Lexicalizations

In this section, we propose a neural network-based word embedding method for
the automatic population of a knowledge base of object-location relations. As
outlined in Sect. 1, we frame this task as a ranking problem and score the vec-
tor representation for object-location pairs with respect to how prototypical the
location is for the given object. Many word embedding methods encode useful
semantic and syntactic properties [20,26,28] that we leverage for the extrac-
tion of object-location relations. In this work, we restrict our experiments to
the skip-gram method [25]. The objective of the skip-gram method is to learn
word representations that are useful for predicting context words. As a result,
the learned embeddings often display a desirable linear structure [26,28]. In par-
ticular, word representations of the skip-gram model often produce meaningful
results using simple vector addition [26]. For this work, we trained the skip-gram
model on a corpus of roughly 83 million Amazon reviews [24].

Motivated by the compositionality of word vectors, we derive vector rep-
resentations for the entities as follows: considering a DBpedia entity such as
Public Toilet (we call this label the lexicalization), we clean it by removing
parts in parenthesis, convert it to lower case, and split it into its individual words.
We retrieve the respective word vectors from our pretrained word embeddings
and sum them to obtain a single vector, namely, the vector representation of
the entity: vector(public_toilet) = vector(public) + vector(toilet). The genera-
tion of entity vectors is trivial for “single-word” entities, such as Cutlery or
Kitchen, that are already contained in our word vector vocabulary. In this case,
the entity vector is simply the corresponding word vector. With this derived set
of entity vector representations, we compute cosine vector similarity score for
object-location pairs. This score is an indicator of how typical the location for
the object is. Given an object, we can create a ranking of locations with the
most likely location candidates at the top of the list (see Table 1).
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Table 1. Locations for a sample object, extracted by computing cosine similarity on
skip-gram-based vectors.

Object Location Cosine similarity
Dishwasher | Kitchen .636
Laundry_room | .531
Pantry .525
Wine_cellar .519

4.2 Distributional Representations of Entities

Vector representations of words (Sect. 4.1) are attractive since they only require a
sufficiently large text corpus with no manual annotation. However, the drawback
of focusing on words is that a series of linguistic phenomena may affect the vector
representation. For instance, a polysemous word as rock (stone, musical genre,
metaphorically strong person, etc.) is represented by a single vector where all
the senses are conflated.

NASARI [7], a resource containing vector representations of most of
DBpedia entities, solves this problem by building a vector space of concepts.
The NASARI vectors are actually distributional representations of the entities in
BabelNet [30], a large multilingual lexical resource linked to Wordnet, DBpedia,
Wiktionary and other resources. The NASARI approach collects cooccurrence
information of concepts from Wikipedia and then applies a LSA-like procedure
for dimensionality reduction. The context of a concept is based on the set of
Wikipedia pages where a mention of it is found. As shown in [7], the vector
representations of entities encode some form of semantic relatedness, with tests
on a sense clustering task showing positive results. Table2 shows a sample of
pairs of NASARI vectors together with their pairwise cosine similarity ranging
from —1 (totally unrelated) to 1 (identical vectors).

Table 2. Examples of cosine similarity computed on NASARI vectors.

Cherry | Microsoft
Apple 917 325
Apple_Inc | .475 778

Following the hypothesis put forward in the introduction, we focus on the
extraction of object-location relations by computing the cosine similarities of
object and location entities. We exploit the alignment of BabelNet with DBpedia,
thus generating a similarity score for pairs of DBpedia entities. For example, the
DBpedia entity Dishwasher has a cosine similarity of .803 to the entity Kitchen,
but only .279 with Classroom, suggesting that the appropriate location for a
generic dishwasher is the kitchen rather than a classroom. Since cosine similarity
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is a graded value on a scale from —1 to 1, we can generate, for a given object, a
ranking of candidate locations, e.g., the rooms of a house. Table 3 shows a sample
of object-location pairs of DBpedia labels, ordered by the cosine similarity of
their respective vectors in NASARI. Prototypical locations for the objects show
up at the top of the list as expected, indicating a relationship between the
semantic relatedness expressed by the cosine similarity of vector representations
and the actual locative relation of entities.

Table 3. Locations for a sample object, extracted by computing cosine similarity on
NASARI vectors.

Object Location Cos. similarity
Dishwasher | Kitchen .803
Air_shower_(room) | .788
Utility _room 763
Bathroom 758

5 Evaluation

This section presents the evaluation of the proposed framework for relation
extraction (Sect.4). We collected a set of relations rated by human subjects to
provide a common benchmark, and we test several methods with varying values
for their parameters. We then adopt the best performing method to automati-
cally build a knowledge base and test its quality against the manually created
gold standard dataset.

5.1 Gold Standard

To test our hypothesis, we collected a set of human judgments about the like-
lihood of objects to be found in certain locations. To select the objects and
locations for this experiment, every DBpedia entity that falls under the cat-
egory Domestic_implements, or under one of the narrower categories than
Domestic_implements according to SKOS®, is considered an object; every
DBpedia entity that falls under the category Rooms is considered a location.
This step results in 336 objects and 199 locations.

To select suitable object-location pairs for the creation of the gold stan-
dard, we need to filter out odd or uncommon examples of objects or locations
like Ghodiyu or Fainting room. For example, the rankings produced by the
cosine similarity of NASARI vectors (Table3) are cluttered with results that
are less prototypical because of their uncommonness. An empirical measure of

5 Simple Knowledge Organization System: https://www.w3.org/2004/02/skos/.


https://www.w3.org/2004/02/skos/

Populating a Knowledge Base with Object-Location Relations 41

commonness of entities could be used to rerank or filter the result to improve its
generality. To this extent, we use the URI counts extracted from the parsing of
Wikipedia with the DBpedia Spotlight tool for entity linking [11]. These counts
are derived, for each DBpedia entity, from the number of incoming links to its
correspondent Wikipedia page. We use it as an approximation of the notion of
commonness of locations, e.g., a Kitchen (URI count: 742) is a more common
location than a Billiard room (URI count: 82). Table4 shows an example of
using such counts to filter out irrelevant entries from the ranked list of candidate
locations for the entity Paper_towel according to NASARI-based similarity.

Table 4. Locations for Paper_towel, extracted by computing cosine similarity on
NASARI vectors with URI count. Locations with frequency <100 are in gray.

Location URI count | Cosine similarity
Air_shower_(room) | 0 671
Public_toilet 373 .634
Mizuya 11 597
Kitchen 742 .589

We rank the 66,864 pairs of Domestic_implements and Rooms using the afore-
mentioned entity frequency measure and select the 100 most frequent objects and
the 20 most frequent locations (2,000 object-location pairs in total). Examples
of pairs: (Toothbrush,Hall), (Wallet, Ballroom) and (Nail_file, Kitchen).

In order to collect the judgments, we set up a crowdsourcing experiment on
the Crowdflower platform®. For each of the 2,000 object-location pairs, contrib-
utors were asked to rate the likelihood of the object to be in the location out of
four possible values:

— —2 (unexpected): finding the object in the room would cause surprise, e.g.,
it is unexpected to find a bathtub in a cafeteria.

— —1 (unusual): finding the object in the room would be odd, the object feels
out of place, e.g., it is unusual to find a mug in a garage.

— 1 (plausible): finding the object in the room would not cause any surprise, it
is seen as a normal occurrence, e.g., it is plausible to find a funnel in a dining
room.

— 2 (usual): the room is the place where the object is typically found, e.g., the
kitchen is the usual place to find a spoon.

Contributors are shown ten examples per page, instructions, a short descrip-
tion of the entities (the first sentence from the Wikipedia abstract), a picture
(from Wikimedia Commons, when available), and the list of possible answers as
labeled radio buttons.

5 http:/ /www.crowdflower.com/.
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After running the crowdsourcing experiment for a few hours, we collected
12,767 valid judgments (455 were deemed “untrusted” by Crowdflower’s quality
filtering system based on a number of test questions we provided). Most of the
pairs have received at least 5 separate judgments, with some outliers collecting
more than one hundred judgments each. The average agreement, i.e. percentage
of contributors that answered the most common answer for a given question, is
64.74%. The judgments are skewed towards the negative end of the spectrum,
as expected, with 37 % pairs rated unexpected, 30 % unusual, 24 % plausible and
9% usual. The cost of the experiment was 86 USD.

5.2 Ranking Evaluation

The proposed methods produce a ranking on top of a list of locations, given
an input object. To test the validity of our methods we need to compare their
output against a gold standard ranking. The latter is extracted from the dataset
described in Sect. 5.1 by assigning to each object-location pair the average of
the numeric values of the judgments received. For instance, if the pair (Wallet,
Ballroom) has been rated —2 (unexpected) six times, —1 (unusual) three times,
and never 1 (plausible) or 2 (usual), its score will be about —1.6, indicating that
a Wallet is not very likely to be found in a Ballroom. The pairs are then ranked
by this averaged score on a per-object basis.

As a baseline, we apply two simple methods based on entity frequency. In
the location frequency baseline, the object-location pairs are ranked according
to the frequency of the location. The ranking is thus the same for each object,
since the score of a pair is only computed based on the location. This method
makes sense in absence of any further information on the object: e,g, a robot
tasked to find an unknown object should inspect “common” rooms such as a
kitchen or a studio first, rather than “uncommon” rooms such as a pantry. The
second baseline (link frequency) is based on counting how often every object is
mentioned on the Wikipedia page of every location and vice versa. A ranking
is produced based on these counts. An issue is that they could be sparse, i.e.,
most object-location pairs have a count of 0, thus sometimes producing no value
for the ranking for an object. This is the case for rather “unusual” objects and
locations.

For each object in the dataset, we compare the location ranking produced
by our algorithms to the gold standard ranking and compute the Normalized
Discounted Cumulative Gain (NDCG), a measure of rank correlation used in
information retrieval that gives more weight to the results at the top of the
list than at its bottom. This choice of evaluation metric follows from the idea
that it is more important to guess the position in the ranking of most likely
locations for a given object than to the least likely locations. Tableb shows
the average NDCG across all objects: methods NASARI-sim (Sect.4.2) and
SkipGram-sim (Sect.4.1), plus the two baselines introduced above. Both our
methods outperform the baselines with respect to the gold standard rankings.
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Table 5. Average NDCG of the produced rankings against the gold standard rankings.

Method NDCG
Location frequency baseline | .851
Link frequency baseline 875
NASARI-sim .903
SkipGram-sim .912

5.3 Precision Evaluation

The NDCG measure gives a complete account of the quality of the produced
rankings, but it is not easy to interpret apart from comparisons of different
outputs. To gain a better insight into our results, we provide an alternative
evaluation based on the “precision at k” measure. This Information Retrieval
measure is the number of retrieved items that are ranked in the top-k part of
the retrieved list and of the relevance ranking. In our experiments, for a given
object, precision at k is the number of locations among the first & of the produced
rankings that are also among the top-k locations in the gold standard ranking.
It follows that, with k = 1, precision at 1 is 1 if the top returned location is the
top location in the gold standard, and 0 otherwise. We compute the average of
precision at k for k =1 and k = 3 across all the objects. The results are shown
in Table6.

Table 6. Average precision at k for k =1 and k = 3.

Method Precision at 1 | Precision at 3
Location frequency baseline | .000 .008
Link frequency baseline .280 .260
NASARI-sim .390 .380
SkipGram-sim .350 .400

As for the rank correlation evaluation, our methods outperform the baselines.
The location frequency baseline performs very poorly, due to an idiosyncrasy in
the frequency data, that is, the most “frequent” location in the dataset is Aisle.
This behavior reflects the difficulty in evaluating this task using only automatic
metrics, since automatically extracted scores and rankings may not correspond
to common sense judgment.

The NASARI-based similarities outperform the SkipGram-based method
when it comes to guessing the most likely location for an object, as opposed
to the better performance of SkipGram-sim in terms of precision at 3 and rank
correlation (Sect. 5.2).

We explored the results and found that for 19 objects out of 100, NASARI-
sim correctly guesses the top ranking location but SkipGram-sim fails, while the
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opposite happens 15 out of 100 times. We also found that the NASARI-based
method has a lower coverage than the other method., due to the coverage of the
original resource (NASARI), where not every entity in DBpedia is assigned a
vector (objects like Back- pack and Comb, and locations like Loft are all missing).
The SkipGram-based method also suffer from this problem, however, only for
very rare or uncommon objects and locations (as Triclinium or Jamonera).
These findings suggest that the two methods could have different strengths and
weaknesses. In the following section we show two strategies to combine them.

5.4 Hybrid Methods: Fallback Pipeline and Linear Combination

The results from the previous sections highlight that the performance of our
two main methods may differ qualitatively. In an effort to overcome the cover-
age issue of NASARI-sim, and at the same time experiment with hybrid meth-
ods to extract location relations, we devised two simple ways of combining the
SkipGram-sim and NASARI-sim methods. The first method is based on a fall-
back strategy: given an object, we consider the pair similarity of the object to
the top ranking location according to NASARI-sim as a measure of confidence.
If the top ranked location among the NASARI-sim ranking is exceeding a cer-
tain threshold, we consider the ranking returned by NASARI-sim as reliable.
Otherwise, if the similarity is below the threshold, we deem the result unreli-
able and we adopt the ranking returned by SkipGram-sim instead. The second
method produces an object-location similarity scores by linear combination of
the NASARI and SkipGram similarities. The similarity score for the generic pair
0,1 is thus given by sim(o,l) = asimyasari(0,1) + (1 — &)simsgipGram (0,1),
where parameter o controls the weight of one method w.r.t. the other.

Table 7. Rank correlation and precision at k for the method based on fallback strategy.

Method NDCG | precision at 1 | precision at 3
Fallback strategy (threshold=.4)|.907 .410 .393
Fallback strategy (threshold=.5) |.906 .400 .393
Fallback strategy (threshold=.6) | .908 .410 .406
Fallback strategy (threshold=.7) |.909 .370 .396
Fallback strategy (threshold=.8) |.911 .360 .403
Linear combination (a=.0) 912 .350 .400
Linear combination (a=.2) 911 .380 407
Linear combination (a=.4) 913 .400 423
Linear combination (a=.6 911 .390 417
Linear combination (a=.8) 910 .390 .410
Linear combination (a=1.0) .903 .390 .380
Max 911 410 413
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Table 7 shows the obtained results, with varying values of the parameters
threshold and «. The line labeled Max shows the result obtained by choosing
the highest similarity between NASARI-sim and SkipGram-sim, for comparison.
While the NDCG is basically not affected, both precision at 1 and precision at
3 show an increase in performance with respect to any of the previous methods.

6 Building a Knowledge Base of Object Locations

In the previous section, we tested how the proposed methods succeed in deter-
mining the relation between given objects and locations on a closed set of entities
(for the purpose of evaluation). In this section we return to the original moti-
vation of this work, that is, to collect location information about objects in an
automatic fashion.

All the methods introduced in this work are based on some measure of relat-
edness between entities, expressed as a real number in the range [—1,1] inter-
pretable as a sort of confidence score relative to the target relation. Therefore,
by imposing a threshold on the similarity scores and selecting only the object-
location pairs that score above said threshold, we can extract a high-confidence
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set of object-location relations to build a new knowledge base from scratch.
Moreover, by using different values for the threshold, we are able to control the
quality and the coverage of the produced relations.

We test this approach on the gold standard dataset introduced in Sect. 5,
using the version with data aggregated by Crowdflower: the constributors’
answers are aggregated using relative majority, that is, each object-location pair
has exactly one judgment assigned to it, corresponding to the most popular judg-
ment among all the contributors that answered that question. We extract two
lists of relations from this dataset to be used as a gold standard for experimental
tests: one list of the 156 pairs rated 2 (usual) by the majority of contributors,
and a larger list of the 496 pairs rated either 1 (plausible) or 2 (usual). The aggre-
gated judgments in the gold standard have a confidence score assigned to them
by Crowdflower, based on a measure of inter-rater agreement. Pairs that score
low on this confidence measure (<0.5) were filtered out, leaving respectively 118
pairs in the “usual” set 496 pairs in the “plausible or usual” set.

We order the object-location pairs produced by our two main methods by
similarity score, and select the first n from the list, with n being a parame-
ter. We also add to the comparison the results of the two hybrid methods from
Sect. 5.4, with the best performing parameters in terms of precision at 1, namely
the fallback strategy with threshold on similarity equal to 0.6 and the linear com-
bination with @ = 0.4. For the location relations extracted with these methods,
we compute the precision and recall against the gold standard sets, with varying
values of n. Here, the precision is the percentage of correctly predicted pairs in
the set of all predicted pairs, while the recall is the percentage of predicted pairs
that also occur in the gold standard. Figures1 and 2 show the evaluation of
the four methods evaluated against the two aggregated gold standard datasets
described above. Figures 1c and 2c, in particular, show F-score plots for a direct
comparison of the performance. The precision and recall figures show similar
performances for all the methods, with the SkipGram-sim method obtaining
a generally higher recall. The SkipGram-sim method produces generally better-
quality sets of relations. However, if the goal is high precision, the other methods
may be preferable.

Given these results, we can aim for a high-confidence knowledge base by
selecting the threshold on object-location similarity scores that produces a rea-
sonably high precision knowledge base in the evaluation. For instance, the knowl-
edge base made by the top 50 object-location pairs extracted with the linear com-
bination method (o = 0.4) has 0.52 precision and 0.22 recall on the “usual” gold
standard (0.70 and 0.07 respectively on the “usual” or “plausible” set, see Figs. 1a
and 2a). The similarity scores in this knowledge base range from 0.570 to 0.866.
Following the same methodology that we used to construct the gold standard set
of objects and locations (Sect. 5.1), we extract all the 336 Domestic_implements
and 199 Rooms from DBpedia, for a total of 66,864 object-location pairs. Selecting
only the pairs whose similarity score is higher than 0.570, according to the lin-
ear combination method, yields 931 high confidence location relations. Of these,
only 52 were in the gold standard set of pairs (45 were rated “usual” or “plau-
sible” locations), while the remaining 879 are new, such as (Trivet, Kitchen),



Populating a Knowledge Base with Object-Location Relations 47

(Flight_bag, Airport_lounge) or (Soap._dispenser, Unisex_public_toilet).
The distribution of objects across locations has an arithmetic mean of 8.9 objects
per location and standard deviation 11.0.Kitchen is the most represented loca-
tion with 89 relations, while 15 out of 107 locations are associated with one
single object.”

7 Conclusion and Future Work

This paper presents novel methods to extract object relations, focusing on the
typical locations of common objects. The proposed approaches are based on
distributional semantics, where vector spaces are built that represent words or
concepts in a high-dimensional space. We then map vector distance to semantic
relatedness, and instantiate a specific relation that depends on the type of the
entities involved (e.g., an object highly related to a room indicates that the room
is a typical location for the object)®.

The NASARI-based scoring method is a concept-level vectors space model
derived from BabelNet. The skip-gram model (Sect.4.1) is trained on Amazon
review data and offers a word-level vector space which we exploit for scoring
object-location pairs. Experiments on a crowdsourced dataset of human judg-
ments show that they offer different advantages. To combine their strengths,
we test two combination strategies, and show an improvement on their perfor-
mances. Finally, we select the best parameters to extract a new, high-precision
knowledge base of object locations.

As future work, we would like to employ retrofitting [14] to enrich our pre-
trained word embeddings with concept knowledge from a semantic network such
as ConceptNet or WordNet [27] in a post-processing step. With this technique, we
might be able to combine the benefits of the concept-level and word-level seman-
tics in a more sophisticated way to bootstrap the creation of an object-location
knowledge base. We believe that this method is a more appropriate tool than the
simple linear combination of scores. By specializing our skip-gram embeddings
for relatedness instead of similarity [19] even better results could be achieved.
Apart from that, we would like to investigate knowledge base embeddings and
graph embeddings [5,35,37] that model entities and relations in a vector space
in more detail. By defining an appropriate training objective, we might be able
to compute embeddings that encode directly object-location relations and thus
are tailored more precisely to our task at hand. Finally, we used the frequency of
entity mentions in Wikipedia as a measure of commonality to drive the creation
of a gold standard set for evaluation. This information, or equivalent measures,
could be integrated directly into our relation extraction framework, for example
in the form of a weighting scheme, to improve its predictions accuracy.

" The full automatically created knowledge base is available at http://project.inria.
fr/aloof/files/2016/04/objectlocations.nt_.gz.

8 All the datasets resulting from this work are available at https://project.inria.fr/
aloof/data/.
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As main limitation of our current work, it needs to be stressed that the rela-
tion in question (here isLocatedAt) is predicted in all cases where the semantic
relatedness is over a certain threshold. Thus, the method described is not specific
for the particular relation given. In fact, the relation we predict is a relation of
general (semantic) association. In our particular case, the method works due to
the specifiy of the types invovled (room and object), which seem to be specific
enough to restict the space of possible relations. It is not clear, however, to which
other relations our method would generalize. This is left for future investigation.
In particular, we intend to extend our method so that a model can be trained
to predict a particular relation rather than a generic associative relationship.
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Abstract. The ontology engineering research community has focused
for many years on supporting the creation, development and evolution
of ontologies. Ontology forecasting, which aims at predicting semantic
changes in an ontology, represents instead a new challenge. In this paper,
we want to give a contribution to this novel endeavour by focusing on
the task of forecasting semantic concepts in the research domain. Indeed,
ontologies representing scientific disciplines contain only research topics
that are already popular enough to be selected by human experts or auto-
matic algorithms. They are thus unfit to support tasks which require the
ability of describing and exploring the forefront of research, such as trend
detection and horizon scanning. We address this issue by introducing the
Semantic Innovation Forecast (SIF) model, which predicts new concepts
of an ontology at time ¢ + 1, using only data available at time ¢. Our
approach relies on lexical innovation and adoption information extracted
from historical data. We evaluated the SIF model on a very large dataset
consisting of over one million scientific papers belonging to the Computer
Science domain: the outcomes show that the proposed approach offers
a competitive boost in mean average precision-at-ten compared to the
baselines when forecasting over 5 years.

Keywords: Topic evolution + Ontology forecasting + Ontology evolu-
tion - Latent semantics + LDA - Innovation priors + Adoption priors -
Scholarly data

1 Introduction

The mass of research data on the web is growing steadily, and its analysis is
becoming increasingly important for understanding, supporting and predicting
the research landscape. Today most digital libraries (e.g., ACM Digital Library,
PubMed) and many academic search engines (e.g., Microsoft Academic Search!,

! http://academic.research.microsoft.com/.
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Rexplore [21], Saffron [18]) have adopted taxonomies and ontologies for repre-
senting the domain of research areas. For example, researchers and publishers in
the field of Computer Science are now well familiar with the ACM classification
and use it regularly to annotate publications.

However, these semantic classifications are usually hand-crafted and thus
are costly to produce. Furthermore, they grow obsolete very quickly, especially
in rapidly changing fields such as Computer Science. To alleviate this task is
possible to use approaches for ontology evolution and ontology learning. The
first task aims to extend, refine and enrich an ontology based on current domain
knowledge [23,26]. For example, an ontology of research areas should be updated
regularly by including topics which emerged after the last version of the ontol-
ogy was published. Ontology learning aims instead to automatically generate
ontologies by analysing relevant sources, such as relevant scientific literature
[20]. Nonetheless, these ontologies still reflect the past, and can only contain
concepts that are already popular enough to be selected by human experts or
automatic algorithms. Hence, while they are very useful to produce analytics
and examine historical data, they hardly support tasks which involve the ability
to describe and explore the forefront of research, such as trend detection and
horizon scanning. It is thus crucial to develop new methods to allow also the
identification of emerging topics in these semantic classifications.

Nonetheless, predicting the emergence of semantic concepts, is still a chal-
lenge. To the best of our knowledge, predicting the future iteration of a ontology
and the relevant concepts that will extend it, which we refer to as ontology
forecasting, is a novel open question.

For the particular case of scholarly data, being able to predict new research
areas can be beneficial for researchers, who are often interested in emerging
research areas; for academic publishers, which need to offer the most up-to-date
contents; and for institutional funding bodies and companies, which have to
make early decisions about critical investments.

In this paper, we address this challenge by presenting a novel framework for
the prediction of new semantic concepts in the research domain, which relies on
the incorporation of lexical innovation and adoption priors derived from histor-
ical data. The main contributions of this work can be summarised as follows:

1. We approach the novel task of ontology forecasting by predicting semantic
concepts in the research domain;

2. We introduce two metrics to analyse the linguistic and semantic progressive-
ness in scholarly data;

3. We propose a novel weakly-supervised approach for the forecasting of innov-
ative semantic concepts in scientific literature;

4. We evaluate our approach in a dataset of over one million documents belong-
ing to the Computer Science domain;

5. Our findings demonstrate that the proposed framework offers competitive
boosts in mean average precision at ten for forecasts over 5 years.
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2 Related Work

The state of the art presents several approaches for identifying topics in a col-
lection of documents and determining their evolution in time. The most adopted
technique for extracting topics from a corpus is Latent Dirichlet Allocation
(LDA) [4], which is a generative statistical model that models topics as a multino-
mial distribution over words. LDA has been extended in a variety of ways for
incorporating research entities. For example, the Author-Topic model (ATM)
[24] included authorship information in the generative model. Bolelli et al. [6]
extended it even further by introducing the Segmented Author-Topic model,
which also takes in consideration the temporal ordering of documents to address
the problem of topic evolution. In scenarios where it already exists a taxonomy
of research areas [21], it is also possible to use entity linking techniques [7] for
mapping documents to related concepts. For example, the Smart Topic Miner
[22], an application used by Springer Nature for annotating proceedings books,
maps keywords extracted from papers to the automatically generated Klink-2
Computer Science Ontology [20] with the aim of selecting a comprehensive set
of structured keywords.

The approaches for topic evolution can be distinguished in discriminative
and generative [13]. The first ones consider topics as a distribution over words
or a mixture over documents and analyse how these change in time using a
variety of indexes and techniques [25]. For example, Morinaga and Yamanishi
[19] employed a Finite Mixture Model to represent the structure of topics and
analyse diachronically the extracted component and Mei and Zhai [16] correlated
term clusters via a temporal graph model. However, these methods do not take
advantage of the identification of lexical innovations and their adoption across
years, but rather focus only on tracking changes in distributions of words.

The second class of approaches for topic evolution employ instead genera-
tive topic models [5] on document streams. For example, Gohr et al. [11] used
Probabilistic Latent Semantic Analysis and proposed a folding-in techniques for
a topic adaptation under an evolving vocabulary. He et al. [13] characterised the
analysis of the evolution of topics into the independent topic evolution (ITE)
and accumulative topic evolution (ATE) approaches. However, these models do
not cater for the identification of novel topics, but rather caters for tracking
change of existing ones.

In addition, some approaches aim at supporting ontology evolution by pre-
dicting extensions of an ontology. For example, Pesquita and Couto [23] intro-
duced a method for suggesting areas of biomedical ontologies that will likely be
extended in the future. Similarly Wang et al. [26] proposed an approach for fore-
casting patterns in ontology development, with the aim of suggesting which part
of an ontology will be next edited by users. Another relevant approach is iDTM
(infinite dynamic topic model) [1], which studies the birth, death and evolution
of topics in a text stream. iDTM can identify the birth of topics appearing on a
given epoch, such topics are considered new when compared to previous epochs.
In contrast to their work, our proposed model addresses the prediction of new
topics in future epochs based on past data rather than identifying topics on the
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current epoch. In addition, our work is different from all previous approaches
because we aim at predicting new classes (concepts) that will appear in the
future representations of an ontology.

3 Language and Semantic Progressiveness in Scientific
Literature

Previous work has studied the role of language evolution and adoption in online
communities showing that users’ conformity to innovation can impact the churn
or grow of a community [9]. Inspired by this fact, we follow the intuition that
language innovation and adoption could impact the generation and expiration
of semantic concepts modelling a shared conceptualisation of a domain.

This section presents a motivation for predicting semantic concepts in scien-
tific literature based on the study of the use of language in scholarly data. The
following Subsect. 3.1 introduces the dataset used in this paper and presents an
analysis of the evolution of language in the field of Computer Science during the
course of 14 years in Subsects. 3.2 and 3.3.

3.1 Dataset Description

Our dataset comprises of a collection of research articles relevant to the Com-
puter Science field extracted from Scopus?, one of the largest databases of peer-
reviewed literature. The full 14 years collection ranges from 1995-2008 with
a total of 1,074,820 papers. Each year consists of a set of papers categorised
within a semantic representation of the Computer Science domain. Such onto-
logical representation is generated per two year-corpus starting from 1998 using
the Klink-2 algorithm [20].

The Klink-2 algorithm combines semantic technologies, machine learning
and knowledge from external sources (e.g., the LOD cloud, web pages, calls
for papers) to automatically generate large-scale ontologies of research areas. It
was built to support the Rexplore system [21] a system that integrates statis-
tical analysis, semantic technologies and visual analytics to provide support for
exploring and making sense of scholarly data. In particular, the ontology gener-
ated by Klink-2 enhances semantically a variety of data mining and information
extraction techniques, and improves search and visual analytics.

The classical way to address the problem of classifying research topics has been
to adopt human-crafted taxonomies, such as the ACM Computing Classification
System and the Springer Nature Classification. However, the ontology created
by Klink-2 presents two main advantages over these solutions. Firstly, human-
crafted classifications tend to grow obsolete in few years, especially in fields such
as Computer Science, where the most interesting topics are the emerging ones.
Conversely, Kink-2 can quickly create a new ontology by running on recent data.
Secondly, Klink-2 is able to create huge ontologies which includes very large num-
ber of concepts which do not appear in current manually created classifications.

2 Scopus, https://www.elsevier.com /solutions/scopus.
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Fig. 1. From left to right, (a) number of articles per year, (b) vocabulary size per year,
(c) number of classes per year.

For example, the current version of the full Klink-2 Computer Science ontology
includes 17 000 concepts and about 70 000 semantic relationships.

The data model of the Klink-2 ontology is an extension of the BIBO
ontology which in turn builds on SKOS. It includes three semantic relations:
skos:broaderGeneric, which indicates that a topic is a sub-area of another one
(e.g., Linked Data is considered a sub-area of Semantic Web); related Equivalent,
which indicates that two topics can be treated as equivalent for the purpose of
exploring research data (e.g., Ontology Matching, Ontology Mapping); and con-
tributesTo, which indicates that the research outputs of one topic significantly
contribute to research into another (e.g., Ontology Engineering contributes to
Semantic Web, but arguably it is not its sub-area).

The ontologies associated to different years were computed by feeding to
Klink-2 all publications up to that year, to simulate the normal situation in
which Klink-2 regularly updates the Computer Science ontology according to
most recent data. Figure 1l presents general statistics of the dataset including
number of articles, size of the vocabularies and number of semantic concepts per
year ontology. Fach paper is represented by its title and abstract. Vocabulary
sizes where computed after removing punctuation, stopwords and computing
Porter stemming [27]. The data presented in Fig. 1 indicates that as years go by
the production of scholarly articles for the Computer Science increases. More-
over, it shows that as more articles are introduced each year, novel words — not
mentioned in previous years— are also appearing. When analysing the number of
semantic concept over time we see that every year there is also an augmentation
of the ontological concepts describing the Computer Science field. The following
subsections analyse language and ontology evolution on this dataset.

3.2 Linguistic Progressiveness

Language innovation in a corpus refers to the introduction of novel patterns of
language which do not conform to previously existing patterns [9]. Changes in
time on the use of lexical features within a corpus characterise the language
evolution of such corpus. To characterise such changes, here we first generate
a language model — probability distribution over sequences of words [15]- per
year. For this analysis we use the Katz back-off smoothing language model [14].
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Fig. 2. From left to right, (a) Language models’s perplexity per year; (b) Number of
new words per year (o), number of adopted words per year (H).

This model estimates the conditional probability of a word given the number of
times such word has been seen in the past.

To analyse differences in language models between consecutive years we use
the perplexity metric. Perplexity is commonly used in Natural Language Process-
ing to evaluate how well a language model predicts an unseen test set [8]. To
analyse changes in language patterns for consecutive years we: (1) obtained the
language model for year t(Im;) then; (2) we computed perplexity comparing Im;
to the unseen corpus at ¢ + 1.

Perplexity predicts word-error rate well when only in-domain training data
is used, but poorly when out-of-domain text is added [8]. Figure 2, left, shows
that for the Computer Science domain perplexity increases as time goes by.
Therefore, language models representing language patterns trained in previous
years provide poor predictions when tested on future datasets, indicating that
language models can become outdated.

To analyse the impact of lexical innovation in language model changes, we
perform a progressive analysis based on lezical innovation and lexical adoption.
Let D; be the collection of papers from corpus at year t. Let V; be the vocabulary
of Dy; we define a lexical innovation in Dy, LI, as the set of terms appearing in
V;, which were not mentioned in V;_13. We also define a lezical adoption in Dy,
LAy, as the set of terms appearing in LI; which also appear in V;, ;. Figure 2,
right, shows that while the number of novel words in Computer Science is high
in consecutive years, only few of these words are adopted.

Based on these two metrics we introduce the linguistic progressiveness
metric, LP,; as the ratio of lexical adoption and lezical innovation, i.e., LP;, =
||%?:“. The higher the adoption of innovative terms the more progressive the
language used in a domain. In Fig. 3, left, the data indicates that the Computer
Science domain has had a tendency towards being linguistically progressive. The
following subsection studies the impact of innovation and adoption on semantic
concepts in temporally consecutive ontologies of a domain.

3 Notice that we are following a one step memory approach, further historical data
could be used in future research.
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3.3 Semantic Progressiveness

Ontology evolution refers to the maintenance of an ontological structure by
adapting such structure with new data from a domain [28]. Such adaptation
can result in both the generation or expiration of an ontology’s concepts and
properties. Hence the introduction of new classes that better describe the con-
ceptualisation of a domain can be considered to be a semantic innovation. In
this subsection we analyse the introduction of new concepts to an ontological
per consecutive year.

Let (D¢, O¢) represent a tuple where D; is a collection of articles belonging to
year t and O is the corresponding ontology representation computed with Klink-
2 over the D; collection. Let C'I; be the conceptual innovation in D;, which we
define as the set of concepts appearing in O;, which were not mentioned in
O;_1. Also let CA; be the conceptual adoption in D;, which consists on the
set of concepts in CI; that also appear in O.;;. Based on these definitions
we introduce the semantic progressiveness metric, CP;, as the ratio of

conceptual adoption and conceptual innovation, i.e., CP, = ||g‘?:“.

Figure 3, right, shows that the ontologies extracted for the Computer
Science domain indicate a tendency to be less semantically progressive. A ten-
dency towards a lower semantic progressiveness can be understood as a tendency
towards having a more stable representation of the domain. Notice that the
semantic progressiveness metric do not account for churn of semantic concepts
but focuses only of innovation and adoption.

03
0.25
02

LINGUISTIC PROGRESSIVENESS
SEMANTIC PROGRESSIVENESS
o
@

1997 1999 2001 2003 2005 2007 1998 1999 2000 2001 2002 2003 2004 2005 2006
YEAR YEAR

Fig. 3. From left to right, (a) linguistic progressiveness per year, (b) semantic progres-
siveness per year

Both linguistic and semantic progressiveness characterise the rate of change
on the language and semantic conceptualisations used in a research field over
the years. This constant evolution of a scientific area motivates us to study the
prediction of semantic concepts that will likely enhance the current semantic rep-
resentation of a research domain. The following section introduces our proposed
model for forecasting concepts appearing on an ontology based on historical
data.
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4 Framework for Forecasting Semantic Concepts Based
on Innovation-Adoption Priors

The proposed framework relies on the representation of an ontology’s class as
a topic word distribution. Learning topic models from text-rich structured data
has been successfully used in the past [2,3,10]. Our proposed framework focuses
on the task defined as follows: Given a set of documents at year t and a set of
historical priors, forecast topic word distributions representing new concepts in
the ontology Oyq1.

The proposed framework breaks down into the following phases: (1) Predict-
ing new semantic concepts with the Semantic Innovation Forecast (SIF) model;
(2) Incorporating innovation priors; Inferring topics with SIF; (3) Matching pre-
dicted topics to the forecast year’s semantic concepts’ gold standard

The overall pipeline is depicted in Fig. 4.

Held-out e
dataset Innovation-Adoption Test dataset

\(w/— Priors t

’ v

ﬂ Semantic Innovation :> Infert::nceof'
Forecast (SIF) Model innovative topics

datasett H
/

Predicted
Topics for
t+1

Fig. 4. Pipeline of the proposed framework for predicting semantic concepts using
innovation/adoption priors.

4.1 Semantic Innovation Forecast (SIF) Model

We propose a weakly-supervised approach for forecasting innovative concepts
based on lexical innovation-adoption priors. We introduce the Semantic Inno-
vation Forecast (SIF) model which forecasts future semantic concepts in the
form of topic-word distributions. The proposed SIF model favours the genera-
tion of innovative topics by considering distributions that enclose innovative and
adopted lexicons based on word priors computed from historical data.

Assume a corpora consisting of a collection of documents grouped by con-
secutive years. Let a corpus of documents written at year ¢t be denoted as
D; = {dy,ds,...p,}. Let each document be represented as a sequence of Ny
words denoted by (wy,ws,...,wy,); where each word in a document is an ele-
ment from a vocabulary index of V;.

We assume that when an author writes an article, she first decides whether
the paper will be innovative or will conform to existing work. In the proposed gen-
erative model we consider that if a paper is innovative then a topic is drawn from
an innovation specific topic distribution 6. In such case each word in the article
is generated from either the background word distribution ¢g or the multinomial
word distribution for the innovation-related topics ¢, .
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Fig. 5. Semantic innovation forecasting model

The generative process for SIF is as follows:

— Draw w ~ Beta(e), ¢ ~ Dirichlet(3"), p ~ Dirichlet((3).
— For each topic z draw ¢, ~ Dirichlet(\ x 81).
— For each document m € {1... D},
e Choose 0,, ~ Dirichlet(«)
e For each word n € {1... Ny} in document m,
% draw @, , ~ Bernoulli(w);
* if 20, = 0,
- draw a word w,,_ , ~ Multinomial(¢?);
* if 2, =1,
- draw a topic zp,,, ~ Multinomial(9),
- draw a word w, ,, ~ Multinomial(y.,, ).

The SIF model can be considered as an adaptation of a smoothed LDA [4],
where we have added a per token latent random variable x which acts as a switch.
If x = 0, words are generated from a background distribution, which accumulates
words common to conformer articles. While if z = 1, words are sampled from
the topic-specific multinomial ¢,. Moreover, SIF encodes word priors generated
from historical data, such priors encapsulate innovation and adoption polarity
in the matrix A and are explained in more detail in the following Subsection.

4.2 Incorporating Innovation-Adoption Priors

Word priors enable us to have a preliminary or prior model of the language
related to a topic of interest in the absence of any other information about
this topic. A word prior is a probability distribution that expresses one’s belief
about a word’s relevance to, in this case, being characteristic of innovative topics,
when no other information about it is provided. Since the aim is to discover new
semantic concepts, we propose to use lexical innovation and lexical adoption as
indicators of lexicons characterising innovative word distributions.

The procedure to generate such innovation-adoption priors is as follows;
to compute priors for a SIF model at time t we make use of two vocabularies,
the one at year t — 1 and ¢ — 2. From these vocabularies we identify innov-
ative (at ¢t — 2) and adopted (at ¢t — 1) lexicons as described in Subsect. 3.2.
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The union of these lexicons constitute a vocabulary of size K. Then for each term
w € {1,... K} in this vocabulary we assign it a weight. We experimented with
different weights and we found an optimum when assigning 0.7 if w € LI; 5 and
0.9 if w € LA;_;. This setting favours adoption over innovation since innovative
words may not necessarily be embraced by the Computer Science community in
the future. This weighted vocabulary constitutes the innovation priors A.

Compared to the original LDA model [4] in SIF we have added a depen-
dency link of ¢ on the vector A of size K. Therefore we use innovation priors as
supervised information and modify the topic-word Dirichlet priors for innovation
classification.

4.3 SIF Inference

We use Collapsed Gibbs Sampling [12] to infer the model parameters and topic
assignments for a corpus at year t + 1 given observed documents at year ¢. Such
sampling estimates empirically the target distribution. Let the index t = (m,n)
denote the n;; word in document m and let the subscript —t denote a quantity
which excludes data from the n;;, word position in document m, the conditional
posterior of x; is:

Pz = 0|x,t,z,w,ﬁo,e)

e V)t

{Nm} e + 2¢ g P ANw e + VB M)

where N? denotes the number of words in document m assigned to the back-
ground component, N,, is the total number of words in document m, Ngt is the
number of times word w; is sampled from the background distribution.

P(xy = 1|x_¢,2, W, 0, €)

o Wbt te (NG, }-e+ 6

(N} e+ 2¢ S ANwtc + VB’ (2)

where N;, denotes the number of words in document m sampled from the topic
distribution, N, is the number of times word w; is sampled from the topic
specific distributions.

The conditional posterior for z; is:

(Zt :j|Z_t,W,Oé,ﬁ)
N(;;. + a; Ni. +0
XX . - s
Ng'+ X 05 Ni'+VE

3)

where Ng is the total number of words in document d, Ny ; is the number of
times a word from document d has been associated with topic j, Nj., is the
number of times word w; appeared in topic j, and V; is the number of words
assigned to topic j.
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When the assignments have been computed for all latent variables, then we
can estimate the model parameters {0, p, % w}. For our experiments we set
the symmetric prior € = 0.5, By = 8 = 0.01. We learn the asymmetric prior o
directly from the data using maximum-likelihood estimation [17] and updating
this value every 40 iterations during the Gibbs sampling. In our experiments
we run the sampler for 1000 iterations, stopping once the log-likelihood of the
learning data has converged under the learning model.

5 Experimental Setup

Here we present the experimental set up used to assess the SIF framework. We
evaluate the accuracy of SIF in a semantic-concept forecasting task.

We perform this task by applying our framework on the dataset described
in Sect. 3.1. Each collection of documents per year is randomly partitioned into
three independent subsets contains respectively 20 %, 40 % and 40 % of the doc-
uments. For a given document collection at year ¢, the 20 % partition represents
a held-out dataset used to derive innovation priors (Dp;); while the other two
partitions represent the training (Dtrain:) and testing sets(Dtest;).

5.1 Forecasting with SIF

To forecast semantic concepts for a corpus at year t+1, we assume no information
from ¢t 4 1 is known at the time of the forecast. We train a SIF model on year ¢
with Dtrain; using innovative priors computed on the held-out datasets for the
two previous years: Dp;_1 and Dp;_o. Then using the trained model on year
t we perform inference over Dtest; and consider this output to be the forecast
for concepts aiming to match those in CI;41 (concept innovation at ¢t + 1, see
Subsect. 3.3). The output of this last step is a set of topics that are effectively
sets of word distributions, which we use to compare against our gold standard.

5.2 Gold Standard

We build our gold standard by generating a one-topic model per semantic-
concept appearing in C'l;; 1. This is performed by applying the standard LDA
model [4] over the test dataset for documents belonging to each concept at year
t+1.

Table 1 shows some examples of the gold standard computed for each inno-
vative semantic concept of each year. The one-topic model representation of a
semantic-concept provides a word distribution, which can be compared against
the ones generated with SIF.

5.3 Baselines

We compare SIF against four baselines. For a year ¢ forecasting for year ¢ 4 1:
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Table 1. Examples of semantic concepts’ gold-standard. For a given year, we present
a semantic concept and an extract of the word distribution representing such concept.
Each distribution is derived from a one-topic standard LDA model computed from
documents belonging to such concept. Words are presented stemmed, weights assigned
to each word are omitted in this example.

Year | Semantic concept Top 10 LDA words

2000 | Anthropomorph robot | Robot, control, humanoid, human, anthropomorph,
mechan, system, design, skill, method

2002 | Context-free-grammar | Languag, grammar, model, context-fre, system,
algorithm, gener, method, show, paper

2004 | Video-stream Video, stream, network, rate, system, applic, adapt,
bandwidth, packet, internet

2006 | 3D-reconstruct Reconstruct, imag, model, algorithm, structur, camera,
point, surfac, data, base

2008 | Open-access Access, open, research, journal, repositori, publish,
articl, develop, data, institut

1. LDA Topics (LDA); referring to word distributions weighted by latent top-
ics extracted from the training Dtrain;. This setting makes no assumption
over innovative/adopted lexicons. It outputs a collection of n topics per train-
ing set, which are compared against the gold standard.

2. LDA Innowative Topics (LDA-I); computes topics based on documents
containing at least one word appearing in LI;.

3. LDA Adopted Topics (LDA-A); computes topics based only on documents
containing at least one word appearing in LA;.

4. LDA Innovation/Adoption Topics (LDA-TA): this baseline filters docu-
ments based on words appearing \;.

Baselines 2—4 represent three strong baselines, which consider innovative and
adopted lexicons.

5.4 Estimating the Effectiveness of SIF

To estimate the effectiveness of SIF we consider how similar the predicted seman-
tic concepts for t 41 are from the reference gold standard concepts for that year.
To this end we based the similarity scores using the cosine similarity metric [15].
This metric ranges from 0 (no similarity exists between compared vectors) to 1
(the compared vectors are identical), therefore scoring a similarity higher than
0.5 indicates that the compared vectors are similar.

To compute this similarity metric we used the word vector representation
of a predicted topic and of the topics generated for that year’s gold standard.
Therefore when forecasting for ¢ + 1 we computed the cosine similarity between
the predicted candidate topic & and each of the topic y in Cl;y1, keeping as
matches the similar ones.
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We evaluated the semantic concept forecast task as a ranked retrieval task,
where the appropriate set of forecast concepts are given by the top retrieved
topic distributions. To measure the effectiveness on this task we used the Mean
Average Precision (MAP) metric [15], a standard metric for evaluating rank
retrieval results. For our experiments we computed MAPQ10 to measure the
mean of precision scores obtained from the top 10 predicted topics ranked based
on topic-word distributions. The higher the word weights assigned on a topic the
higher in the rank the topic is within the set of predicted topics.

6 Experimental Results and Evaluation

In this section we report the experimental results obtained for the semantic
concept forecasting task. SIF and LDA require defining the number of topics to
extract before applying on the data®. For our experiments we considered a fixed
number of 100 topics, making no assumption on the expected number of new
concepts appearing on the forecast year. These 100 topics are ranked based on
topic-word distributions. The evaluation is done over the top 10 forecast topics
using MAP@10.

Results in all experiments are computed using 2-fold cross validation over 5
runs of different random splits of the data to evaluate results’ significance. Sta-
tistical significance is done using the T-test. The evaluation consists in assessing
the following:

(1) Measure and compare SIF against the proposed baselines introduced in
Subsect. 5.3.

(2) Investigate whether the proposed SIF approach effectively forecasts future
semantic concepts.

6.1 Semantic Concept Forecast Results

Table 2 presents MAP results for SIF and the four baselines. The first three
columns of Table2 shows: (i) the year in which the model was trained; (ii) the
year from where the innovative priors were derived for that setting; (iii) the year
for which semantic concepts are forecast.

All baselines except LDA offer competitive results. LDA achieves a poor aver-
age result of 16 % over the 5 forecast years. For the predictions of 2002 and 2004,
LDA fails to generate concepts matching those from the gold standard. This is
expected since LDA alone do not make assumptions over linguistic innovation
and adoption, therefore it’s unlikely that the LDA-based generated topic based
on past data will predict future concepts. However, pre-filtering documents con-
taining either innovative lexicons, adopted lexicons or both appear instead to
have a positive effect in the forecasting task.

4 The data generated in the evaluation are available on request at http: //technologies.
kmi.open.ac.uk/rexplore/ekaw2016/OF /.
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Table 2. MAP@10 for SIF and baselines. The number of topics is set to 100 for all
five models. The value highlighted in bold corresponds to the best results obtained in
MAP@10. A x denotes that the MAP@10 of SIF significantly outperforms the baselines.
Significance levels: p — value < 0.01.

Year forecast | Year trained | Year prior | SIF LDA | LDA-A |LDA-I| LDA-TA
2000 1999 1997-1999 | 0.7031 0.125 |0.4761 |0 0.408
2002 2001 1999-2001 | 0.8750 |0 0.8227 |0.6428 | 0.7486
2004 2003 2001-2003 | 0.9060 |0 0.5822 |0.5726 | 0.6347
2006 2005 2003-2005 | 0.8755 0.3069 | 0.7853 | 0.8385 | 0.6893
2008 2007 2005-2006 | 0.988 0.398 |0.681 |0.5661 | 0.7035
AVG 0.8695%  0.1659 | 0.6694 | 0.524 |0.6368

In particular, the use of LDA-A over LDA-I gives a boost on MAP of 14.54 %,
indicating that adopted words features are better predictors of innovative seman-
tic concepts. LDA-A also improves in average upon the LDA-TA baseline with
a boost of 3%. The proposed SIF model however outperforms significantly all
four baselines with an average boost: over LDA of 70 %; over LDA-A of 20 %;
over LDA-T of 34 %; over LDA-IA of 23 % (significant at p < 0.01). We could
have expected LDA-TA to achieve closer results to SIF, since it is computed on
documents filtered using both innovative and adopted lexicons. However, LDA-
TA do not assign any preference over distributions of words containing either of
such lexicons. In contrast, SIF takes innovation priors as a weighting strategy
to build a prior model of language which is potentially used in future semantic
concepts. The model is learnt over the full training set allowing to make use of
both documents containing innovative and adopted lexicons and otherwise. The
above results show the effectiveness of SIF for semantic concept forecasting over
the baselines.

Table 3 presents examples of SIF’s predicted topics that obtained a match in
the forecast year’s gold-standard (GS). While SIF do not forecast a specific name
for the new semantic concept, the information provided by the word distribution
gives context to the predicted concept. Table3 presents top 10 words for the
forecast SIF and GS representation however similarity computations where made
using the whole topic-word representations. When comparing the SIF prediction
vs the GSs we observe very close matches in 20002006 while for 2008 it is
interesting to observe the appearance of words such as islam, victim, terror
which don’t match the top 10 of the corresponding GS (notice however they
may appear in the further topic-word representation of the GS), however the
word hate within the GS gives a insight of the use of mechatronics in violence-
related scenarios.
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Table 3. Examples of semantic concepts forecast with SIF for each year. The second
row describes the semantic concept matching the predicted topic obtained with SIF.
SIF columns presents top 10 words extracted from the word distribution of the SIF
topic prediction. GS columns present top 10 words extracted from the one-topic LDA
distribution.

2000 2002 2004 2006 2008
Wireless network Asynchronous Image threedimension | Cryptography Mechatronics
transfer mode
SIF GS SIF GS SIF GS SIF GS SIF GS
Control | Control | Network | Network Activ Model Method | Model Robot Robot
System System Service | Servic Function | Algorithm | Structur | Method model model
Propos Propos System | Applic Show Function Data Algorithm | Base Propos
Network | Applic Mobil System Result Data Protocol | System Perform | Simul
Servic Network | Protocol | Mobil Image Result Secur Data Simul Process
Data Servic Wireless | Protocol Respons | Image Inform Process Islam Mechan
Time Commun | Rout Base Effect Measure Signatur | Scheme Time Control
Perform | Compu Perform | Perform Patient Cell Authenti | User Control | Applic
Distribut | Manag Packet Algorithm | Clinic Structure Detec Protocol Applic | Dynam
Traffic Schem Control | Packet Visual Patient Attack Secur Victim | Hate
Protocol | Mobil Scheme | Control Brain Surfac Sequenc | Inform Terror Best

7 Conclusions and Future Work

This work focused on the task of semantic concept forecasting, which aims at
predicting classes which will be added to an ontology at time ¢ + 1 when only
information up to time t is available. To approach this task we proposed the
concepts of linguistic and semantic progressiveness, and introduced a strategy
to encode lexical innovation and adoption as innovation priors. Based on these
concepts we introduced the Semantic Innovation Forecast Model (SIF), which is
a generative approach relying on historical innovation priors for the prediction
of word distributions characterising a semantic concept.

In SIF each semantic concept is represented as a distribution of words
obtained from the one-topic model of the collection of documents belonging
to such concept. To this end we applied the proposed approach on a very large
dataset belonging to the Computer Science domain, consisting of over one million
papers on the course of 14 years. Our data analysis included the introduction of
two novel metrics namely the linguistic and semantic progressiveness; which gave
insights on the semantic trends in the Computer Science domain. Our experi-
ments indicate that adopted lexicon are better predictors for semantic classes.
Our experimental results also proof that the proposed approach is useful for the
innovative semantic concept forecasting task. The SIF model outperforms the
best baseline LDA-A showing an average significant boost of 23 %.

To the best of our knowledge this is the first approach to address the ontol-
ogy forecasting task in general and in particular the first one in addressing the
prediction of new semantic concepts. We believe that research on the prediction
of semantic concepts in particular and in general the forecast of changes in an
ontology can be beneficial to different areas of research not limited to the study
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of scholarly data. For the future, we plan to keep working on the integration
between explicit and latent semantics, improve further the performance of our
approach and introduce graph-structure information into the model. We also
intend to use this approach for detecting innovative authors and forecast topic
trends.

Acknowledgements. We would like to thank Elsevier BV and Springer DE for pro-
viding us with access to their large repositories of scholarly data.
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Abstract. This paper deals with the problem of maintenance of seman-
tic annotations produced based on domain ontologies. Many annotated
texts have been produced and made available to end-users. If not
reviewed regularly, the quality of these annotations tends to decrease
over time due to the evolution of the domain ontologies. The quality
of these annotations is critical for tools that exploit them (e.g., search
engines and decision support systems) and need to ensure an accept-
able level of performance. Although the recent advances for ontology-
based annotation systems to annotate new documents, the maintenance
of existing annotations remains under studied. In this work we present
an analysis of the impact of ontology evolution on existing annotations.
To do so, we used two well-known annotators to generate more than
66 million annotations from a pre-selected set of 5000 biomedical jour-
nal articles and standard ontologies covering a period ranging from 2004
to 2016. We highlight the correlation between changes in the ontologies
and changes in the annotations and we discuss the necessity to improve
existing annotation formalisms in order to include elements required to
support (semi-) automatic annotation maintenance mechanisms.

Keywords: Ontology evolution - Semantic annotations - Life sciences

1 Introduction

The use of ontologies, or more generally speaking Knowledge Organization Sys-
tems (KOS) [1] (which includes classification schemes, thesauri or ontologies),
to annotate documents, is a current practice in order to make their semantic
explicit for computers. This is for instance the case in the biomedical domain
where main interests for healthcare professionals to annotate documents are
twofold: (1) to transfer these documents to other institutions/people (e.g., to
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accelerate the reimbursement process, to request second opinion, etc.); (2) to
easily retrieve patient information. Secondary uses of these annotations are often
foreseen for decision support systems, public health analysis, patient recruitment
for clinical trials, etc. In the biomedical field the entities annotated include dis-
eases, parts of the body, genes, etc. [2]. There are many structured forms to
represent annotations, basically the inputs and outputs from clinical documents
when it is processed by software as text processors (e.g. GATE, NCBO Anno-
tator, MetaMap) can be expressed as annotations [2]. This is usually done by
associating concept code or label of a given KOS to an element of the document
(see Fig. 1). Through this link, human and computers can have an unambiguous
understanding of the content of the document.

However, the dynamic nature of KOS may affect the annotations each time
a new version is released. Actually, new KOS concepts can be added, obsolete
ones can be removed and existing concepts may have their definition refined
through the modification of their attribute values [3]. In consequence, changes in
concepts can alter their semantics and therefore create a mismatch between the
versions of the same concept (e.g. version 1 can be more abstract or more specific
than version 2) impacting the validity of the semantic annotation. Following this
observation, it is important to constantly evaluate and adapt the annotations
to insure an optimal use of the annotated data. Nevertheless, the revision can
hardly be done manually by virtue of the huge amount of existing annotations.
Therefore, there is an urgent need for intelligent tools to support domain experts
in this task.

In this paper our objectives are twofold. First, we aim at quantifying the
impact of KOS evolution on the associated annotations to justify the need of
automatic tools for maintaining the validity of annotations over time. This is
done through systematic analyses of 66 millions of annotations obtained using
biomedical journal articles and 13 successive versions of two standard medical
KOS: ICD-9-CM and MeSH which will complement existing reviews that usually
focus on one specific ontology [4]. Second, we discuss the capabilities of existing
annotation models that deal with KOS evolution and propose new key features
to cope with this problem.

The remainder of the paper is structured as follow: in Sect. 2 we review related
work of the field semantic annotation evolution. Section 3 describes the exper-
iments we have conducted to obtain the results presented in Sect.4. Section 5
discusses the results and introduces our model to deal with annotation mainte-
nance. Section 6 concludes the paper and outlines future work.

2 Related Work

Semantic annotation is the central notion of this work. However, many defini-
tions can be found in the literature. According to Oren et al. [5], the term anno-
tation can denote the process of annotating as well as the result of this process.
Moreover, they distinguish three families of annotations. Informal annotations
that are not machine-readable, (e.g. a handwritten margin annotation in a book).
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Formal annotations that are machine-understandable but are not defined using
ontological terms, (e.g. highlights in a html document). Last, and the kind of
annotation we are referring to in this paper, ontological annotations that are
machine-understandable and are taken from an ontology (see Fig. 1).

Resource: PMC2646639

Concept code: 346.4

Ontology version: ICD9CM 2009AA

Start: 33678 l

End: 33696 [...] Prevention of by percutaneous oestradiol [...]

Fig. 1. Example of annotation using the concept recognition process for a PubMed
document. The term menstrual migraine is annotated with the KOS concept 346.4
that belongs to ICD-9-CM version 2009AA (UMLS)

2.1 Existing Annotation Models

To represent annotations in the biomedical field, Luong and Dieng-Kuntz [6]
defined the following annotation model:

SA = (Rq,Ca, Py, L, T,) (1)

Where:

R,: set of resources, for instance, an RDF resource.
C,: set of concept names defined in ontology (C, C R,)
P,: set of property, for instance, an rdf:type (P, C R,)
L: set of literal values, for example, “Fever”, “Malaria Fever”, etc.
T,: set of triples (s,p,v) where s € R,, p € P, and v € (R, U L)
Gross et al. [7] and Hartung et al. [8] gave a more complete definition of an
annotation, taking evolution aspect into account which was missing in Luong
et al. model. In their work an annotation is defined as:

AM: (IuaONUaQ7A) (2)

Where:

I, = (I,t): is an instance source. It consists of a set of instances I = {i;,...,%,},
e.g., molecular biological objects such as genes or proteins, at timestamp t.
Instances are described by an accession ID.

ON,: is an ontology in the version v that contains (C, R, t), it comprises a set of
concepts C' = {cy, ..., ¢, } and relationships R = {ry, ..., 7, } released at time .

Q: is a set of quality indicators (ratings) of annotations. The quality indicators
may be numerical values or come from predefined quality taxonomies, e.g., the
evidence codes for provenance information or stability indicators.
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A: is a set of annotations. A single annotation a € A is denoted by a = (4, ¢, {q}),
i.e. an instance item ¢ € I, is annotated with an ontology concept ¢ € ON,, and
a set of quality indicators (ratings) {¢} € Q

Recently, the W3C has published a new candidate recommendation for
expressing annotation!. An annotation includes a body and a target and the
relation between these two entities that may vary according to the intention of
the annotation. This model is the foundation of a more general framework for
sharing and reusing annotated information across different hardware and soft-
ware platforms. However, this model is still not sufficient to deal with evolution
issues as we will show in the following sections.

2.2 Annotation Evolution Techniques

As mentioned, the dynamic of knowledge leads to frequent revisions of KOS con-
tent which, sometimes, impacts the definition of the semantic annotations asso-
ciated with documents (as illustrated in Fig. 2) [9]. The most recent approaches
to analyse the evolution of the annotations is focused on biological domain, in
particular on GO annotated documents. Traverso-Ribén et al. [10] developed
the AnnEvol framework to compare two versions of a dataset (for instance,
UnitProt-GOA and Swiss-Prot) and to verify the entities in the dataset(; and
dataset(; ;1) that are similar and those which are different, using evolution cri-
teria (e.g. obsoleted, removed and added annotations).

I evolves to J
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OWL Thing

ICD9CM_2008AA

ICD9CM_2009AA
Stable Concept
Changed Concept

Added concept
Title: Migraine
SubClassOf

usedToAnnotate

Rl

Title: Premenstrual
tension syndromes
Note : Menstrual migraine

disjoint

Title: Premenstrual

. Title: Menstrual migraine
tension syndromes

Notes: Menstrual headache...

2

PubMed Document: { 17. De Lignieres B, Mauvais -Javis P, Mas JML, et al. Prevention of }

by percutaneous oestradiol. BMJ. 1986;293:1540. [PMC free article][PubMed]

Annotated in 2008AA

Fig. 2. Annotation evolution case study. A subset of a document is annotated with
Menstrual migraine, an attribute of the concept 625.4 of ICD-9-CM version 2008AA.
In the next version the attribute of 625.4 is removed and added as a new concept
346.4. This change has caused a mismatch between the annotation created with the
older version and the concept of the new KOS version

GroB et al. [11] provide a method to test to what degree changes of GO
and GO annotations (GOAs) may affect functional enrichment analyses, ana-
lyzing two real-world experimental datasets as well as 50 generated datasets.

! http://www.w3.org/TR/annotation-model /.
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They proposed two types of stability measures to assess the impact of ontology
and annotation changes. Differently from AnnEvol, Grofl et al. deal with other
change types, besides add and delete, such as, merge (merge of two or more cat-
egories into one category). They also verified strong structural changes as addR
(insertion of a new relationship r), delR (deletion of an existing relationship 7).
However, these changes do not significantly impact on GOAs. As result they con-
cluded that term-enrichment results are significantly affected by ontology and
annotation evolution.

Luong and Dieng-Kuntz [6] developed the CoSWEM framework to inves-
tigated annotation evolution and explored a rule-based approach to detect and
correct basic annotation inconsistencies, such as deletion. This approach converts
ontologies to RDF(S) files and detects annotations affected by their evolution, as
well as potentially inconsistent annotations using CORESE. Afterwards, incon-
sistent annotations are detected and corrected. This work focuses on expressive
and small-sized ontologies and can hardly be applied to large biomedical ones,
because the implemented reasoning techniques require the power of description
logics (not always used in biomedical controlled terminologies) to decide on the
validity of the annotations.

Frost and Moore [12] proposes a novel algorithm for optimizing gene set
annotations to best match the structure of specific empirical data sources. The
proposed method uses entropy minimization over variable clusters (EMVC). It
filters the annotations for each gene set to remove inconsistent annotations.
The results show that EMVC can filter between 92 % and 67 % of the inconsis-
tent annotation from MSigDB C4 v4.0 cancer modules using leukemia data and
MSigDB C2 v1.0 using p53 data, respectively. This method is able to improve
the annotations but does not produce good results to improve incomplete gene
sets or identify new gene sets. It is very sensitive to several algorithm parame-
ters, specifically, the cluster method and it can be computationally expensive.
Furthermore, the author’s highlight that EMVC only works in gene set domain,
thus other domains can not take advantage of this approach.

In summary, we concluded that the existing approaches to deal with annota-
tion evolution just handle with simple changes (like concept addition and dele-
tion), and only study the evolution of GO ontology. Furthermore, almost all of
the works do not propose any method to maintain the annotations. Therefore,
it is necessary to better analyze the stability of KOS annotations based on dif-
ferent KOS like ICD-9-CM and verify possible features to take into account to
properly maintain semantic annotations in biomedical and clinical use cases.

3 Experimental Assessment of the Impact of KOS
Evolution on Semantic Annotation

To bridge the gaps underlined in the previous section, we decided to conduct
an empirical analysis regarding the evolution of the KOS and annotations. The
lessons we learn through these experiments will allow us to come up with new
proposal to deal with semantic annotation evolution issues. The used material
and the adopted assessment methodology are detailed in this section.
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3.1 Material

As our objective aims at analysing the evolution of semantic annotation, we
have to work on several versions of an annotated corpus. Since no gold stan-
dard containing successive sets of annotated documents, we had to build our
own environment. To this end, we used two annotation tools (based on distinct
annotation methods), two different medical standard KOS and their associated
successive versions, an ontology Diff tool to be able to identify the evolution
of the concepts used to produce the annotations and a collection of biomedical
documents. The documents were collected from the 2014 Clinical Decision Sup-
port Track (TREC 2014) campaign. It contains 733,138 biomedical articles about
generic medical records. All documents from this database are open access docu-
ments from PubMed Central PMC. For our analyses we selected 5000 documents
randomly.

The set of KOS is composed of several versions of medical KOS, represented
in OWL format and used as “reference ontology” for text annotation. In order
to annotate the documents, we selected two KOS: International Classification
of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM); and Medical
Subject Headings (MeSH). We collected 13 official versions of each KOS released
between 2004 and 2016 in UMLS and we transformed them into OWL files.

Regarding the annotation tools, the selection criteria were: be open source,
allow selecting the reference ontology, provide APIs, have good documentation,
and have been extensively used for research and/or commercial purposes. We
first selected General Architecture for Text Engineering (GATE) [13]. It provides
support for Ontology-Aware NLP, allowing loading any ontology as RDF file and
then uses a gazetteer to obtain lookup annotations that have the text offset (off-
set is a pair {start, end} that indicates the distance, in terms of characters, from
the beginning of the document. {start} indicates the position of the first char-
acter of the text while {end} indicates position of the last character), instance
and class URI. The second selected tool is the NCBO Annotator. It is part of
the NCBO Annotator framework and uses a dictionary built by extracting from
KOS all concepts’ label and/or other associated attributes (e.g., synonyms) that
syntactically identify concepts [14]. Both annotators utilize different algorithms
to produce the annotations. In this case, GATE uses Ontology-Aware NLP and
NCBO Annotator uses MGrep. Moreover, NCBO Annotator also allows using
other KOS to annotate the term, if a mapping exists between the concepts of
both KOS. For instance, melanoma could also be annotated with the concept
C0025202 (from NCI Thesaurus), or C0025202 (from SNOMED CT).

We used COnto-Diff [15] to determine an expressive and invertible diff evo-
lution mapping between two versions of an ontology. It calculates basic change
operations (insert/update/delete) from two KOS versions expressed in either
OWL or OBO based on predefined set of rules defining basic and complex trans-
formations (e.g., concept merging, concept splitting, move of concept, etc.)
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3.2 Method

To identify and quantify the impact of changes affecting KOS concepts involved
annotations (as illustrated in Fig.2), we proposed the methodology depicted
Fig. 3.
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1
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Fig. 3. The experimental protocol. The numbers in red correspond to the six steps
explained in the text.

The six steps of the methodology are the following:

. We randomly selected 5000 documents from the TREC corpus and collected

the 13 KOS versions of ICD-9-CM and MeSH (from 2004 to 2016).

. We used GATE and NCBO Annotator to annotate these documents. We

configured GATE and NCBO Annotator to use one specific KOS version and
repeated the annotation process for each version. We filtered the annotations
produced by both annotators according to [16] (e.g., keep the longest match
concept for an annotation).

We regrouped all annotations in one database. We then computed the sym-
metric difference A,, , AAp, n+1 between the two annotation sets (A, , and
Apnt1) generated for a document R, using two successive KOS versions
(K, and K, 1) as the following:

Am,nAAm,n+1 =
{ala€eApnNad ApptitU{ala€ Anpnyi Na g Ayt

3)
a is an annotation that can be described as {i,Of fset,c} where i is an
instance at position O f f set annotated with a KOS concept c¢. The symmetric
difference allows us to identify annotations that have been removed, added
and modified.

To identify KOS changes, each pair of two KOS successive versions was input
into COnto-Diff to compute the KOS difference. The difference was stored
into another MySQL database and has been reused to explain the changes.



Leveraging the Impact of Ontology Evolution on Semantic Annotations 75

5. We compared the 13 annotation sets of each document by pairs [2004-2005,
2005-2006 ...] to identify what changed in the annotations and to find cor-
relations with the KOS changes identified by COnto-Diff. An annotation a
is considered as evolved to a’ if the Of fset or/and the ¢ of a are different
from those of a’ and there is an overlap of both Of fsets.

6. Finally, we analysed the generated subset of annotations/KOS changes in
order to understand the impact of KOS changes on the annotations.

4 Results

The methodology described in the previous section has allowed us to produce
more than 66 millions of annotations. The amount of annotations varies accord-
ing to the used annotation tools (GATE or NCBO Annotator) as depicted in
Figs. 4 and 5. The difference between the two sets of annotations results from the
method used to annotate the documents (they are not using only exact match).
A general observation can be made based on Figs.4 and 5.

Annotations produced with ICD-9-CM =0=NCBO ==4==GATE

300000 p—
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0 — — — — — —
period 0405 0506 0607 0708 0809 0910 1011 1112 1213 1314 1415 1516
mDiffs 485 385 494 17644 791 18244 386 347 7723 0 6 0

Amount of KOS Diff

Fig. 4. Amount of annotation and KOS changes (green) produced with 13 versions
of ICD-9-CM. The annotations from NCBO Annotator are represented in (blue cir-
cles) and GATE (orange diamond). The y-axis represents the amount of annota-
tions/changes and the x-axis the KOS versions over time. (Color figure online)

We observe a huge increase in the amount of produced annotations in the
periods 2007/2008 and 2009/2010 using ICD-9-CM (Fig.4). This increase is
accompanied by the changes that occurred in the KOS during these periods
according to COnto-Diff output. On the other hand, the amount of annotations
in the period 2012-2013 is not increased even though there were many KOS
changes. We observe an average of words/label of 8,746 during this period and
thus the annotators are not able to produce annotations for these changed labels.
Hence, we can conclude that the change of the number of annotations does not
necessarily correspond to the amount of KOS changes. In the future work, we will
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analyse what kinds of KOS changes trigger which types of annotation changes
since not all kind of changes in the KOS has the same impact on the annotations
(e.g., some KOS changes do not change the annotations).

Annotations produced with MeSH «®==NCBO === GATE
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Fig. 5. Amount of annotation and KOS changes (green) produced with 13 versions of
MeSH. The annotations from NCBO Annotator are represented in (blue circles) and
GATE (orange diamond). The y-axis represents the amount of annotations/changes
and the x-axis the KOS versions over time. (Color figure online)

In order to verify if a change in the annotations is triggered by the evolu-
tion of the KOS concepts or a gap in the annotator, we conducted the step 3
in Sect.3.2. The first (quite evident) observation is that 100 % of the annota-
tion changes are caused by KOS changes even when the annotation methods
not only produce exact matches. This simple hypothesis was not demonstrated
before in the literature. We continued our analyses regarding the evolution of
annotations by refining the previous sets of symmetric difference (see step 5 in
Sect. 3.2). If more than one concept candidate exists to annotate a text, we used
selection criteria: (1) the most recent concept and the one with largest offset,
as proposed by [16]. For instance, a text with the words chronic kidney disease
can be annotated as kidney disease or chronic kidney disease, we select only the
later concept. This decision can generate changes in the annotation from one
KOS version to another (change operations). One of these changes is a shift of
the offsets before and after the evolution while part of these offsets overlaps. For
instance, in 2007 we have the annotation “personality disorders”. After a KOS
change in 2008 the new annotation is “schizoid personality” (of which “person-
ality” is overlapped with the previous offset). For such case, we compute a (2)
chgOffset operation. We formally define these conditions in Eq. (4):

recentCp(a;, ajr1) AbigOf fset(a;, a;r1), if 1 )
chgOf fset(a;, ait1), if2

As result we observe that the new KOS versions do not necessarily produce
more annotations despite the increasing size of the KOS over time [9] (cf. Figs. 6

Evolution(a;,a;+1) — {
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and 7). Analysing the amount of annotations and the types of changes occurring
in the KOS, we observed that some minor changes which do not affect the
semantics of the concepts still might impact the annotations. For instance, the
concept 780.39 in ICD-9-CM version 2007AA (Seizures) evolves to (Seizure) in
ICD-9-CM version 2008AA. However, both annotators did not recognize that
the concepts have the same meaning and therefore the associated annotations
are different from one version to the next.

We also observed that there are some periods in the KOS evolution history
which are more stable and this stability is also reflected in the evolution of the
annotations (e.g. the two periods 2010/2011 and 2013/2014 in ICD-9-CM on
Figs. 4 and 6).

Changes in the KOS have also different impact depending on the amount
of annotations a concept is associated with. This is for instance the case for
the concept 084.4 of ICD-9-CM period 2007,/2008 which is associated with 3143
annotations distributed in 162 documents in our corpus while concept V15.03 of
ICD-9-CM period 2012/2013 is associated with only one annotation. If a single
KOS change affects many annotations, it may require a huge amount of time if
the maintenance of the annotation is done manually by domain experts.
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Fig. 6. Differences in two successive annotation sets produced with ICD-9-CM. The
blue (solid) colour represents the annotations that belong to NCBO Annotator, and
the orange (hashed) colour to GATE. (Color figure online)

We then analyse how these annotations evolve. In Table 1, we present 5 use
cases showing how the annotations evolve over time and their relation with the
evolution of KOS. A concept is stable if no change occurred from one KOS
version to the next (second column in Table1). In the first use case (in 2008),
hepatitis is associated to the concept 573.3 which did not change between 2008
and 2009 (i.e. a stable concept). In 2009, another concept (571.42) was also used
to annotate the term hepatitis. Our selection criteria define that we will select
the concept with the longest title (autoimmune hepatitis). We also observed that
this concept (571.42) changed in 2009 (a split was detected).
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Fig. 7. Differences in two successive annotation sets produced with MeSH. The blue
(solid) colour represents the annotations that belong to NCBO Annotator, and the
orange (hashed) colour to GATE. (Color figure online)

The second use case illustrates a situation where both concepts changed (i.e.,
625.4 had an attribute deleted, and 346.4 is a new concept).

The third use case presents the inverse situation of use case 1, i.e., an anno-
tation evolves from a change concept to a stable concept. In a depth analysis,
this case is mainly observed when more general concepts are used to annotate
the text. This behaviour occurs when the annotator is not able to determine if
a change in the concept has modified its meaning or not.

The last two use cases describe the addition or removal of annotations.
Regarding the removal of annotations, we also verified that there are some
cases where the concept remains with the same meaning, however, the anno-
tator misses this knowledge and as result the annotation is removed from the
document.

Table 1. Use cases for annotation evolution. These different cases are referred in the
paper as: case 1: stable_to_change; case 2: change_to_change; case 3: change_to_stable;
case 4: addition; case 5: remowal.

Use case | KOS version | Annotation Concept | KOS change

1 2008 Hepatitis Change |573.3 Stable concept
2009 Autoimmune hepatitis 571.42 | Split

2 2008 Menstrual migraine Change |625.4 delAtt
2009 Menstrual migraine 346.4 addC

3 2009 Acute renal failure Change |584.9 ChgAttValue
2010 Renal failure 586 Stable concept
2008 Abdominal tomography | Addition | 88.02 AddA
2004 Bulimia Removal | 307.51 | ChgAttValue
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Figures8 and 9 show how often these use cases are observed in the cor-
pus annotated with ICD-9-CM and MeSH using GATE and NCBO Annota-
tor, respectively. In general, we observe that changes in ICD-9-CM have less
impact on the annotations than those in MeSH. The low expressiveness of ICD-
9-CM can be justified as the annotators tend to apply exact match techniques
for these kinds of KOS. Semantic-based techniques are more used for KOS
with high expressiveness. These differences are better observed by comparing
Figs. 8 and 9 to see how the annotation technique influences the final annota-
tion results regarding to the expressiveness of the KOS. The use case 2 and
5 (change_to_change and removal, respectively) are more frequent in the MeSH
based annotations. Thus, annotations based on ICD-9-CM evolve quite similarly
for GATE and NCBO Annotator, while the annotations based on MeSH evolve
differently, depending on the used annotator.

Taking into account the annotators techniques only, we observe that GATE
also tends to preserve existing annotations while the rates of new annotations
over deleted ones are quite similar for both annotators. More precisely, the rates
of use cases 1 and 2 over the deleted ones (GATE has more than double of
NCBO) explain the results presented in Fig. 4 (number of annotations increases
faster for GATE).
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Fig. 8. Distribution of changes of ICD-9-CM annotations. The y-axis represents the
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changes for each period is described. The listed cases follows the Table 1
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Fig. 9. Distribution of changes of MeSH annotations. The y-axis represents the per-
centage of changes, the x-axis the KOS versions, and bellow the amount of observed
changes for each period is described. The listed cases follows the Table 1

5 A Model Supporting Annotation Evolution

The results presented in the previous section allow us to state that the evolu-
tion of the KOS has a direct impact on the definition of semantic annotations.
However, we also showed that the modification of KOS concepts has different
impacts depending on the technique that is implemented to generate the anno-
tations. Furthermore, the evolution of KOS does not necessarily produce more
information (see Figs. 6 and 7). Actually, we have observed that KOS are becom-
ing more and more precise over time, which means the addition of new specific
concepts whose labels are usually long (in terms of words) and therefore are
contained very rarely in medical documents. Our study pointed out important
features to take into account, at semantic annotation model level, to facilitate
the maintenance of annotation over time. These features can be used to extend
the model proposed by Gross et al. [7] (see Sect.2.1). In consequence, we define
our model as:

SAM = (I,,ON,, Ry, Of fset,Q, H, A, SemRel, Uy)

Where:
— Offset is an element to describe the location of the element to be anno-
tated in a given resource. From an evolution perspective, this is important for
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linking annotations of different versions and also for distinguishing annota-
tions related to the same element but are annotated differently.

— H is an element to describe which attribute of the concept (e.g., title, syn-
onym, preferred terms, etc.) was used to produce the annotation. This element
is really important since the annotation is usually defined based on the value
of one concept attribute. If the corresponding concept has one of its attribute
changed but not the one used to annotate, it is maybe not needed to modify
the annotation.

— SemRel is an element to describe the semantic relationship between the KOS
concept and the annotated part of the resource. For instance, one sentence
can be annotated as equivalent to a concept, more/less specific, partial match,
etc. Thus, in the case of removal of a concept, the annotated sentence can
be linked to the super-class of the concept and have the relation changed to
“less specific”.

— Uy is an element to point to the previous version of the annotation. This
element is used to keep an evolution chain of annotations.

Our proposal, allowing to link annotation versions, can also be used to improve
the W3C proposal by creating an additional property called “evolved to” that
links the element “annotation” to itself allowing then to create a chain of
annotation version.

6 Conclusion

In this paper we made an empirical analysis of the evolution of biomedical anno-
tations and its relation to the KOS changes. We used for that a set of documents
annotated with GATE and NCBO Annotator using 13 different versions of two
well-known biomedical KOS (ICD-9-CM and MeSH). We observed that there
is a correlation between KOS and annotation changes. Then we regrouped the
annotation changes according to the type of information that was modified and
the way it was done. We obtained five different cases of changes (see Sect. 4)
and verified how the annotations evolve during the KOS evolution. In a second
step we analysed different annotation models in order to verify if they can rep-
resent (or if we can infer from their elements) all criteria required to classify the
annotation changes. As a result of this step, we propose an extended annotation
model designed to support evaluations and maintenance of annotations. How-
ever, we are still working on the maintenance methods that will use this model
and other external information (e.g., KOS changes, background knowledge, etc.)
to select the most adapted maintenance strategy for the annotations. We plan to
continue our empirical analysis to refine the types of changes in the annotations
and to determine fine grained correlations between types of changes in the KOS
and types of changes in the annotations.
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Abstract. Automatic estimation of the quality of Web documents is
a challenging task, especially because the definition of quality heavily
depends on the individuals who define it, on the context where it applies,
and on the nature of the tasks at hand. Our long-term goal is to allow
automatic assessment of Web document quality tailored to specific user
requirements and context. This process relies on the possibility to iden-
tify document characteristics that indicate their quality. In this paper,
we investigate these characteristics as follows: (1) we define features of
Web documents that may be indicators of quality; (2) we design a pro-
cedure for automatically extracting those features; (3) develop a Web
application to present these results to niche users to check the relevance
of these features as quality indicators and collect quality assessments;
(4) we analyse user’s qualitative assessment of Web documents to refine
our definition of the features that determine quality, and establish their
relevant weight in the overall quality, i.e., in the summarizing score users
attribute to a document, determining whether it meets their standards
or not. Hence, our contribution is threefold: a Web application for nich-
esourcing quality assessments; a curated dataset of Web document assess-
ments; and a thorough analysis of the quality assessments collected by
means of two case studies involving experts (journalists and media schol-
ars). The dataset obtained is limited in size but highly valuable because
of the quality of the experts that provided it. Our analyses show that: (1)
it is possible to automate the process of Web document quality estima-
tion to a level of high accuracy; (2) document features shown in isolation
are poorly informative to users; and (3) related to the tasks we propose
(i-e., choosing Web documents to use as a source for writing an article
on the vaccination debate), the most important quality dimensions are
accuracy, trustworthiness, and precision.

1 Introduction

Automatically estimating the quality of Web documents is a compelling, yet
intricate issue. It is compelling because the huge amount of Web documents
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we can access makes their manual evaluation a costly operation. So, to guar-
antee we access the best documents available on the Web on a given matter,
an automated assessment is needed. However, quality is a rather inflated term,
that assumes different meanings in different contexts and with different subjects.
Quality assessments vary depending on their context (what is the document used
for), author (who is judging the document), time (e.g., users may change their
assessments about documents as soon they acquire new knowledge), etc. Quality
assessments are hard to capture, hence we call them “ineffable”.

This paper investigates strategies for capturing such ineffable judgments and
assessing their characteristics. In particular, our focus is on the quality assess-
ment of Web documents to be used for professional use (i.e., by journalists
and media scholars). Our ultimate goal is to automate the process of docu-
ment quality assessment, and the contribution of this paper in this direction is
threefold. Firstly, we introduce a nichesourcing application for collecting Web
document quality assessments (WebQ!). Secondly, we present a curated dataset
of Web documents (on the topic of vaccinations) enriched with a set of features
we extracted, and a set of quality assessments we nichesourced?. Thirdly, we
describe a thorough set of analyses we performed on these assessments, from
which we derive that: (1) given an explicit task at hand, subjects with simi-
lar background will provide coherent assessments (i.e., assessments agree with
document similarity, measured in terms of shared entities, sentiment, emotions,
trustworthiness); (2) users find it difficult to judge document quality based on
quantitative features (entities, sentiment, emotions, trustworthiness) extracted
from them; however (3) such features are useful to automate the process of qual-
ity assessment. The user studies analyzed are based on limited — but highly spe-
cialized — judgments, so these findings provide useful insights on how to progress
this research.

The rest of the paper is structured as follows. Section 2 introduces related
work. Section3 describes the application we developed for collecting quality
assessments, WebQ. Section 4 describes the two case studies we performed, along
with the results collected, that are discussed in Sect. 5. Section 6 concludes.

2 Related Work

The problem of assessing the quality of Web documents and, in general, (Web)
data and information, is compelling and has been tackled in many contexts.

The ISO 25010 Model [9] is a standard model for data quality. From this
model, we select those data quality dimensions that apply also to Web documents
(e.g., precision, accuracy) and ask the users of WebQ to rate Web documents
on them. This set of quality dimensions has been extended to include other
measures tailored to Web documents, like neutrality and readability.

The problem of identifying the documents of higher quality for a given pur-
pose is common in information retrieval. Bharat et al. [2] copyrighted a method

! The tool is running at http://webg3.herokuapp.com, the code is available at https://
github.com/davideceolin/webq.
2 The dataset is available at https://github.com/davideceolin/WebQ- Analyses.
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for clustering online news content based on freshness and quality of content.
Clearly, their approach differs from ours as they focus on news, and they aim
at clustering documents. However, one of the key features for determining the
quality of documents is the (estimated) authoritativeness of the source, both in
their and in our approach. Kang and Kim [10] find links between specific qual-
ity requirements and user queries. We do not make use of queries: we preselect
documents (to guarantee that documents get an even number of assessments)
and we predefine the task the users are asked to perform (to allow controlling
the definition of quality adopted by users). We still analyze user assessments
to derive their specific definition of quality, and might consider analyzing user
queries in the future, when we will expand the dataset and tasks at hand.

Following up on the use of specific metadata as markers for quality, Amento
et al. [1] use link-based metrics to make quality predictions, showing that these
perform as good as content-based ones. In our case, we focus on features we can
automatically extract from the documents using AlchemyAPI and WOT. We
will consider other features (including link-based ones) in the future.

Regarding the use of niche- or crowdsourcing for collecting information and,
in particular, quality assessments, Lee et al. [11] provide a framework tailored
to organizations. Zhu et al. [14] propose a method for collaboratively assessing
the quality of Web documents that shows some similarity with ours (e.g., we
both collect collaborative quality assessments), but the assessments we collect
are based on specific tasks, while they rely on contributions via browser plugins.
Currently, we focus on niches for collecting quality assessments because the defi-
nition of ‘quality’ is different for different types of users; so, for us, it is necessary
to have a controlled user study. In the future, we plan to make use of crowd-
sourcing, adopting methods for extracting ground truth like CrowdTruth [8].

While this paper proposes a framework that aims at generically identifying
markers for quality of Web documents, we evaluate such framework with an
emphasis on Digital Humanities applications. Digital Humanities scholars are
professionals that are used to critically evaluate the sources they deal with, hence
we target this specific class of users to investigate how to extend source criticism
practices to cover Web documents as well. Source criticism is the process of eval-
uating traditional information sources that is common in the (Digital) Humani-
ties. De Jong and Schellers [5] provide an overview of source criticism methods,
evaluated in terms of predictive and congruent validity. We will advance such
evaluations to identify which Web document features determine their quality.
This paper extends the work we presented at the Web Science conference, where
we began the exploration of how it is possible to assess the quality of Web doc-
uments, especially for the Digital Humanities [4]. In that, we outlined a pipeline
for assessing document quality and we provide a preliminary evaluation based
on a manual assessment. Here we develop an application for nichesourcing such
assessments and we deeply analyze them and their predictability.

Lastly, one aspect that we consider when estimating the quality of Web
documents is their provenance. Provenance analysis is used to assess the qual-
ity of humanities sources, as Howell and Prevenier mention [7]. In Computer
Science, Hartig and Zhao [6] use temporal qualities of provenance traces to assess
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the quality of Web data. More extensively, Zaveri et al. [13] provide a review
on quality assessment for Linked Data. We also investigated the assessment of
crowdsourced annotations using provenance analysis [3,12].

3 Nichesourcing Web Document Quality Assessments

To collect and analyze judgments about Web documents, we developed the tool
WebQ), that aims at understanding three main aspects of Web document quality:

— whether (professional) users are able to estimate the quality of Web documents
based on limited sets of features of these documents (e.g., the sentiment of
these documents, or the list of entities extracted from them);

— whether assessments are coherent enough over multiple documents and among
diverse assessors (i.e., whether assessors assess similar documents in a similar
manner; similarity is measured in terms of shared entities, sentiment, emo-
tions, trustworthiness), to allow their automated learning;

— how the overall quality assessments can be explained in terms of specific qual-
ity dimensions (precision, accuracy, etc.) when focusing on specific tasks.

3.1 Document Features and Document Quality Dimensions

We characterize documents by means of features we automatically extract about
them. In Sect. 4 we analyze the existence of correlations between these automat-
ically extracted features and the nichesourced features of quality.

Document Features. These are a series of attributes we automatically extract
by means of Web APIs. These features aim at identifying commonalities among
documents, opening up for the possibility of predicting their qualities (provided
that features and qualities correlate). These features are:

Entities, Sentiment, Emotions. We use AlchemyAPI® to extract all the
entities mentioned in the documents, along with an assessment of their relevance
to the document. Also, AlchemyAPI provides us with a quantification of the
sentiment expressed by the document (positive or negative, and its strength),
and its emotions (joy, fear, sadness, disgust and anger, and their strength).

Trustworthiness. In this case, we use the Web Of Trust API* to obtain crowd-
sourced trustworthiness assessments about the source publishing the article.

Document Quality Dimensions. These are a series of abstractions of the
documents qualifying the information therein contained. We ask the users to
assess the documents based on each quality dimension reported as follows:

Overall Quality provides an overall indication of the quality of a document.
It summarizes the other quality dimensions in a single value representing the
suitability of the document for a given task, in a given context.

3 http://www.alchemyapi.com.
4 http://www.mywot.com.
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Accuracy quantifies the level of the truthfulness of the document information.
Precision determines whether the document information is precise or vague.
Completeness determines whether the document information is complete.
Neutrality determines whether a particular stance (e.g., pro or anti a given
topic) is represented in the document.

Readability quantifies whether the document reads well.

Trustworthiness quantifies the perceived level of trustworthiness of the infor-
mation in the document. Note that the Web Of Trust score refers to the source,
while this quality refers to the specific document evaluated.

3.2 Structure of WebQ

Below we describe the structure of WebQ), illustrated in Fig. 1.

Architecture. The application is developed based on the Flask Python library®.
As backend storage for Web document assessments, we use MongoDB®.

Annotations. We use AnnotatorJs” to allow users to indicate which specific parts
of a document mark particular qualities of the whole document. AnnotatorJs is
a javascript library run on the client side that records the document annotations
by sending HTTP messages to a storage server. We adapted to this purpose the
Annotation Store®, which relies on ElasticSearch?.

HTTP Proxy. We developed an HTTP proxy to provide the users with the
Web documents to be annotated within WebQ. This proxy allows the system to
present the documents within our application and allows users to annotate them
by enabling AnnotatorJs. In this manner, the users see the exact same document
they would see on the Web, but they are able to annotate it, remaining in the
context of our application. This proxy is tailored to the documents in our dataset
and renders them at their best. In particular, it addresses the following issues:

— replace relative paths with absolute ones in image, CSS and link
addresses, so the page can refer to the absolute addresses of the accessory
files;

— correctly detect and utilize charsets to properly render the documents;

— forward the browser headers because some websites allow being accessed
only via (some) browsers, and not being scraped. The proxy accesses them
programmatically on behalf of a browser.

In the future, we will extend our dataset, so we will extend further this proxy.

5 http://flask.pocoo.org/.

5 http://mongodb.com.

" http://annotatorjs.org.

8 https://github.com/openannotation /annotator-store.
9 https://www.elastic.co/.
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Randomizer. WebQ is designed for collecting Web document quality assessments
via one or more user studies. In such a scenario, users access the application more
or less simultaneously. We assign to each user a random sequence of documents
to assess (we set the length of such sequence to six), but we also guarantee that
the dataset is uniformly assessed: documents should get approximatively

Nass = |dataset|div|users|

assessments, where |dataset| is the cardinality of the document dataset (50), div
is the integer division and |users| is the cardinality of the set of users. Offline, we
generate ngss random permutations of documents. We split them in consecutive
sequences of six documents, uniquely assigned to users when they register.

Documents Enrichment DEZ[E]eerﬁs - Randomizer HTTP Proxy
‘ [D1] ... [s]
B0

[F1].. [Fn] [o1] . [os]
\f

Task 1 Task 2

AlchemyAPI

— —
Annotation
Assessments
Store

Fig. 1. Overview of the WebQ application. The document set is enriched by using
AlchemyApi, Web of Trust, and manually. A random selection of six documents is
presented to the users for the first task: identifying the highest quality documents on
the basis of the value of one feature. After all the features (sentiment, etc.) have been
evaluated, users assess each of the six documents assigned (task 2). Documents are
rendered through an HTTP proxy, to allow annotating them within the app.

3.3 Tasks Description

In WebQ we ask the users to perform two tasks. The first task aims at exploring
whether single document features could be used as quality indicators. The second
task aims at collecting assessments about the documents presented. The two
tasks are described as follows, first in general terms, and then, in Sect.4, as
adapted according to a specific scenario for the two case studies.

Task 1. Task 1 is structured as follows:

1. We assign to each user a set of six documents from our overall dataset.

2. We identify six classes of potentially useful features about the documents,
namely: the document’s sentiment and emotions, its trustworthiness, its title,
its source and the list of entities we extract from it.
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3. We show the values for each of these features to the user. First, we present
the user with the lists of entities extracted from the six documents, then we
present the user with the sentiment and the emotions detected in each docu-
ment, and so on, each feature at a time. Users do not know the documents,
they only know the values of the features we present. Every time we present
features we shuffle the document order, and we change document identifiers.

4. We ask the user to select which documents among these six she will use as a
source for her article, based on the information displayed.

5. Lastly, we ask the user to make the selection again, on the basis of all the
features presented together.

Task 2. We ask users to assess the quality of each article in depth. Based on the
same selection of six articles the user was assigned to in task 1, she:

1. Reads the article

2. Assesses the overall quality of the article, as well as the following quality
dimensions: accuracy, precision, completeness, readability, neutrality, trust-
worthiness. Assessments are indicated in a 1 to 5 Likert scale.

3. Highlights in the article the words or sentences that motivate her assessments,
tagging each selection with the name of the corresponding quality dimension
and indicating if it represents a positive or negative observation.

4. Revises their quality assessments (step 2.) if she wishes so.

4 Case Studies

In this section, we describe the two case studies we ran. Both case studies are
based on the same set of documents, which we describe as follows.

4.1 Dataset and Scenario

The dataset we base our experiments on is composed of Web documents about
the vaccination debate triggered by the measles outbreak that happened at Dis-
neyland, California, in 2015'°. This dataset contains 50 documents, diversified
in terms of stance (some are pro vaccinations, some anti, some neutral) and
type of source (e.g., we include: official reports, editorial articles, blog posts).

The scenario we hypothesize is that users have to write an article about the
vaccination debate triggered by such measles outbreak. We propose diverse types
of Web documents to the users, and we ask to select those they would use as a
source for their article (i.e., those they consider of a higher quality). Thus, we
consider selection a marker of relatively high quality.

4.2 Case Study 1 - Journalism Students

Experimental Setup. The first case study involved a class of 20 last-year
journalism students from the University of Amsterdam. The students performed
both tasks of WebQ in a time frame that lasted between 45 and 60 min.

10 The dataset is available at https://goo.gl/cLDTtS.
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Results. We present here a series of analyses on the results collected.

Document Assessments Collected. We collected 104 complete assessments about
the diverse quality dimensions of the documents and 238 annotations.

Comparison of the Two Document Assessments in Task 2. We asked users to
assess the documents twice: when they first read the documents, and after having
highlighted the motivations for their assessments. These two assessments show
no significant difference using a Wilcoxon Signed-rank test at 95 % confidence.

Document Assessments Predictability. The first analysis we perform regards the
predictability of Web documents assessments. Only two or three assessments are
provided per document, but if users assess the documents coherently enough (i.e.,
following similar policies), and if the features we extracted (entities, sentiment,
emotions, trustworthiness) are considered by the users’ policies, then we might
be able to automatically learn such predictions. Table 1 shows the results of such
predictions using the Support Vector Classification algorithm.

Table 1. Accuracy of 10-fold cross-validation using Support Vector Classification with
different combinations of features, and predicting either 5 classes (as in the 1-5 Likert
scale used in WebQ) or 2 classes (i.e., high- and low-quality documents). We calculated
the performance for all possible combinations of the four classes of features. For each
cardinality of such combination (1, 2, 3, 4) we show the best-performing combination.

Features used SVC 5 classes | SVC 2 classes
Trustworthiness 48 % 75 %
Sentiment, trustworthiness 46 % 78 %
Sentiment, emotions, trustworthiness 38% 2%
Sentiment, emotions, trustworthiness, entities | 39 % 2%

Correlation Between Quality Dimensions and Overall Quality. Table 2 shows the
results for each quality dimension.

Correlation Between Document Selection (Task 1) and Document Assessments
(Task2). In task 1 we ask the users to select documents they think are of high
quality based on diverse document features. If many users select a document,
we derive that it has a high probability to be of high quality. Since each doc-
ument has been proposed to only either two or three users, we compute such
probability using a smoothing factor that allows accounting for the uncertainty
due to the small samples observed (see Eq. (1)). Smoothing allows treating dif-
ferently documents that have been proposed two or three times: if a document
has never been selected when it has been proposed two times, its probability to
be of high quality is 0.25; if it has been proposed three times, 0.2. This allows us
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Table 2. Correlation between each quality dimension and the overall quality score
attributed to the documents.

Quality dimension | Correlation with overall quality
Accuracy 0.89
Completeness 0.69
Neutrality 0.46
Relevance 0.63
Trustworthiness 0.80
Readability 0.67
Precision 0.77

to compare probabilities based on a different amount of evidence in an unbiased
manner. The resulting probability is equivalent to the expected value of a Beta
probability distribution with a non-informative prior: we add 1 and 2 to the
numerator and denominator exactly because we do not know a priori if a given
document is of high or low quality (hence its probability of being of high quality
is 50 %).

_ ##selection + 1

"~ #samples + 2

(1)

In task 2, users assess these same documents. Table 3 shows the correlation
between the probability from task 1 and the overall quality score from task 2.
Entities, sentiment, and title show a poor correlation, close to zero: probabilities
from these features (task 1) are not correlated with assessments from task 2.
Trustworthiness, sources and all show a slightly higher but still weak correlation:

between 20 % and 30 % of the times, their probabilities agree with assessments.

Table 3. Correlation (spearman) between the probability of documents to be selected
in task 1 and their overall quality assessment from task 2.

Feature shown (task 1) | Correlation with overall quality (task 2)
Entities -0.07
Sentiment 0.09
Trustworthiness 0.20
Sources 0.29
Title —0.07
All 0.20

User Fwvaluation. We asked the users to complete a questionnaire about their
experience!!. The quantitative results of the 13 respondents (52 % of the total)
are reported in Table4, which shows the percentage of users that indicated a

' The questionnaire is available at http://goo.gl/forms/2pljjpIp0PtyPxd72.
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feature or quality as important. Moreover, the majority (~70 %) of users gave a
low score (1 or 2 on a 1-5 Likert scale) to the whole experience, to its easiness, and
to the fact that the experiment resembles their process when writing an article.
Users agree on the importance of most of the features and qualities we identified,
but they negatively assess the experience they had. We use such information to
improve the experiment design in the next case study, as we explain below.

Table 4. Results of the user evaluation questionnaire.

Feature Users choosing it | Quality Users choosing it
Sentiment 0% Accuracy 30.8%

Entities 23.1% Completeness | 23.1%

Emotions 0% Neutrality 15.4%

Source 76.9 % Precision 30.8%

Title 46.2 % Trustworthiness | 69.2 %
Trustworthiness | 100 % Relevance 38.5%

Quality Definition and Qualitative Analysis of Annotations and Remarks. Lastly,
from a qualitative evaluation of the annotations and of the remarks collected, we
derive that users assume that the documents of higher quality are those showing
the following qualities: high trustworthiness, high accuracy, and high precision.

4.3 Case Study 2 - Media Scholars

Experimental Setup. This case study involves 20 media scholars (RMA and
Ph.D. students as well as senior scholars) attending the Research School for
Media Studies (RMeS) summer school in Utrecht (27 May 2016). Based on the
user evaluation of case study 1, we add a walk-through session to guide the users
in the application, and we improve the task descriptions and the user experience
(e.g., landing pages). The users had about 45 min at their disposal.

Results. We present the results obtained and their analyses.

Document Assessments Collected. In this experiment, we collected 47 complete
assessments about the documents in our dataset and 89 annotations.

Comparison of the Two Document Assessments in Task 2. We observe no signifi-
cance difference between the two series of assessments, for any quality dimension.

Document Assessments Predictability. Like with the previous case study, we use
10-fold cross-validation to test the predictability performance of Support Vector
Classifier on the overall quality assessment. Results are reported in Table 5.

Correlation Between Quality Dimensions and Overall Quality. Table 6 shows the
results for each quality dimension.
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Table 5. Accuracy of the prediction of the overall quality assessments case study 2.
We show the best-performing combination of features per set cardinality (1, 2, 3, 4).

Features used

SVC 5 classes

SVC 2 classes

Trustworthiness 63 % 89 %
Sentiment, trustworthiness 53 % 86 %
Sentiment, entities, trustworthiness 34% 85 %
Sentiment, entities, trustworthiness, emotions | 34 % 85 %

Table 6. Correlation between each quality dimension and the overall quality score.

Quality dimension | Correlation with overall quality
Accuracy 0.89
Completeness 0.69
Neutrality 0.45
Relevance 0.64
Trustworthiness 0.78
Readability 0.66
Precision 0.76

Correlation Between Document Selection (Task 1) and Document Assessments
(Task2). We computed the probability of documents to be of high quality based
on the number of selections collected in task 1 (see Eq. (1)). Table 7 shows the
correlation between such probability and the overall quality from task 2. Again,
the probabilities show a weak correlation with the quality assessments.

Table 7. Correlation (spearman) between the probability of documents to be selected
in task 1 and their overall quality assessment from task 2.

Feature shown (task 1) | Correlation with overall quality (task 2)
Entities 0.38
Sentiment 0.19
Trustworthiness 0.21
Sources 0.25
Title 0.15
All 0.24

User FEvaluation. The results of the user evaluation questionnaire

12

are reported

in Table8. To these quantitative results, we add the fact that users indi-
cate accuracy and also indicators from social media (e.g., discussion on the

2 The questionnaire is available at http://goo.gl/forms/ZwvaqDidCeC8FCXm].
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topic, likes) as possible quality markers and that the majority of the users
(75 %—-100 %) rate the experience and its easiness fairly (2-3 in a 1-5 scale).
Users disagree on whether or not this resembles the process of writing an article.
Only four participants responded to the questionnaire.

Table 8. Results of the user evaluation questionnaire

Feature Users choosing it | Quality Users choosing it
Sentiment 0% Accuracy 25 %
Entities 0% Completeness 0%
Emotions 0% Neutrality 25%
Source 100 % Precision 0%
Title 50 % Trustworthiness | 50 %
Trustworthiness | 100 % Relevance 25%

Quality Definition and Qualitative Analysis of Annotations and Remarks. From
a qualitative evaluation of the annotations and of the remarks collected, we can
derive that users assume that the documents of higher quality are those showing
the following qualities: high trustworthiness, high accuracy, and high precision.

4.4 Comparison Between Case Study 1 and 2

We compare the results obtained in case study 1 and 2. We use a Wilcoxon
signed-rank test to compare the performance obtained by support vector
machines (Tables 1 and 5). We observe no significant difference neither with 2 nor
with 5 classes. Also comparing the correlations between the quality dimensions
and the overall quality (Tables 2 and 6), we observe no significant difference. Nei-
ther the results of Tables3 and 7, i.e., the correlation between probabilities of a
document to be selected and its quality, show any significant difference between
task 1 and 2. The second user questionnaire has been completed only by a very
limited number of users. A Wilcoxon signed-rank test and a x? test agree that
the results from the two case studies are not significantly different but, in this
case, the sample sizes are so small that we can hardly rely on these results.

5 Discussion

Our long-term goal is to allow automatic assessment of Web document quality
tailored to specific user requirements and context. Such a process relies on the
possibility to identify document features that indicate quality (if these exist). In
this paper, we perform two case studies that shed a light on how professionals
evaluated Web documents. Here we discuss the results presented in Sect.4 by
means of a series of statements that emerge from the analysis of the results.
Even though the sets of assessments are small, they are large enough to support
the statistical test run in Sect.4. Only the tests run to compare the evaluation
test are based on a very small dataset, and thus are less conclusive.
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User Assessments are Stable and Coherent. In both case studies, we
observe that the first and the second document assessments are not significantly
different. Moreover, in both cases, we can use Support Vector Classifier to auto-
matically learn and predict the quality of documents. This means that, even if
users assess different documents (the same document has been assessed by three
users at most), assessments are coherent enough to be learned. The features we
identified (entities, sentiment, emotions, trustworthiness) correlate with these
judgments enough to allow using them as features for prediction, at least in
this case.

User Assessments are Highly Related to the Task at Hand. The
extremely high similarity between the results in Tables 2 and 6 shows that, when
assessing the quality of documents, the task at hand is the most important fac-
tor. Here the users were asked to pretend they were writing an article about the
vaccination debate. So, they focused on identifying the most accurate and trust-
worthy documents. Neutrality is the least significant quality of these documents
because, to represent the whole spectrum of the debate, users have to consider
also the least neutral documents, provided that they are accurate enough. Differ-
ent tasks can imply different quality requirements. This facilitates the definition
of future user studies that will provide assessments that are mergeable to the
existing dataset (provided, for instance, that they show no statistically signifi-
cant difference between the existing ones, or that this difference is manageable).
So, we will scale up our current approach: even though different case studies will
have to be based on limited groups of (diverse) users, their contributions will
be used to incrementally build a larger set of document assessments. To guar-
antee that assessments are handled and merged properly, keeping track of their
provenance will be crucial. In this light, although in some cases we observe that
by considering only a subset of features we obtain a better performance (up to
+6 % in some cases), we still prefer to consider all the features we collected so
far. In fact, we do not know if, by extending the set of documents considered
(or by diversifying the tasks at hand), some of the features could gain or loose
importance, and it may be extremely difficult (if not impossible) to know when
this would happen.

Features in Isolation are Hardly Meaningful (but the User Experience
Plays a Role Here). Showing entities, sentiment, and emotions, trustworthi-
ness, title and source (especially in isolation) is hardly useful to users to decide if
a document is of high quality or not (see Tables 3 and 7). The fact that these fea-
tures are profitably used to learn the quality assessments of the documents using
SVC means that they are good markers of quality (e.g., the fact that a given
document expresses an extremely positive sentiment or show specific entities is
correlated with its quality). Nevertheless, users are hardly able to determine the
document quality on the basis of a quantification of such features. What is true
is that in the second case study, although the performance is still pretty low, the
results are slightly better than those of the first use case. This might be due to
the different user background (more senior level scholars in case study 2), as to
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the fact that we improved the setup of the Web(Q application and explained the
logic behind it better in the introduction and walk through.

The Application Setup Should Take the User Experience into Con-
sideration. We aim at collecting annotations from users, so we need to bal-
ance a couple of trade-offs between the application requirements and user-based
constraints. First, our target users have a professional background that is not
necessarily Information or Computer Science. So, even if the application is able
to capture all the necessary information, the way its functionality is presented
to the user and the way she is guided plays an important role. In fact, after
having better explained the logic of the setup of the application we observed
(both via the questionnaire and via a post-study discussion) an improvement in
the perception of the experience from case study 1 to 2. Second, our goal is to
collect as many assessments as possible, but we must take into account that the
user attention decreases over time. So, in a situation like case study 2, we need
to either extend the duration of the experiment or to reduce the number of doc-
uments assessed by each user (e.g., to preserve a uniform number of assessments
per document).

6 Conclusion

Automatically assessing the quality of Web documents is crucial to benefit from
the vast amount of online information. In this paper, we present WebQ, a Web
application to nichesource quality assessments. We also describe two datasets
of Web documents, enriched with assessments resulting from two case studies
involving journalists and media scholars. WebQ provides the necessary function-
alities (i.e., rating and annotating documents) to collect such assessments, and
the user evaluations collected allowed fine tuning it. Our last contribution is a set
of thorough analyses on the resulting dataset. Through such analyses, we showed
that if we assign a clearly defined task to users with a similar background we
can obtain uniform document quality assessments. These can be automatically
estimated (in our case, using SVC) but, given their tight relation to the con-
text, their provenance needs to be precisely tracked to allow their future reuse.
Also, by decomposing overall quality assessments into quality dimensions, we
can identify which quality definition (expressed in terms of quality dimensions)
is adopted by users. For the task performed (selecting documents to be used as a
source for an article on the vaccination debate), the most important dimensions
are accuracy, precision, and trustworthiness. We show that the results collected
in the two case studies are assimilable: this allows creating a uniform collection of
document assessments. Lastly, the user experience in such application matters,
and while it is a delicate balance, small changes lead to improvements.

We plan to extend our application in several directions. We will consider
other typologies of users and extend the tasks evaluated. Clearly, we intend to
extend also the dataset of documents considered, and to incorporate additional
features in our models, including link- and network-based features (e.g., based
on document interlinking) and social media-based features (e.g., the number of
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likes a given article received on social media sites, or the number of followers a
given blog has). Besides nichesourcing, we will also make use of crowdsourcing, to
reach out more contributors. However, such step will require particular attention
to assimilate expert and laymen assessments. Lastly, as a consequence of such
extension, we will have to consider methods for scaling up our prediction models.
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Abstract. We introduce a formalism to couple integrity constraints
over general-purpose knowledge bases with actions that can be executed
to restore consistency. This formalism generalizes active integrity con-
straints over databases. In the more general setting of multi-context sys-
tems, adding repair suggestions to integrity constraints allows defining
simple iterative algorithms to find all possible grounded repairs — repairs
for the global system that follow the suggestions given by the actions in
the individual rules. We apply our methodology to ontologies, and show
that it can express most relevant types of integrity constraints in this
domain.

1 Introduction

Integrity constraints (ICs) for databases have been an important topic of research
since the 1980s [1]. An early survey [26] already identified over 90 relevant types
of integrity constraints. Since then, significant effort has been focused not only
on identifying inconsistencies, but also on repairing inconsistent databases.

The same problem has been studied in other domains of knowledge represen-
tation. Integrity constraints for deductive databases [2] were also considered in
the 1980s. More recently, interest for integrity constraints has arisen in the ontol-
ogy domain, with several approaches on how to define them and how to check
their satisfaction [14,19,21]. Given its challenges, the more complex problem of
repairing inconsistent knowledge bases has not received as much attention.

In this paper, we address the problem of computing repairs by combining two
ideas: clausal-form integrity constraints for multi-context systems (MCSs) [11]
and active integrity constraints (AICs) for relational databases [16]. We demon-
strate the expressiveness of our formalism and show how it can be used to com-
pute repairs for inconsistent MCSs in general, and for ontologies, in particular.
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Contribution. The main contribution of this paper is a notion of AIC for MCSs,
which enables us to compute repairs for inconsistent MCSs automatically, requir-
ing only decidability of entailment in the individual contexts. Particularized to
ontologies, our framework is expressive enough to capture all types of integrity
constraints identified as relevant in [14], as we exemplify in the text.

The step from ICs for MCSs to AICs for MCSs is inspired by the similar step
in the database case [16]. However, we draw more significant benefits in this more
general setting. AICs are ICs that also specify possible repair actions in their
head. In the database case, every clausal IC can be transformed into an AIC
automatically. The goal, though, is to restrict in order to establish preferences
among different possible repairs. In the general case, such a transformation would
require solving complex abduction problems [17].

Using AICs, we can automatically compute repairs for inconsistent MCSs,
bypassing the need to solve such reasoning problems. The price to pay is the
need to prove that an AIC is valid (Definition4). The key observation here is
that AICs should be written with a very clear semantic idea in mind, typically
by an engineer with a deep knowledge of the underlying system, who should be
able to show their validity formally. Thus, in practice, the complexity involved
in computing each repair is moved to a one-time verification of validity of AICs.

Structure. We review previous work in Sect.2, summarizing the key notions
from [5,8,11]. Section 3 introduces AICs for MCSs, showing that they generalize
the corresponding notion for relational databases, and studies their properties in
general. Section 4 focuses on the case of ontologies and evaluates our formalism
against the classes of integrity constraints identified in [14]. Section 5 discusses
how algorithms to compute repairs in the database setting can be adapted to
the general case of MCSs. We conclude in Sect. 6.

1.1 Related Work

Database Repairs. ICs for databases have been extensively studied throughout
the last decades, and we restrict ourselves to works most directly related to ours.

Integrity constraints are typically grouped in different syntactic cate-
gories [26]. Many important classes can be expressed as first-order formulas,
and can also be written in denial (clausal) form — the fragment expressable in
our formalism.

Whenever an integrity constraint is violated, the database must be repaired
to regain consistency. The problem of database repair is to determine whether
such a transformation is possible, and many authors have invested in algorithms
for computing database repairs efficiently. Typically, there are several possible
ways of repairing an inconsistent database, and several criteria have been pro-
posed to evaluate them. Minimality of change [13,27] demands that the database
be changed as little as possible, while the common-sense law of inertia [23] states
that every change should have an underlying reason. While these criteria nar-
row down the possible database repairs, it is commonly accepted that human
interaction is ultimately required to choose the “best” possible repair [25].



100 L. Cruz-Filipe et al.

Active Integrity Constraints (AICs). The formalism of AICs, introduced in [16],
addresses the issue of choosing among several possible repairs. An AIC specifies
not only an integrity constraint, but it also gives indications on how inconsistent
databases can be repaired through the inclusion of update actions, which can
be addition and removal of tuples from the database — a minimal set that can
implement the three main operations of database updates [1].

The original, declarative, semantics of AICs defined founded repairs [5], in
which every action is supported: it occurs in the head of a constraint that is
violated if that action is not included. Despite this characterization, there are
unnatural founded repairs where two actions mutually support each other, but
do not have support from other actions. The same authors then proposed justi-
fied repairs [7], which however are not intuitive and pose further problems [9].
Furthermore, justified repairs are intrinsically linked to the syntactic structure of
databases, and cannot be adapted to other knowledge representation formalisms.

Grounded repairs [8] form a middle ground between both semantics, requiring
support for arbitrary subsets of the repair. They are grounded fixed points of
the intuitive operation of “applying one action from the head of each AIC that
is not satisfied”, which is in line with the intuitive motivation for studying AICs.

Founded and justified repairs can be computed via revision programming [7].
Alternatively, an operational semantics for AICs [9] was implemented for SQL
databases [10]. There, repairs are leaves of particular trees, yielding a semantics
equivalent to the declarative one when existence of a repair is an NP-complete
problem. For grounded and justified repairs, where this existence problem is
YP_complete, the trees still contain all repairs, but may also include spurious
leaves — requiring a post test that brings the overall complexity to the theoreti-
cal limit.

Multi-context Systems (MCSs). MCSs, as defined in [3], can be informally
described as collections of logic knowledge bases — the contexts — connected
by Datalog-style bridge rules. Since their introduction, several variants of MCSs
have been proposed that add to their potential fields of application. Relational
MCSs [15] were proposed as a way to allow a formal first-order syntax, intro-
ducing variables and aggregate expressions in bridge rules, and extending the
semantics of MCSs accordingly. Managed MCSs [4], which we describe in Sect. 2,
further generalize MCSs by abstracting from the possible actions that change
individual knowledge bases. Other variants, which are not directly relevant for
this work, are discussed in [11]. A different line of research deals with repairing
logical inconsistency of an MCS (non-existence of a model) [12].

ICs in Ontologies. Integrating ICs with ontology-based systems poses several
challenges, mainly due to the open-world assumption and the absence of the
unique name assumption [14,20,22,24]. In this context, ICs are conventionally
modelled as T-Box axioms [19], but variants based on hybrid knowledge bases,
auto-epistemic logic, modal logic, and grounded circumscription have recently
been proposed. For an overview of these proposals see Sect. 2 in [21]. For details
on how some of these can be expressed by ICs over MCSs, using a systematic
interpretation of ontologies as MCSs, see Sect. 4.5 in [11]. The interpretation we
use in Sect. 4 is a variant of the one presented therein.
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2 Background

AICs for Databases. Let X be a first-order signature without function symbols.
A database is a set of ground atoms over X, and an update action is an expression
of the form +a or —a, where a is a ground atom over X. An active integrity
constraint (AIC) over a database DB is a rule r of the form

Dls---sDm,NOt (Pimg1),.-.,n0t (o) = a1 |-+ | ag (1)

where each p; is an atom over the database’s signature, every variable free
in pm41,...,pe occurs in pi,..., Py, and each update action «; is either —p;
for some 1 < j < m or +p; for m < j < £.! The body of r is body(r) =
Dly--vPm, N0t (Pmi1),...,not (pe), and the head of r is head(r) = a; | ... | ag.

If r is ground, then DB satisfies r, denoted DB = r, if DB [~ p; for some
1 <i<mor DB [ p; with m < i < £. In general, DB = r if DB satisfies all
ground instances of r. Otherwise, r is applicable in DB [16]. If i) is a set of AICs,
then DB =7 if DB = r for every r € 7.

A set of update actions U is consistent if it does not contain both +a
and —a for any ground atom a. Given a consistent U, we write U(DB) for
the result of applying all actions in ¢/ to DB, and say that U is a weak repair
for (DB, n) if: (i) every action in U changes DB and (ii) #(DB) = n. U is a
repair if V(DB) [ n for every V C U [5], and U is grounded if, for every
V C U, there exists a ground instance r of a rule in 7 such that V(DB) - r
and head(r) N (U \ V) # 0 [8].

Multi-context Systems. We now describe the variant of multi-context systems we
use: managed multi-context systems (also abbreviated to MCSs) [4].

A relational logic L is a tuple (KB, BS, ACC, X'), where KB is the set of well-
formed knowledge bases of L (sets of well-formed formulas), BS is a set of possible
belief sets (candidate models), ACC : KB — 255 is a function assigning to each
knowledge base a set of acceptable belief sets (its models), and X' is a signature
generating first-order sublanguages of | JKB and | BS.

A managed multi-context system is a collection of managed contexts {C;}1,
with each Cz = <Lza kbz, bl’i,Di, OP“ mng1> where: Lz = <KB¢7 BSZ,ACC“21> is
a relational logic; kb; € KB;; D; (the import domain) is a set of constants from
X:; OP; is a set of operation names; mng, : p(OP; x | JKB;) x KB; — KB; is a
management function; and br; is a set of managed bridge rules, with the form

(i : 0(]?)) — (il 3]71)7 ) (iq : pq)7 not (iq-‘rl : pq-‘rl)a ..., not (im : pm) (2)

such that o € OP;, p € [JKB;, 1 <4,i; <n, and each p; is a belief? of L.
Intuitively, kb; is the knowledge base of context C; and OP; are the names
of the operations that can be applied to change it. The management function

! In [16], existentially quantified variables can also occur in negative literals. This was
not discussed in subsequent work, and we ignore it for simplicity of presentation.

2 Technically, P, is a relational element of C;,: it can include variables, which when
instantiated yield elements of | J BS;, — see [4] for details.
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defines the semantics of these operations: mng;(O, kb) is the result of applying
the operations in O to kb. Bridge rules govern the interaction between contexts.?

A belief state for an MCS M = {C;}7_, is a set S = {S;}}_; such that each
S; € BS;. A ground instance of bridge rule (2) is applicable in S if p; € S;
for 1 <i < gqandp; €5; for ¢ < i < m; the variables in the rule can only be
instantiated by elements of the import domain D;. A belief state is an equilibrium
for M if it is stable under application of all bridge rules, i.e.:

S; € ACC;(mng;({head(r) | r € br; applicable in S}, kb;))

In general, M can have zero, one or several equilibria; if at least one exists, then
M is logically consistent. We present examples of MCSs in the next sections.

Integrity Constraints for General-Purpose Knowledge Bases. ICs for MCSs [11]
generalize clausal ICs to a generic framework for reasoning systems — covering not
only relational databases, but also deductive databases, peer-to-peer systems and
ontologies, among others. Syntactically, ICs are bridge rules with empty head,
forming an added layer on top of an MCS that does not affect its semantics.

As MCSs may have several equilibria, satisfaction of a set of ICs 1 can be
weak — there is an equilibrium satisfying all rules in n — or strong — all equilibria
satisfy all rules in 7). In order to avoid vacuous quantifications, strong satisfaction
only holds for logically consistent MCSs. In general these properties are unde-
cidable [11], but if entailment in every context is decidable then satisfaction of
a set of ICs is in most cases as hard as the hardest entailment decision problem.

In this paper, we do not explicitly mention the set of ICs when clear from the
context. Moreover, our development applies both to weak and strong satisfaction,
and we simply say that an MCS is consistent if it satisfies the given set of 1Cs.
We explicitly write “logical consistency” for existence of an equilibrium.

3 Active Integrity Constraints

We begin by defining active integrity constraints over multi-context systems.

Definition 1. An AIC over an MCS M = {C;}?_, is a rule r of the form

(il : Pl),...,(’im : Pm),not (’im+1 : Pm+1), ...,nhot (’Lz : P[)
= (r:oa) || Uk aw) (3)

where 1 < iy, j, < n, each P, is a belief in C;, , each update action o, €
OP;, x |UKB;j,, and all variables in Py 1, ..., P occur in Py, ..., Ppy,.

This definition follows the one for databases (1), and we define body and head
of r similarly. Equation (3) also generalizes ICs for MCSs: each AIC corresponds

3 For the sake of presentation, we simplified the management function, which in the
original work is allowed to return several possible effects for each action.
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to an IC by ignoring its head, immediately yielding notions of weak and strong
satisfaction for an AIC. We also say that r is applicable to an MCS M if M £ r.
Intuitively, in this case M should be repaired by applying actions in head(r).

The reasoning capabilities of MCSs dictate that we cannot restrict the actions
in the head of an AIC syntactically (as in the database world, see Sect.2). We
thus relax this requirement by only demanding that the actions are capable of
solving the inconsistency. It is also not reasonable to require that every action in
head(r) be able to solve every inconsistency detected by body(r): since inconsis-
tencies may be triggered by derived information, they may have different origins,
and the different actions may be solutions for those different causes.

We are interested in sets of update actions that are applied simultaneously,
i.e. the order in which actions are executed should be irrelevant. This corresponds
to the consistency requirement usually considered in databases.

Definition 2. Let M = {C;}_, be an MCS, U be a finite set of update actions,
and U; be the set of actions in U affecting C;.

U; is consistent w.r.t. kb; if, for every permutation «aq,...,ax of the ele-
ments of U;, mng,(U;, kb;) = mng,(aq, mng, (..., mng;(ak, kb;)...)). U is consis-
tent w.r.t. M if each U; is consistent w.r.t. kb;, and in this case we write U (M)
for the result of applying each U; to each kb;.

Ezxample 1. We consider a concrete toy example of a deductive database with
two unary base relations p and ¢, a view consisting of a relation r such that
r(z) < p(z) V q(x), and the integrity constraint —r(a).

We formalize this as an MCS M = (Cg, Cr) where Cg is an extensional data-
base including predicates p and ¢ (but not r), C7 is the view context including
predicate r (but not p or ¢), and they are connected by the bridge rules

(I:r(X)) = (E:p(X))  (I:7(X)) < (E:q(X)).

Furthermore, mngy allows addition and removal of any tuples to Cg, using
operations add and del, while mng; does not allow any changes. (See [11] for
details of this construction.)

From the structure of M, we know that r(a) can only arise as a deduction
from p(a) or g(a) (or both), so it makes sense to write an AIC

(I :7(a)) = (E : del(p(a))) | (E : del(g(a))).

The actions on the head of this AIC solve the problem in all future states of M,
since C'7 cannot change. However, restoring consistency may require performing
both actions (if the database contains both p(a) and q(a)).

This example also illustrates an important point: repair actions are written
with a particular structure of the MCS in mind.

Definition 3. The set of variants to an MCS M, denoted vrt(M), is

vrit(M) = {U(M) |U is a finite set of update actions over M }.
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Restrictions on the actions in the head of AICs only range over vrt(M), which
contains all possible future evolutions of M.

Definition 4. An AIC r of the form (3) is valid w.r.t. an MCS M if:

— for every logically consistent M’ € vrt(M) such that M' [~ r, there is U C
head(r) with U(M') = r;
— for every « € head(r), there is M' € vrt(M) with M' = r and a(M') = 7.

These conditions require that the set of suggested actions be complete (it can
solve all inconsistencies) and that it does not contain useless actions.

Example 2. The AIC in Example 1 is valid: the only possible changes to M are
in kbg, which only contains information about p and ¢, thus, in any element of
vrt(M) the only way to derive r(a) is still from either p(a) or g(a). The second
condition follows by considering M’ with kbg = {p(a)} and kbg = {q(a)}.

Proposition 1. Deciding whether an AIC is valid is in general undecidable.

Proof (sketch). Let L be a logic with an undecidable entailment problem, C' be
a context over L with add € OP¢ such that mng(add(p),I") = I' U {¢}, and
M = {C7}. Assume also that vrt(M) includes all knowledge bases over L. Then
(C:=B) = (C:add(A)) is valid iff A =1 B. |

In practice, proving validity of AICs should not pose a problem: AICs are written
by humans with a very precise semantic motivation in mind, and this means that
the conditions in Definition 4 should be simple for a human to prove.

We now show that the framework we propose generalizes the database case.
A database DB can be seen as an MCS M (DB), defined as having a single context
over first-order logic, whose knowledge base is DB, with management function
allowing addition (4) or removal (—) of facts, and where the only set of beliefs
admissible w.r.t. a given database is the set of literals that are true in that
database (see [11] for a detailed definition).

Proposition 2. Fvery AIC over a database DB yields a valid AIC over M (DB).
Proof (sketch). We write a generic AIC over a database (1) as the AIC

(I:p1),...,(1:pm),not (1:pmy1),...,n0t (1:p)) = (L:aq)|---|(1:ax)

over M(DB). If DB does not satisfy the body of (1), then it can always be
repaired by performing exactly one of the actions in its head [6], establishing
both conditions for validity. O

Definition 5. Let M = {C;}_; be an MCS, n be a set of AICs over M and U
be a finite set of update actions. U is a weak repair for (M,n) if U is consistent
w.r.t. M and U(M) = 1. Furthermore, U is grounded if: for every V C U, there
is an AIC r € 5 such that V(M) ¥ r and head(r) N (U \ V) # 0.

The definitions of weak and grounded repair directly correspond to those for
the database case (Sect.2). The notion of grounded repair implies, in particular,
minimality under inclusion [8].
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4 Application: The Case of Ontologies

This section is devoted to examples illustrating how our framework can be
applied to the particular case of integrity constraints over ontologies.

Previous work [3,11] shows how to view an ontology as a context of an MCS.
In the present work, we refine this interpretation by representing an ontology as
two contexts: one for the A-Box, one for the T-Box, connected by bridge rules
that port every instance from the former into the latter. (This is reminescent
of how deductive databases are encoded in MCSs, see [11]). This finer encoding
allows us, in particular, to reason about asserted instances (which are given in
the A-Box) and those that are derived using the axioms (see Example 5).

We further assume that the A-Box only contains instances of atomic concepts
or roles (C(t) or R(t,t')). This option does not restrict the expressive power of
the ontology, but it helps structure AICs: to include instance axioms about
e.g. C'U D, one instead defines a new concept £ = C' U D in the T-Box and
includes instance axioms about E in the A-Box (see also Example 7).

Definition 6. A description logic L is represented as the relational logic Ly =
(KBg,BS;,ACC., X', where:

— KB contains all well-formed knowledge bases of L;

— BS, contains all sets of queries in the language of L;

— ACC.(kb) is the singleton set containing the set of queries to which kb answers
((Yesﬂ‘

— XY is the first-order signature underlying L.

An ontology O = (T, A) based on L induces the multi-context system M(O) =
(Ctx(T), Ctx(A)) where Ctx(T) = (L, T, brr, Xo, 0, 0) with

— brr contains all rules of the form (T : C)(X) «— (A : C)(X) where C is a
concept, and (T : R)(X,Y) <« (A: R)(X,Y) where R is a role;
— Xy is the set of constants in X ;

and Ctx(A) = (Lz, A, 0, Xy, OP, mng) where OP and mng are the set of allowed

update operation names and their definition.

The management function does not allow changes to the T-Box; the particular
operations in the A-Box depend on the concrete ontology. This is in line with
our motivation that writing AICs requires knowledge of the system’s deductive
abilities (expressed by the T-Box), which should not change.

We now evaluate the expressivity of our development by showing how to
formalize several types of ICs over ontologies. We follow the classification in
Sect. 4.5 of [14], which describes families of ICs determined by OWL engineers
and ontologists as the most interesting, as well as other types of ICs considered
in the scientific literature. Several classes of ICs are syntactically similar, so we
do not include examples for all categories in [14], but explain in the text how
the missing ones can be treated.
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Most of our examples are adapted from [14], which frames them in a vari-
ant of the Lehigh University Benchmark [18], an ontology designed with the
goal of providing a realistic scenario for testing. This ontology considers con-
cepts student, gradStudent, class and email, and roles hasEmail, enrolled and
webEnrolled. Our semantics is: class is a concept including all classes of a common
course; enrolled(c,s) holds if student s is enrolled in course s; and webEnrolled
holds if the student is furthermore to be contacted only electronically.* The
actual contents of the A-Box are immaterial for our presentation, and we restrict
ourselves to the fragment of the T-Box containing the following axioms.

gradStudent C student Jenrolled.student C class
webEnrolled C enrolled dhasEmail.email C student
JwebEnrolled.class C JhasEmail

4.1 Functional Dependencies

Functional dependencies are one of the most frequently occurring families of
1Cs: requirements that certain relations be functional on one argument. In our
example, this applies to hasEmail: two distinct students cannot have the same
e-mail.

Since ontologies do not have the Unique Name Assumption, we cannot dis-
tinguish individuals by checking name equality (as in databases), but must query
the ontology instead. Furthermore, while in the database world such violations
can only be repaired by removing one of the offending instances, in ontologies,
we can also add the information that two individuals are the same.

Example 3. Suppose that the management function includes operations add and
del to add or remove a particular instance from the A-Box, as well as assertEqual,
establishing equality of two individuals. Under these assumptions, we can express
funcionality of e-mail as the following AIC.

(A : hasEmail(X, Z)), (A : hasEmail(Y, Z)),not (T: (X =Y))
= (A : del(hasEmail(X, Z))) | (A : assert(X =Y))(4)

Observe that, if T explicitly proves that X # Y, then only the first action can
be used, as asserting equality between X and Y would lead to an inconsistency.
However, if this is not the case then the second action is also a repair possibility,
and hence this AIC is valid. There are several possibilities for the implementation
of assert: it can add the equality X = Y to the A-Box, but it can also syntactically
replace every occurrence of one of them for the other.

Several other types of dependencies (e.g. key constraints, uniqueness con-
straints, functionality constraints) are expressed by similar formulas. Likewise,
max-cardinality constraints can be represented as AICs with similar types of
actions in the head (deleting some instances or unifying some individuals).

4 This semantics is slightly changed from that of [14], in order to make some aspects
of our example more realistic.
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4.2 Property Domain Constraints

This family of ICs specifies that the domain of a role should be a subset of a
particular concept. In case such a constraint is violated, the offending element
has to be added as an instance of that concept. The treatment of these ICs is
thus very similar to the database case.

Ezxample 4. To model that only students can be enrolled in courses, we write
the following AIC.

(T : enrolled(X,Y), not (T : student(Y)) = (A : add(student(Y))) (5)

We could also add the action (A : del(enrolled(X,Y"))) to the head of this AIC;
note that it would only restore consistency in the case where this fact is explicitly
stated in the A-Box and not otherwise derivable. Property range constraints
(restricting the range of a role) can be similarly treated.

4.3 Specific Type Constraints

In many applications, it is interesting to minimize redundancy in the A-Box.
In particular, in the presence of inclusion axioms, it is often desirable only to
include instances pertaining to the most specific type class of each individual.

contains instances of the most specific class a student belongs to by writing:

Example 5. Since gradStudent C student, we guarantee that the A-Box only

(A : gradStudent(X)), (A : student(X)) = (A : del(student(X))) (6)

Thus, if the A-Box contains e.g. student(john) and gradStudent(john), then
the axiom student(john) will be removed. The system will still be able to derive
student(john), but only in context Cr (using the information in the T-Box). The
separation of the A-Box and T-Box in different contexts is essential to express
this integrity constraint in our formalism. Constraints that distinguish between
assertions explicitly stated in the A-Box and derived ones have been considered
e.g. in [22].

4.4 Min-Cardinality Constraints

We now consider a more interesting type of ICs: min-cardinality constraints.
Inconsistencies arising from the violation of such constraints are hard to repare
automatically, as such a repair requires “guessing” which instances to add. Using
AICs and adequate management functions, we can even specify the construction
of “default” values that may depend on the actual ontology.

Ezxample 6. We want to express that each class must have a minimum of 10
students. Classes with less enrolled students should be closed, and those students
moved to the smallest remaining class using an operation redistribute.

(T : (< 10.enrolled)(X)) = (A : redistribute(—class(X))) (7)
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For this AIC to be valid, redistribute must check whether students are enrolled
or webEnrolled and change the appropriate instance in the A-Box. This also uses
the knowledge that instances of enrolled cannot be derived in other ways.

A similar kind of constraints are totality constraints, which require that a
role be total on one of its arguments. In our example, we could require every
student to be enrolled in some class, and use an adequate management function
to add non-enrolled students to e.g. the smallest class.

4.5 Missing Property Value Constraints

We now turn our attention to a kind of ICs that is also very common in ontolo-
gies: disallowing unnamed individuals for particular properties [22].

Example 7. Our ontology specifies that all students that are webEnrolled in a
class must have an e-mail address. However, for the purpose of contacting these
individuals, this e-mail address must be explicitly provided. We address this
issue with the following AIC.

(T : (3hasEmail)(X)), not (T : hasEmail(X,Y))
— (A : unregister(~3IwebEnrolled ™ (X))) (8)

Here, unregister replaces the axiom webEnrolled(X) with enrolled(X), as it makes
sense to keep the student enrolled in the course. Validity of this AIC follows from
observing that the only possible ways to derive FhasEmail(X) are either from an
explicit assertion hasEmail(X,Y") or indirectly from webEnrolled(Z, X).

This example also justifies our requirement that the A-Box can only contain
instances of atomic concepts or roles. If the A-Box were allowed to contain
e.g. JhasEmail(john), then AIC (8) would no longer be valid. By restricting to
atomic concepts, the only way to perform a similar change would be by defining a
new concept as equivalent to JhasEmail — and this information would be present
in the T-Box, making it clear that AICs should consider it.

4.6 Managing Unnamed Individuals

Finally, we illustrate how we can write AICs in different ways to control whether
they range over all individuals of a certain class, or only over named ones.

Ezample 8. For ecological reasons, we want all students with an e-mail address
to be enrolled in the web version of courses. We can write this as follows.

(T : (hasEmail)(Y, Z)), (T : enrolled(X,Y")),not (T : webEnrolled(X,Y))
= (A : webEnroll(webEnrolled(X,Y))) (9)

Operation webEnroll will replace enrolled(X,Y") with webEnrolled(X,Y"), dually
to unregister in the previous example.
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Alternatively, we could consider writing

(T : (3hasEmail)(Y)), (T : enrolled(X,Y")), not (T : webEnrolled(X,Y))
= (A : webEnroll(webEnrolled(X,Y))) (10)

In this particular context, this formulation is undesirable, as it will also affect
individuals who do not have a known e-mail address. By writing an explicit
variable in the first query of the body, as in (9), we guarantee that we only
affect those individuals whose e-mail address is known.

Similar considerations about the two possible ways to formulate this type of ICs
can be found in [22].

5 Computing Repairs

In [9], we showed how to use active integrity constraints to compute repairs for
inconsistent databases, by using the actions in the head of unsatisfied AICs to
build a repair tree whose leaves were the repairs. We showed how the construction
of the tree could be adapted to the different types of repairs considered originally
in [7]; in particular, for the case of grounded repairs (which is the one we are
interested in this work), it is enough to expand each node with the actions in
the heads of the AICs that are not satisfied in that node.

We adapt this construction to the framework of AICs over MCSs. As we will
see, the algorithms have to be adapted to this more general scenario, but we can
still construct all grounded repairs for a given (inconsistent) MCS automatically,
as long as entailment in all contexts is decidable.

Definition 7. Let M be an MCS and n be a set of integrity contraints over M.
The repair tree for (M,n), Tiny), is defined as follows.

— Fach node is a set of update actions.

— A node n is consistent if: (i) n(M) is logically consistent and (ii) if n' is the
parent of n, then n is a consistent set of update actions w.r.t. n'(M).

— Fach edge is labeled with a closed instance of a rule.

— The root of the tree is the empty set ().

— For each consistent node n and rule r, if n(M) & r thenn’ = nUU is a child of
n if (i) U C head(r), (ii) n'(M) = r and (iii) if U CU then (nUU' ) (M)  r.

In the database case [9], it is straightforward to show that repair trees are
finite, since the syntactic restrictions on database AICs guarantee that each rule
can only be applied at most once in every branch. In the general MCS case, this
is not true, as the following example shows.

Ezample 9. Consider an ontology (represented as an MCS as in Sect.3) with
four concepts By, Bs, B3 and D. The T-Box contains axioms

BlgD and BQHBBED
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and the A-Box is {B(a), Bs(a)}. Furthermore, we have integrity constraints

(T:D)(a) = (A:del(B1)(a)) | (A:del(Bs)(a)) (r1)

not (T': By)(a),not (T : Bs)(a) = (A : add(Bz)(a)) (r2)
Following this construction, we
obtain the tree on the right, and its 0
leaf is a grounded repair. J/Tl

{del(B1)(a)}
I

Proof. By definition, every node of {del(B1)(a),add(By)(a)}
T,y has a finite number of descen-
dants, since there are only finitely
many ground instances of AICs with a
finite number of actions in each one’s
head. By construction, in every branch the labels of the nodes form an increasing
sequence (w.r.t. set inclusion), and each node is again a subset of the (finite)
set of all actions in the heads of all rules. Therefore, 7, has finite depth and
finite degree, hence it is finite. O

Lemma 1. 7y, is finite.

71

/
{del(B1)(a),add(B2)(a),del(B3)(a)}

Lemma 2. Every grounded repair for (M,n) is a leaf of Tinyy)-

Proof. Let U be a grounded repair for M and 7. By definition of grounded repair,
if 4/’ C U then there is a ground instance r of an AIC such that: there exists
V C head(r) NU such that (U’ UV)(M) = r. This directly yields a branch of the
repair tree ending at U. O

(This is essentially the same argument for showing that, in the database case,
grounded repairs are well-founded, see [8].)

T (a1, is constructed as the well-founded repair tree in the database case [9].
In both cases, this tree may, in general, contain leaves that are not grounded
repairs [8]. Under the assumption that P # NP, this cannot be avoided, since
existence of grounded repairs for databases is a X -complete problem [8].

5

Complezity. The proof of Lemma 1 shows that the depth of 7(;;,, is polynomial
in the size of the grounded instances of 7. Therefore, given an oracle that decides
whether an MCS satisfies a set of AICs, the problem of existence of a grounded
repair for (M,n) is X£'-complete: 7M.y can be built in non-deterministic poly-
nomial time (guessing which rule to apply at each node and using the oracle to
decide whether the descendant is a leaf), and the validation step can be done in
co-NP time (if the leaf is not a grounded repair, then we guess the subset that
violates the definition and use the oracle to confirm this).

5 There is also a notion of repair tree for databases in [9], but it relies on the ability
of inferring heads of AICs automatically, which does not exist in the MCS setting.
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6 Discussion and Conclusions

Validity. At the end of Examplel, we pointed out that restoring consistent
w.r.t. an AIC r may require applying several actions in head(r). This suggests
allowing sets of actions (rather than actions) in the heads of AICs. Besides
increasing the complexity of our development, it is not clear that this change
would bring significant benefits. In terms of computing repairs, we already cover
those cases, since we add sets of actions when going from a node to its descen-
dents. Also, it is not clear that there exists a situation when every possible
inconsistent MCS requires a set of actions to repair.

One could also remove the second condition of validity of an AIC, i.e. allow
the actions in the head to be insufficient to restore consistency of some MCSs.
This would remove some burden from the programmer who has to specify the
AICs, and would not affect the performance of the algorithms in Sect. 5. However,
it would contradict the original motivation for AICs [16]: that the actions in the
head of a rule should provide the means for restoring consistency.

Variants of AICs. The authors of [16] also considered conditioned active integrity
constraints, where the actions on the head of AICs are guarded by additional
conditions that have to be satisfied. In their setting, conditioned AICs do not
add expressive power to the formalism, as they can be split into several uncon-
ditioned AICs (with more specific bodies) preserving the notions of consistency
and repairs. In our setting, this transformation is not possible, and it would
thus be interesting to study conditioned active integrity constraints over multi-
context systems. However, we point out that the management function can use
information about the actual knowledge bases in its implementation, so some
conditions can actually be expressed in our setting (see Example 6).

Conclusion. We proposed active integrity constraints for multi-context systems
and showed that, using them, we can compute grounded repairs for inconsistent
MCSs automatically. Although validity of AICs is in general undecidable, we
showed that we can cover the most common types of ICs in our framework.

References

1. Abiteboul, S.: Updates a new frontier. In: Gyssens, M., Paredaens, J., Van Gucht,
D. (eds.) ICDT 1888. LNCS, vol. 326, pp. 1-18. Springer, Heidelberg (1988)

2. Asirelli, P., de Santis, M., Martelli, M.: Integrity constraints for logic databases. J.
Log. Program. 2(3), 221-232 (1985)

3. Brewka, G., Eiter T.: Equilibria in heterogeneous nonmonotonic multi-context sys-
tems. In: AAAT, pp. 385-390. AAAI Press (2007)

4. Brewka, G., Eiter, T., Fink, M., Weinzierl, A.: Managed multi-context systems. In:
IJCALI pp. 786-791. IJCAI/AAAT (2011)

5. Caroprese, L., Greco, S., Sirangelo, C., Zumpano, E.: Declarative semantics of
production rules for integrity maintenance. In: Etalle, S., Truszczynski, M. (eds.)
ICLP 2006. LNCS, vol. 4079, pp. 26—40. Springer, Heidelberg (2006)



112

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

L. Cruz-Filipe et al.

Caroprese, L., Truszczynski, M.: Declarative semantics for active integrity con-
straints. In: Garcia de la Banda, M., Pontelli, E. (eds.) ICLP 2008. LNCS, vol.
5366, pp. 269-283. Springer, Heidelberg (2008)

Caroprese, L., Truszczynski, M.: Active integrity constraints and revision program-
ming. Theor. Pract. Log. Program. 11(6), 905-952 (2011)

Cruz-Filipe, L.: Grounded fixpoints and active integrity constraints. In: ICLP,
OASICS. Dagstuhl (2016, accepted)

. Cruz-Filipe, L., Engrécia, P., Gaspar, G., Nunes, I.: Computing repairs from active

integrity constraints. In: TASE, pp. 183-190. IEEE (2013)

Cruz-Filipe, L., Franz, M., Hakhverdyan, A., Ludovico, M., Nunes, I., Schneider-
Kamp, P., repAlIrC: a tool for ensuring data consistency by means of active integrity
constraints. In: KMIS, pp. 17-26. SciTePress (2015)

Cruz-Filipe, L., Nunes, 1., Schneider-Kamp, P.: Integrity constraints for general-
purpose knowledge bases. In: Gyssens, M., et al. (eds.) FoIKS 2016. LNCS, vol.
9616, pp. 235-254. Springer, Heidelberg (2016). doi:10.1007/978-3-319-30024-5_13
Eiter, T., Fink, M., Ianni, G., Schiiller, P.: Towards a policy language for managing
inconsistency in multi-context systems. In: Workshop on Logic-Based Interpreta-
tion of Context: Modelling and Applications, pp. 23-35 (2011)

Eiter, T., Gottlob, G.: On the complexity of propositional knowledge base revision,
updates, and counterfactuals. Artif. Intell. 57(2-3), 227-270 (1992)

Fang, M.: Maintaining integrity constraints in semantic web. Ph.D. thesis, Georgia
State University (2013)

Fink, M., Ghionna, L., Weinzierl, A.: Relational information exchange and aggre-
gation in multi-context systems. In: Delgrande, J.P., Faber, W. (eds.) LPNMR
2011. LNCS, vol. 6645, pp. 120-133. Springer, Heidelberg (2011)

Flesca, S., Greco, S., Zumpano, E.: Active integrity constraints. In: PPDP, pp.
98-107. ACM (2004)

Guessoum, A.: Abductive knowledge base updates for contextual reasoning. J.
Intell. Inf. Syst. 11(1), 41-67 (1998)

Guo, Y., Pan, Z., Heflin, J.: LUBM: a benchmark for OWL knowledge base systems.
J. Web Sem. 3(2-3), 158-182 (2005)

Motik, B., Horrocks, I., Sattler, U.: Bridging the gap between OWL, relational
databases. Web Semant.: Sci. Serv. Agents World Wide Web 7(2), 74-89 (2011)
Motik, B., Rosati, R.: Reconciling description logics and rules. J. ACM, 57 (2010).
Article Nr 30

Ouyang, D., Cui, X., Ye, Y.: Integrity constraints in OWL ontologies based on
grounded circumscription. Front. Comput. Sci. 7(6), 812-821 (2013)
Patel-Schneider, P.F., Franconi, E.: Ontology constraints in incomplete and com-
plete data. In: Cudré-Mauroux, P., et al. (eds.) ISWC 2012, Part I. LNCS, vol.
7649, pp. 444-459. Springer, Heidelberg (2012)

Przymusinski, T.C., Turner, H.: Update by means of inference rules. J. Log. Pro-
gram. 30(2), 125-143 (1997)

Tao, J., Sirin, E., Bao, J., McGuinness, D.L.: Integrity constraints in OWL. In:
AAAIL AAAI Press (2010)

Teniente, E., Olivé, A.: Updating knowledge bases while maintaining their consis-
tency. VLDB J. 4(2), 193-241 (1995)

Thalheim, B.: Dependencies in Relational Databases. Teubner-Texte zur Mathe-
matik. B.G. Teubner, Leipzig (1991)

Winslett, M.: Updating Logical Databases. Cambridge Tracts in Theoretical Com-
puter Science. Cambridge University Press, Cambridge (1990)


http://dx.doi.org/10.1007/978-3-319-30024-5_13

Evolutionary Discovery of Multi-relational
Association Rules
from Ontological Knowledge Bases

Claudia d’Amato'®), Andrea G.B. Tettamanzi?, and Tran Duc Minh?

! University of Bari, Bari, Italy
claudia.damato@uniba.it
2 Université Cote d’Azur, Inria, CNRS, I3S, Nice, France
andrea.tettamanziQunice.fr, tdminh2110@yahoo.com

Abstract. In the Semantic Web, OWL ontologies play the key role of
domain conceptualizations, while the corresponding assertional knowl-
edge is given by the heterogeneous Web resources referring to them. How-
ever, being strongly decoupled, ontologies and assertional knowledge can
be out of sync. In particular, an ontology may be incomplete, noisy, and
sometimes inconsistent with the actual usage of its conceptual vocabulary
in the assertions. Despite of such problematic situations, we aim at dis-
covering hidden knowledge patterns from ontological knowledge bases, in
the form of multi-relational association rules, by exploiting the evidence
coming from the (evolving) assertional data. The final goal is to make use
of such patterns for (semi-)automatically enriching/completing existing
ontologies. An evolutionary search method applied to populated onto-
logical knowledge bases is proposed for the purpose. The method is able
to mine intensional and assertional knowledge by exploiting problem-
aware genetic operators, echoing the refinement operators of inductive
logic programming, and by taking intensional knowledge into account,
which allows to restrict the search space and direct the evolutionary
process. The discovered rules are represented in SWRL, so that they
can be straightforwardly integrated within the ontology, thus enrich-
ing its expressive power and augmenting the assertional knowledge that
can be derived from it. Discovered rules may also suggest new (schema)
axioms to be added to the ontology. We performed experiments on pub-
licly available ontologies, validating the performances of our approach
and comparing them with the main state-of-the-art systems.

Keywords: Description logics - Pattern discovery -+ Evolutionary
algorithms

1 Introduction

The Semantic Web [3] is the new vision of the Web aiming at making Web
contents machine readable besides of human readable. For the purpose, Web
resources are semantically annotated with metadata referring to ontologies that
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are formal conceptualizations of domains of interest acting as shared vocabular-
ies where the meaning of the annotations is formally defined. As such, annotated
web resources represent the assertional knowledge, given the intensional defini-
tions provided with ontologies. Assertional and intensional ontological knowledge
will be referred to as ontological knowledge base. In the SW view, data, infor-
mation, and knowledge are connected following best practices and exploiting
standard Web technologies, e.g. HT'TP, RDF and URIs. This allows to share
and link information that can be read automatically by computers meanwhile
creating a global space of resources semantically described. The description of
data/resources in terms of ontologies represents a key aspect in the SW. Inter-
estingly, ontologies are also equipped with powerful deductive reasoning capa-
bilities. However, due to the heterogeneous and distributed nature of the SW,
ontological knowledge bases (KBs)! may turn out to be incomplete and noisy
w.r.t. the domain of interest. Specifically, an ontology is incomplete when it is
logically consistent (i.e., it contains no contradiction) but it lacks of informa-
tion (e.g., assertions, disjointness axioms, etc.) w.r.t. the domain of reference; an
ontology is noisy when it is logically consistent but it contains invalid informa-
tion w.r.t. the reference domain. These situations may prevent the inference of
relevant information or cause incorrect information to be derived.

By exploiting the evidence coming from the (assertional) knowledge, data
mining techniques could be fruitfully exploited for discovering hidden knowledge
patterns from ontological KBs, to be used for enriching an ontology both at
terminological (schema) and assertional (facts) level, even in presence of incom-
pleteness and/or noise. We present a method, based on evolutionary algorithms,
for discovering hidden knowledge patterns in the form of multi-relational associ-
ation rules (ARs) coded in SWRL [14], which can be added to the ontology thus
enriching its expressive power and increasing the assertional knowledge that can
be derived from it. Additionally, discovered rules may suggest new axioms to
be added to the ontology, such as transitivity and symmetry of a role, and/or
concept /role inclusion axioms. Even if related works focussing on a similar goal
can be found in the SW community (see [11,12,15,16,24]) and in the ILP com-
munity (see [7,19,21]), to the best of our knowledge, our work represents the
first proposal that is able to discover hidden knowledge patterns from ontolog-
ical knowledge bases while: (i) taking into account the background/ontological
knowledge; (ii) exploiting the efficiency of genetic algorithms jointly with reason-
ing capabilities. Evolutionary algorithms (EAs) [5,9] are bio-inspired stochastic
optimization algorithms, which exploit two principles that allow populations of
organisms to adapt to their surrounding environment: genetic inheritance and
survival of the fittest. Each individual of the population represents a point in
the space of the potential solutions for the considered problem. The evolution
is obtained by iteratively applying a small set of stochastic operators, known as
mutation, recombination, and selection. Mutation randomly perturbs a candidate
solution; recombination decomposes two distinct solutions and then randomly

! By ontological knowledge base, we refer to a populated ontology, namely an ontol-
ogy where both the schema and instance level are specified. The expression will be
interchangeably used with the term ontology.
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mixes their parts to form novel solutions; selection replicates the most successful
solutions found in a population at a rate proportional to their relative quality.
Given enough time, the resulting process tends to find globally optimal solutions
to the problem in the same way as in nature populations of organisms tend to
adapt to their surrounding environment. We build on these ideas and we combine
them with recent works on relational ARs discovery from populated KBs in the
SW [4,11], with the final goal of proposing an EA for discovering mulit-relational
ARs. The rationale for using EAs as a meta-heuristic is to mitigate the combina-
torial explosion usually characterizing purely ILP-based methods when applied
to rich representations, such as Description Logics [4], while maintaining the
quality of the results. Our solution is experimentally evaluated and comparisons
with the main state-of-the art systems are provided.

The rest of the paper is organized as follows. In the next section, the problem
definition and basics are introduced. The EA-based method for discovering multi-
relational ARs from ontological KBs is presented in Sect. 3; its experimental
evaluation is illustrated in Sect.5. The main characteristics and value added
of our proposal with respect to the state of the art are analyzed in Sect. 4.
Conclusions are drawn in Sect. 6.

2 Basics

We refer to ontological KBs described in Description Logics (DLs) [2] (repre-
senting the theoretical foundation of OWL), and we do not fix any specific DL.
As usual in DLs, we refer to a KB K = (7, .A) defined by the set 7 of the
terminological axioms, named the TBox, and the set A of assertional axioms,
named the ABox The formal meaning of the axioms is given in terms of model-
theoretic semantics. As for reasoning services, instance checking, which assesses
if an individual is instance of a given concept, and concept subsumption, which
consists in checking whether a concept (role) is subsumed by another concept
(role), are exploited. DLs adopt the open-world assumption (OWA) which has
consequences on answering class-membership queries. Specifically, it may happen
that an individual, that cannot be proved to be instance of a certain concept, is
not necessarily a counterexample for it, rather it would be only interpreted as a
case of insufficient (incomplete) knowledge for proving the assertion (for details
see [2]).

In the following, the general definition of relational AR for an ontological KB
KC is given. Hence, the problem we want to address is formally defined.

Definition 1 (Relational Association Rule). Let K= (7, A) be a populated
ontological KB. A relational association rule r for IC is a Horn-like clause of the
form: body — head, where: (a) body is a generalization of a set of assertions in

K co-occurring together; (b) head is a consequent that is induced from K and
body



116 C. d’Amato et al.

Definition 2 (Problem Definition).

Given:

— a populated ontological knowledge base K = (T, A);

— a minimum “frequency threshold”, 0¢;

— a minimum “head coverage threshold”, Op.;

— a minimum “confidence improvement threshold”, 0;.;
Discover: all frequent hidden patterns w.r.t 0y, in the form of multi-relational
ARs, that may induce new assertions for K.

Intuitively, a frequent hidden pattern is a generalization of a set of con-
cept/role assertions co-occurring reasonably often (w.r.t. a fixed frequency
threshold) together, thus showing an underlying form of correlation that is
exploited for obtaining new assertions.

For representing the rules to be discovered (following Definition2), the
Semantic Web Rule Language (SWRL) [14] is adopted which straightforwardly
extends the set of OWL axioms of a given ontology with Horn-like rules.?

Definition 3 (SWRL Rule). Given a KB K, a SWRL rule is an implication
of the form: By ABy A ...B, — H1 A--- AN H,,, namely between an antecedent
By A--- A\ By, called rule body, and a consequent Hy A --- A\ Hy, called rule head.
Fach By,...,By,, Hy, ... Hy, is called atom.

An atom is a unary or binary predicate of the form P.(s), P,(s1,s2),
sameAs(s1, s2) or differentFrom(sy, s2), where the predicate symbol P, is a con-
cept name in IC, P, is a role name in K, s,81,82 are terms. A term is either
a variable (denoted by x,y,z) or a constant (denoted by a,b,c) standing for an
indiwvidual name or data value.

The discovered rules can be generally called multi-relational rules since mul-
tiple binary predicates P,(s1, s2) with different role names of X could appear in
a rule.

The intended meaning of a rule is: whenever the conditions in the antecedent
hold, the conditions in the consequent must also hold. Due to the safety con-
dition (see Definition4), a rule having more than one atom in the head can be
equivalently transformed into multiple rules, each one having the same body and
a single atom in the head. We will consider, w.l.0.g., only SWRL rules (hereafter
just “rules”) with one atom in the head.

2.1 Language Bias

In this section, the adopted language bias is specified. It consists of a set of con-
straints giving a tight specification of the patterns worth considering, thus allow-
ing to reduce the search space. We manage rules having only atomic concepts
and/or role names of C as predicate symbols, and individual names as constants.
Only connected [11] and non-redundant [15] rules satisfying the safety condi-
tion [13] are considered. Additionally, to guarantee decidability, only DL-safe

2 The results is a KB with an enriched expressive power. More complex relationships
than subsumption can be expressed. For details see [13].
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rules are managed [17], that is rules interpreted under the DL-safety condition
consisting in binding all variables in a rule only to explicitly named individuals
in /C.3 In the following, the formal definitions for the properties listed above are
reported.

Given an atom A, let T(A) denote the set of all the terms occurring in A
and let V(A) C T(A) denote the set of all the variables occurring in A, e.g.
V(C(x)) = {z} and V(R(z,y)) = {z,y}. Such notation may be extended to
rules straightforwardly.

Definition 4 (Safety Condition). Given a KB K and a rule r = By A By A
... B, — H, r satisfies the safety condition if all variables appearing in the rule
head also appear in the rule body; formally if: V(H) C U, V(B;),

Definition 5 (Connected Rule). Given a KB K and a rule r = By A By A
...B, — H, ris connected iff every atom in r is transitively connected to every
other atom in r.

Two atoms B; and Bj in r, with i # j, are connected if they share at least
a variable or a constant i.e. if T(B;) NT(Bj) # 0.

Two atoms By and By, in r are transitively connected if there exist in r atoms

By, ...,Big_1, withk <mn, s.t. foralli,j € {1,...,k}, i #j, T(B;)NT(B;) # 0.

Definition 6 (Non-redundant Rule). Given a KB K and a rule r = By ABaA
...By, — H, ris a non-redundant rule if no atom in r is entailed by other atoms
inr wrt K, i.e., if Vi € {0,1,...,n}, with By = H, results: /\j# B; Wk B,

Ezample 1 (Redundant Rule). Given K with 7 = {Father C Parent} and the rule
r = Father(x) A Parent(z) — Human(z) where Human is a primitive concept, r is
redundant since the atom Parent(x) is entailed by the atom Father(z) wrt K.

2.2 Metrics for Rule Evaluation

Given a set of discovered rules, metrics for assessing the quality of a rule and
for assessing if it is actually of interest for the goal of Definition 2, are necessary.
In the following, we first summarize standard metrics adopted for the purpose.
Successively, we present additional metrics to be adopted, jointly with the moti-
vation for introducing them.

Given arule r = By A... A B, — H, let us denote:

— Xp(r) the set of distinct bindings of the variables occurring in the head of r,
formally: X' (r) = {binding V(H)}

— FEpg(r) the set of distinct bindings of the variables occurring in the head of r
provided that the body and the head of r are satisfied, formally:
Egn(r) = {binding V(H) | 3 binding V(B A---ANB,): By A---ANB, AN H}.
Since rules are connected, V(H) C V(B; A--- A By)

3 When added to an ontology, DL-safe rules are decidable and generate sound results
but not necessarily complete.
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— My (r) the set of distinct bindings of the variables occurring in the head of r
also appearing as binding for the variables occurring in the body of r, formally:
Mpy(r) = {binding V(H) | 3 binding V(B1 A---ABy) : By A-+- A B}

Standard metrics (as given e.g. in [1]) modified for copying with rich represen-
tations and ensuring monotonicity when atoms are added to a rule body (as
argued in [4,11]) are reported below.

Definition 7 (Rule Support). Given a ruler = BiA...AB,, — H, its support
s given by the number of distinct bindings of the variables in the head, formally:

supp(r) = |Ex(r)|. (1)

Definition 8 (Head Coverage for a Rule). Given a ruler = By A...AB,, —
H, its head coverage is given by the proportion of the distinct variable bindings
from the head of the rule that are covered by the predictions of the rule:

headCoverage(r) = |Eg (r)|/| X u (1)]. (2)

Definition 9 (Rule Confidence). Given a rule r = By A... AN B, — H,
its confidence is defined as the ratio of the number of distinct bindings of the
predicting variables in the rule head and the number of their bindings in the rule
body:

conf(r) = | B (r)|/| M (r)]. (3)

An issue with these definitions, and particularly Definition9, is that an
implicit closed-world assumption is made, since no distinction between false
predictions, i.e., bindings ¢ matching r such that X | —Ho, and unknown
predictions, i.e., bindings ¢ matching r such that both K E Ho and K = - Ho,
is made. On the contrary, reasoning on ontological KBs is grounded on the OWA.
Additionally, our goal is to maximize correct predictions, not just describing the
available data. To circumvent this limitation the following metric, generalizing
the PCA Confidence [11], is introduced.

Definition 10 (Rule Precision). Given a ruler = By A... A B,, — H, its
precision is given by the ratio of the number of correct predictions made by r
and the total number of correct and incorrect predictions (predictions logically
contradicting KC), leaving out the predictions with unknown truth value.

This metric expresses the ability of a rule to perform correct predictions, but
it is not able to take into account the induced knowledge, that is the unknown
predictions. In order to evaluate/quantify the induced predictions, the metrics
proposed for this purpose in [10] are also considered. They are briefly recalled
in the following;:

— match rate: number of predicted assertions in agreement with facts in the
complete ontology, out of all predictions;

— commission error rate: number of predicted assertions contradicting facts in
the full ontology, out of all predictions;

— induction rate: number of predicted assertions that are not known (i.e., for
which there is no information) in the complete ontology, out of all predictions.
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3 Evolutionary Discovery of Relational Association Rules

Given a populated ontological KB, our goal is to discover frequent hidden pat-
terns in the form of multi-relational ARs to be exploited for making predic-
tions of new assertions in the KB. The discovered rules are DL-Safe and repre-
sented in SWRL (see Sect.2), hence, they can be straightforwardly integrated
with the existing ontology, thus resulting in a KB with an enriched expressive
power [13,14]. To achieve this goal, we propose to search the space of the SWRL
rules that respect the language bias (as defined in Sect.2.1) using an EA. The
algorithm maintains a population of patterns (the individuals) and makes it
evolve by iteratively applying a number of genetic operators. A pattern is the
genotype of an individual and the corresponding rule is its phenotype. Since, like
[11], our goal is to discover rules capable of making a large number of predic-
tions, the fitness of a pattern is the head coverage (see Definition 8) of the rule
constructed using the first atom of the pattern as the head and the remaining
atoms as the body.

The approach we propose may be regarded as alternative and complementary
to level-wise generate-and-test algorithms for discovering relational ARs from
RDF datasets [11] and recent proposals that take into account terminological
axioms and deductive reasoning capabilities [4].

3.1 Representation

As in [4,11], a pattern is represented as a list of atoms of the form C(x) or
R(z,y), respecting the language bias, to be interpreted in conjunctive form.
For each discovered frequent pattern, a multi-relational AR is constructed by
considering the first atom in the list as the head of the rule and the remaining
atoms as the rule body.

The genetic operators of initialization, recombination, and mutation,
described in the following sections, are designed to enforce the language bias. An
important consequence of the fact that patterns are intended to be transformed
into rules for evaluation is that the order of atoms counts only insofar as one
atom is in the head position (and, therefore, the head of the rule) or it is not
(and, therefore, in the body of the rule). The relative position of atoms that are
not in the head position is irrelevant.

3.2 Initialization

The initial population is seeded by n random patterns, randomly generated
according to Algorithm 1. This CREATENEWPATTERN() initialization operator
requires a list Ay of frequent atoms, which is computed once and for all before
launching the evolutionary process, and returns a new random pattern. A fre-
quent atom is a pattern r consisting of a single atom of the form C(z) or R(z,y),
such that supp(r) > 6y (cf. Definition 7). A new pattern is seeded with a fre-
quent pattern picked at random from Ay and a random target length between
2 and MAX_ RULE_LENGTH is chosen; the specialization operator (detailed in
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Algorithm 1. The CREATENEWPATTERN() Operator.

Input: a global variable Ay: a list of frequent atoms;
Output: r: a new, random pattern.

: length ~ [U(2, MAX_RULE_LENGTH)]

. pick an atom a € Ay at random

T <— a

¢ while r.s1zg() < length,, do

T «— SPECIALIZE(T)

! return r

Algorithm 2. The Recombination Operator RECOMBINE(p, 7).

Input: p,r: the two patterns to be recombined;
Output: p’,r’: two patterns that are a recombination of the input patterns.
1: L—pur

2: length,r ~ [U(2, MAX_RULE_.LENGTH)]
3: length,, ~ [U(2, MAX_RULE_.LENGTH)]
4: p T

5: while p’.s1zE() < length, do

6: pick an atom a € L at random

7

8

9

fix a so that p’ A a respects the language bias
: p—p Aa
ol T
10: while r’.s1z8() < length,, do
11: pick an atom a € L at random
12: fix a so that ' A a respects the language bias
13: r—1r' ANa
14: return p’,r’

Algorithm 4), which adds a random atom to an existing pattern while respecting
the language bias, is then called repeatedly, until the target length is attained.

3.3 Recombination

The recombination (or crossover) operator produces two offspring patterns from
two parent patterns, by randomly exchanging their body atoms and fixing, if
necessary, their variables so that they respect the language bias.

The operator, detailed in Algorithm 2, proceeds by creating a set L including
all the atoms in the two input patterns and choosing a target length for the two
offspring; then, atoms are picked from L at random and added to either pattern
until the target length is attained, possibly changing their variables to ensure
the language bias is respected.

Recombination is performed with probability perogs-

3.4 Mutation

The mutation operator is based on the idea of specialization and generalization
operators in inductive logic programming. Roughly speaking, a specialization
operator appends a new atom to a pattern while preserving the language bias,
whereas a generalization operator removes a body atom from a pattern while
preserving the language bias.

Mutation is applied to every child pattern (resulting from recombination or
not) with a small probability pm.s < 1.
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Algorithm 3. The Mutation Operator MUTATE(r).

Input: r: the pattern to be mutated;
Output: r’: the mutated pattern.

1: if r.cETHEADCOVERAGE() > Oyt then

2:  if r.size() < MAX_RULE_LENGTH then
3: r’ + SPECIALIZE(r)

4:  else

5: r’ « CREATENEWPATTERN()

6: else

71 if r.sizE() > 2 then

8: r’ + GENERALIZE(T)

9: else

10: r’ « CREATENEWPATTERN()

11: return '

Algorithm 4. The Specialization Operator SPECIALIZE().

Input: r: the pattern to be specialized;

Output: r’: the specialized pattern.

1: X ~U(0,1) {Extract a uniform random number from [0, 1)}
2: if X < 1 then

3: pick a concept name C € Ngeq at random

4: r’ « ADDCONCEPTATOM(7, C)

5: else

6: pick a role name R € Ngeq at random

7:  if X < 2 then

8: r’ «— ADDROLEATOMWITHFRESHVAR(T, R)

9: else

10: r’ « ADDROLEATOMWITHWITHALLVARSBOUND(7, R)

11: return '

Mutation, summarized in Algorithm 3, applies the specialization operator,
if the head coverage of the rule corresponding to the pattern is above a given
threshold 6,4, or the generalization operator, if its head coverage is below 6p,¢,
to the pattern undergoing it.

The specialization operator is detailed in Algorithm 4. A specialization for a
given pattern may be generated by applying one of the operators, defined in [4]:

— ADDCONCEPTATOM, which adds an atom whose predicate symbol is a concept
name in the ontology and its variable argument already appears in the pattern
to be specialized. The predicate symbol can already appear in the pattern, in
that case, a different variable name has to be used;

— ADDROLEATOMWITHFRESHVAR or WITHWITHALLVARSBOUND, which add
an atom whose predicate symbol is a role name in the ontology and at least
one of its variable arguments is shared with one or more atoms in the pattern
while the other could be a shared or a new variable. The predicate symbol
could be already existing in the pattern.

The operators are applied so that, at each step of the specialization process,
rules in agreement with the language bias (see Sect.2) are obtained. We refer
the reader to [4] for a detailed description of these operators.

The generalization operator simply removes the last atom from a pattern.
Given the way patterns are created and specialized, this guarantees that the
resulting pattern respects the language bias.
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3.5 Fitness and Selection

A pattern is evaluated by first constructing a rule from it, using the first atom of
the pattern as its head and the remaining atoms as its body. Fitness is defined
as the head coverage of the rule: f(r) = headCoverage(r).

Selection is performed as in the breeder algorithm [20] by truncation with
parameter 7: the n patterns in the population are sorted by decreasing fitness
and the |7n] fittest individuals are selected for reproduction. The remaining
individuals are replaced by the offspring of the selected individuals.

3.6 Consistency Check

Inconsistent rules, i.e., rules that are unsatisfiable when considered jointly with
the ontology, are of no use for knowledge base enrichment and have thus to be
discarded.? Notice that this case should never occur if the ontological KB is
consistent and noise-free. Nevertheless, since the proposed method can be also
applied to noisy ontologies, it may happen that an unsatisfiable rule/pattern
(when considered jointly with the ontology) is extracted, particularly if low fre-
quency and Head Coverage thresholds (see Sect. 2.2 for details about the adopted
metrics and related discussions) are considered.

Since checking rules for consistency may be very computationally expensive,
we have decided not to check patterns for consistency during evolution. Instead,
we defer this check and we apply it to the final population.

The satisfiability check is performed by calling an off-the-shelf OWL reasoner.
Our current implementation is able to use two state-of-the-art OWL reasoners,
namely Pellet [22] and Hermit [18]. However, we have observed that both rea-
soners fail to give an answer within a reasonable time for some patterns. This
happens relatively seldom and not necessarily with the same patterns for either
reasoner; however, given the large number of pattern our algorithm generates,
these cases have a high chance of occurring in every run. As a workaround, we
have introduced a time-out, which is an additional parameter of the algorithm,
after which the reasoner is interrupted. When this happens, we discard the prob-
lematic pattern, since we have observed that, in general, patterns that take too
long to be checked are either inconsistent or uninteresting.

The overall flow of the EA may be summarized as in Algorithm 5. The para-
meters of the algorithm are summarized in Table 1.

The rules corresponding to the patterns returned by the EA are straightfor-
wardly obtained and coded in SWRL by considering, for each pattern, the first
atom as the head of the rule and the remaining as the rule body.

4 Related Works

The exploitation of data mining methods for discovering hidden knowledge
patterns is not new in the SW context. First proposals have been formalized

* As remarked in [15], the satisfiability check is useful only if disjointness axioms occur
in the ontology. This check can be omitted (thus saving computational cost) if no
disjointness axioms occur.
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Algorithm 5. Evolutionary algorithm for the discovery of multi-relational ARs
from a populated ontological KB.

Input: K: ontological KB; 0: frequency threshold; 0y.: head coverage threshold;
Output: pop: set of frequent patterns discovered from K

1: Compute Ay, a list of frequent atoms in K.

2: Initialize population pop of size n.

3:9g—0

4: while g < MAX_GENERATIONS do

5: for i =0,1,...,n — 1 do

6: compute fitness for popli]

7: sort pop by decreasing fitness

8: for i = [tn],[tTn] +2,...,n — 2 do

9: popli] < pop[i mod |7Tn]]

10: popli + 1] < popli + 1 mod |[7n]]

11: with probability pcross do RECOMBINE(popli], pop[i + 1])
12: with probability pmut do MUTATE(pop|i])
13: with probability pmus do MUTATE(pop[i + 1])

14: g+—g+1
15: Remove redundant and inconsistent rules from the final population pop
16: return pop

Table 1. Parameters of the evolutionary algorithm.

Parameter Description

n Population size
MAX_GENERATIONS | Maximum number of generations
MAX_RULE_LENGTH | Maximum pattern length

Deross Crossover rate

Pmut Mutation rate

Omut Head coverage threshold for mutation
T Truncation proportion

T/O Reasoner time-out

in [15,16], where solutions for discovering frequent patterns in the form of,
respectively, DATALOG clauses and conjunctive queries from hybrid sources of
knowledge (i.e. a rule set and an ontology) have been presented. These methods
are grounded on a notion of key, standing for the basic entity/attribute to be
used for counting elements for building the frequent patterns. Unlike these meth-
ods, our solution focuses on an ontological KB and does not require any notion
of key and as such it is able to discover any kind of frequently hidden knowledge
patterns in the ontology. A method for learning ARs from RDF datasets, with
the goal of inducing a schema ontology has been proposed in [24], while a method
for inducing new assertional knowledge from RDF datasets has been presented
in [11] and further optimized in [12]. Differently from our approach, these two
methods do not take into account any background/ontological knowledge and
do not exploit any reasoning capabilities. Furthermore, our solution allows to
discover rules that can be directly added to the ontology, which is not the case
for the existing methods.

As regards exploiting EAs in combinations with ILP, several started to
appear in the literature at the beginning of the new millennium. An EA has
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been exploited as a wrapper around a population of ILP algorithms in [21];
alternatively, a hybrid approach combining an EA and ILP operators has been
proposed in [6-8]. A similar idea is also followed by [19,23], in which a genetic
algorithm is used to evolve and recombine clauses generated by a stochastic
bottom-up local search heuristic. The rationale for using evolutionary algorithm
as a meta-heuristic for ILP is to mitigate the combinatorial explosion generated
by the inductive learning of rich representations, such as those used in descrip-
tion logics [4], while maintaining the quality of the results.

5 Experiments and Results

We tested our method on the same publicly available ontologies used in [4]:
Financial,” describing the banking domain; Biological Pathways Exchange
(BioPAX) Level 2 Ontology,® describing biological pathway data; and New Tes-
tament Names Ontology (NTN),” describing named things (people, places, and
other classes) in the New Testament, as well as their attributes and relationships.
Details are reported in Table 2.

Table 2. Key facts about the ontological KBs used.

Ontology | # Concepts | # Roles | # Indiv. | # Declared | # Decl.4-derived | # Disjoint.
assertions assertions axioms

Financial |59 16 1000 3359 3814 15

BioPAX 40 33 323 904 1671 15

NTMerged | 47 27 695 4161 6863 5

The first goal of our experiments consisted in assessing the ability of the
discovered rules to predict new assertional knowledge for a considered ontolog-
ical KB. For that purpose, different samples of each ontology have been built
for learning multi-relational ARs (as presented in Sect.3) while the full ontol-
ogy versions have been used as a testbed. Specifically, for each ontology three
samples have been built by randomly removing, respectively, 20 %, 30 %, and
40 % of the concept assertions, according to a stratified sampling procedure. We
ran the EA-based algorithm by repeating for each run the sampling procedure.
For the purpose a Dell Laptop with Ubuntu Operating System, CPU Core I5
and 4GB RAM has been used. We performed 10 runs for each ontology and
parameter setting, finally using the following parameters setting which resulted
the best setting over the several runs: n = 1000, MAX_GENERATIONS = 1000,
MAX_RULE_LENGTH = 10, peross = 0.6, prut = 0.4, Oy = 0.2, 7 = %,Gf =1,
One = 0.01,0;. = 0.001. As for the reasoner, Pellet reasoner has been used and
as for the reasoner time-out (T/O), after some preliminary tests, we concluded
that 10 seconds were enough to reduce the number of discarded patterns to a

® http://www.cs.put.poznan.pl/alawrynowicz/financial.owl.
5 http://www.biopax.org/release/biopax-level2.owl.
7 http://www.semanticbible.com /ntn/ntn-view.html.
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minimum; nevertheless, in the experiments we have also considered time-outs of
20 and 30 seconds to be on the safe side. As a results, three sets of 10 runs were
performed for each ontology, one for each combination of sample and time-out,
and the final population of each run were filtered using three time-outs, yielding
a total of nine sets of 10 results. As in [11], we applied the discovered rules to
the full ontology versions and collected all predictions, that is the head atoms
of the instantiated rules. All predictions already contained in the reduced ontol-
ogy versions were discarded while the remaining predicted facts were considered
for the evaluation. Specifically, a prediction is assessed as correct if it is con-
tained /entailed by the full ontology version and as incorrect if it is inconsistent
with the full ontology version. Results (see Table 3) have been averaged over the
different runs for each parameter setting and have been measured in terms of:
precision (see Definition 10), match rate, commission error rate, and induction
rate (see Sect.2.2).

These results fully confirm the capability of the proposed approach to dis-
cover accurate rules (precision = 1 on all samples of all ontologies considered)

Table 3. Average (£ standard deviation) performance metrics on each ontology.

Ontology Sample | T/O | Match rate Comm. | Ind. rate Precision | Number of # predictions
rate
Financial 20 % 10s | 0.983 £ 0.017 0.017 £ 0.17 | 1.0 32,607 + 39,099
20s | 0.983 + 0.017 0.017 £ 0.17 | 1.0 32,607 + 39,099
30s | 0.983 + 0.017 0.017 £ 0.17 | 1.0 32,607 + 39,099

30 % 10s 0.970 £ 0.034
20s 0.970 £ 0.034
30s 0.970 £ 0.034
40 % 10s 0.933 £ 0.105
20s 0.933 £ 0.105
30s 0.933 £ 0.105
BioPAX 20 % 10s 0.808 + 0.087
20s 0.807 £ 0.085
30s 0.807 £ 0.085
30 % 10s 0.877 £ 0.056
20s 0.877 £ 0.056
30s 0.877 £ 0.056
40 % 10s 0.877 £ 0.056
20s 0.877 £ 0.056
30s 0.877 £ 0.056
NTMerged | 20 % 10s 0.578 £ 0.118
20s 0.572 £ 0.119
30s 0.571 £ 0.119
30 % 10s 0.707 £ 0.080
20s 0.705 £ 0.081
30s 0.705 £ 0.081
40 % 10s 0.665 £ 0.131
20s 0.664 £ 0.131
30s 0.662 £ 0.131

0.030 £ 0.034 | 1.
0.030 £ 0.034
0.030 £ 0.034
0.067 £ 0.105
0.067 £ 0.105
0.067 £ 0.105
0.192 £ 0.087
0.193 £ 0.085
0.193 £ 0.085
0.123 £ 0.056
0.123 £ 0.056
0.123 £ 0.056
0.113 £ 0.056
0.113 £ 0.056
0.113 £ 0.056
0.422 £+ 0.118
0.428 £+ 0.119
0.429 £ 0.119
0.293 £ 0.080
0.295 £ 0.081
0.295 £ 0.081
0.335 £+ 0.131
0.336 £+ 0.131
0.338 £+ 0.131

o

64,875 + 60,514
64,875 + 60,514
64,875 + 60,514
47,264 + 49,700
47,264 + 49,700
47,264 + 49,700
21,065 + 8,914
22,397 + 8,737
22,397 + 8,737
19,697 + 8,846
19,697 + 8,847
19,697 + 8,847
19,621 + 12,811
19,621 + 12,811
19,621 + 12,811
3,324,264 + 891,161
3,702,706 + 826,273
3,748,387 + 827,350
3,489,818 + 1,089,094
3,781,877 + 1,415,805
3,790,930 + 1,408,588
3,564,421 + 1,290,532
3,643,770 + 1,320,093
3,708,683 + 1,363,246

o|o|o|lo|o|o|o|o|o|0o|0|C0|0|0|C|0|0|0|O0|O0|O|O|OC|O|O0|OC|O

e R e e e e e e e e e e R R R e
o|o|lo|o|lo|o|Oo|lo|Oo|O0|O|OC|O|OC|O|O|O|O|O|OC|O|O|O
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Table 4. Comparison of EA vs. RARD and AMIE w.r.t. the number of rules discovered.

Ontology |Samp.|T/O|# Rules Top
EA RARD |AMIE |m |# Predictions
EA RARD |AMIE
Financial [20% |10s |94.1 4 33.7 177 2 2 114,442 + 17,280 29 208
20s |94.1 £ 33.7 14,442 + 17,280
30s |94.1 £ 33.7 14,442 + 17,280
30% |10s |86 + 32 181 2 2 129,890 + 29,576 57 197
20s |86 £ 32 29,890 4+ 29,576
30s |86 £ 32 29,890 + 29,576
40% |10s |78 &+ 50 180 2 2 18,958 + 21,954 85 184
20s |78 £+ 50 18,958 + 21,954
30s |78 £ 50 18,958 + 21,954
BioPax 20% |10s |144.1 4+ 46.2 298 8 8 11,902.3 £ 755.7 25 2
20s |144.4 + 46.7 2,045.6 &+ 740.9
30s |144.4 4+ 46.7 2,045.6 4+ 740.9
30% |10s |188.2 4+ 25.5 283 8 8 11,6563.1 £ 779.1 34 2
20s |188.2 £ 25.5 1,653.1 £+ 779.1
30s |188.2 4+ 25.5 1,653.1 £ 779.1
40% |10s |159.3 + 37.7 272 0 8 11,704.4 £ 1,437 50 0
20s |159.3 £ 37.7 1,704.4 + 1,437
30s |159.3 + 37.7 1,704.4 + 1,437
NTMerged |20 % |10s [1,035.4 + 588.7|243 1,129 |10/85,457 £ 25,754 620 420
20s |1,044.4 + 592.8 97,622 + 24,878
30s [1,045.9 &+ 592.6 98,470 £+ 25,261
30% |10s |942.4 4+ 217.1 |225 1,022 |10/103,962 + 32,449 |623 281
20s |945.6 + 218 114,940 4+ 41,960
30s |946.1 £ 218.4 11,940 + 41,960
40% |10s |893.7 + 473.5 |239 1,063 |10/101,102 £ 38,777 625 332
20s |895.6 + 473.9 102,569 + 38,828
30s |897 4 473.2 103,100.4 + 38,903

and, which is even more relevant, to come up with rules that induce previously
unknown facts (induction rate > 0), with a very large absolute number of pre-
dictions by the standards of alternative state-of-the art approaches.

The second goal of our experiments consisted in comparing the performance
of the proposed evolutionary method to those of the two state-of-the-art level-
wise generate-and-test algorithms which are closest to it in purpose, namely
the multi-relational association rule discovery (RARD) method proposed by
d’Amato et al. [4] and AMIE [11]. The comparison has been performed by con-
sidering the top m rules, wrt. their match rate, with m equal to: i) the number of
rules discovered by AMIE, when few rules were discovered; ii) to 10 for the other
cases. Averaged results are reported in Table 4, further corroborating the claim
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that the proposed evolutionary algorithm can substantially boost the perfor-
mance of multi-relational AR discovery. The large number of predictions made,
on average, by the rules discovered by the evolutionary algorithm, depends on
our language bias, which allows open rules (such that V(B)\ V(H) # 0): open
rules may generate substantially larger number of predictions than closed rules.

6 Conclusions

We presented an evolutionary method for discovering multi-relational ARs,
coded in SWRL, from ontological KBs, to be used primarily for enriching asser-
tional knowledge. The proposed approach has been experimentally evaluated
through its application to publicly available ontologies and compared to the two
most relevant state-of-the-art algorithms having the same goal.

For the future, we intend to focus on two main aspects: (1) scalability, by con-
sidering experimenting our method on datasets from the Linked Data Cloud; (2)
reducing the search space for discovering ARs by further exploiting the expressive
power of the representation language by considering the presence of hierarchy of
roles.
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Abstract. Workflow formalisations are often focused on the represen-
tation of a process with the primary objective to support execution.
However, there are scenarios where what needs to be represented is the
effect of the process on the data artefacts involved, for example when
reasoning over the corresponding data policies. This can be achieved by
annotating the workflow with the semantic relations that occur between
these data artefacts. However, manually producing such annotations is
difficult and time consuming. In this paper we introduce a method based
on recommendations to support users in this task. Our approach is cen-
tred on an incremental rule association mining technique that allows to
compensate the cold start problem due to the lack of a training set of
annotated workflows. We discuss the implementation of a tool relying
on this approach and how its application on an existing repository of
workflows effectively enable the generation of such annotations.

1 Introduction

Research in workflows has been characterized on a variety of aspects, spanning
from representation and management to preservation, reproducibility, and analy-
sis of process executions [11,13,14,16,17]. Recently, a data-centric approach for
the representation of data relying systems has been proposed with the aim to
simulate the impact of process executions on the data involved, particularly to
perform reasoning on the propagation of data policies [4,6]. This approach puts
the data objects as first class citizens, aiming to represent the possible semantic
relations among the data involved. Annotating data intensive workflows is prob-
lematic for various reasons: (a) annotation is time consuming and it is of primary
importance to support the users in such activity, and (b) workflow descriptions
are centred on the processes performed and not on the data, meaning that some
form of remodelling of the workflow is required. In this paper we introduce a
method based on recommendations to support users in producing data-centric
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annotations of workflows. Our approach is centred on an incremental rule asso-
ciation mining technique that allows to compensate the cold start problem due
to the lack of a training set of annotated workflows. We discuss the implemen-
tation of a tool relying on this approach and how its application on an existing
repository of workflows (the “My experiment”! repository) effectively enables
the generation of such annotations. In the next Section we introduce the related
work. Section 3 describes the approach and Sect. 4 how it has been implemented
in a tool that allows to annotate workflows as data-centric descriptions. In Sect. 5
we present the results of an experiment performed with real users where we mea-
sured how this method impacts the sustainability of the task. Finally, we discuss
some open challenges and derive some conclusions in the final Sect. 6.

2 Related Work

In this paper we introduce a novel approach to recommend (semantic, data-
centric) annotations for workflows. Research on process formalization and
description covers a variety of aspects, from the problem of reproducibility
to the ones of validation, preservation, tracing and decay [3,7,11,20,22]. Sev-
eral models have been proposed for describing workflow executions, like the
W3C PROV Model?, the Provenance Model for Workflows (OPMW)? and more
recently the Publishing Workflow Ontology (PWO)* introduced in [9]. A recent
line of research is focused on understanding the activities behind processes in
workflows, with the primary objective to support preservation and reusability of
workflow components, particularly in the context of scientific workflows [2,10].
We place our work in the area of semantic annotation of workflows. Semantic
technologies have been used in the past to analyze the components of workflows,
for example to extract common structural patterns [8]. Recently more attention
has been given to the elicitation of the activity of workflows in a knowledge prin-
cipled way, for example searching for common motifs in scientific workflows [10]
or labelling data artifacts to produce high level execution traces (provenance) [1].
This research highlighted the need for adding semantics to the representation
of workflows and the challenges associated with the problem of producing such
annotations [1]. Recently a number of repositories of scientific workflows have
been published - Wings®, My experiments®, SHIWA” are the prominent exam-
ples. We selected the My experiments repository as data source for our study. For
this reason, we will use the terminology of the SCUFL2 model® when discussing
how our approach deals with the workflow formalization.

! My experiment: http://www.myexperiment.org/.

2 W3C PROV: https://www.w3.org/TR/prov-overview/.

3 OPMW: http://www.opmw.org/.

* PWO: http://purl.org/spar/pwo.

5 Wings: http://www.wings-workflows.org/.

5 My experiments: http://www.myexperiment.org/.

" SHIWA: http://www.shiwa-workflow.cu/wiki/- /wiki/Main/SHIWA+Repository.
8 SCUFL2: https://taverna.incubator.apache.org/documentation /scufl2/.
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http://purl.org/spar/pwo
http://www.wings-workflows.org/
http://www.myexperiment.org/
http://www.shiwa-workflow.eu/wiki/-/wiki/Main/SHIWA+Repository
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There are several approaches to recommendation using clustering techniques
(Support Vector Machines (SVM), Latent Semantic Aanalysis (LSA), to name
a few). Formal Concept Analysis (FCA) [21] found a large variety of applica-
tions [19], and the literature reports several approaches to incremental lattice
construction [15], including the Godin [12] algorithm, used in the present work.
FCA found application in knowledge discovery as a valuable approach to associ-
ation rule mining (ARM) [19]. In the context of FCA, association rules are gen-
erated from closed item sets, where the association rule to be produced relates
attributes appearing in the intent of the same concept. A large number of studies
focused on how to reduce the number of item sets to explore in order to obtain
a complete set of minimal rules [19]. In the scenario of the present study, where
the lattice changes incrementally, generating all the possible association rules
would be a waste of resources. The algorithm proposed in the present work is on
demand, as it only extracts the rules that are relevant for the item to annotate.
Our algorithm receives as input an item set, and retrieves from the lattice the
association rules associated with a relevance score. In other words, we follow an
approach unusual with respect to the literature, attacking the ARM problem as
an Information Retrieval (IR) one.

The approach presented in this paper uses the Datanode ontology [5], a hier-
archy of possible relations between data objects. The ontology defines a unique
type - Datanode - and 114 relations, starting from a single top property: relat-
edWith, having the class Datanode as rdfs:domain and rdfs:range. Datanode
relations can express meta-level aspects (e.g. describes/describedBy, hasAnno-
tation/isAnnotationOf), containment (e.g. hasPart/isPartOf, hasSection/isSec-
tionOf) as well as a properties like derivation (e.g. hasCopy/isCopyOf, processed-
Into/processedFrom), among others. Relations are organised by the means of the
rdfs:subProperty0f property. For example, processedInto is a subproperty of
hasDerivation, as it is possible to derive a new data object from another also
in other ways, for example generating an unprocessed copy - hasCopy. In the
present work, a datanode is any data object that can be the input or output of
a workflow processor. Instead on characterizing the activities of a workflow (like
in [10]), Datanode can be applied to describe it in terms of relations between the
input and the output of processors”. The resulting network of data objects can
be used to reason upon the propagation of policies, for example in the context
of a Smart City data hub [4,6].

3 Recommendations for Data-Centric Workflow
Annotations

Our approach to the problem is an iterative supervised annotation process sup-
ported by incremental recommendations. Figure1l provides an overview of the
approach by listing the elements and their dependency, organised in four phases.

Phase 1. The starting point is an encoded artefact representing the workflow
structure and its metadata (like the ones available through My experiments).

9 Datanode: http://purl.org/datanode/ns/.
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The workflow code is first translated into a data centric graph, where nodes are
data objects manipulated by processors and arcs the relations among them. The
result of this transformation is a directed graph with anonymous arcs (named I0
port pairs in the Figure), being these arcs the items to be annotated by the user.

Phase 2. Each IO port pair is then associated with a set of features automati-
cally extracted from the workflow metadata.

Phase 3. Extracted features constitute the input of the recommendation engine,
designed using the Formal Concept Analysis (FCA) framework. This method is
an incremental association rules mining technique that exploits incoming anno-
tations to incrementally produce better recommendations.

Phase 4. Features of the IO port pair, alongside the workflow documentation
and the recommendations, are the input of the user that is requested to select a
set of annotations from a fixed vocabulary (the Datanode ontology).

In this section we focus on the first three phases of the approach: the work-
flow to data graph transformation (Sect.3.1); the features extraction method
(Sect. 3.2); and the recommendation engine (Sect.3.3), leaving the last one

to Sect. 4.
’ Workflow *){ I;f;shcentrlc H 10 port pair ‘

{
[ )

Fig. 1. Description of the approach and dependencies. Elements of phase 1 are rep-
resented in blue rectangles on top. Phase 2 includes the features generation (the only
stretched exagon). Elements of Phase 3 are depicted as pink ovals with dashed borders
and phase 4 ones as light yellow ovals. (Color figure online)

3.1 Workflows as Data-Centric Graphs

Workflows are built on the concept of processor as unit of operation'®. A proces-
sor constitutes of one or more input and output ports, and a specification of
the operation to be performed. Processors are then linked to each other through

10 Tn this paper we use the terminology of the SCUFL2 specification. However, the
basic structure is a common one. In the W3C PROV-0O model this concept maps to
the class Activity, in PWO with Step, and in OPMW to WorkflowFExecutionProcess,
just to mention few examples.
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* Workflow Inputs
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- Workflow Outputs

Fig. 2. A workflow from the My Experiment repository: “LipidMaps Query”.

a set of data links connecting an output port to the input of another proces-
sor resulting in a composite tree-like structure. Figure 2 shows an example of a
workflow taken from the “My Experiment” repository '!.

The objective of our work is to describe what happens inside the processors
by expressing the relation between input and output. For example, the processor
depicted in Fig.3 has two input ports (1 and 2) and one output (3). For this
processor, we generate two links connecting the input data objects to the output
one, through two anonymous arcs: 1 — 3 and 2 — 3. We name these arcs “IO0
port pairs” (input-output port pairs), and these are the items we want to be
annotated. In this example, the 10 port pair 1 — 3 could be annotated with the
Datanode relation refactoredInto, while the 10 port pair 2 — 3 would not be
annotated as only referring to a configuration parameter of the processor and
not to an actual data input. For the present work we translated 1234 Workflows
from the My Experiments repository, resulting in 30612 IO port pairs (although
we will use a subset of them in the user evaluation).

3.2 Extracting Features from Workflow Descriptions

As described in the previous Section, the workflow description is translated in
a graph of 10 port pairs connected by unlabelled links. In order to characterize
the IO port pair we exploit the metadata associated with the components of the
workflow involved: the input and output port and the processor that includes
them. For each of these elements we extract the related metadata as key/value
pairs, which we use as core features of the 10 port pair. Applying this approach
to the My Experiments corpus we obtained 26900 features. Table1 shows an
example of features extracted for the IO port pairs described in Fig. 3.

1«1 ipidMaps Query” workflow from My experiment: http: //www.myexperiment.org/
workflows/1052.html.
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ranee” ExactMass |A

Fig. 3. This processor has three ports: two input ports (1 and 2) and one output port
(3). We can translate this model into a graph connecting the data objects of the inputs
to the one of the output.

Table 1. Sample of the features extracted for the IO port pair 1 — 3 in the example
of Fig. 3.

Type Value
From/FromPortName string
To/ToPortName split

Activity /ActivityConfField script

Activity/ActivityType
http://ns.taverna.org.uk/2010/activity /beanshell

Activity /ActivityName reformat_list
Activity /ConfField/derivedFrom

http://ns.taverna.org.uk /2010 /activity/
localworker /org.embl.ebi.escience.scuflworkers.
java.SplitByRegex

Activity /ConfField/script List split = new ArrayList();if (Istring.equals(“”)) {
String regexString = “”; if (regex != void) ...

Processor/ProcessorType Processor

Processor/ProcessorName reformat_list

However, the objective of these feature sets is to support the clustering of
the annotated 10 port pair through finding similarities with IO port pairs to
be annotated. At this stage of the study we performed a preliminary evalua-
tion of the distribution of the features extracted. We discovered that very few
of them were shared between a significant number of port pairs (see Fig.4). In
order to increase the number of shared features we generated a set of derived fea-
tures by extracting bags of words from lexical feature values and by performing
Named Entity Recognition on the features that constituted textual annotations
(labels and comments), when present. Moreover, from the extracted entities we
also added the related DBPedia categories and types as additional features.
As example, Table 2 shows a sample of the bag of words and entities extracted
from the features listed in the previous Table 1.


http://ns.taverna.org.uk/2010/activity/beanshell
http://ns.taverna.org.uk/2010/activity/localworker/org.embl.ebi.escience.scuflworkers.java.SplitByRegex
http://ns.taverna.org.uk/2010/activity/localworker/org.embl.ebi.escience.scuflworkers.java.SplitByRegex
http://ns.taverna.org.uk/2010/activity/localworker/org.embl.ebi.escience.scuflworkers.java.SplitByRegex
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Table 2. Example of derived features (bag of words and DBPedia entities) generated

for the 10 port pair 1 — 3.

Type

Value

From/FromPortName-word

string

To/ToPortName-word

split

From/FromLinkedPortDescription-word

single

From/FromLinkedPortDescription-word

possibilities

From/FromLinkedPortDescription-word

orb

From/FromLinkedPortDescription-word

mass

FromToPorts/DbPediaType

wgs84:Spatial Thing

FromToPorts/DbPediaType

resource: Text_file

FromToPorts/DbPediaType

resource:Mass

FromToPorts/DbPediaType

Category:State_functions

FromToPorts/DbPediaType

Category:Physical_quantities

FromToPorts/DbPediaType

Category:Mathematical_notation

The generation of derived features increased the number of total features
significantly (up to 59217), while making the distribution of features less sparse,

as reported in Fig. 5.

W <10
O 10 ~ 100
O > 100

Fig. 4. Distribution of features extracted

from the workflow descriptions.

<10
0O 10 ~ 100
0 > 100

Fig. 5. Distribution of features
(including derived features).

3.3 Retrieval of Association Rules and Generation
of Recommendations

Generating recommendations usually requires an annotated corpus to be avail-
able as training set. While repositories of workflows (especially scientific work-
flows) exist, they are not annotated with data-to-data relations. In order to
overcome this problem we opted for an incremental approach, where the recom-
mendations are produced according to the available annotated items on demand.
The rules needed are of the following form:

Y F2, o ™) — (@t a?,

,a™)

where f1,..., fn are the features of the IO port pairs and al,...,an are the
data-to-data relations used to annotate them. Our approach relies on extract-
ing association rules from a concept lattice built through FCA incrementally.
Such a lattice is built on a formal context of items and attributes. In FCA terms,
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the items are the IO port pairs and the attributes their features as well as the
chosen annotations. Each node of the FCA lattice is a closed concept, mapping
a set of items all having a given set of attributes. A FCA concept would then
be a collection of IO port pairs all having a given set of features and/or annota-
tions. In a FCA lattice, concepts are ordered from the top concept (supremum),
including all items and (usually) no shared features, to the bottom concept (infi-
mum), including all the available features and a (possibly) empty set of items.
The lattice is built incrementally using the Godin algorithm [12]. The algorithm
(re)constructs the lattice integrating at each iteration a new item - the IO port
pair, with its set of attributes (the features and annotations altogether). Asso-
ciation rules are extracted from the FCA lattice, where the key point is the
co-occurrence of features f and annotations a in the various FCA concepts.

The following Listing 1.1 gives a sample of an association rule we want to
mine from the lattice:

Listing 1.1. Example of association rule mined from the FCA lattice.
(ProcessorName—word: base,
FromPortName: base64,
ActivityName—word: decode,
ActivityType: http://ns.taverna.org.uk/2010/activity/beanshell,
ProcessorName—word: array,
FromPortName—word: base64,
ToPortName: bytes,
ActivityName—word: 64,
ActivityConfField: mavenDependency,
ActivityName—word: array,
ActivityConfField: derivedFrom,
ProcessorName—word: decode,
ActivityName—word: byte)
— (dn:hasDerivation, dn:refactoredInto)

Several approaches have been studied to generate and rank association rules
from a FCA lattice. A common problem in this scenario is the number of rules
that can be extracted, and how to reduce them effectively [18]. Indeed, the
number of rules can increase significantly with the number of concepts of the
FCA lattice. Generating all of them is time consuming as the lattice becomes
larger. Precomputing the rules is not a valid solution, as the lattice will change
for any new item inserted. In this scenario, we are forced to compute the rules
live for each new item to be annotated.

The above considerations motivate a set of new requirements for implement-

ing a rule mining algorithm that is effective in this scenario:

1. generate only rules that have annotations in the body

2. generate only rules that are applicable to the candidate item to be annotated

3. only use one rule for each recommendation (head of the rule), to avoid redun-
dancies

4. rank the rules to show the most relevant first

In order to satisfy the requirements above we propose an algorithm to mine
association rules on-demand, by considering two sets of attributes as constraints
for the head and body of the rules.

The algorithm we propose has three inputs: (1) a FCA Lattice; (2) the set of
attributes of the item for which we need recommendations (the set of attributes
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that needs to be in the body of the rules); and (3) the set of attributes we want
to be part of the recommendations (the set of attributes that can be in the
rule head). Listing 1.2 illustrates the algorithm for extracting rules on-demand.
Input is a lattice L, a set of attributes as possible recommendations (target rule
head: H) and a set of attributes for which we need recommendations (target
rule body: B). The algorithm assumes the two sets to be disjoint. The algorithm
traverses the lattice starting from the bottom, adding the infimum to a FIFO
queue - lines 3-5. For each concept in the queue, first assess whether its attributes
contains items from both the target head and body. If it doesn’t, the concept
(and related paths in the lattice) can be skipped - lines 7-11. Otherwise, the
parent concepts are added to the queue, and the concept considered to rule
extraction - line 13. The non empty intersections of attributes with the target
head and body form a candidate rule b — h.

Listing 1.2. Algorithm to mine association rules from a lattice on demand:

1 // L: the lattice; H: attributes in the rule head; B: attributes in the rule body
2  mineRules(L,H,B):

3 C—1[//an empty FIFO list of concepts

4 R «— [l // an empty set of Rules (indexed by their head).

5 add(@nf(L), C) // add the infimum of L to C

6 while !lempty(C):

7 ¢ « first(C) // remove one concept from the top of the queue

8 h=retain(attributes(c),H) // attributes in ¢ in the head of rule

9 if empty(h): continue // move to another concept
10 b « retain(attributes(c),B) // attributes in ¢ allowed in the body of the rule
11 if empty(b): continue // move to another concept
12 // Add the concept parents to the queue.
13 addAll(parents(L,c),C)
14 // Examine b — h measures (s: support, k: confidence, r: relevance)
15 // support (s): items satisfying the rule divided by all items
16 s «— count(objects(c)) / count(objects(supremum(L)))
17 if s = 0: continue // A supremum rule includes this one
18 // confidence (k): support divided by the items only satisfying b
19 I« [l // items only satisfying the body
20 for p in parents(c):
21 if (attributes(p) N h) = 0:
22 if attributes(p) = b: add(objects(p), I)
23 end
24 end
25 if count(I) = 0: k +— 1
26 else:
27 k « count(objects(c)) / count(I)
28 end
29 // relevance (r): intersection of B with b, divided by B
30 1 « count(B N b) / count(B)
31 // check this rule is the best so far with this head
32 if hasRuleWithHead(R,h):
33 rule < getRuleWithHead(R,h)
34 if relevance(rule) > r: continue
35 if relevance(rule) = r:
36 if confidence(rule) > k: continue
37 if confidence(rule) = k:
38 if support(rule) >= s: continue
39 end
40 end
41 end
42 rule «— (h,b,s,k,r) // the new rule, or the best so far for head
43 add(rule, R)
44 end

45 return R
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The association rule derived is scored by support (s), confidence (k) and
a third measure inspired from information retrieval and called relevance (r) -
lines 15-30. The definitions of these measures, considering a rule b — h, is as
follows:

— Support s (b — h): the ratio of items satisfying b U h to all the items in the
lattice - line 16;

— Confidence k (b — h): the ratio of items satisfying bUh to the items satisfying
b - lines 19-28;

— Relevance r (b — h): the degree of overlap between the body of the rule b and
the set of features of the candidate item B. It is calculated as the size of the
body divided by the size of the intersection between the body of the rule and
the features of the candidate item - line 30.

Only the rule with best score for a given head is kept in the list of rules - lines
31-43. Our ranking algorithm will privilege relevance over confidence and sup-
port, in order to boost the rules (recommendations) that are more likely to be
relevant for the candidate item.

Since this is an iterative process, at the very beginning there will be no rec-
ommendation. New annotations will feed the reference corpus (the FCA lattice)
and the system will start to generate association rules. Our hypothesis is that
the quality of the rules and therefore their usefulness in supporting annotations,
increase with the size of the annotated items (this will be part of the evaluation
in Sect. 5).

4 Implementation of the Approach

The approach described in the Sect.3 has been implemented in the Dinowolf
(Datanode in workflows) tool!? based on the SCUFL2 worfklow specification'?
and the taxonomy of data-to-data relations represented by the Datanode ontol-
ogy. While Dinowolf has been implemented leveraging the Apache Taverna'*
library, it can work with any input following the SCUFL2 specification. When
a workflow is loaded, the system performs a preliminary operation to extract
the 10 port pairs and to precompute the related set of features following the
methods described in Sects. 3.1 and 3.2. In order to expand the feature set with
derived features - bag of words and entities from DBPedia - the system relies
on Apache Lucene!'® for sentence tokenization (considering english stopwords),
DBPedia Spotlight'® for named entity recognition, and the DBPedia!” SPARQL
endpoint for feature expansion with categories and entity types. The tool includes

'2 Dinowolf: http://github.com/enridaga/dinowolf.

13 SCUFL2 Specification: https://taverna.incubator.apache.org/documentation /scuf
12/.

14 Apache Taverna: https://taverna.incubator.apache.org)/.

5 Apache Lucene: https://lucene.apache.org/core/.

6 DBPedia Spotlight: http://spotlight.dbpedia.org/.

17 DBPedia: http://dbpedia.org/.
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three views: (1) a Workflows view, listing the workflows to be annotated; (2) a
Workflow details view, including basic information and a link to the external
documentation at My Experiments; and a (3) Annotation view, focused on pro-
viding details of the features of the IO port pair to annotate. The task presented
to the users is the following:

1. Choose an item from the list of available workflows;

2. Select an IO port pair to access the Annotation view;

3. The annotation view shows the features associated with the selected IO
port pair alongside a list of data node relationships exploiting a set of rules
extracted from the FCA lattice as recommendations, and the full Datanode
hierarchy as last option;

4. The user can select one or more relations by picking from the recommended
ones or by exploring the full hierarchy. Recommended relations, ranked fol-
lowing the approach described in Sect. 3.3, are offered with the possibility to
expand the related branch and select one of the possible subrelations as well;

5. Alternatively, the user can skip the item, if the IO port pair does not include
two data objects (it is the case of a configuration parameter set as input for
the processor);

6. Finally, the user can postpone the task if she feels unsure about what to
choose and wants first explore other IO port pairs of the same workflow;

7. The user iteratively annotate all the port pairs of a workflow. At each iter-
ation, the system makes use of the previous annotations to recommend the
possible relations for the next selected 10 port pair.

This system has been used to perform the user based experiments that constitute
the source of our evaluation.

5 Experimental Evaluation

Our main hypothesis is that the approach presented can boost the task of anno-
tating workflows as data-to-data annotated graphs. In particular, we want to
demonstrate that the quality of the recommendations improves while the anno-
tated cases grow in number. In order to evaluate our approach we performed a
user based evaluation. We loaded twenty workflows from “My Experiments” '8
in Dinowolf and asked six users to annotate the resulting 260 10 port pairs.
The users, all members of the research team of the authors, have skills that we
consider similar to the ones of a data manager, for example in the context of a
large data processing infrastructure like the one of [4]. In this experiment, users
were asked to annotate each one of the IO port pairs with a semantic relation
from a fixed vocabulary (the Datanode ontology), by exploiting the workflow
documentation, the associated feature set and the recommendations provided.
The workflows were selected randomly and were the same for all the participants,
who were requested also (a) to follow the exact order proposed by the tool, (b)

18 My Experiments: http://www.myexperiments.org.


http://www.myexperiments.org

140 E. Daga et al.

to complete all portpairs of a workflow before moving to the next; (¢) to only
perform an action when confident of the decision, otherwise to postpone the
choice (using the“Later” action); (d) to select the most specific relation avail-
able - for example, to privilege processedInto over hasDerivation, when possible.
Each user worked on an independent instance of the tool (and hence lattice) and
performed the annotations without interacting with other participants. During
the experiment the system monitored a set of measures:

— the time required to annotate an IO port pair;

— how many annotations were selected from recommendations;

— the average rank of the recommendations selected, calculated as a percentage
of the overall size of the recommendation list; and

— the average of the relevance score of the recommendations selected.

Figures6, 7, 8 and 9 illustrate the results of our experiments with respect of
the above measures. In all diagrams, the horizontal axis represents the actions
performed in chronological order, placing on the left the initial phase of the
experiment going towards the right until all 260 IO port pairs were annotated.
The diagrams ignore the actions marked as “Later”, resulting on few jumps in
users’ lines, as we represented in order all actions including at least one annota-
tion from at least a single user. Figure 6 shows the evolution of the time spent by
each user on a given annotation page of the tool before a decision was made. The
diagram represents the time (vertical axis) in logarithmic scale, showing how, as
more annotations are made and therefore more recommendations are generated,
the effort (time) required to perform a decision is reduced. Figure 7 illustrates
the progress of the ratio of annotations selected from recommendations. This
includes cases where a subrelation of a recommended relation has been selected
by the user. While it shows how recommendations have an impact from the very
beginning of the activity, it confirms our hypothesis that the cold-start problem
is tackled through our incremental approach. Figure 8 depicts the average rank
of selected recommendations. The vertical axis represents the score placing at
the top the first position. This confirms our hypothesis that the quality of rec-
ommendations increases, stabilizing within the upper region after a critical mass
of annotated items is produced, reflecting the same behavior observed in Fig. 7.
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Fig. 6. Evolution of the time spent by each user on a given annotation page of the tool
before a decision was made.
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Fig. 7. Progress of the ratio of annotations selected from recommendations.
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Fig. 8. Average rank of selected recommendations. The vertical axis represents the
score placing at the top the first position.
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Fig. 9. Progress of the average relevance score of picked recommendations.

Finally, we illustrate in Fig. 9 how the average relevance score of picked recom-
mendations changes in time. The relevance score, computed as the portion of
features matching a given recommendation that overlaps with the features of the
item to be annotated, increases partly because the rules become more abstract
(contain less features), partly reflecting the behavior of the ranking algorithm
and matching the result of Fig. 8.

6 Conclusions

In this article we proposed a novel approach to support the semantic annota-
tion of workflows with data centric relations. We showed through applying this
approach on a set of workflows from the My Experiments repository that it
can effectively reduce the effort required to achieve this task for data managers
and workflow publishers. We plan to integrate the presented approach with the
methodology described in [4] in order to support Data Hub managers in the anno-
tation of the data manipulation processes required to compute the propagation of
policies associated with the data involved. We have enough confidence to believe
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that the characteristics of scientific workflows as data intensive workflows [16]
are equivalent, because they can be reduced to data centric representations, as
demonstrated in Sect. 3.1.

The quality and consistency of the resulting annotations are not the subject
of the present study, and we did not discussed the interpretation of the Datan-
ode relations with the participants of our experiment. For this reason each user
operated on a separate instance of the tool, to reduce the possibility that incon-
sistent usage of relations would negatively impact the quality of the association
rules generated. However, we received feedback that encourages to better doc-
ument the Datanode ontology, for example providing cases of the possible uses
and misuses of each relation.

In this work we only focused on the relations between input and output
within workflow processors. It is possible to extend this approach to also cover
relations between data items with other directions (input to input, output to
input, etc.).

The FCA component of the Dinowolf Tool is based on an incremental lattice
construction algorithm. We plan to integrate a lattice update algorithm in order
to support modifications to the annotations.

However, the incremental learning of association rules approach presented in
this paper is independent from both the features of the item to annotate and the
nature of the annotations. This opens the hypothesis that it could be effectively
reused in other scenarios.

References

1. Alper, P., Belhajjame, K., Goble, C.A., Karagoz, P.: LabelFlow: exploiting work-
flow provenance to surface scientific data provenance. In: Ludéascher, B., Plale, B.
(eds.) IPAW 2014. LNCS, vol. 8628, pp. 84-96. Springer, Heidelberg (2015). doi:10.
1007/978-3-319-16462-5_7

2. Belhajjame, K., Corcho, O., Garijo, D., Zhao, J., Missier, P., Newman, D.,
Bechhofer, S.; Garc a Cuesta, E., Soiland-Reyes, S., Verdes-Montenegro, L., et al.:
Workflow-centric research objects: first class citizens in scholarly discourse. In: Pro-
ceedings of Workshop on the Semantic Publishing (SePublica 2012) 9th Extended
Semantic Web Conference Hersonissos, Crete, Greece, 28 May 2012 (2012)

3. Belhajjame, K., Zhao, J., Garijo, D., Garrido, A., Soiland-Reyes, S., Alper, P.,
Corcho, O.: A workflow prov-corpus based on taverna and wings. In: Proceedings
of the Joint EDBT/ICDT 2013 Workshops, pp. 331-332. ACM (2013)

4. Daga, E., d’Aquin, M., Adamou, A., Motta, E.: Addressing exploitability of smart
city data. In: 2016 IEEE Second International Smart Cities Conference (ISC2).
IEEE (2016)

5. Daga, E., d’Aquin, M., Gangemi, A., Motta, E.: Describing semantic web applica-
tions through relations between data nodes. Technical report kmi-14-05, Knowledge
Media Institute, The Open University, Walton Hall, Milton Keynes (2014). http://
kmi.open.ac.uk/publications/techreport/kmi-14-05


http://dx.doi.org/10.1007/978-3-319-16462-5_7
http://dx.doi.org/10.1007/978-3-319-16462-5_7
http://kmi.open.ac.uk/publications/techreport/kmi-14-05
http://kmi.open.ac.uk/publications/techreport/kmi-14-05

6

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

An Incremental Learning Method to Support the Annotation of Workflows 143

. Daga, E., d’Aquin, M., Gangemi, A., Motta, E.: Propagation of policies in rich data

flows. In: Proceedings of the 8th International Conference on Knowledge Capture,
K-CAP 2015, New York, NY, USA, pp. 5:1-5:8 (2015). http://doi.acm.org/10.
1145/2815833.2815839

Di Francescomarino, C., Ghidini, C., Rospocher, M., Serafini, L., Tonella, P.:
Semantically-aided business process modeling. In: Bernstein, A., Karger, D.R.,
Heath, T., Feigenbaum, L., Maynard, D., Motta, E., Thirunarayan, K. (eds.) ISWC
2009. LNCS, vol. 5823, pp. 114-129. Springer, Heidelberg (2009)

Ferreira, D.R., Alves, S., Thom, L.H.: Ontology-based discovery of workflow activ-
ity patterns. In: Daniel, F., Barkaoui, K., Dustdar, S. (eds.) BPM 2011. LNBIP, vol.
100, pp. 314-325. Springer, Heidelberg (2012). doi:10.1007/978-3-642-28115-0-30
Gangemi, A., Peroni, S., Shotton, D., Vitali, F.: A pattern-based ontology
for describing publishing workflows. In: Proceedings of the 5th International
Conference on Ontology and Semantic Web Patterns, WOP 2014, vol. 1302,
Aachen, Germany, pp. 2-13. CEUR-WS.org (2014). http://dl.acm.org/citation.
cfm?id=2878937.2878939

Garijo, D., Alper, P., Belhajjame, K., Corcho, O., Gil, Y., Goble, C.: Common
motifs in scientific workflows: an empirical analysis. Future Gener. Comput. Syst.
36, 338-351 (2014)

Garijo, D., Gil, Y.: A new approach for publishing workflows: abstractions, stan-
dards, and linked data. In: Proceedings of the 6th Workshop on Workflows in Sup-
port of Large-scale Science, WORKS 2011, NY, USA, pp. 47-56 (2011). http://
doi.acm.org/10.1145/2110497.2110504

Godin, R., Missaoui, R., Alaoui, H.: Incremental concept formation algorithms
based on galois (concept) lattices. Comput. Intell. 11(2), 246-267 (1995)
Goémez-Pérez, J.M., Corcho, O.: Problem-solving methods for understanding
process executions. Comput. Sci. Eng. 10(3), 47-52 (2008)

Hettne, K., Soiland-Reyes, S., Klyne, G., Belhajjame, K., Gamble, M., Bechhofer,
S., Roos, M., Corcho, O.: Workflow forever: Semantic web semantic models and
tools for preserving and digitally publishing computational experiments. In: Pro-
ceedings of the 4th International Workshop on Semantic Web Applications and
Tools for the Life Sciences, SWAT4LS 2011, NY, USA, pp. 36-37 (2012). http://
doi.acm.org/10.1145/2166896.2166909

Kuznetsov, S.0., Obiedkov, S.A.: Comparing performance of algorithms for gen-
erating concept lattices. J. Exp. Theor. Artif. Intell. 14(2-3), 189-216 (2002)
Liu, J., Pacitti, E., Valduriez, P., Mattoso, M.: A survey of data-intensive scientific
workflow management. J. Grid Comput. 13(4), 457-493 (2015)

Palma, R., Corcho, O., Hotubowicz, P., Pérez, S., Page, K., Mazurek, C.: Digi-
tal libraries for the preservation of research methods and associated artifacts. In:
Proceedings of the 1st International Workshop on Digital Preservation of Research
Methods and Artefacts, DPRMA 2013, NY, USA, pp. 815 (2013). http://doi.acm.
org/10.1145/2499583.2499589

Poelmans, J., Elzinga, P., Viaene, S., Dedene, G.: Formal concept analysis in knowl-
edge discovery: a survey. In: Croitoru, M., Ferré, S., Lukose, D. (eds.) ICCS 2010.
LNCS (LNAI), vol. 6208, pp. 139-153. Springer, Heidelberg (2010). do0i:10.1007/
978-3-642-14197-3_15

Poelmans, J., Kuznetsov, S.O., Ignatov, D.I., Dedene, G.: Formal concept analysis
in knowledge processing: a survey on models and techniques. Expert Syst. Appl.
40(16), 6601-6623 (2013)


http://doi.acm.org/10.1145/2815833.2815839
http://doi.acm.org/10.1145/2815833.2815839
http://dx.doi.org/10.1007/978-3-642-28115-0_30
http://dl.acm.org/citation.cfm?id=2878937.2878939
http://dl.acm.org/citation.cfm?id=2878937.2878939
http://doi.acm.org/10.1145/2110497.2110504
http://doi.acm.org/10.1145/2110497.2110504
http://doi.acm.org/10.1145/2166896.2166909
http://doi.acm.org/10.1145/2166896.2166909
http://doi.acm.org/10.1145/2499583.2499589
http://doi.acm.org/10.1145/2499583.2499589
http://dx.doi.org/10.1007/978-3-642-14197-3_15
http://dx.doi.org/10.1007/978-3-642-14197-3_15

144

20.

21.

22.

E. Daga et al.

Weber, 1., Hoffmann, J., Mendling, J.: Semantic business process validation. In:
Proceedings of the 3rd International Workshop on Semantic Business Process Man-
agement (SBPM 2008). CEUR-WS Proceedings, vol. 472 (2008)

Wille, R.: Formal concept analysis as mathematical theory of concepts and concept
hierarchies. In: Ganter, B., Stumme, G., Wille, R. (eds.) Formal Concept Analysis.
LNCS (LNAI), vol. 3626, pp. 1-33. Springer, Heidelberg (2005)

Wolstencroft, K., Haines, R., Fellows, D., Williams, A., Withers, D., Owen, S.,
Soiland-Reyes, S., Dunlop, 1., Nenadic, A., Fisher, P., et al.: The taverna workflow
suite: designing and executing workflows of web services on the desktop, web or in
the cloud. Nucleic Acids Res. 41, W557-W561 (2013)



A Query Model to Capture Event Pattern
Matching in RDF Stream Processing Query
Languages

Daniele Dell’Aglio"2(®™) | Minh Dao-Tran®, Jean-Paul Calbimonte?,
Danh Le Phuoc®, and Emanuele Della Valle?

! Department of Informatics, University of Zurich, Zurich, Switzerland
dellaglio@ifi.uzh.ch
2 Dipartimento di Elettronica, Informatica e Bioingegneria,
Politecnico of Milano, Milano, Italy
{daniele.dellaglio,emanuele.dellavalle}@polimi.it
3 Institute of Information Systems, Vienna University of Technology,
Vienna, Austria
dao@kr.tuwien.ac.at
4 Institute of Information Systems, HES-SO Valais-Wallis and LSIR,
EPFL, Lausanne, Switzerland
jean-paul.calbimonte@hevs.ch
5 Technical University of Berlin, Berlin, Germany
danh.lephuoc@tu-berlin.de

Abstract. The current state of the art in RDF Stream Processing
(RSP) proposes several models and implementations to combine Seman-
tic Web technologies with Data Stream Management System (DSMS)
operators like windows. Meanwhile, only a few solutions combine Seman-
tic Web and Complex Event Processing (CEP), which includes relevant
features, such as identifying sequences of events in streams. Current RSP
query languages that support CEP features have several limitations: EP-
SPARQL can identify sequences, but its selection and consumption poli-
cies are not all formally defined, while C-SPARQL offers only a naive
support to pattern detection through a timestamp function. In this work,
we introduce an RSP query language, called RSEP-QL, which supports
both DSMS and CEP operators, with a special interest in formalizing
CEP selection and consumption policies. We show that RSEP-QL cap-
tures EP-SPARQL and C-SPARQL, and offers features going beyond the
ones provided by current RSP query languages.

1 Introduction

Processing heterogeneous and dynamic data is a challenging research topic
and has a wide range of applications in real-world scenarios. Different models,
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languages, and systems have been proposed in the last years to handle streams on
the Web, combining Semantic Web technologies with Complex Event Processing
(CEP) [18] and Data Stream Management Systems (DSMS) [5] features. These
languages and systems, commonly labeled under the RDF Stream Processing
(RSP) name, are solutions that extend SPARQL with stream processing fea-
tures, based on either the CEP or DSMS paradigm.

A problem that recently emerged is the heterogeneity of those solutions
[11,13]. Every RSP engine has unique features that are not replicable by others;
moreover, even when the same feature is supported by two or more engines, the
behavior and the produced output can be different and hardly comparable. In
our previous work, namely RSP-QL [14] and LARS [7], we developed models
to capture the RSP features inspired by the DSMS paradigm, e.g., time-based
sliding windows and aggregations over streams.

In this paper, we study the integration of the currently available CEP fea-
tures in RSP engines into RSP-QL, by investigating the research question: “Is
it possible to extend RSP-QL to enable the detection of expressive event patterns
over RDF streams?” We give an answer with RSEP-QL, an RSP query model
that incorporates CEP at its core.

RSEP-QL is a reference model® and has several possible uses: (a) to provide
a common framework to explain the behavior of existing RSP solutions, enabling
their comparison; (b) to support software architects to design new RSP imple-
mentations; testers in designing benchmarks and evaluations; and researchers to
have a general model to develop new research; (c) to act as a formal model to
define a standardized language that embraces the most prominent features of
existing RSP languages.

Combining CEP and DSMS features in a unique model is a step towards
filling the gap between RSP and stream processing engines available on the
non-semantically-aware systems on the market (e.g., Oracle Event Processor,
ESPER, IBM InfoSphere Streams) [10]. There are indeed several motivations
behind combining DSMS and CEP. It is clearly possible to mix different DSMS
and CEP languages to achieve the desired tasks, but there are drawbacks, e.g.,
the need to learn multiple languages, the limited possibility for query optimiza-
tions, the potential higher amount of resources.

Our contributions are: (1) We elicit a set of requirements to design an
RSP query model that supports both DSMS and CEP features. (2) We adapt
our model to process RDF graphs as stream elements, following the current
guidelines of the W3C RSP Community Group (RSP-CG).? (3) We introduce
event patterns to capture CEP features of existing RSP engines, most notably
the sequencing operator, and provide syntax and semantics as extensions of
SPARQL. (4) We formally define selection and consumption policies, to capture
the operational semantics of the CEP-inspired RSP engines, contrary to current
approaches that consider policies at the implementation level.

L Cf. https://www.oasis-open.org/committees/soa-rm/faq.php.
2 Cf. https://www.w3.org/community /rsp/.
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2 Related Work and Requirements

RSP engines emerged in recent years, with the goal of extending RDF and
SPARQL to process RDF streams. They can be broadly divided into two groups.
RSPs influenced by CEP reactively process the input streams to identify rele-
vant events and sequences of them. EP-SPARQL [3] is one of the first RSP that
adopts some of these complex pattern operators. Other such recent approaches
include Sparkwave [17] and Instans [20]. On the other hand, approaches inspired
by DSMS exploit sliding window mechanisms to capture a recent and finite por-
tion of the input data, enabling their processing through SPARQL operators [15]
in an atemporal fashion. C-SPARQL [6], CQELS [19], and SPARQLgtream [9]
are representative examples of this group.

Currently, there is so far no RSP language that can combine both paradigms
under a clearly defined semantics, leaving a gap for those use cases that require
this query expressivity. However, some initial attempts exist. In C-SPARQL,
one can access the timestamp of a statement and specify limited forms of tem-
poral conditions. CQELS recently proposed to integrate sequencing and path
navigation [12], although it does not include typical selection mechanisms of
CEP [10]. In the following, we present a set of requirements to lead the design of
RSEP-QL, based on an analysis of the state of the art in RSP, with a particular
focus on the CEP features of EP-SPARQL, and C-SPARQL.

Gs Gs
G Go (:b2 :q :c2) G4 (:b1 :q ic1) E1 SEQ E o
2| t=8 |10
(a1 :p:b1) (a2 :p:b2) (:b1:q:c1) (:b2:qic2) (:ag :p :b3) - ‘ ‘

} unrestricted [€1 €2 €3 (€4

2 4 6 2\8 10 chronological [e1 e2 )
=22 ?
Ey ‘xply E,SEQ B gé : recent e2 ez| ¢
Ey=7y:q? 1 2 ‘e
’ v 2 €4 naive es|

Fig. 1. Illustration of the running example. The stream, on the top left, composes of
five items (G1,2)...(Gs,10). Events matched the pattern E1 SEQ E» are depicted
below the timeline. The bold lines denote the intervals that justify the events. The
table on the right shows the results produced with regards to different policies.

[R1] RSEP-QL should process RDF graph-based streams. While in early
RSP data models the stream data items are represented by single RDF state-
ments, the recent standardization effort from W3C RSP-CG proposes to adopt
RDF graphs as items®. The latter model generalizes of the former, as a stream of
time-annotated RDF statements can be modeled as a stream of time-annotated
RDF graphs, each containing one statement. In this sense, addressing [R1] is
important to realize a generic RDF stream query model.

3 Cf. http://goo.gl/pqUSri (last access: July 7, 2016).
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[R2] RSEP-QL must preserve the DSMS features captured by RSP-
QL. The introduction of CEP features in the model should not lead to incompat-
ibilities with the RSP models we already captured in RSP-QL [14]. This require-
ment is important to guarantee that RSEP-QL is generic enough to model the
operational semantics of different systems.

[R3] RSEP-QL should capture the CEP features of existing RSP
engines. In this work, we focus on the SEQ operator: the most basic build-
ing block in CEP. Intuitively, F4 SEQ Fs identifies events matching pattern F;
followed by those matching Fs. Even if it may seem straightforward to formalize
this operator, its execution in different engines produces different and hardly
comparable results. We, therefore, refine [R3] into two sub-requirements, associ-
ated with the two engines we aim at capturing, EP-SPARQL and C-SPARQL.
To illustrate our idea, we use the RDF stream depicted in Fig. 1.

[R3.1] RSEP-QL should capture the EP-SPARQL SEQ behavior. To
the best of our knowledge, EP-SPARQL is the RSP language with the largest
support for CEP features, with a wide range of operators to define complex
events, e.g., SEQ, OPTIONALSEQ, EQUALS and EQUALSOPTIONAL. EP-
SPARQL supports three different policies [2]:

— unrestricted: all input elements are selected for matching the event patterns.
— chronological: only the earliest input that can be matched are selected for
matching the event patterns; then, they are ignored in the next evaluations.

— recent: only the latest input that can be matched are selected for matching

the event patterns; then, they are ignored in the next evaluations.

The table of Fig.1 shows the different behaviors of these three settings.
Assume that there are two evaluations at time points 8 and 10. Unrestricted
returns eq, es,e3 at 8 and ey at 10. Chronological returns only e; and ey at 8.
Recent returns only es and e at 8. Furthermore, both chronological and recent
do not return any event at 10 because (:a; :p :b1) were already consumed by the
previous evaluation.

Notably, the EP-SPARQL query does not change in the three cases, as the
setting is a configuration parameter set at the startup of the engine. Moreover,
independently on the setting, all the system outputs happen as soon as they are
available.

[R3.2] RSEP-QL should capture the C-SPARQL SEQ behavior.
C-SPARQL is based on DSMS techniques, but it has a naive support to some
CEP features. C-SPARQL implements a function, named timestamp that takes
as input a triple pattern and returns the time instant associated to the most
recent matched triple. This function can be used inside a FILTER clause to
express time constraints among events.

The evaluation in C-SPARQL strictly relies on the notion of time-based slid-
ing window, which selects a portion of the stream to be used as input and the
time instants on which evaluations occur. Wrt. the above example, with a sliding
window with a length of 7 and that slides of 1 at each step, C-SPARQL outputs
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ez at time 8 and has no output at 10, not because the input triples were con-
sumed, but because it considers only the two triples (:b; :¢ :¢1) and (:ag :p :b3)
which do not match the sequencing pattern.

Remarks. While EP-SPARQL is an engine for performing CEP, C-SPARQL
is a DSMS-inspired RSP engine that offers a naive support to event pattern
matching. As shown above, even with simple event patterns, the two systems
behave in completely different ways, and none of them is able to capture the
other. It is out of the scope of this paper to determine which system is the most
suitable to be used given a use case and the relative set of requirements. Our
goal is to build a model able to capture the behavior of both engines. In this
sense, satisfying both [R3.1] and [R3.2] is minimal to assess that RSEP-QL is a
common framework to describe the semantics of RSP engines.

3 Anatomy of RSEP-QL Queries

A SPARQL query is defined by a signature of the form (E, DS, QF), that indi-
cates the evaluation of an algebraic expression E over a set of data DS to produce
an answer formatted according to a query form QF [16]. This section proposes
RSEP-QL queries that extend SPARQL’s queries with the following features:
(1) the capability to take as input not only RDF graphs but also RDF streams;
(2) a set of operators to access/process streams; and (3) an evaluation paradigm
moving from one-time to continuous semantics.

3.1 Data Model

There are two main kinds of input data in the context of stream processing. The
first are streams, defined as sequences of highly dynamic and time-annotated
data such as sensor data and micro-posts. The second type is contextual (or
background) data, which is usually static or quasi-static and is used to enrich the
streams and solve more sophisticated tasks, e.g., sensor locations, user profiles.
etc. In RSP, contextual data may be captured by RDF graphs, while streams
are captured with RDF streams.

RDF Streams. To fulfill [R1], we adopt the notion of time-annotated RDF
graphs as elements of RDF streams, following the data model under design by
RSP-CG. We define a timeline T as an infinite, discrete, ordered sequence of
time instants (¢1,ts,...), where ¢; € N and for all ¢ > 0, it holds that ¢;41 —¢; is
a constant, called the time unit of T

We now extend the definition of RDF graphs with time annotations and then
define RDF streams as sequences of them.

Definition 1 (RDF Stream). A timestamped RDF graph is a pair (G,t),
where G is an RDF graph and t € T is a time instant. An RDF stream S
is a (potentially) unbounded sequence of timestamped RDF graphs in a non-
decreasing time order:

S = (G1,t1), (G2, t2), (G3,13), (G4, ta), . ..
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where, for every i > 0, (G;,t;) is a timestamped RDF graph and t; < t;41.

Other streaming data model profiles exist and are currently under study by the
RSP-CG. In this work, we focus on the model where the time annotation is
represented by one time instant, as it is a usual case that appears in several
scenarios.

Ezample 1. Figurel illustrates a stream S = (G1,2),(Gs,4),(G3,6), (G4, 8),
(G5, 10),. .., where each G; contains the depicted RDF triples. O

Time-Varying Graphs. Statements in RDF graphs are atemporal and capture
a given situation in a snapshot. We introduce the notion of time-varying graphs
to capture the evolution of the graph over time (similar to time-varying relations
in [4]).

Definition 2 (Time-Varying Graph). A time-varying graph G is a function
that relates time instants t € T' to RDF graphs:

G:T — {G|Gisan RDF graph}.

An instantaneous RDF graph G(t) is the RDF graph identified by the time-
varying graph G at a given time instant t.

RDF streams and time-varying graphs differ on the time information: while
in the former time annotations are accessible and processable by the stream
processing engine, in the latter there is no explicit time annotation. In this
sense, t in Definition 2 can be viewed as a timestamp denoting the access time
of the engine to the graph content.

3.2 RSEP-QL Dataset

A SPARQL dataset is a set of pairs (u, G), where u € I U {def}* is an identifier
for an RDF graph G. This section proposes the notion of dataset for RSEP-QL.
It differs from SPARQL datasets in the presence of streams, and that RSEP-QL
dataset elements may vary over time. Streams are potentially infinite, and the
usage of windows allows to have a finite (and usually recent) view of portions
of the streams for practical processing. We now introduce a generic notion of
window functions, inspired by LARS [7].

Definition 3 (Window Function). 4 window function W with a vector of
window parameters p, denoted as Wp|, takes as input a stream S, a time instant
t € T and produces a substream (aka. window) S’ of S, i.e., a finite subsequence

of S.

* def ¢ TU L U B denoting the default graph. See [16] for the definitions of T, L, B.
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This generic notion can be instantiated with specific parameters p to realize
window functions used in practice. In the following, we present a set of window
functions that constitute the basis of the operators defined in the next sections.

Time-Based (sliding) Windows. A time-based window function W7 is
defined through p = (a, ), where « is the width and (3 is the sliding step.
It slides every (3 time units and filters input graphs of the last « time units.
Let ¢ = L%J -3, we have that:

WT[p](S’ t) = (Gj’tj)7 R (Gk,tk),

where [j, k] is the maximal interval st. Vi € [j, k]: (G;,t;) € SAY —a<t; <.

Landmark Windows. A landmark window function W* defined through p =
(to) returns the content of the input stream from t:

W/\[p}(s, t) = (Gjatj)7 B (Gkvtk)

where [j, k] is the maximal interval st. Vi € [j, k]: (G;,t;) € S Aty <t; <t

As we show below, landmark windows are useful to capture the behaviour of
event pattern systems like EP-SPARQL. In fact, they offer views over large por-
tions of the stream, without the eviction mechanism typical of sliding windows.

Identity Window. The identity window function W is introduced to give a
uniform definition of event patterns evaluation later. It simply returns the input
stream, that is:

W [p](S,t) = S, and p is an empty vector.

Interval Windows. The interval-based (or fixed) window function W is
defined through p = (¢',¢”) and returns the part of the input stream bounded
by [t/,"]:

WH[p](S,t) = (Gj,t;),. .., (Gy, t) where Vi € [j, k]: (Gi,t;) € SAt; € [t/ t"].

For simplicity, we often omit the parameters p when it is clear from the context
and write W (S,t). Notably, window functions can be nested, for example, we
can have WY (W7 (S,t),t). We denote the nesting by the e operator. Formally:

W1 o WQ(S, t) = Wl(WQ(S, t),t).

Example 2. Consider S from Example 1. Here are some results of applying the
time-based, landmark, and interval window functions W7, W*, and W" on this
stream:

W)\[(l)}(SvS) - (G1,2),(G2,4),(G3,6),(G478)
WT[(571)](S7 8) (G274)(G376)7(G478)
WH[(0,5)] e WH[(1)](S.8) = (G1,2),(G2,4).
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Dataset. We now formally define RSEP-QL datasets, as sets of pairs of an
identifier v € I U {def} and either a window function applied to a stream or a
time-varying graph.

Definition 4 (RSEP-QL Dataset). An RDF streaming dataset SDS is a set
consisting of an (optional) default time-varying graph Go, n > 0 named time-
varying graphs, and m > 0 named window functions applied to a set of streams

S:{Sl,...,Sk}:

SDS = {(def,Go)} U{(g:,Gi) i€ [Ln]} U
{(w;, W;(Se)) | j € [1,m], €€ [1,k]}, where

~ Gy is the default time-varying graph, o

— g; € I is the identifier of the time-varying graph G,

— wj € I is the identifier of the named window function W; over the RDF stream
Sy €8S.

We denote by ids(SDS) = {def }U{g1,...,gn}U{w1,...,wy} the set of symbols
identifying the time-varying graphs and windows in SDS.

An important difference that emerges comparing the SPARQL and the RSEP-
QL dataset is that the former contains RDF graphs and is fixed in the sense that
SPARQL datasets are composed according to the query (e.g. FROM clauses),
and the set of elements included in a dataset does not vary over time. On the
other hand, RSEP-QL datasets contain RDF streams and time-varying graphs
that are updated as time proceeds.

Ezample 3. Let W{* and W] be a landmark and a time-based window func-
tions with respective parameters p; = (1) and p, = (5,1). Then, SDS =
{(w1, W(9)), (wa, WF(S))} is an RDF streaming dataset, where S is from
Example 1. O

3.3 RSEP-QL Patterns

To fulfill [R2] and [R3], we introduce RSEP-QL operators to enable DSMS and
CEP features. We then extend SPARQL graph patterns to support these oper-
ators on streams.

In SPARQL, the construction of the query relies on graph patterns. The
elementary building block for building graph patterns is Basic Graph Patterns
(BGP), i.e. sets of triple patterns (¢s,t,,t,) € [UBULUV) X (IUV)x (IU
BULUYV). More complex patterns are recursively defined on top of BGP using
operators such as join and union®.

Concerning DSMS operations, we introduce the window graph pattern,
defined as an expression (WINDOW w; P), where P is a SPARQL graph pattern
and w; € I is an IRI. Intuitively, WINDOW indicates that P should be evalu-
ated over the content of the window identified by w; in the dataset (similarly to
the SPARQL GRAPH operator).

To support CEP features, we introduce event patterns as follows.

5 Cf. https://www.w3.org/ TR /sparqll1l-query for the whole list.
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(1) If P is a Basic Graph Pattern, w € I, then the expressions (EVENT w P)
is an event pattern, named Basic Event Pattern (BEP);

(2) If E; and Es are event patterns, then the expressions (FIRST Ei),
(LAST Ey), (Ey SEQ E) are event patterns;

To relate graph and event patterns, we define the event graph pattern as
(MATCH E) where E is an event pattern.

3.4 Query Definition
Having all building blocks, it is now possible to define RSEP-QL queries.

Definition 5. An RSEP-QL query Q is defined as (SE,SDS, ET, QF), where
SE is an RSEP-QL algebraic expression, SDS is an RDF streaming dataset, ET
is the sequence of time instants on which the evaluation occurs, and QF is the
Query Form.

The continuous evaluation paradigm is captured in the query signature through
the set FT of execution times. Intuitively, this set represents the time instants
on which the algebraic expression evaluation may occur. Note that this set is
not explicitly defined by the query and in general it may be unknown at query
registration time (as it can depend on the streaming content). In practice, ET
can be expressed through report policies [8], which define rules to trigger the
query evaluation. For example, C-SPARQL can be captured by a window close
report policy, i.e., evaluations are periodically and determined by the window
definition. EP-SPARQL and CQELS are regulated by content change report

policy, i.e., evaluations occur every time a new item appears on the stream.

Ezample 4. This example presents an . oo, .
RSEP-QL query with CEP features. The  rrom naMED :s WIN [LND 91 AS :wy
MATCH clause describes an event pat- FROM NAMED :S WIN [RANGE 5] AS :wo
tern (E; SEQ E»), where the BEPs E;  EVENT ON :wi { #x :p 7y. } AS E,

. EVENT ON :we { ?y :q ?z. } AS Eg
and Ep are defined on the respective |urer ¢ waten ¢ 5 G T
landmark and time-based windows from
Example 3. Their patterns are: E; =
EVENT w; (z :p ?y) and Ey =
EVENT wsy (?y :q 72).

4 RSEP-QL Semantics

We now proceed to define the evaluation semantics of the operators introduced
in Sect. 3.3. Sections4.1 and 4.2 present the semantics of the graph pattern and
event pattern operators, respectively. Sections 4.3 and 4.4 address CEP selection
and consumption policies to completely capture settings such as chronological
recent of EP-SPARQL, or the naive sequencing of triples based on last their
appearances like in C-SPARQL.

6 We do not tackle here the case where w € I UV, which is one of our future works.
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4.1 Graph Pattern Evaluation Semantics

To cope with graph-based RDF streams, we adapt the graph pattern evaluation
semantics from [14]. There, the evaluation semantics of a SPARQL operator is
defined as a function that takes as input a graph pattern P and a SPARQL
dataset DS having a default RDF graph G, and produces bags of solution map-
pings: partial functions that map variables to RDF terms. It is usually denoted
as [P ps(q)-

The RSEP-QL evaluation semantics of graph patterns considers the evalu-
ation time instants and redefines the active graph notion. Given an RSEP-QL
dataset SDS and an identifier ¢« € ids(SDS) of one of its elements, we name
temporal sub-dataset, denoted by SDS,, the active element of the dataset. The
active element is SDS, = G; if (t = ¢;,G;) € SDS, or SDS, = W;(S,) if
(L = wj,Wj(Sg)) € SDS.

Definition 6 (Graph Pattern Evaluation Semantics). Given an RSEP-QL
pattern P, an active time-varying graph or window identified by ¢ € ids(SDS) of
a streaming dataset SDS, and an evaluation time instant t, we define

t
[Plsps,
as the evaluation of P at t over the active element v in SDS.

We now briefly summarize the evaluation semantics of the graph patterns avail-
able in SPARQL, with a special focus on BGP and window graph patterns from
Sect. 3.3.
Basic Graph Pattern. BGP evaluation in SPARQL is one of the few cases
in which there is an actual access to the data stored in the active RDF graph.
The idea behind the evaluation of BGPs in RSEP-QL is to exploit the SPARQL
evaluation semantics. To make it possible, it is necessary to move from the active
element ¢ of SDS and the evaluation time instant ¢ to an RDF graph over which
the BGP can be evaluated. We name this RDF graph the snapshot of a temporal
sub-dataset at t, and it is defined as:

SDS,.(t) = Gi(t) and SDS,,(t) = U(Gk,tk)GWj(Sg,t) Gy
By exploiting the snapshot of the temporal sub-dataset, it is possible to obtain an
RDF graph given a streaming dataset and an active element. This RDF graph
is the one over which the BGP has to be evaluated, following the SPARQL
semantics.

Example 5. Take SDS from Example 3. We have

SDSw, (12) = U(Gk,tk)ewg[(s,l)](s,lz) Gy = G4UGs = {:a3 :p b3, :b1:q:c1, :ba:q:ica}.

We can now define the evaluation of a basic graph pattern P as:

[[P]]gDSL = [Plsps, ) = {p | dom(p) = var(P) and pu(P) € SDS,(t)}. (1)
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Other SPARQL Graph Patterns. For other graph patterns, we maintain
the idea of SPARQL of defining them recursively [16]. For example, the graph
pattern P; Join Ps:

[P Join PQHEDSL = [[PlﬂstsL > [[PQHIES‘DSL (2)

where SDS, indicates the active time-varying graph or window in the RSEP-QL
dataset SDS and P;, P, are graph patterns. The evaluation of P; Join P, consists
of joining the two multisets of solution mappings computed by evaluating P;
and P, at time ¢ with regards to the active part SDS, of the RDF streaming
dataset SDS.

Window Graph Pattern. Finally, we define the evaluation semantics of the
window graph patterns. Given a window identifier w; and a graph pattern P,
we have that:

[WINDOW Wi PHE'DSL = [[P]]qusw]. (3)

The following example shows the application of Egs. (1) and (3).

Ezample 6. Take SDS from Example 3 and its sub-temporal-dataset SDS.,, (12)
from Example5, let P = {7z :p ?7y}. We have that:

[WINDOW w; P]]?Dsdcf = [[P}]?DSW =[?z p ?y]]SDSU,2(12) ={{?z — :a3,7y — :b3}}.

4.2 Event Pattern Evaluation Semantics

Similarly to Sect. 4.1, we define the evaluation semantics of event pattern oper-
ators by decomposing complex patterns into simple ones. The main difference is
that this decomposition process should take into account the temporal aspects
related to event matching, i.e., the evaluation should (i) produce time-annotated
solution mappings, and (ii) control the time range in which a subpattern is
processed. We address (i) by defining the notion of event mapping as a triple
(w4, t1,t2) composed by a solution mapping and two time instants ¢; and ¢o, repre-
senting the initial and final time instants that justify the matching, respectively.
We assume that a partial order < to compare timestamps is given. Depending on
particular applications, specific ordering can be chosen. Regarding (ii), we asso-
ciate the evaluation with an active window function that sets the boundaries of
the valid ranges for evaluating event patterns.

Definition 7 (Event Pattern Evaluation Semantics). Given an event pat-

tern E, a window function W (active window ), and an evaluation time instant
t € ET, we define

({E))

as the evaluation of E in the scope defined by W at t.
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Different from graph pattern evaluation semantics, in this case there is no explicit
reference to data. This information is carried in the basic event patterns defined
below.

Basic Event Patterns. Similar to BGPs, Basic Event Patterns (BEP) are the
simplest building block. The idea behind their semantics is to produce a set of
SPARQL BGP evaluations over the stream items from a snapshot of a temporal
sub-dataset (identified by w,), restricted by the active window function W:

((EVENT w; P))yy, = {(utu.ti) | 1 € [Pla, A (Grote) € W e Wy(Se.t)} (4)

Ezample 7. We show how to evaluate ((E5))%y . for Ey = (EVENT wy (?y :q 72))
from Example4. First of all, from Example 2, we have that

Wi @ SDS,,, (8) = W' « WI(S,8) = WJ(S,8) = (G1,2),(G2,4)(G3,6), (G4, 8).

Now we evaluate [?y :¢ ?z]g, for 1 < k < 4. Only G3 and G4 have matches,
which are po = {?y — 01,72 — i1 } and ph = {7y — :ba, 72 +— :ca}. Combining
with the timestamps 6 and 8 when G3 and G4 respectively appear in .S, we have:

<<E2>>§/th = {(M27 6, 6)7 (/1'/27 6, 6), (,ul2,878)}.

It is worth comparing the evaluation semantics of a BEP with the one of a
BGP as defined in Sect.4.1. They both exploit the SPARQL BGP evaluation,
but while the former defines an evaluation for each stream item (i.e., an RDF
graph), the latter is a unique evaluation over the merge of the stream items in
one RDF graph.

Other Event Patterns. Next is the semantics of other event patterns, starting
with those that identify the first and last event matching a pattern, based on
the ordering <.

((FIRST E))yy, = {(1, t1,t2) € (B))yy | A1, t3,ta) € ((B))yy - (tg,t4><<t1,t?g

((LAST BV, = {(u,t1,t2) € ((ENVey | A1 t3,ta) € ((E))E, - (tl,t2)<<t3,t4(>6})

Let us now consider the SEQ operator. The evaluation of F; SEQ Ej5 is defined
as:

((E1 SEQ Ea))yy

= {(mUp2, tr1, ta) | (n2,t3,ta) € (B2))iy A (11,11, t2) € ((2(BD))) oo s 1jew}

(7)

Intuitively, for each event mapping (us,ts,t4) that matches Fs, Eq. (7) seeks for
(a) compatible and (b) preceding event mappings matching E;. The two demands
are guaranteed by introducing constraints on the evaluation of Ej:
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— (a) is imposed by, in Ej, substituting the shared variables with Fs for their
values from pg, denoted by s (F1).

— (b) is ensured by restricting the time range on which input graphs are used to
match pz(E;): we only consider graphs appearing before t3, thus W4Y[0, 3 —
1]eW.

Ezample 8 (cont’d). We show how ((E; SEQ E2>>§/V,d is evaluated. For
(po,ts,te) = ({?7y — :b1,72 — :¢1},6,6) € <<E2>>§Vid, we then evaluate:

((p2(B1) 5y = ((EVENT wy (72 :p :bﬂ))évulo,a.wm = ((EVENT w; (?z :p :b1)>)§VU[O,5] .

Similar to Example 7, we first see that W-[0,5] e W (S, 8) = (G1,2), (Ga,4).
Then, evaluating [?z :p :b1]q, for & = 1,2 matches in only G;. Therefore, the
mapping satisfying conditions (a) and (b) is (u1,t1,t2) = ({72 — :a1,7y —
:b1},2,2). Finally, Eq. (7) gives us ({?z — :a1,?y — :b1,72 — :¢1 },2,6).

Similarly, with (u5,6,6) and (u5,8,8) from Example7, we find a compati-
ble and preceding match ({?z+:a2, 7y+:ba},4,4) for Ey. This gives us two more
results: ({?xr—:ag, Tyr—:ba, 72102}, 4, 8) and ({?z—:a9, Tyr—:by, 72+:¢0},6,8). O

Event Graph Pattern. Finally, we define the semantics of the MATCH oper-
ator. Being a graph pattern, its evaluation semantics is defined through the
function in Definition 6. Intuitively, the function acts to remove the time anno-
tations from event mappings and to produce a bag of solution mappings. Thus,
the result of this operator can be combined with results of other graph pattern
evaluations (i.e., other bags of solution mappings).

[MATCH Elbps, = {1 ] (1.t1,12) € {(E)) g} (®)

The initial active window function to E is W, which imposes no time restric-
tion. Such restrictions can appear later by CEP operators like in Eq. (7).

Ezample 9 (cont’d). Applying MATCH on (F; SEQ E;) from Example8
returns:

[MATCH (E; SEQ EQ)H%DSM ={{?z— :a;,7y — b, 72— ¢} |1 =1,2}.

4.3 Event Selection Policies

Evaluating the SEQ operator as in Eq. (7) takes into account all possible matches
from the two sub-patterns. This kind of evaluation captures only the unrestricted
behavior of EP-SPARQL and C-SPARQL. With the purpose of formally captur-
ing the CEP semantics of C-SPARQL and EP-SPARQL, we introduce in this
section different versions of the sequencing operator that allows different ways
of selecting stream items to perform matching, known as selection policies.

Firstly, for C-SPARQL’s naive CEP behavior, Eq. (9) simply picks the two
latest event mappings that match the two sub-patterns and compare their asso-
ciated timestamps.

((Br SEQ™ E2))jy = {(u1 U p2, t1,ta) | (t1,t2) < (t3,ta)A
(m1,t1,t2) € ((LAST E1))yy A (p2,t3,t4) € ((LAST E2))iy} (9)
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For the chronological and recent settings from EP-SPARQL, we need more
involved operators SEQ® and SEQ". In the sequel, let W* = W"[0,t3 — 1] ¢ V.

((B1 SEQ® Ea))iy = {(n1 U p2, t1,ta) | (p2,t3,ta) € ((E2))iy A
{p2(BO)Nore # O A (p1,t1,t2) € ((FIRST po(E1))) b A
(b, th, th) € (Ba))by : ((h(Er)))yye #0 A (th, )< (ts, ta))}.

(10)
Compared to (7), Eq. (10) selects an event mapping (u2,ts,t4) of Eo that:

— has a compatible event mappings in E1 which appeared before po. This is
guaranteed by the condition {{u4 (E2)>>W* #() and the window function W* =
WH0,t3 — 1] e W;

— is the first of such event mappings. This is ensured by stating that no
such (ub, t5,t)) exists, where (t5,t)) < (t3,t4).

Once (2, t3,tq) is found, (u1,t1,ts) is taken from ((FIRST pz(E1)))yy, which
makes sure that it is the first compatible event that appeared before (2, t3,t4).
Finally, the output event matching F; SEQ® Es is (p1 U pa, t1,t4).

Equation (11) follows the same principle as Eq. (10), except that it selects
the last instead of the first event mappings.

((B1 SEQ" E2))ty = {(n1 U p2, t1,ta) | (n2,t3,t4) € ((B2))fy A
(2 (B e # 0N (H1,t1,t2) € ((LAST po(E1)) e A
(Bluth,th) € (B2)by+ ((Ha(B1)))py #0 A (t3, 1) <(5,14))}-

(11)

Ezample 10 (cont’d). Continue with the setting in Example 8, one can check
that:

((By SEQ" E2))ypu = {
(51 SEQ° Bl = {

({7 = 202, 7y = ba, 22 1 202},4,8) }
({72 — :a1,7y — 01,72 — 1}, 2,6)
({72 — a2, 7y — by, 72 — :c2},4,6)
{7z :a1,7y — 1,72 — :c1},2,6)
( )

{72+ a9, 7y > :ba, 72— 2}, 4,8

Selection policies are not sufficient to capture the behavior of EP-SPARQL in the
chronological and recent settings. As described in Sect. 2, under these settings,
stream items that contribute to an answer are not considered in the following
evaluation iterations. We complete the model by formalizing this feature, known
as consumption policies.

Let ET = t1,ta,...,tn,... be the set of evaluation instants. Abusing nota-
tion, we say that a window function w; appears in an event pattern F, denoted
by w;€E, if E contains a basic event pattern of the form (EVENT w, P).

(Br SEQ" Ea))Syu — {

4.4 Event Consumption Policies
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Consumption policies which determine input for the evaluation will be cov-
ered next. Definition 8 is about a possible input for the evaluation while Defi-
nition 9 talks about the new incoming input. We first define such notions for a
window in an RDF streaming dataset, and then lift them to the level of struc-
tures that refer to all windows in an event pattern.

Definition 8 (Potential Input and Input Structure). Given an RDF
streaming dataset SDS, we denote by Ij(w;) € SDS.,(t;) a potential input
at time t; of the window identified by w;. For initialization purposes, we
let In(w;) = 0.

Given an event pattern E, an input structure I; of E at time t; is a set of
potential inputs at t; of all windows appearing in E, i.e., I, = {I;(w;) | w;EE}.

Definition 9 (Delta Input Structure). Given an RDF streaming dataset
SDS and two consecutive evaluation times t;_1 and t;, where i > 1, the new
triples arriving at a window w; are called o delta input, denoted by A;(w;) =
SDSy, (t;) \ SDSy, (ti—1). For initialization purposes, let Ai(w;) = SDS.; (t1).

Given an event pattern E, a delta input structure at time t; is a set of delta
inputs at t; of all windows appearing in E, i.e., A; = {A;(w;) | w;EE}.

We can now define consumption policies in a generic sense.

Definition 10 (Consumption Policy and Valid Input Structure). A con-
sumption policy function P takes an event pattern E, a time instance t; € ET,
and a vector of additional parameters p depending on the specific policy, and
produces an input structure for E.

The resulted input structure is called valid if it is returned by applying P on
a set valid parameters p, where the validity of p is defined based on each specific
policy.

This generic notion can be instantiated to realize specific policies in practice.
For example, the policy P* that captures the EP-SPARQL’s unrestricted setting
requires no further parameters, thus p = () and returns full input at evaluation
time. To be more concrete:

PUE, t;) = {Ii(w;) = SDS.,, (t;) | w;EE}

For the chronological and recent settings, we describe here only informally the
two respective functions P¢ and P". Their additional parameters include I;_
(the input structure at ¢;_1) and A; (the delta input structure at ¢;), and they
return an input structure I; such that its elements I;(w;) contain A;(w;) and
the triples in I;_q(w;) that are not used to match E at t;—;. The validity of
input can be guaranteed by starting the evaluation with I1(w;) = SDS,(t1)
which is valid by definition. For the formal description of P¢ and P", we refer
the reader to the extended version of the paper.”

7 http://tinyurl.com/ekaw2016-195-ext (Hosted by Google Drive).


http://tinyurl.com/ekaw2016-195-ext

160 D. Dell’Aglio et al.

We now proceed to incorporate consumption policies into event patterns
evaluation. The idea is to execute the evaluation function ({.)) with a policy
function P, i.e., to evaluate an event pattern F with <<E>>§/VP Then, when the
evaluation process reaches a BEP at leafs of the operator tree, P is used to filter
out already consumed input. Formally:

((EVENT w; P))yy,p = [Plz.

where T = Li(w;) N (U, tewew,(sot) k) and Li(w;) € I =
P(E, ti, [i—1, A).

Example 11. Similar to Example 10, one has
c 8 {7y by, 72 i1 3, 2,6)
((E1 SEQ® E2)) i pe = { ({72 tap, 7y v by, 72 — 2}, 4,6) [

Furthermore, carrying out the evaluation under the chronological policy (P¢) will
consume G, G, and G3. Then, at time ¢ = 10, there is no (:a; :p :b1) available to
match the new coming triple (:b; :¢ :¢1), and no event of the pattern F; SEQ® Es
is produced.

5 Conclusions and Outlook

The evaluation semantics of graph and event patterns presented in this paper
constitutes a milestone towards defining a holistic query model for RSP that
combines features from DSMS and CEP. We showed in [14] that RSP-QL, the
model underlying RSEP-QL, covers the DSMS features of major RSP languages,
and in this work, we introduced the CEP features. Moreover, RSEP-QL models
both event patterns and their evaluation semantics taking into account the pres-
ence of selection and consumption policies. These policies are key to determine
the answer that a query should produce for a given input stream. Thus, it is not
possible to consider them as only technical /implementation related.

We have also shown that RSEP-

Table 1. Coverage of DSMS/CEP features QL complies with the set

of RSEP-QL compared to EP-SPARQL and

C-SPARQL of requirements described in

Sect. 2. First, it processes RDF
RSEP-QL EP-SPARQL/C-SPARQL graph-based streams [Rl] It is
W + SEQ EP-SPARQL unrestricted also capable of capturing the

DSMS features of representa-
tive RSP languages [R2], as
an inheritance from the expres-
sivity of RSP-QL. Moreover,
RSEP-QL captures the behav-
ior of the sequential event pat-
tern matching features of EP-SPARQL and C-SPARQL [R3], including the dif-
ferent selection and consumption policies that they provide. Table 1 shows the

W?* + SEQ° + P¢|EP-SPARQL chronological
W?* +SEQ" + P"|EP-SPARQL recent

W™ + SEQ" C-SPARQL SEQ (timestamp)
wr C-SPARQL time-window
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equivalence of the main features in RSEP-QL with their counterparts in EP-
SPARQL and C-SPARQL. For instance, one can observe that an EP-SPARQL
sequence pattern (with recent policy) can be captured by the SEQ" operator
and the P" function on a landmark window in RSEP-QL.

Our formalization is able to capture a rich set of operators including time-
based sliding windows and event patterns such as sequencing, and combines
them. As a result, RSEP-QL offers expressivity beyond the capabilities of current
RSPs. For example, RSEP-QL allows to define event patterns over more than
one streams, e.g., given F; SEQ FEs, F4 and Fs can match over different streams.
It is not possible to express this with an EP-SPARQL or C-SPARQL query, as
the first operates on a unique stream, while the latter merges different input
streams in a unique one.

Furthermore, the expressivity of RSEP-QL allows defining complex queries
that combine both windows and event patterns. For instance, consider that in
a social network we want to find the post made by a user that is then followed
by a popular user, defined as someone that gets a lot of mentions in the last
hour and has a lot of followers. In this case, a time window is needed to keep
track of the number of mentions in the last hour. Then the sequence pattern is
required to capture the fact that someone is followed after he made a post. The
contextual information is used to look for the number of followers of a person,
to determine if he is popular. Another example consists in enriching the event
pattern matching with information from contextual streaming data and other
streams.

Future works include enriching RSEP-QL with more CEP operators, e.g.,
DURING and NOT, and realizing other selection and consumption policies
in CEP, e.g., strict/partition contiguity, skip till next match, and skip till any
match [1] in RSEP-QL.

Another important aspect of this work is its compatibility with alternative
data models. Even though we chose a particular model based on timestamped
graphs, one can see that it can be converted, or in some case, extended if
necessary, to other similar models. For example, data streams with interval
timestamps can be easily incorporated into the event pattern evaluation seman-
tics. Finally, the RSEP-QL model can also be helpful for the RSP community, as
it provides the most comprehensive query processing model for RDF streams so
far. We plan to align our model to the latest proposals of the W3C RSP group,
as well as study how it can be adapted for the different profiles proposed in the
RSP abstract model.
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Abstract. The Web encompasses a significant amount of knowledge
hidden in entity-attributes tables. Bridging the gap between these tables
and the Web of Data thus has the potential to facilitate a large number of
applications, including the augmentation of knowledge bases from tables,
the search for related tables and the completion of tables using knowl-
edge bases. Computing such bridges is impeded by the poor accuracy
of automatic property mapping, the lack of approaches for the discov-
ery of subject columns and the mere size of table corpora. We propose
TAIPAN, a novel approach for recovering the semantics of tables. Our
approach begins by identifying subject columns using a combination of
structural and semantic features. It then maps binary relations inside a
table to predicates from a given knowledge base. Therewith, our solution
supports both the tasks of table expansion and knowledge base augmen-
tation. We evaluate our approach on a table dataset generated from real
RDF data and a manually curated version of the T2D gold standard.
Our results suggest that we outperform the state of the art by up to
85 % F-measure.

Keywords: Web tables - Knowledge base augmentation - Table
expansion

1 Introduction

The Linked Data Web has developed from a mere idea to a set of more than
85 billion facts distributed across more than 10,000 knowledge bases' over less
than 10 years. However, the Document Web is also growing exponentially, with
a large proportion of the information contained therein not being available on
the Data Web. Consequently, the gap between the Data Web and the Document
Web keeps on growing with the addition of novel knowledge in either portion of
the Web. Devising ways to bridge between the Document Web and the Linked
Data Web has been the purpose of a number of works from different domains.
The unstructured data on the Web is being transformed to RDF by means of
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a combination of named entity recognition (see, e.g., [5,14,19]), entity linking
(see, e.g., [2,22]) and relation extraction (see, e.g., [6,15]) approaches. However,
such approaches can only deal with well-formed sentences and do not address
other structures that are commonly found on the Document Web, in particular,
tables. While a few approaches for disambiguating entities in tables have been
developed in the past [1,23-25,27], porting the content of tables to RDF has been
the subject of a limited number of approaches [11,13,16]. These approaches are
however limited in the structure of the tables they can handle. For example, they
partly rely on heuristics such as using the first non-numeric column of a table
as subject for the triples that are to be extracted [10].

We present TAIPAN, a generic approach towards extracting RDF triples from
tables. Given a table and a reference knowledge base, TATPAN aims to (1) identify
the column that contains the subject of the triples to extract, i.e., the subject
column. To this end, our approach relies on maximizing the likelihood that the
elements of a column (a) all belong to the same class and, (b) once disam-
biguated, will actually have property values that correspond to the properties
found in the table; (2) detect properties that correspond to the columns of the
tables. Here, TAIPAN maximizes the probability that the columns of the table
will yield property values for the same property given the assumed assignment
of the subject column; (3) facilitate the disambiguation and extraction of RDF
from tables. Hence, the results of TAIPAN can be used to feed any entity disam-
biguation system for tables.

The rest of this paper is structured as follows: in Sect. 2 we describe our con-
ceptual framework. Then, we employ this framework to define the problem tackled
by TAIPAN formally (see Sect. 3). Thereafter, we use the same notation to explain
our approach (see Sect. 4). We clarify implementation details in Sect. 5. In Sect. 6,
we evaluate our approach on a manually curated portion of the T2D benchmark
(which we dub T2D*) against the approaches proposed in [24] and [16,17]. In par-
ticular, we measure the accuracy of our subject column identification approach
as well as the F-measure achieved by our property mapping approach. Section 7
gives an overview of related work and Sect. 8 concludes the paper.

2 Preliminary Definitions

In this section, we introduce the notation and definitions required to formalize
the subject column identification and property mapping problems.

2.1 Tabular Data Model

For modeling tabular data we extend the canonical table model described in
[4]. Essentially, the canonical table model distinguishes between the header of
a table and the data of the same table (see Fig.1). A table is represented as a
tuple, where the header is a vector and the data is a matrix.

Definition 1. A table T = (H, D) is a tuple consisting of a header H and
data D, where:
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h, c,=8 h;, h, hy hy
TN\ AN TN TN\
world n city metro’
rank city ] population  population mayor

131 guayaquil  ecuador 2196000 2686000 jaime nebot

1, 187 quito ecuador 1648000 1842000  augusto barrera
21 cairo egypt 7764000 15546000 abdul azim wazir
52 alexandria e 4110000 4350000 adel lahib
P gyp}
d4 1 d4 3 d4 4 d4 5 d4 6

Fig. 1. An example of a table from T2D gold standard with semantics from our table
model

— the header H = (h1,ha,...,hy) is a vector of size n which contains header
elements h;.
digdi - din
~thedata D = | d21d22 - dan | s g4 (m, n)-matriz consisting of n columns

and m rows.

Consequently, we introduce the concept of table projections, where the data
of a table is represented as a one-dimensional vector of value vectors.

Definition 2. The column projection of a table T = (H, D) is a table col(T) =
(H,col(D)), where col(D) = (c1,¢2,...,¢n), With ¢, = (d1p,don, .., dmn).
Similarly, the row projection of a table row(T) = (H,row(D)) where row(D) =
(117 l2a RS lm); with lm = (dm,la dm,Qa RS dm,n)'

Hereafter, we will commonly work with the row projections of tables.
Informally, the subject column of a table T is a column that con-
tains labels of resources that instantiate the main subject of a table.
For instance, in a table taken from the T2D reference dataset [16] with
the header H = (world rank, city, country, city population,
metro population, mayor) (see Fig.1), the main subject is city. Con-
sequently, the second column is the subject column. In general, we assume that
the subject column is to be connected to every other column in the reference
table via a binary relation. Hence, we adopt the following functional definition:

Definition 3. The subject column s is a column which divides table T into
(n — 1) two-column tables (which we dub atomic tables), where the binary
relation p; between s and each of the other columns c; in T corresponds to a
property in a reference knowledge base K (e.g., see Fig. 2).

Following the Definition 3, we define an atomic table as follows:

Definition 4. An atomic table is a table T = (H],D}) such as H], = (hs, h;)
and col(D}) = (s,¢;), where hy is a header item of the subject column and s is a

subject column.

For example, in Figure?2, for the left-most atomic table T = (Hj, D), the
header is H] = (city, world rank). The column projection consists of sub-
ject column and the first column of the source table: col(D}) = (s,c1), where
s= (guayaquil, quito, cairo, alexandria) and ¢; = (131, 187, 21, 51).
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world city metro
rank population  population

131 guayaquil  ecuador 2196000 2686000 jaime nebot

city country mayor

187 quito ecuador 1648000 1842000  augusto barrera
21 cairo egypt 7764000 15546000 abdul azim wazir
52 alexandria egypt 4110000 4350000 adel labib
\ \ Atomize \
city “r’:rzll:i city country city mayor
guayaquil 131 guayaquil ecuador guayaquil jaime nebot
quito 187 quito ecuador ... quito augusto barrera
cairo 21 cairo egypt cairo abdul azim wazir
alexandria 52 alexandria  egypt alexandria adel labib

Fig. 2. Example of a table atomization

2.2 Knowledge Base Model

We now introduce the knowledge base model (derived from [4]) underlying our
work. Let U be the set of all URIs, B be the set of all blank nodes, £ be the set of
all literals and I" be the set of all RDF terms with I' = U UB U L. Furthermore,
we make use of the following notions:

— & is the set of RDF subjects with S C U U B,

— R is the set of RDF properties (relations) with R C U,

— O is the set of RDF objects, with O C I',

— IT is the set of all triples, defined as I C S x R x O,

— E is the set of all entities, and

— C is the set of all classes, that is the subset of ¢/, which describes the classes
of the entities E in IT.

Our basic assumption is that a binary relation between columns of a table
can correspond to a property inside a knowledge base.

3 Problem Statement

TAIPAN aims to expose the semantics of tabular data. To this end, we address
the following two subproblems.

3.1 Problem 1: Subject Column Identification

The problem of subject column identification can be formalized using previously
introduced concepts as follows.

Problem 1. Given a table col(T) = (H, col(D)), where col(D) = (c1,c¢a,...,¢n),
find a column ¢; such that ¢; satisfies Definition 3, i.e., such that col(T") can be
split into atomic tables which express the extension of a property r € R or the
inverse r—! of such a property.
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The subject column identification is an important preprocessing step, which has
to be performed with the highest precision possible. Failing to identify subject
column will lead to erroneous atomic tables and thus to less information being
ported from T to the reference knowledge K. For example, for a correctly iden-
tified subject column ¢; = s dubbed city (see Fig.1), the binary relation p;
between “cairo” and “abdul azim wazir” (i.e. p;(“cairo”, “abdul azim wazir”))
can be mapped to a knowledge base such as DBpedia, where p; corresponds to
dbo :mayor property. Another important consequence of subject column iden-
tification is the possibility to decompose table into atomic tables.

3.2 Problem 2: Property Mapping

The property mapping of a table can be defined as a function A, such as for each
binary relation p; : s — ¢; between the subject column s and every other column
of a table, it assigns a property inside a knowledge base. Therefore, for each p;
we have to find a mapping to a particular » € R. We denoted this mapping by
A and write A(p;) = 7.

As table semantics are ambiguous, we cannot determine the definite corre-
spondence between a binary relation in a table and a property inside a knowledge
base. Moreover, a single binary relation can be mapped to several properties.
However, relational tables are likely to have functional binary dependencies,
which are mapped to particular functional properties inside a knowledge base.
Therefore, given a single binary relation between columns and for each property
r € R, we can define the probability of » being the correct binary relation p;. We
denote this probability P(A(p;) = r). The problem at hand can now be reduce
to finding the best mapping function A, i.e., the A that maximizes P(\(p;) = r)
for all p;.

Problem 2. Given a table col(T) = (H, col(D)), where col(D) = (c1,¢2,...,¢n)
and ¢; = s, find a mapping function A, which maximizes the probability of
having mapped each p; : s — ¢; to the correct r; € R.

Note that by these means, we reduce the two tasks to the same core problem
formulation. In the following, we will use this formulation to derive approaches
for addressing the two problems at hand.

4 Approach

In this section we describe our solutions to the subject column identification and
property mapping problems.
4.1 Subject Column Identification

To support column identification we extend an idea from distant supervision
learning [12,18]. Essentially, we boil down the column identification to finding



168 I. Ermilov and A.-C.N. Ngomo

the column ¢; in a table that has the most relations to other columns inside the
same table. To find such a column, we begin by selecting m’ rows of the given
table T'. Then, for each row, we disambiguate cell values against entities from a
given reference knowledge base. Finally, we apply three triple patterns to find
potential relations between each combination of columns. The approach derives
two important features for each column: support and connectivity.

Definition 5. The support St; of a column ¢; in a table T is the ratio between

cells with disambiguated entities inside and total number of cells for a column.

g Slrow(Dl
t =

=1

T(D)I, where

1, if di; could be disambiguated to some e € E

e; = 1

/ {O, otherwise (1)
Definition 6. The connectivity C; of a column c¢; in a table T is the ratio
between number of connections (i.e., properties) of the column to other columns
inside the same table to the total number of columns.

In our implementation, we evaluated the support of a particular column by using
AGDISTIS [21] to disambiguate the entries d;; (disambiguateEntities on line 4 in
Algorithm 1) and used DBpedia as reference knowledge base. For example, given
the table in Fig. 1, the entry des = quito was disambiguated as http://dbpedia.
org/resource/Quito. All entities in the columns cg, ¢3 and cg of the example table
could be disambiguated. Hence, their support is % = 1. In contrast, all numerical
columns have support of 0. Our approach towards computing the support of all
columns in a table is shown in Algorithm 1.

Algorithm 1. TAtPAN Column Support Evaluation. Runs in O(m/n) time.

Data: Table T of size (m,n), m’
Result: St - support vector for the table columns, Et - entity matrix
Instantiate St, Et;
for row =1 to m’ do
for col =1 ton do
Et[row]|[col] «— disambiguateEntities(T'[row][col]);
if |Et[row][col]| > 0 then
| St[col] «— St[col] + 1
end

end

© 0 N O 0k W N

end
for col =1 ton do
__ Steol]
‘ Stleol] = === - 100 %
end
return St, Et

I
W N = O
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After the disambiguation, we now employ a set of triple patterns to find
potential properties in a knowledge base as follows.

<%value> ?property <%$value>

Listing 1.1. Entity-Entity Triple Pattern (1)

<%value> ?property "$value'"@en

Listing 1.2. Entity-Literal Triple Pattern (2a)

<%value> ?property 2?0
FILTER regex(?o, ".x%value.x", "i")

Listing 1.3. Regex Entity-Literal Triple Pattern (2b)

These patterns are a heuristic mean to determine the set of potential prop-
erties between pairs of columns. To this end, we combine the results of the
disambiguation step with the original cell values (for entries that could not be
disambiguated). Correspondingly, $value is instantiated by using either the
disambiguated entity from a column value (patterns 1 and 2a-b) or a column
value itself (patterns 2a-b). For instance, to find relations between city and city
population in our example, given that quito was disambiguated and 1648000
not, the triple patterns (2a-b) are used. In this case triple pattern (2b) will be
instantianed as follows.

PREFIX dbpedia: <http://dbpedia.org/resource/>
dbpedia:Quito ?property 7?0
FILTER regex(?o0, ".*1648000.%", "im")

Listing 1.4. Example of TP (2b) with instantiated variables

The retrieved properties from triple patterns are stored in a connectivity
tensor of order 3 and of dimensions m’ x n x n (m’ is the sample size for rows
and stands for the number of rows used in the Algorithm 1 as disambiguated
entities are used in the triple patterns). Each entry Cn;j;, contains the set of
properties that were detected by the approach above for the pair of column
entries d;; and dj. The connectivity C; of a column ¢; can be inferred from Cn
as follows:

row Z‘?KD)‘ |Cmi k|
ZL:1 (D)| k,‘lcOZ(D)‘ J
= : (2)

i row(D)|

The evaluation of connectivity tensor is shown in Algorithm 2.
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Algorithm 2. TAIPAN Column Connectivity Tensor Evaluation. Runs in
O(mn?) time.

Data: Table T of size (m,n), entity matrix Et, m’

Result: Cn, connectivity matrix for table T

1 Instantiate Cn;

2 for row =1 to m’ do

3 for col =1 ton do

4 for otherCol = col + 1 to n do

5 Cn[row][col][otherCol], Cn[row][otherCol][col] «—
findRelation(T[row][col], T[row][otherCol], Et)

6 end

7 end

8 end

9 return Cn

For example, the connectivity of column country of our running example
4 91 1Cnizkl
6

(see Fig. 1) can be evaluated as: C3 = ==L
0 country O populationT otal ) citizen, of ficial
| 0 country 0 0 0 0
Oy, = o 0 0 0 populationTotal citizen, of ficial (3)
0 country 0 0 0

Given Cn;gi as in Eq. 3, the connectivity evaluates to C3 = 0.375.

After characterizing columns by means of their support and connectivity
scores, we can use binary classifiers to classify columns of a table as being either
subject columns or not. Binary classifiers used in the experiments as well as
discussion on their performance are described in Sect. 6.2.

4.2 Property Mapping

In this section we describe our approach to find an adequate mapping function
A. Our approach assumes that a subject column has already been identified. As
a first step, we take the header H = (hy, ho,...,h;,) of the input table T' and
for each element h; retrieve seed properties from a reference set of potential
properties. Then, the set of seed properties is ranked according to the property
frequency inside the reference knowledge base K.

Given an identified subject column, a table of size (m,n) is atomized into
(n — 1) two-column tables T} = (H/, D}). Each atomic table represents exactly
one binary relation p;, which should have a correspondence to a property r; € R
inside a knowledge base. For example, table shown in Fig.1 is decomposed as
shown in Fig. 2.
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While connectivity performs well to identify subject column of a table, the
connectivity tensor (i.e. properties found by triple patterns) does not contain
the target properties from a knowledge base. Therefore, for each element h; we
retrieve seed properties in addition to properties extracted via triple patterns.
To retrieve seed properties from a knowledge base, we perform a look up on an
index created from the values of rdfs:label and rdfs:comment. This index
is queried with the values of the table header such as h3 = country.

To rank the properties, we employ a probabilistic model. The probability of
a relation p; for an atomic table 7} = (H/, D}) to map to a property r; is defined
as follows:

Definition 7. A probability of relation p; to correspond to property r; equals

to a number of pairs (Sm,,dm;) corresponding to property r; divided by size of a
lrow(D)|
I(

— Snudvni T4
table: P(\(p;) = ry) = Zm=t_IlengmiCnl,

For example, for the atomic table shown in Fig. 2 we would retrieve two proper-
ties from DBpedia knowledge base such as: dbo:country and dbo:largestCity. Let
us assume the following knowledge base for the sake of simplicity:

City dbo:country | dbo:largestCity
Guayaquil | Equador Equador

London UK UK

Cairo Egypt Egypt

Alexandria | Egypt N/A

We can calculate probabilities for the properties as: P(hs = dbo : country) =
3, P(hs = dbo : largestCity) = 2.

The property with the highest probability as defined in Definition 7 would
be selected, i.e. dbo: country.

5 Implementation Details

In the implementation, we use DBpedia as a reference knowledge base. The
properties are retrieved from DBpedia with triple patterns as well as from LOV.?
LOV maintains a reverse index of classes and properties from different ontologies
based on rdfs:label and rdfs:comment. The property ranking is performed
as described in Sect.4.2. For the property lookups LOV returns a score which
quantify the relevance of each result. The score is based on TF/IDF and field
norms.® To improve the precision of TAIPAN, we introduce a score threshold (i.e.,
we only accept properties which have a score higher than the specified threshold
as candidates). As we can see in Fig. 3, the best performance is achieved when
the threshold is set to 0.8, which the value we use throughout our experiments.

2 http://lov.okfn.org/.
3 https://www.elastic.co/guide/en /elasticsearch /guide/current /scoring-theory.html.
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6 Experiments and Results

The goal of our experiments was to measure how well our column identification
and our property mapping approaches perform. Hence, we compared the recall
and precision achieved by our approach with that of the approaches presented
in [24] (subject column identification) and [16] (property mapping). To the best
of our knowledge, these are the best performing approaches on these tasks at
the moment. The data used in our experiments and the source code of TAIPAN
and the annotation interfaces used to curate T2D are available on Github.*

6.1 Experimental Setup

Hardware. The T2K algorithm [16] requires at least 100 GB RAM to run.
Therefore, the experiments for T2K algorithm were performed on a virtual
machine running Ubuntu 14.04 with 128 GB RAM and 4 CPU cores. All exper-

iments with TAIPAN were evaluated on an Ubuntu 14.04 machine with 4 cores
i7-2720QM CPU and 16 GB RAM.

Gold Standard. We aimed to use T2D entity-level Gold Standard (T2D), a

reference dataset which consists of 1 748 tables and reflects the actual distribu-

tion of the data in the Common Crawl,® to evaluate our algorithms. However,

the analysis of T2D showed a substantial amount of annotation mistakes such

as’:

— Tables containing data about dbo:Plant, dbo:Hospital instances are
annotated with the class owl : Thing.

— rdfs:label is used in an inflationary manner. For example, both first and
last name of persons are marked as rdfs:label.

— Columns with country names is annotated with dbo:collectionSize.

— Columns with active drug ingredients is annotated with dbo : commonName.

It is noticeable, that T2D contains 978 tables annotated with owl:Thing class.
An analysis of a random sample (50) of the tables from these 978 showed that
all of them contain annotation mistakes.

To address T2D annotation problems, we asked expert users to annotate both
subject columns and DBpedia properties. For the subject column identification
annotation task, we had 15 expert users annotate 322 randomly picked tables
from T2D with 2 annotators per table. We discarded the tables where the experts
did not agree. As a result, the 116 tables that (1) had no subject column at all
(4 tables) and (2) which possessed a subject column upon which the experts
agreed (112 tables) were included into our manually curated dataset, which we
dub T2D*. To assess the quality of T2D*, we calculated the F-measure achieved

4 https://github.com/aksw/taipan.

5 http://webdatacommons.org/webtables/goldstandard.html.

5 For a complete analysis, see https://github.com/AKSW/TATPAN-Datasets/tree/
master/T2D.
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W = 0.53. According to
[9], the interval (0.41, 0.60) represents moderate agreement strength. This hints
at how difficult the problem at hand really is.

For the property annotation, we involved 12 Semantic Web experts. All
experts were experienced DBpedia users or contributors. Each user annotated
20 tables (2 annotators per table). However, to reduce the time per annotation,
we also displayed property suggestions from the LOV search engine. On average,
each user spent approximately 30 min to complete the task. Out of 116 anno-
tated tables, 90 (77.5%) tables had properties upon which the experts agreed.
Moreover, the experts agreed on 236 (53.5 %) properties for the 441 columns we
considered in T2D* (subject columns excluded). Out of 236 annotated properties,
the experts identified 104 (44 %) properties from DBpedia. The F-measure for
the property annotation task is defined as F' = % = 0.70. Accord-
ing to [9] (0.61, 0.80) interval represents substantial agreement strength. Note
that we shuffled the positions of the columns in the T2D* dataset randomly as
in real-life scenarios the subject column can be at any position in a table (in
contrast to most tables in T2D). The same holds for the subsequent dataset.

by each annotator as proposed in [7]: F =

DBpedia Table Dataset (DBD). We also evaluated TAIPAN using a dataset
generated directly from DBpedia concise bounded descriptions” (CBDs) dubbed
DBD. We selected 200 random classes with at least 100 CBDs in each class. For
each class, we generated 5 tables with 20 rows each (i.e. using 20 CBDs). Inside
a table, each row corresponds to a CBD. The subject column was assigned the
header 1label and contained the rdfs:label of the resource whose CBD was
described by the row at hand. The headers of all other columns were values of
rdfs:label of corresponding properties. The values of the columns are the
values of corresponding properties. We selected only direct property/value pairs
for CBDs, ignoring blank nodes. The resulting dataset contains 1 000 tables.
The implementation of the data generator® as well as the DBD? are available on
Github.

Training and Testing. Given that one usually only has a small number of
annotated tables to train an extraction approach, we opted to use an inverse
10-fold cross-validation to evaluate TAIPAN. This means that each dataset was
subdivided into 10 folds of the same size. 10 experiments were then ran, within
which one fold was used for training and the 9 other folds for testing.

" https://www.w3.org/Submission/CBD/.

8 https://github.com/aksw/TAIPAN-DBD-Datagen.

9 https://github.com/AKSW /TATPAN-Synth-Datagen/tree/master/
DBpediaTableDataset /tables.
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Table 1. Accuracy for subject column identification. Evaluation of support and con-
nectivity features

Rule-based | Support | Connectivity | Support-connectivity
T2D* | 51.72% 54.31% |36.00 % 56.89 %
DBD |52.20% 90.80 % |80.00 % 84.40 %

6.2 Subject Column Identification

According to [24], a simple rule-based approach (pick the left-most column which
is not a number or date) for subject column identification achieves 83 % accu-
racy!'?, while an SVM with an RBF kernel with the following 5 features increases
accuracy up to 94 %: (1) fraction of cells with unique content, (2) fraction of cells
with numeric content, (3) variance in the number of date tokens in each cell,
(4) average number of words in each cell, and (5) column index from the left.

We recreated the experiment on T2D* and DBD. Our experiments (see
Table 1) show that for T2D*, the rule-based approach (the baseline) achieves
only 51.72 % accuracy, while the SVM proposed in [24] achieves 49.52 % accu-
racy in an inverse ten-fold cross-validation. Note that this performance is differ-
ent from stipulated by the authors on their corpus.!! On the other hand, selecting
the column that achieves the highest support (see Table 1) already performs by
5.17% better than the rule-based baseline. While selecting a column based on
connectivity alone performs much worse than baseline, a linear combination of
the support and connectivity features « - St; + (1 — «) - C; with a = 0.3 achieves
further gain over the baseline (6.04 %).

In an effort to check whether more complex models would lead to even
better results, we evaluated TAIPAN feature set with 7 different classifiers
(see Table 2).'2 TAIPAN feature set includes all the features proposed by [24] with
addition of connectivity and support. For T2D*, the best performing method for
TAIPAN was based on SVM. This method achieves 80.74 % accuracy in an inverse
tenfold cross validation and thus achieves 29.02 % gain over the baseline. The
further experiments for DBD dataset showed that decision tree classifier per-
forms the best on average for both T2D* and DBD. As a result, we selected
decision tree classifier to be default setting for TAIPAN.

10 Accuracy is defined as a ratio of correctly guessed subject columns to a number of
overall guessed subject columns.

11 We contacted the authors to obtain their corpus but were not provided access to it.
Still, we followed the specification of the SVM in their paper exactly.

12 We used the classifier implementations from scikit-learn python library at http: //
scikit-learn.org/. For more information on the implementation, please refer to the
TAIPAN Github repository at https://github.com/AKSW /TAIPAN.
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Table 2. Accuracy for subject column identification. TAIPAN

T2D* DBD
SVM 80.74 £ 9.17)% | (69.64 +19.91)%
KNeighbors 36.94+ 15.17)% | (87.36 + 3.37)%
SGD 34.29 + 30.69)% | (39.69 + 22.46)%

Decision tree

Gradient boosting

75.77 £ 11.93)%

67.35 £ 2.29)%

Nearest centroid

5111+ 9.840)%

59.19 + 4.09)%

SGD (perceptron loss function)

(
(
(
(72.59 + 15.04)%
(
(
(

37.25 + 27.84)%

(
(
(
(79.50 £ 5.76)%
(
(
(

29.63 + 19.88)%
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6.3 Property Mapping

We evaluated TAIPAN using our T2D* and DBD by comparing it with the state-
of-the-art solution for table to knowledge base mapping T2K described in [16,17].
T2K is open-source and available online.!> We do not compare T2K to TAIPAN
on T2D due to substantial amount of annotation mistakes in T2D (see Sect. 6.1).

Table 3. Recall, precision and F-measure of TATPAN and T2K algorithm

T2D* DBD

Recall | Precision | F-measure | Recall | Precision | F-measure
TAIPAN | 72.12% [ 39.27% | 50.85 % 84.31%|86.01% |85.15%
T2K 36.54 % | 48.72% | 41.76 % 0.002 % | 0.002% | 0.002%

We calculated the recall achieved by the approaches as the number of cor-
rectly mapped properties divided by the number of properties in a gold stan-
dard. The precision was computed as the number of correctly mapped properties
divided by total number of mapped properties.

The results achieved by both approaches are shown in Table3. For T2D*,
T2K has a 9.5 % better precision than TAIPAN. However, TAIPAN achieves a 36 %
better recall, hence outperforming T2K by 9% F-measure. An error analysis of
TAIPAN suggests that the 39 % precision it achieves can be improved significantly
by enhancing the ranking of properties with heuristics from the whole table cor-
pus and not only using the information available in a single table. For example,
given the frequency of the header Anglican Church inside the data corpus
Frequency (' ‘Anglican Church’’) = 1, it is possible that this property
is not available in the reference knowledge base.

3 http://dws.informatik.uni-mannheim.de/en /research /T2K.
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Fig. 3. Recall, precision and F-measure of TAIPAN as a function of a score threshold

For DBD, T2K could only match 6 columns correctly, resulting in under
1% F-measure. TATPAN achieved 85.15 % F-measure, significantly outperforming
T2K. TAIPAN does not achieve a perfect property mapping because the DBD
dataset contains columns homonymous columns from two different namespace,
i.e., the ontology and the property namespace (for example, http://dbpedia.
org/property /birthDate and http://dbpedia.org/ontology /birthDate). Overall,
our results suggest that TAIPAN outperforms the state of the art significantly in
both subject column identification and property mapping.

7 Related Work

In this paper, we focus on the problem of automatic mapping of web tables
to ontologies. Semi-automatic and manual approaches, which rely on user input
(e.g. [3,8]) as well as ontology alignment (e.g. [20]) are out of scope of this paper.
Research on the topic of web tables is mostly carried out by two communities:
Researchers from major search engines and researchers involved in open projects
such as Common Crawl!'* and Web Data Commons'®. A significant portion of
the related work on web tables is enlisted on the Web Data Commons web
site.!% In general, WDC identified four different applications in the field of web
tables: (1) data search, (2) table extension, (3) knowledge base construction,
and (4) table matching. Approaches supporting data search are represented,
for instance, by [1,23,24]. The authors describe creation of a isA database from
webpages via Herst patterns and using it to identify column classes and relations
between columns. In a table extension application, a local table is extended with
additional columns based on the corpus of tables that are published on the Web.

' https://commoncrawl.org/.
5 http://webdatacommons.org/.
16 http://webdatacommons.org/webtables, .
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In the table matching applications [11,13,16,17], most approaches perform
three basic steps: (1) column class identification, (2) entity disambiguation and
(3) relation extraction. Only recent work by Ritze et al. [16,17] made the T2D
gold standard available.

Subject column identification is addressed to a larger extent by [24,26]. Wang
et al. [26] propose a naive approach, where the subject column is simply the the
first column from the left that satisfies a fixed set of rules. Venetis et al. [24]
identify subject column using a SVM with an RBF kernel. However, they do not
open-source their code or their data. To the best of our knowledge, we outperform
both state of the art approaches w.r.t. the F-measure that we achieve.

8 Conclusions and Future Work

In this paper, we described novel approach for subject column identification and
property mapping for web tables. We improved the T2D gold standard by curat-
ing it manually with the help of 20 Semantic Web experts and used this T2D*
to evaluate our approach against the state-of-the-art. While we were able to
achieve a recall and an F-measure that were considerably higher than the state-
of-the-art, our evaluation also revealed that the precision of TAIPAN can still
be improved. The improvements can be achieved by supplementing our prop-
erty ranking with additional heuristics over the whole table corpus. Moreover,
we noticed that a large portion of the columns (56 %) in our benchmark con-
tained meaningful information that can be potentially mapped to other knowl-
edge bases. We will thus extend our extraction approach to cover such cases in
future work.
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(project no. 01QE1512C), the BMWI Project GEISER (project no. 01MD16014) as
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Abstract. We propose a novel approach to ontology authoring that is
centered on semantics rather than on syntax. Instead of writing axioms
formalizing a domain, the expert is invited to explore the possible worlds
of her ontology, and to eliminate those that do not conform to her knowl-
edge. Each elimination generates an axiom that is automatically derived
from the explored situation. We have implemented the approach in pro-
totype PEW (Possible World Explorer), and conducted a user study
comparing it to Protégé. The results show that more axioms are pro-
duced with PEW, without making more errors. More importantly, the
produced ontologies are more complete, and hence more deductively pow-
erful, because more negative constraints are expressed.

1 Introduction

Ontology authoring is generally an essential step in the application of knowledge
engineering, and Semantic Web technologies. Existing methodologies generally
distinguish two phases: (a) conceptualization, and (b) formalization in a for-
mal language, typically the Web Ontology Language (OWL) [7]. We are here
concerned with the formalization phase, which presents a number of difficul-
ties, in particular for beginners but not only. Some difficulties are related to
the manipulation of a formal language. Tools like Protégé [10] have precisely
been introduced to facilitate such manipulation. Other difficulties are related to
the discrepancies that can arise between the original intention of the ontology
author, and what the formal ontology really express [3,12]. For example, “only
eats vegetables” does not imply “eats some vegetables”; or to know that “X
is a woman” does not allow to infer that “X is not a man” unless it has been
explicitely stated that “men and women form disjoint classes”. Indeed, negative
constraints, like class disjointness or inequalities between individuals, are often
overlooked because they seem so obvious. Their omission is difficult to detect
because they do not manifest themselves by erroneous inferences, but by missing
inferences. In a previous paper [6], we have shown errors and important omis-
sions in the Pizza ontology', albeit it is used as a model and pedagogical support

This research is supported by ANR project IDFRAud (ANR-14-CE28-0012-02).
! http://protege.stanford.edu/ontologies/pizza,/pizza.owl.
© Springer International Publishing AG 2016

E. Blomquvist et al. (Eds.): EKAW 2016, LNAT 10024, pp. 180-195, 2016.
DOT: 10.1007/978-3-319-49004-5_12


http://protege.stanford.edu/ontologies/pizza/pizza.owl

Semantic Authoring of Ontologies by Exploration 181

for years. For example, classes Food and Country are not disjoint, and it appears
that a vegetarian pizza can actually contain meat and/or fish as ingredient.

We introduce a new approach to ontology authoring that is centered on
semantics rather than on syntax. Rather than seeing an ontology as a set of
axioms, we propose to see an ontology through its set of models, i.e. as the set of
interpretations that satisfy the ontology. We informally call those models “pos-
sible worlds”. In the same spirit, rather than seeing ontology authoring as the
successive addition of axioms, we propose to see it as the successive elimination
of “possible worlds”. Each elimination of a subset of “possible worlds” generates
an axiom so that we still obtain a set of axioms in the end. However, the gen-
erated axioms are only the result of the authoring process, not the means. The
main advantage of this approach is to enable the ontology author to work at
the level of instances — possible worlds — like for ontology population (particular
knowledge), while actually defining the terminological level of the ontology (gen-
eral knowledge). From a previous paper [6], we reuse possible world exploration,
and the contribution of this paper is to support the creation of an ontology
from scratch rather than the mere completion of an existing ontology. Another
contribution is a user study comparing our prototype PEW to Protégé.

Section 2 presents related work on ontology authoring. Section 3 recalls the
basics of description logics, and Sect.4 recalls previous results about possible
world exploration, and prototype PEW. Section 5 presents the extension of PEW
for ontology authoring, and Sect. 6 sketches an example scenario for the formal-
ization of hand anatomy. Section 7 details the methodology and results of our
user study. Section 8 concludes with a few perspectives.

2 Related Work

Ontology editors such as Protégé [10] tend to favor the expression of positive
constraints, i.e. axioms supporting the inference of positive facts: e.g., class hier-
archy, domain and range of properties. Their users have a mostly syntactic view
of their ontology, and are hardly exposed to their semantics. By semantics, we
here mean which situations the ontology makes possible or not. Semantic feed-
back can be obtained by calling a reasoner to check the consistency of the ontol-
ogy, or the satisfiability of a class expression. However, those calls are tedious
and left to the users. OntoTrack [9] offers a graphical view of the ontology, and
returns immediate semantic feedback when the ontology is modified. However, it
only covers a fragment of OWL Lite, and the view is limited to class hierarchies.
The use of competency questions has also been proposed [13] to specify what
the ontology is expected to answer, and then to automatically test the ontology
during authoring. To some extent, the exploratory approach of our work enables
to generate and validate at the same time such competency questions through
interaction. Another reasoner-assisted ontology authoring approach [8] adapts
test-driven development from softwares to ontologies by defining for each type
of axiom a test to be run before and after the insertion of each axiom.
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Table 1. Syntax and semantics of some DL class and property constructors, followed
by TBox and ABox axioms. Thereby C, D denote class expressions, R,S property
expressions, a,b individual names, and r a property name.

Name Syntax|Semantics
top T AT
bottom 1 0
negation -C AT\ T
conjunction c¢nbD|ctnD®
disjunction cuD|ctubD?®
nominal {a} {a®}

exist. restriction|3R.C |{z € AT | for some y € AT, (z,y) € RT and y € C*}
univ. restriction |VR.C |{z € AT | for all y € AT, (z,y) € RT implies y € C}

inverse property |r {(y,z) € AT x AT | (z,y) € rT}

subclass cC D|ct CcD? TBox axioms
subproperty RC S|RT Cc s?

instance C(a) |a* €cC?® ABox axioms
relation R(a,b)|(a®,bT) € R®

same a=0b |at =0b*

different a#b |at #£bT

A number of controlled natural languages, such as CLOnE [4] or Rabbit [5]
have been proposed to produce OWL axioms from sentences in natural language,
and to verbalize OWL ontologies in natural language. They address the issue
about the syntax of formal languages, not the issue about semantic feedback.
Their contribution is therefore orthogonal to ours, and could complement it.

There also exists a number of (semi-)automated techniques to produce OWL
axioms. Some tools detect common errors, and complete ontologies in a system-
atic way [3,11]. However, those approaches are not constructive but corrective.
Moreover, they are often limited to disjointness axioms, the simplest form of
negative constraints. Formal Concept Analysis [1,14] has been used in interac-
tive ontology authoring. Experts are presented with a sequence of statements,
and for each of them, they have to either confirm the statement, or produce a
counter-example. It guarantees complete formalization for some DL fragments
but it is rather expensive in terms of user interaction, and tends to patronize
the expert.

3 Preliminaries

We here recall basic definitions of Description Logics (DL), which are the basis
of OWL ontologies [7]. We briefly recap here the syntax and semantics of the
sublanguage of OWL DL that is necessary for this work. We assume finite and
disjoint sets Ny, N¢, and Ng, respectively called individual names, class names
and property names. Table1 shows how complex classes, complex properties,
and axioms can be formed from these atomic entities. An ontology O is a set
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of axioms, which are often partioned in two subsets: a TBox containing general
axioms about classes and roles, and an ABox containing particular axioms about
individuals. The semantics of description logics is defined via interpretations
T = (A%,%) composed of a non-empty set A% called the domain of Z and a
function -Z mapping individuals to elements of AZ, classes to subsets of A
and properties to subsets of A7 x AT (i.e., binary relations). This mapping is
extended to complex classes and properties, and finally used to evaluate axioms
(see Semantics in Table1). We say 7 satisfies an ontology O (or Z is a model
of O, written: Z = O) if it satisfies all its axioms. We say that an ontology O
entails an axiom « (written O = «) if all models of O are models of a. Finally,
an ontology is consistent if it has a model and a class C' is called satisfiable w.r.t.
an ontology O if there is a model Z of O with CT # ().