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Preface

The origins of the Modern movement in architecture are generally traced to the late
nineteenth century, and despite reaching its pinnacle in the first half of the twentieth
century, it remains highly influential to the present day. The architecture of the
Modern movement is typically characterised as employing industrial materials and
a machine-made, minimal aesthetic to express the zeitgeist, or spirit of the age. For
the Modern architect, technology and science offered humanity a new beginning, a
tabula rasa from which a more enlightened and healthy society would arise. The
new materials and construction techniques that became available at the end of the
nineteenth century gave architects the freedom to create pure, geometric forms and
expansive, light-filled spaces. The streamlined forms of the Modern architecture of
this era were inspired by cars, aircrafts and ocean liners, and Modern architects
sought to evoke the functional elegance of these machines in their detailing.

Today, Modernism—whether it is in art, literature or architecture—is regarded
as one of the most important philosophical and ideological movements of the
twentieth century. Historians and critics have repeatedly documented, analysed and
explored its origins and impact. Using archival techniques and qualitative inter-
pretation, scholars have identified various properties of the Modern movement that
are present in both the manifestos of the era and in its completed works. The
characteristics of Modern architecture listed in the previous paragraph are examples
of ones that are readily apparent in both the theories and works of the movement.
Indeed, the standard definitions of Modern architecture found in histories and
encyclopaedias are dominated by such themes and properties. But there are also
arguments in the original manifestos that have been largely ignored by historians.
Furthermore, several famous theories about Modern architecture have been widely
accepted by scholars and practitioners even though there is little or no evidence in
support of them. This situation provides the impetus for the present book, which
uses quantitative methods to revisit a series of arguments about the social, cognitive
and perceptual ambitions of Modern architecture.

Using mathematical and computational approaches, this book examines various
properties of the works of early Modern architects, Frank Lloyd Wright, Mies van
der Rohe and Richard Neutra, and Late Modern architect, Glenn Murcutt. The
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canonical descriptions of these architects” works tend to stress aesthetic and tectonic
properties that are aligned to theories about form, expression and the zeitgeist.
However, designs by these architects have also been explained in terms of their
social, cognitive and experiential properties. It is these secondary arguments—
sometimes raised by the architects themselves, but also developed independently by
scholars and critics—which are examined in the present book.

The methods used for this examination are drawn from Space Syntax and
viewshed analysis. The former approach, often described as ‘syntactical’ analysis,
uses graph theory and a range of abstraction processes to derive data from an
architectural plan in order to provide insights into its social and cognitive proper-
ties. The latter approach uses isovists, a type of spatio-visual geometry, to examine
the visibility-related, experiential properties of space. Part I of this book introduces
these methods and discusses recent developments and debates about their appli-
cations and limitations. Despite being used extensively in past research, there are
surprisingly few detailed descriptions of these methods or worked examples
available to introduce them to new users. For this reason, all of Part I is set aside to
explain how they work. In Part II, syntactical analysis is used to examine arguments
about the social and experiential properties of the open plan in Mies’s domestic
architecture, the perceptual and cognitive properties of Neutra’s Californian houses
and the relationship between form and social function in Murcutt’s rural architec-
ture. In Part III, isovist analysis is used to investigate the perceptual properties of
Wright’s Prairie Style, Textile-block and Usonian designs. In total, thirty-seven
Modernist designs are analysed in this book.

This book has been written for people with an interest in looking beyond the
conventional art-historical readings of Modernism and in approaching some of the
most famous buildings of the twentieth century with a more mathematical mindset.
However, this does not mean that we ignore the history and theory of Modernism.
Instead, the analytical chapters commence with a consideration of arguments that
have been developed by architects or scholars about the social, cognitive and
experiential aspects of space and form. Then, computational and mathematical
methods are used to test the evidence for these arguments in the buildings they have
been used to describe. Finally, each chapter returns to the original proposition to
determine if there is support for it and whether the analysis has revealed any new
insights into the buildings being examined.

The anticipated readership of this book includes designers, historians and
postgraduates who are familiar with architectural concepts, but are not experts in
mathematics. For this reason, the mathematical methods used—geometry, graph
theory and statistics—are explained in Part I. The particular mathematical and
computational methods were chosen to provide a balance between accessibility of
results and level of insight provided. The process of testing a qualitative claim about
architecture should not necessarily require the use of an overly intricate or arduous
quantitative method. In some cases in this book, a simple numerical comparison
of the frequency of a particular feature in a design is enough to test an idea. In other
cases, standard syntactical methods are used, and in a few cases we employ new or
more advanced variations. Thus, rather than applying the same methods and level of
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analytical detail to every design, in each case the method is tailored to the
hypothesis being tested.

The designs analysed in this book include some of the Modern movement’s most
famous works. Mies van der Rohe’s Farnsworth House, Richard Neutra’s
Kaufmann Desert House and Glenn Murcutt’s Marie Short House were all
instrumental in changing the way people think about architecture. The list of
Wright’s highly regarded works examined in this book is especially extensive.
From his Prairie Style Heurtley and Robie houses to the Textile-block Ennis and
Millard homes and the Affleck and Palmer Usonian designs, Wright’s architecture
presents a rich opportunity for analysis. Significantly, this book not only considers
his three great stylistic periods, but it also examines his famous intermediate works,
the Aline Barnsdall (‘Hollyhock House’) and the FEdgar J. Kaufmann
(‘Fallingwater’) houses.

Many of the buildings analysed in this book have been the subject of intense
speculation and repeated qualitative examination in the past. They are keystone
projects around which the vaults of twentieth-century architectural history have
been constructed. The application of mathematical and computational analysis to
these designs presents a unique opportunity to revisit their properties, both the
seemingly well known and the rarely considered.

Newcastle, Australia Michael J. Ostwald
2018 Michael J. Dawes
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Chapter 1 )
Introduction Check or

1.1 Background

Possibly the most famous essay about architecture and mathematics was written by
Colin Rowe in 1947. Rowe’s essay, ‘The Mathematics of the Ideal Villa,” compares
formal and spatial properties in the architecture of Palladio and Le Corbusier. The
‘ideal villa’ in Rowe’s title, is a freestanding, ‘pure’ geometric structure which
encapsulates the aspirations or practices of a designer or movement. Near the start
of his essay, Rowe reveals that Palladio’s sixteenth century Villa Malcontenta at
Mira and Le Corbusier’s twentieth century Modernist Villa Stein-de Monzie at
Garches share the same system of mathematical regulation in their plans. In
essence, Rowe’s startling observation is that these houses, designed more than
360 years apart, have a common, underlying proportional framework. However,
before his reader has had a chance to assimilate the implications of this revelation
about architectural form, Rowe rejects its significance and suggests instead that the
spatial differences are more profound. In particular, he describes the experience of
each space, and of movement through each building, emphasising the differences in
terms of ‘emotional impact’ (Rowe 1976: 13). Navigation through the plan of a
Renaissance villa is static, episodic and controlled, while the process of moving
through and discovering a Modernist villa is dynamic, continuous and uncon-
strained. The social structures created in the planning of the two villas are similarly
diverse, the former being hierarchical and the latter emancipatory. Ultimately
Rowe’s essay argues that Palladio and Le Corbusier may share a common, math-
ematical standard and a similar commitment to pure formal aesthetics, but sub-
stantial differences exist in terms of spatial articulation, connectivity and
directionality.

The title of the present book, The Mathematics of the Modern Villa, deliberately
echoes Rowe’s work. Like his essay, this book is concerned with the way spaces are
articulated, arranged and connected within a building. These properties are
important because they shape the way people use architecture, understand it

© Springer International Publishing AG, part of Springer Nature 2018 1
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intellectually and respond to it emotionally. Whereas form-based reasoning and
evidence have tended to dominate the conventional historical analysis of archi-
tecture, this book investigates spatial topology and visibility in Modernism. There
are three further parallels between the content of this book and Rowe’s essay. First,
the mind-set we bring to the topic is emphatically mathematical. Like Rowe’s work,
the content of this book is embedded in the traditions of architectural history and
theory, but its outlook is analytical and quantitative. Second, just as Rowe chose to
focus on ‘villas’, so too the designs analysed in this book are all examples of
domestic architecture. Houses are often the earliest projects available to architects
to express their ideas and, as Amos Rapoport argues, ‘social and cultural factors,
rather than physical forces, are most influential in the creation of house form’
(1969: 58). The third connection to Rowe’s essay is that the designs analysed in this
book are all ‘ideal’ in his sense of the word. They are freestanding structures that
have, in many cases, been designed to be viewed ‘in the round’ or are sited in
natural settings. Indeed, several of the Modernist designs featured in this book have
been likened to Palladian villas or Classical Greek temples because of the way their
simple geometric forms suggest a timeless quality. Thus, while this book does not
examine any of the same works considered by Rowe, the designs chosen for the
present book have a similar geometric purity and rigour about them.

This book examines a series of arguments about the social, cognitive and
experiential properties of the domestic architecture of Frank Lloyd Wright (1867—
1959), Mies van der Rohe (1886-1969), Richard Neutra (1892-1970) and Glenn
Murcutt (1936-). These architects represent, respectively, the ‘Organic’,
‘Functionalist’, ‘Californian’ and ‘Regionalist’ variations of Modernism. The
designs examined in this book were constructed in America, Poland, Germany and
Australia between 1905 and 2005. In a sense, these designs encapsulate a century of
Modernism, from its rise in America and Europe to its most recent incarnation on
the Pacific Rim. Notwithstanding such factors, the primary reason for choosing
these architects and projects is that in each case there is an obvious lacunae or gap
in our knowledge about them.

As noted in the Preface, conventional definitions of architectural Modernism
tend to emphasise particular ideological dimensions that have a corresponding
aesthetic expression. Thus, most architectural definitions are dominated by refer-
ences to machine-made aesthetics, the spirit of the age and functional expression, in
each case combining an aspiration with evidence of its application in design. These
facets of Modern architecture are useful for both generalising its properties and
dissecting its deficiencies. However, historians and critics have tended to ignore
important arguments about the social, cognitive and perceptual aspirations of
Modernism. This is not a new observation. Sigfried Giedion’s Space, time and
architecture famously argues that the myriad of formal, aesthetic and stylistic
interpretations of Modernism fail to take into account its more important social and
ontological potential. For Giedion, the fundamental rupture that Modernism needs
to address is ‘between thinking and feeling’ (1941: x). Giedion’s solution to this
dilemma lies in shifting architecture’s focus away from form, and the immediate
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present, to space and an appreciation of time as both an irreversible part of life and a
necessity for progress.

There are multiple examples of scholars who have noted that the art-historical
fixation on form and function in Modernism belies its actual diversity, and its
potentially more important spatial and temporal ambitions. For example, William
Curtis describes the early historians of Modernism as ‘mythographers’, because of
their tendency to ‘isolate their subject, to oversimplify it, to highlight its uniqueness
in order to show how different the new creature was from its predecessors’ (1996:
13). Colin St John Wilson (1995) makes a similar point in his rejection of both the
stylistically focussed histories of architecture and the criticisms levelled at the
Modern movement. Hassan-Uddin Kahn also argues that Modernism ‘was con-
cerned with social agendas as well as form, an aspect that is now sometimes
forgotten’ (2001: 7). Like Curtis, Giedion and Wilson, Kahn is concerned with the
way in which the canonical histories of Modernism fail to take into account its
complex social agenda and its inherent sense of time and progress. Many Modern
spaces were designed to assist a person to understand their location in a building
(being a cognitive property) and their place in the world (an ontological property).
More recently, Hans Rudolf Morgenthaler has suggested that the fixation on form
found in most histories of the Modern movement has effectively erased the central
significance of personal experience in the manifestos and works of Modernism.
Specifically he asks, ‘would Modern architecture’s meaning become more clear, if
one focused on perceptual experience to understand it?’ (2015: 3). This suggestion
is entirely warranted, as many Modern architects, including Richard Neutra and
Frank Lloyd Wright, developed detailed arguments about personal experience and
understanding. Yet, these properties are seldom mentioned in histories of the
Modern movement.

These reflections—from Giedion, Curtis, Wilson, Kahn and Morgenthaler—
affirm that the Modern movement in architecture had important social, cognitive
and perceptual aspirations and affects. However, these dimensions of the Modern
movement have tended to be overlooked or forgotten because they rely on complex
manipulation of space, time and movement, rather than formal, aesthetic or stylistic
analysis. The fact that space, time and movement might be neglected is not
unexpected. Anthony Vidler (1998: 105) observes that space ‘has proved to be the
most elusive’ characteristic of architecture. Space is ‘essentially intangible’ and
‘indeed, can only be characterized through a study of what is not represented—the
white ground of a plan, the implied sense of visual and bodily projection in per-
spective views’ (1998: 105). Space has to be understood in terms of connections
and perceptions of the passage of time or of movement. As such, space, time and
movement are tied to the social, cognitive and experiential properties of architec-
ture. In contrast, the formal, functional, tectonic and stylistic properties of archi-
tecture are, ‘if not tangible, at least knowable through one representational means or
another—physical description, analytical drawing, three-dimensional model’
(Vidler 1998: 105).

The practical impact of the difficulty of examining the social, cognitive and
experiential claims about Modernism can be seen in many examples. For instance,
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Mies’s lectures and interviews reveal that one purpose of the ‘free plan’, a central
strategy in Modernism, is to create a new social structure that blurs the distinction
between inhabitation and movement and increases flexibility of choice
(Norberg-Schulz 1965). The free plan, or ‘open plan’ as it is more commonly
known today, requires the minimisation of walls and divisions in a design along
with the extension of the floor plane into the site. The growing importance of the
free plan is readily apparent in any examination of Mies’s architecture and as such,
it dominates explanations of his contribution to the Modern movement. But what of
his rationale for introducing the free plan? Does the free plan actually change the
social structure of space or the relationship between inhabitation and movement?
Does it actually increase flexibility in terms of how users can access and avail
themselves of the major functional zones of a design? This aspect of Mies’s theory
is rarely mentioned by historians and has never been convincingly analysed. In a
similar way, Richard Neutra argues that space and form in his designs have been
carefully planned to create a high degree of cognitive clarity. Indeed, he maintains
that certain structural members should be almost invisible so as not to hinder spatial
understanding and awareness (Neutra 1956). In recent histories of Modernism, the
first part of this argument is often simplified to focus on Neutra’s use of expansive
glass walls. The apparent transparency of these walls is also sometimes enhanced
by his use of thin steel structural supports, which are often painted silver so that
they almost disappear from sight (Lamprecht 2000). These two characteristics of
Neutra’s architecture are noted in many descriptions of his work. But what about
his rationale for employing these strategies? Neutra’s treatment of space and
structure is motivated by the desire to initiate a cognitive and experiential response
that will choreograph a specific physiological outcome. Unfortunately, this aspect
of Neutra’s theory is rarely mentioned, seemingly being dismissed as either
extraneous or, perhaps, too difficult to assess. The realisation that such important
facets of Modernist theory have been overlooked or neglected is the first catalyst for
this book.

The second catalyst for this work is associated with a different type of gap in the
history and theory of architecture. This gap occurs where an argument or position is
seemingly universally accepted, even though there is no evidence available for it.
For example, historians and critics describe Murcutt’s architecture as being spatially
and formally refined to such an extent that it constitutes a special ‘type’ (Fromonot
1995; Frampton 2006). The form-based evidence for this proposition is compelling.
Even a cursory examination of Murcutt’s rural architecture reveals its underlying
linear pavilion type. But what about the social properties of Murcutt’s architecture?
It cannot be assumed that just because there is an unwavering commitment to a
particular formal language that an equally consistent and considered spatial rela-
tionship is at its core. A similar type of gap, albeit a much larger and more profound
one, is associated with arguments about the experience of Wright’s architecture.
One of the most famous explanations of the power of Wright’s architecture
maintains that a pattern of spatial relations and progressions exists in his plans,
which collectively evoke a special type of emotional response (Hildebrand 1991;
Kite 2003). Such is the power of this proposition that it has since been extrapolated
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to explain the work of many other designers, it has been accepted as a major theory
of architecture and it has even found its way into design guides and textbooks.
Nevertheless, this proposition has never been rigorously tested in terms of Wright’s
architecture.

These four gaps in our knowledge about the architecture of Wright, Mies, Neutra
and Murcutt are examined in the present work, along with other arguments about
the social, cognitive and experiential properties of Modernism. All of these gaps are
associated with the way spaces are defined, constrained, connected and controlled,
and as such, it is not surprising that they exist. Arguments about the formal
properties of architecture can generally be tested using a simple, qualitative review
of photographs or drawings of a building. In contrast, claims about the social,
cognitive and experiential properties of architecture require special methods and
approaches. This is where the present book departs significantly from Rowe’s
themes and methods, as it uses two computational and mathematical approaches—
Space Syntax and isovist analysis—to extract measurements or data from the
designs of Wright, Mies, Neutra and Murcutt. These methods have been developed
for analysing social patterns and relations along with spatio-visual and cognitive
properties in architecture. The results of these methods have also been correlated to
human perceptions and behaviours. Thus, the data derived from application of these
methods can be used to test various arguments about the way people perceive, use,
understand and respond to Modern architecture.

The following sections expand on several of these themes. In particular, the next
section presents a brief overview of Modernism to provide a context for the larger
architectural movement and a background for readers who are less familiar with the
topic. The third section differentiates between form and space in architecture,
positioning the two in terms of the classic tripartite Vitruvian definition. That
section explains the significance of space in architecture and why spatial relations
are conceptualised as the ‘syntax’ of an architectural ‘language’. The fourth section
describes the specific social, cognitive and experiential properties of architecture
that are examined in this book. This explanation is necessary because each of these
three terms can encompass a wide range of meanings, but for the present research
the only properties considered are those that are embedded in the spatial relations
found in architectural plans. Finally, the chapter describes the structure of the book,
both in terms of its content and the way it approaches architecture.

1.2 Modernism

This section is about two major traditions of Modernity, the first being developed in
philosophy, sociology and critical theory, and the second in architecture, art and
design. The two share several concerns and attitudes but they developed in parallel
and responded to the pressures of the Modern world in different ways (Heynen
1999). In this section some of the common values are initially described before
focussing on the architectural variant. The reason this section considers the
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non-architectural tradition is that three of its fundamental concerns—space, time
and movement—play an important role in the social, cognitive and experiential
properties of architecture.

The adjective “Modernist’ is typically used to describe theories or works which
reject classical, traditional or local approaches, in favour of those that are more
technologically progressive, socially equitable or universally applicable (Collins
1965; Mallgrave 2005). The philosophical origins of this shift are often traced to the
Scientific Revolution of the sixteenth and seventeenth centuries in Europe or to the
French Enlightenment of the eighteenth century (Rykwert 1983; Cordua 2010).
During this period there was a growth in the application of rational and empirical
thinking and a parallel questioning of social hierarchies and religious dogma. The
Industrial Revolution of the nineteenth century effectively heralded the rise of
Modernism with the changes to social structures, economic systems, educational
models and personal values it triggered. Hilde Heynen observes that these changes
produced a ‘rupture with tradition’ that had ‘a profound impact on ways of life and
daily habits’ (1999: 3).

Many of the changes that occurred in society as a result of the rise of Modernism
are associated with its fetish for efficiency, economy and productivity. The
Industrial Revolution first encouraged and later necessitated a complete reconcep-
tualization of labour. Under the auspices of Taylorism and Fordism the worker was
no longer seen as a craftsperson with a particular or unique skill-set; instead, he or
she had become a cog in a larger apparatus of production. Paradoxically, the
products of their new labours were both exciting and disposable. Cars, trains, ships
and aircrafts made travel more accessible to people and changed the way distance
and space were perceived. Technology effectively altered perceptions of spatial
separation, definition and movement (Vidler 1998). Indeed, the concept of ‘pro-
gress’, which was central to the Modern movement, refers to a sense of increased
quality of life, as well as the passage of time and the movement of the body. Time,
in Modernism, is a linear concept, tracing a trajectory to the better world that also
inevitably erases the previous one. Marshall Berman’s book, All that is solid melts
into air, captures this concept not only in its title (a quote from Marx), but when in
noting that ‘to be Modern is to find ourselves in an environment that promises us
adventure, power, joy, growth [and] transformation [and] at the same time, that
threatens to destroy everything we have, everything we know, everything we are’
(1988: 15). Philosophically, the challenges addressed by the Modern movement
may have been accelerated by the Industrial Revolution, but they are, at the core,
associated with changing conceptions of space, time and movement.

While the Industrial Revolution precipitated widespread social change, it also
provided architects with the materials, techniques, project types, and clients
required to embrace a new way of thinking (Risebero 1982; Benevolo 1997a). In
the nineteenth century architects began to use steel and mass production to create
factories and offices for wealthy industrialists, whereas previously they had used
brick and stone to construct palaces and churches for princes and clergy (Walden
2011). The Industrial Revolution gave architects an opportunity to explore design
approaches which expressed the spirit of the age and appeared to resolve the social
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dilemmas of the era. The Italian Futurists and Russian Constructivists embraced
these possibilities in the early years of the twentieth century, and by the 1920s Le
Corbusier, Mies van der Rohe and Walter Gropius had developed the basic
architectural vocabulary of Modernism: functional geometric forms, white or
unadorned surfaces and open-planned spaces (Collins 1965; Colquhoun 2002). In
America, Wright and Neutra produced organic and scientific variations of
Modernism and in 1934 Philip Johnson and Henry-Russell Hitchcock rebranded it
the ‘International Style’ (Benevolo 1997b). Over time, several theories of
Modernism—condensed into the phrases ‘form follows function’, ‘ornament is
crime’ and ‘less is more’—became mantras for the movement. These sayings,
paraphrased from Louis Sullivan, Adolf Loos and Mies van der Rohe, not only
represented philosophical positions, they effectively told an architect how to design.
In essence, architectural expression should arise solely from the functional needs of
a building.

While these ideological arguments may have called for a particular architectural
expression, it only became feasible because architects stopped being reliant on
masonry and timber construction and began to take advantage of the possibilities
offered by steel and concrete. For example, whereas masonry structures required
complex vaults or domes to enclose a space, concrete slab and column structures
were modular and repetitive, offering seemingly endless possibilities for extension
and expansion. Windows in masonry walls required lintels or arches and were
typically narrow and deep-set, whereas steel-framed windows could be wide,
uninterrupted by mullions and stand free of the structure. Masonry was heavy and
dark in appearance, while steel and concrete appeared relatively light in compar-
ison, a property emphasised by many Modernists who painted their structures white
or silver. Masonry walls needed complex abatements or required corbelled and
stepped courses, while concrete could be rendered to suggest a seamless, flat sur-
face. Collectively the new construction techniques and materials, and the way they
could be emphasised or expressed, led to many early Modern buildings having a
pristine clarity of expression which contrasted greatly with what had come before.
The appeal of such pure geometric forms was noted in Le Corbusier’s famous call
to architects to embrace ‘primary forms’, because they are innately ‘beautiful” and
‘can be clearly appreciated’ (1931: 23). Le Corbusier argues that Phileban solids,
‘cubes, cones, spheres, cylinders or pyramids’, are ones ‘which light reveals to
advantage’ (1931: 29). The examples he provides in Vers une Architecture of the
power of these primary forms are dominated by industrial buildings and structures,
being instances of what he calls the ‘engineer’s aesthetic’. They are also free-
standing, iconic works, like temples to the power of geometry and industry. Le
Corbusier even praises some of these same qualities in Renaissance and Egyptian
architecture, noting the timeless beauty of primary geometric forms, and in doing so
he effectively opened the door for Rowe (1976) to compare the properties of
Palladian and Modernist villas.

While Modernism may have reached its apogee in the 1940s, its nadir soon
followed. In the aftermath of the second world war many Modern architects were
commissioned to design entire suburbs or districts. These utopian projects, often
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comprising brutal, repetitive apartment complexes, may have been predicated on
the need for a brave new world, but they generally transplanted existing social
problems (unemployment, social stratification, racial segregation and crime) into a
new setting (Colquhoun 2002; Coleman 2005). Furthermore, a range of unforeseen,
negative side effects of Modernism were soon identified in these districts, including
social isolation and a lack of a sense of ownership or place (Brolin 1976). Such was
the speed with which the social order in these new communities deteriorated, that in
a celebrated example, architect Minoru Yamasaki’s Pruitt-Igoe development in St
Louis, was demolished barely two decades after it was completed (Jencks 1977).

In the aftermath of Modern architecture’s apparent failure, the architectural
media promulgated a diverse range of alternative theories and approaches. These
included historical revivalist strategies, ironic or camp variations of Classicism, and
designs structured around popular and eclectic iconography. Many of these
approaches were eventually gathered under the banner of Post-Modernism, which
remained a dominant force in architecture until the 1990s. However, despite
appearances, not all architects rejected Modernism after the post-war period. The
work of many regional Modernists, sometimes called the ‘other Modern’ tradition
(Wilson 1995; Kahn 2001), including Alvar Aalto, Oscar Niemeyer, Alvaro Siza,
Luis Barragan and Glenn Murcutt, continued to be an inspiration for designers
(Frampton 1985; 1995). The enduring fascination with technology throughout this
era is conspicuous in the work of Norman Foster, Richard Rogers and Renzo Piano.
These so-called ‘Late’, ‘Neo’ or ‘New’ Modernists took a more considered
approach to tectonic practices and regional identity (Jencks 1990). They accepted
that the utopian social agendas of Le Corbusier and Mies van der Rohe were at best
misguided and at worst deeply totalitarian and destructive. The Late Modernists
also acknowledged that the fixation on aesthetic expression often resulted in a
highly contrived architecture. Nevertheless, they continued to work in a techno-
logically progressive manner, but also with a heightened sensitivity and respect for
history, culture and society.

Ultimately, the adjective ‘Modern’ encapsulates many of the issues raised in this
section. It refers to a philosophical position, a particular aesthetic predilection and
an era. Because there were variations of Modernism—including those associated
with particular locations (like ‘Californian Modernism’), aspects of its ideology
(‘High Tech’ architecture), or local conditions and concerns (Regionalism)—no
single definition can adequately capture its diversity or richness. More importantly,
the various labels applied to the movement are useful, but ‘they do not account for
complex historic overlaps or ambiguities that require a deeper reading’ (Kahn 2001:
8). As such, at the end of this book it will not be possible to generalise the specific
findings to construct a grand, alternative narrative about Modernism. The issues
examined in this book are major ones, and several foundation theories are tested,
but the goal is not to challenge current readings of Modernism, but to enrich them.
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1.3 The Significance of Space

During the first century BC, the Roman author, military engineer and architect,
Marcus Vitruvius Pollio, proposed one of the oldest surviving definitions of archi-
tecture. For Vitruvius, architecture must demonstrate refinement and responsiveness
in terms of three distinct properties: firmitas, utilitas and venustas. The first of these,
firmitas, refers to firmness or soundness, while the second, utilitas, relates to utility or
commodity. The last, venustas, is associated with delight and attractiveness
(Rowland and Howe 1999). Regardless of the precise interpretation, the first of these
three has grown to be associated with form and the last with various transcendent
qualities including beauty, poetry and spirituality. Indeed, recent explanations of the
essential properties of architecture tend to reinforce the importance of both of these
dimensions. For example, twentieth-century scholars repeatedly define architecture
as the art and science of constructing form, a reference to the first part of the Vitruvian
triad (Kruft 1994; Ching 2007). However, many architects and theorists expand this
definition to emphasise that the form of a building must also be a masterful assem-
blage of materials, which evokes a higher order of appreciation (Le Corbusier 1931;
Pallasmaa 1996). Such definitions stress the importance of both firmitas and
venustas, and imply that the two are closely connected. This position is not unex-
pected, given that architectural form is the tangible presence of a building or design.

Architectural form has shape, dimensionality and actual or intended physical
properties, meaning that it can be directly experienced and thereby evoke multiple
reactions or communicate different intentions (Gelernter 1995). Indeed, the par-
ticular way a form is modulated or moulded, in combination with its tectonic
expression, is regarded as an important means of classifying and understanding
architecture in stylistic, symbolic, phenomenal or philosophical terms (Birkerts
1994; Weston 2002). For example, Nikolaus Pevsner’s (1984) celebration of
architectural signification and Kenneth Frampton’s (1995) call for a regional tec-
tonic practice, each foreground the moral or ethical significance of form (Ostwald
2006; 2010). Similarly, Juhani Pallasmaa’s (2006) arguments about the phe-
nomenology of place and those of Charles Jencks and George Baird (1969) on
semiotics, confirm that architecture must be understood in terms of both its formal
expression and the way in which the human body experiences or interprets that
expression. Significantly, all of these diverse ways of understanding architecture are
drawn primarily from just two of the three pillars of classical Vitruvian thought:
firmness and delight. In contrast, the final pillar, commodity, has had, in relative
terms, less impact on the analysis of architectural history and design.

Vitruvius describes utilitas as the property of a design that facilitates ‘faultless,
unimpeded use through the disposition of space’ (qtd. in Rowland and Howe 1999:
26). When translated as utility, utilitas suggests a degree of usefulness or func-
tionality, whereas another translation renders it as commodiousness, referring to
things that are capacious or accommodating. Collectively, the concepts of utility
and commodity signal the importance of space and its use in any understanding or
experience of architecture.
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In architectural theory, space is that which is either enclosed by, or shaped by,
form. Thus, the form of a building—its physical presence—delineates both the
space it contains (its interior) and the space it is contained within (its site or context)
(Fig. 1.1). For this reason Francis Ching describes the relationship between form
and space as a ‘unity of opposites’ (2007: 96). The role of form in architecture is to
structure and define the spaces we live in. However, we cannot inhabit form, we can
only inhabit the voids that are framed or demarcated by form. Thus, as Bill Hillier
notes, the built environment exists ‘for us in two ways: as the physical forms that
we build and see, and as the spaces that we use and move through’ (2005: 97). This
observation acknowledges that our experience of space is closely associated with
both time and motion. To ‘use’ and to ‘move through’ suggest both the passage of
time and the change of location. This understanding of space as necessarily con-
nected to time and motion is alluded to in the previous section and is especially
pertinent to Modernism. For example, in Space, time and architecture Giedion
quotes from the mathematician Hermann Minkowski, who argues that ‘henceforth
space by itself and time by itself, are doomed to fade away into mere shadows, and
only a kind of union of the two will preserve an independent reality’ (qtd. in
Giedion 1941: 14). In the modern world, space and time come together in an
‘indivisible continuum’ (Giedion 1941: 14) where spatial structure, awareness,
understanding and appreciation are reliant on motion and the passage of time. As
Heynen observes, Giedion’s reading of Modern architecture ‘proclaims and affirms
time as a fourth dimension in a way that was quite unprecedented’ (1999: 40). As a
result of this, Modern architecture was conceptualised as being no longer reliant on
the ‘static qualities of a fixed space but by an uninterrupted play of simultaneous
experiences of varying (spatial) character [including] dynamism, transparency ...
and a suggestive flexibility’ (Heynen 1999: 40).

Fig. 1.1 A building contains a internal space, it has b form and dimensions and c is itself
contained within space



1.3 The Significance of Space 11

The importance of space has been observed by many architectural historians
(Zevi 1957; Giedion 1941), but while there is an extensive record of the assessment
and critique of form, excluding space, it wasn’t until 1984 that it was suggested that
the reverse situation was not only possible, but advantageous. In the Social logic of
space, Bill Hillier and Julienne Hanson argue that, ‘[h]Jowever much we may prefer
to discuss architecture in terms of visual styles, its most far-reaching practical
effects are not at the level of appearances at all, but at the level of space’ (1984: ix).
Space is the fundamental medium through which architects accommodate and
structure society and serve the basic needs of communities. Most importantly, the
focus on space, rather than form, shifts the emphasis away from issues of style or
tectonics and towards social phenomena and cognitive or experiential properties.
But how to describe this focus on the properties of architectural space?

Paul Crossley and Georgia Clarke (2000) suggest that one of the oldest analogies
which has been used to describe and thereby understand architecture is language.
For example, in the Renaissance it was thought that a concise ‘grammar’ of
architecture could be found in the Classical orders. Despite the fact that the lin-
guistic conceit is arguably at its strongest as a form of productive parallelism with
only limited application, its appeal has endured. For this reason, in the late 1970s
and early 1980s, when computational methods began to be developed by architects
for generating architectural form, they become known as ‘shape grammars’ (Stiny
and Gips 1972; Stiny and Mitchell 1978; Steadman 1983). If, then, form provides
the grammatical basis for the language of architecture, by extension, space must
furnish its syntactical basis. Thus, Hillier’s and Hanson’s theory, along with its
associated set of computational techniques for understanding the relationship
between space and social patterns, became known as Space Syntax.

1.4 The Social, Cognitive and Experiential

This section begins to explain how the social, cognitive and experiential properties
of space can be conceptualised in architectural terms. All of these concepts are
developed in later chapters, but in this section some general principles are intro-
duced. Throughout this section it is also worth remembering that social structures
tend to be spatial, time is often associated with cognition and experience with
movement. Thus, a partial mapping is possible between the three main themes of
this book (social, cognitive and experiential), and three major themes of the
Modernist tradition (space, time and movement).

1.4.1 Social Properties

Social factors are those that relate to the organisation of a collective or group (Firth
1971). A society is effectively a group of people who share a pattern of relation-
ships, attitudes or behaviours (Merton 1957). Such patterns are normally referred to
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as the ‘structures’ or ‘pillars’ of a society, because they both support and maintain
the distinctive features of a group (Cruthers 1996). While sociologists tend to focus
their attentions on class-based, gendered, racial or economic structures, some of the
most tangible and enduring social structures are embodied in buildings. Just as
class, gender and racial structures control access, determine significance or power
and enforce a level of order on the interactions of a group, so too an architectural
plan serves the same functions. For example, a society enshrines its acceptable
patterns of behaviour in laws—statutory, constitutional or moral—whereas archi-
tecture uses walls and doors. In much the same way that the political structures of a
society control each person’s capacity to be involved in decisions affecting that
group, so too architecture shapes each person’s capacity to have access to particular
locations, people or opportunities. Indeed, philosophers Jacques Ranciére (2004)
and Alain Badiou (2005) argue that the primary purpose of a politico-social
structure is to control or organise the parts of society that are visible or accessible.
This is precisely what architecture does through the manipulation of space and form
(Ostwald 2007; 2009; 2014a).

Architecture is a reflection of the functional needs of the society that commis-
sioned it; thereafter its continued physical presence restricts or enables various
social interactions. This relationship has been noted many times in the past. For
example, in a speech to the House of Commons in 1943, Winston Churchill
observed that, ‘we shape our buildings and thereafter they shape us’. Similarly,
Steen Rasmussen argues that architecture ‘confines space so we can dwell in it” and
in doing so ‘creates the framework around our lives’ (1959: 10). In essence, the way
space is arranged in a plan is a manifestation of a particular pattern of social
relationships that it both enables and perpetuates (Markus 1993; Peponis and
Wineman 2002). Certainly buildings are adaptable and society can change, but
these processes are typically slow. In the meantime, buildings capture or enshrine
particular social patterns or structures in the spatial relationships they create
(Hanson 1998; Dovey 1999). Consider the following example of a simple way in
which a single room can be mapped to its significance in the social structure of a
building.

Imagine a small room that is square in plan and has a ceiling height that is the
same dimension as each wall. This cube of space is located at the centre of small
building and it has one door in each wall leading to a room on each side. Relative to
the other spaces in the building, this room has an increased likelihood of people
passing through it, by virtue of both the fact it has multiple connections to adjacent
spaces and it occupies a pivotal location in the plan. While we do not know if this
room functions as a thoroughfare, informal meeting space or security check-point,
we can determine that its significance in the social structure of the building is
heightened for some reason. Now imagine that there is a second, identically pro-
portioned cubic room in the same plan, but it is located at the edge and it has only
one door. All other things being equal, the likelihood of people meeting one another
in this room is much lower. This is because, peripheral locations, regardless of their
function, tend to have reduced opportunities for social interaction (Montello 2007).
The social properties of each of these cubic rooms are determined by the topology
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of the plan, which defines where they are positioned in the larger network of spatial
connections that make up the building (Markus 1993). The proportions of the two
rooms, regardless of how interesting and significant they may seem at first glance,
turn out to be far less significant (or even completely insignificant) in terms of the
building’s social structure. The social properties of Modern architecture that are
investigated in this book are all associated with spatial topology.

1.4.2 Cognitive Properties

In conventional usage, the term ‘cognition’ refers to the acquisition of knowledge.
Most commonly, knowledge is acquired through direct experience, although
structured learning processes, logical deduction and other equivalent strategies are
also effective. Several branches of cognitive psychology are well known to archi-
tectural researchers. For example, design cognition (Cross 2007) is the process of
developing knowledge and skills associated with designing, either through the act
itself or through education, mentoring or apprenticeship. Of greater relevance in the
present context is spatial cognition. Some of the most important cognitive skills
required for human survival and advancement are concerned with a capacity to
acquire and apply environmental information (Newcombe and Huttenlocher 2003;
Waller and Nadel 2013). Spatial cognition is associated with navigation, explo-
ration and surveillance (Hudson 1995; Ellard 2009). It is essential for protecting
resources, finding safety and tracking prey (Kaplan and Kaplan 1982; 1989; Kaplan
1987). Past research in spatial psychology has also observed patterns in the way the
human mind interprets or relies on various environmental or spatial factors. Such
studies, while primarily concerned with human responses to environments, also
provide evidence about the factors that are more or less likely to support cognition
(Devlin 2001; Allen 2004). This is especially the case for studies about wayfinding,
which identify various factors that can provide a measure of an environment’s
cognitive clarity or efficiency. This is the type of cognition that is considered in the
present book. It is associated with the properties of an architectural plan that support
the acquisition of spatial knowledge through movement and vision. Peter Blundell
Jones emphasises the cognitive significance of movement when he argues that
‘walking remains essential’ to spatial experience and understanding, ‘it is the basis
of who and where we are, the means by which we gather and separate, by which we
first traverse territories and give them definition. Our understanding of space begins
with the body, and the body is the first geometer, journeys being also a primary
metaphor for the construction of memory and narrative’ (Jones 2015: 4). Given this
background, consider the following two examples.

It is possible (as we will see in Part I) to measure and compare the extent to
which an architectural plan can be efficiently traversed or searched. Thus, we can
measure if one plan is more conducive to being surveyed or patrolled than another.
Such measures are indicators of the degree to which spatial knowledge about the
plan can be gleaned. A plan that is highly inefficient to traverse will require a more
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substantial investment in spatial cognition than one that is more efficient. In this
way, a mathematical analysis of a series of architectural plans can be used to
measure the general cognitive efficiency of each. Of course, individual people may
approach the task of understanding a plan in different ways. However, if all other
factors are equal (including the level of spatial experience of the observer, the area
of the floor plan and the number of rooms), a plan which accommodates a more
efficient means of viewing or traversing will, on average, be more conducive to
cognition.

Another spatial property that has an impact on the acquisition of knowledge is
associated with vistas or views. Long, wide vistas in an environment, whether built
or natural, typically provide more information than short narrow vistas, and are
therefore more likely to support spatial cognition. This is a generalisation, and
clearly individual instances may differ: a particular long, wide vista may actually
show nothing of interest, while another short narrow one may be filled with
information. Nevertheless, despite this possibility existing, it is logically and sta-
tistically less likely to occur. The larger the volume of visible space, the more
chance there is that it will contain useful information. For this reason, a study of the
width and depth of vistas can provide comparative data about the general
information-bearing capacity of an environment, which is in turn an indicator of
spatial cognition.

While later chapters which deal with cognitive arguments will provide more
concise definitions of the relevant factors, the approach taken in this book is
focussed on a narrow interpretation of the measurable properties of an environment
that are known to have an impact on the acquisition of spatial knowledge. These are
typically associated with movement and vision.

1.4.3 Experiential Properties

The word ‘experience’ implies the existence of two conditions. The first condition
is a level of proximity or immediacy, because experience implies a direct
engagement. The second is a sensory capacity to process information, because
experience suggests a level of reception. There are also parallels between experi-
ence and cognition because both rely on the senses to acquire knowledge, but
cognition is about understanding, whereas experience is about being or feeling
(Bloomer and Moore 1977; Golledge and Stimson 1997). Moreover, the human
senses require different levels of proximity to function, either cognitively or
experientially (Gold 1980). Thus, taste requires consumption and touch requires
contact, both of which are personal and immediate. Smell and sound may still have
an impact on the senses at a longer range, and vision is often regarded as the most
all-encompassing and far-reaching in its capacity for shaping experience.
Architects often attempt to explain or choreograph spatial experience through
imagined accounts. For example, Le Corbusier presented an account of the
changing experience of movement through space and over time in the Maison La
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Roche-Jeanneret. His account commences with the observation that after entry, ‘the
architectural spectacle at once offers itself to the eye. You follow an itinerary and
the perspectives develop with great variety, developing a play of light on the walls
or making pools of shadow’ (qtd. in Boesiger 1995a: 60). In the Villa Savoye, the
visitor is presented with a veritable promenade architecturale of ‘prospects which
are constantly changing and unexpected, even astonishing’. ‘It is by moving about’,
through the ‘rigorous scheme of pillars and beams’, that experience and under-
standing are shaped (qtd. in Boesiger 1995b: 24). In these accounts Le Corbusier
stresses the way the human body is seemingly led by his design to experience a
particular itinerary of visual experience. Richard Neutra also offers an imagined
account of the experience of one of his designs, but he emphasizes the physiology
of spatial experience. Neutra’s description, framed in a universal first-person nar-
rative, describes how ‘we’ respond to architecture in terms of our collective actions
and feelings. Neutra not only describes the perception of architecture, but the
involuntary muscular and sensory response of the body. These examples, drawn
from two of the most important proponents of Modernism, have different motives
and methods, but they each seek to explain the relationship between architecture
and experience in such a way as to suggest it is universal and ineluctable. Such
accounts typically stress the power of directionality and the more poetic, or mys-
terious, properties associated with the passage of time and movement through
space.

In this book, several of the methods we use provide a measure of various visual
properties of buildings. These methods do not model the experience of an indi-
vidual, rather they measure generalised spatio-visual properties, many of which
have been convincingly connected to human experience. Consider the following
two examples about spatial experience, the first of which is concerned with
directionality and the second, mystery.

One of the most basic human spatial experiences is associated with direction-
ality. Directionality occurs when architectural space and form emphasise a partic-
ular axis or orientation, attracting a person’s sight and enticing them to look, or
even move, in that direction. This property of directionality is associated with
difference. If all directions in a room have the same distance, and the ceiling above
and floor below are flat (and there are no objects, elements or distractions in a
room), then there is little or no enticement to move. But if the same room has a
barrel-vaulted ceiling, it immediately changes the experience of that space by
giving it a sense of direction. If the room is not rectilinear in plan, but narrows to
one wall, an additional spatial dynamism is introduced (Thiis-Evensen 1987). All of
these changes are geometric and measurable, and using past research as a guide,
simple generalisations can be made about the spatial experience of a room or plan.
While such generalisations have the problem that they cannot represent the expe-
rience of a particular individual, they have the advantage of being repeatable and
comparable across multiple architectural plans.

As a second example, a room which is completely visible from a single
observation point, and which has no visual obstructions, could be said to possess a
low level of mystery. Assuming that there are no additional elements in the room
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that might evoke a sense of intrigue—like tromp [’oeil, dramatic lighting effects,
mirrored surfaces or other inhabitants—then such a room could be regarded as not
inspiring a desire to explore. But if a room has multiple corners, wide columns and
screened bay windows, then parts of the space, however fragmentary, are hidden.
The capacity to sense how much of a space is not available for viewing is associated
with heightened feelings of mystery. Or conversely, as multiple authors have
observed, there is a correlation between the degree of concealment offered by an
environment and the sense of mystery it evokes (Baker 1995; Dee 2001).

These examples of approaching the experience of space in terms of directionality
and mystery are relatively narrow and limited, but along with other spatio-visual
factors, they are pivotal to several arguments about Modern architecture.

1.5 Structuring the Research

There are challenges inherent in using mathematical and computational methods to
investigate complex design theories and celebrated buildings. For one thing, a
degree of interpretation is necessary to translate the arguments of architects and
historians into a format that is sufficiently rigorous that they can be tested. For
another, few buildings are perfect reflections of their architect’s ideologies or design
strategies. Architecture is always contingent on a client’s site, program and budget,
as well as the availability of materials, technology and skilled labour. As such,
buildings are rarely perfect subjects for quantitative analysis. But with sufficient
sensitivity and background knowledge, much can be learnt about architecture by
adopting a mathematical and computational perspective. This is especially the case
when examining themes—Ilike the social, cognitive and perceptual ambitions of
Modernism—that would be difficult to investigate without these more recent,
quantitative techniques. But it also places pressure on us to be clear about which
aspects of architecture we will be approaching using these methods. This section
describes both the approach taken to constructing an investigation of the three
properties of Modern design, and the structure of the book itself.

Architectural scholars are often forced to differentiate between design as a
process, a product, a position and as a type of provenance. The first of these, the
process of design, refers to the act of creating a particular combination of space and
form that will fulfil a pre-determined function. The second, the product, is the
outcome of the design process, being the architect’s final scheme as comprehen-
sively delineated in a set of drawings and models or as physically constructed. The
third category is concerned with design as a theoretical position. It refers to the
arguments, principles or philosophies espoused by the architect to support or
explain his or her product. The final of these four facets of design is associated with
the way the product and its position—the building and its underlying theory—are
used by scholars to frame its reception. Thus, the provenance of design is concerned
with the way scholars position a building as part of a larger narrative about the
history of architecture.
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For people who are unfamiliar with the way buildings are designed, realised,
debated and framed, the fact that these four are not the same, may come as a
surprise. Surely the architect’s attitudes and practices are clearly visible in the
completed design, and historians simply record these for prosperity? Unfortunately,
this is not the case. As Paul Alan Johnson (1994) warns, we cannot assume that the
architect’s product is actually a true reflection of his or her position. Moreover, the
history of the Modern movement in architecture tells us as much about the histo-
rians who wrote it (their values and prejudices), as it does about the architecture
itself (Tournikiotis 1999; Hartoonian 2013). To borrow a concept from semiotics,
there is no ‘social contract’ that ensures that architects do as they say, or that
historians and critics provide a transparent or distortion-free account of their works.
There is always some deformation, mis-alignment or disagreement between pro-
cess, product, position and provenance. However, rather than being innately
problematic, this distance allows and even encourages historians to question and
interpret the past. It also authorizes a wide range of investigations into both the
theorised and actual properties of buildings. In the context of the present book, it
confirms the importance of comparing the spatial properties of an architectural
design with the explanations provided for it by its designer, and the interpretations
of it offered by scholars, critics and historians.

Instead of considering the process of design—which we rarely have adequate
access to or documentation of—this book has its practical foundation in the process
of spatial analysis. Part I of the book has three chapters, the first of which provides
an overview of syntactical analysis, including its philosophical and mathematical
foundations. Four specific syntactical techniques are introduced in Chap. 2: convex
space analysis, axial line analysis, intersection point analysis and isovist field
analysis. Chap. 3 provides detailed worked examples of the first three of these
techniques, which analyse the relationships embedded in a plan between spaces,
lines of sight or movement and the intersections between them. Formulas and
sample calculations and interpretations of the results are also presented for each
technique. In Chap. 4 the focus shifts to the history, theory and application of
isovist analysis. While collectively the chapters in Part I describe what might be
called the ‘standard’ or ‘accepted’ variation of each technique, we also discuss more
advanced variants, alongside some new developments or alternative applications
proposed in this book.

In Parts II and III, these analytical techniques are used to gather data from
thirty-seven Modern designs. For all of the designs analysed in this way, new
three-dimensional computer models were created based on either final working
drawings produced by their architects, or surveys after their completion. To confirm
the accuracy of the models, photographic records of the completed works were also
accessed, along with archival material from the architects’ practices. Site visits were
undertaken to many of the houses between 2010 and 2015 to confirm the physical
properties of several designs. While the majority of the research investigations in
this book rely on plans derived from these models as their primary source of data,
sectional and three-dimensional spatial characteristics are also considered in some
chapters.
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Throughout Parts II and III, each chapter commences with a review of specific
theories or arguments about the spatial properties of designs by an individual
architect. These arguments are then reframed as a series of hypotheses about the
properties that would be anticipated in a building that conformed to the substance of
the claims. The hypotheses are used to narrow the scope of each investigation to
something that can be interrogated using the particular technique, and provide
insight into either the architecture being examined, or arguments that have been
made about it. In most cases the designs are considered both individually and as
part of a set of works by the architect. In this way the underlying general or
statistical pattern in a group of designs (a genotype) can be compared with the
properties of specific instances of that pattern (a phenotype).

Part II contains three chapters, the first of which, Chap. 5 examines spatial
properties that are allegedly a by-product of Mies van der Rohe’s development of
the free plan and are seen most clearly in his Farnsworth House. However, it is
unclear if these properties were also present in his earlier, less overtly open-planned
designs, and whether they are as significant as suggested. The spatial properties that
are analysed are concerned with the way Mies’s domestic architecture is inhabited,
moved through and viewed. In addition to the Farnsworth House, the designs that
are analysed include the Wolf, Esters, Lange and Lemke houses. In Chap. 6 we
examine Richard Neutra’s famous paired axiom, paraphrased as ‘vision leads to
movement and experience leads to understanding’. The first of these suggests that
long, controlled vistas in a plan can lead a person through space, while the second
proposes that this movement provides a person with a heightened sense of both the
spaces in the building and of the environment in which it is set. Along with
Neutra’s celebrated Kaufimann Desert House, the chapter examines the Tremaine,
Moore, Kramer and Oxley houses. In Chap. 7 a series of assumptions about the
social structure of Glenn Murcutt’s rural domestic designs are examined using ten
of his designs. The core position tested in this chapter is that Murcutt’s rural
domestic type represents a consistent and deliberate approach to social structure,
which is at least as important as his response to environmental and formal issues.

The chapters in Part III focus on the spatio-visual properties of Wright’s
domestic architecture, and in particular a range of theories about the experience of
either inhabiting his living spaces or moving through his houses. These chapters
have a common foundation in spatial cognition and environmental preference
theories. They use isovists to measure various properties of space, or space as
experienced through movement, including indicators of outlook, enclosure, mys-
tery, complexity and enticement. One of Wright’s most famous design strategies,
‘reduplication’, is also examined mathematically for the first time. In Chap. 8, a
detailed review of theorised properties and isovist measures is undertaken using
Wright’s Heurtley House as a test case. Using the results of this process, in Chap. 9,
living spaces in seventeen of Wright’s houses are examined for their theorised
spatio-visual properties, in each case with the emphasis being placed on whether
there is evidence of the proposed pattern in the architecture. As part of this process,
the properties of Wright’s ‘Hollyhock’ (Aline Barnsdall) and ‘Fallingwater’ (Edgar
J. Kaufmann) houses are also compared with those of his Prairie Style,
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Textile-block and Usonian works, to investigate another claim about the develop-
ment of Wright’s architectural style. In Chap. 10 the shifting spatio-visual expe-
rience of movement through Wright’s architecture is examined. In one of the largest
comparative applications of isovist analysis undertaken, fifteen of Wright’s designs
are methodically examined and compared against their theorised properties.

In the conclusion in Chap. 11, the book revisits the specific social, cognitive and
experiential properties that were measured previously and asks whether, within the
limits of its small sample of canonical works of Modern architecture, evidence can
be found of an alignment between position, product and provenance.

1.6 Presentation and Precision

Throughout this book rendered perspective images are provided to assist readers to
understand the three-dimensional properties of the buildings being analysed. In
contrast, line drawings are employed to depict the plans, axonometric views and
syntactical maps. With the exception of a few entourage elements (people and
vehicles) to provide a sense of scale, the perspectives are deliberately abstract and
focussed on form. As such, they provide a counterpoint to the rest of the content of
this book, which is about space. The particular perspective views chosen have no
other significance.

Finally, the question of precision is an interesting one when analysing archi-
tecture. In a book about mathematics it might be expected that every number would
be reported to the same level of precision, leading to an early decision about
‘significant digits’. But the present book is fundamentally about architecture, and
the themes it examines are derived from design history and theory, neither of which
are mathematical disciplines. Furthermore, as past research into design reveals
(Caciagli 2001; Groat and Wang 2002), a high level of accuracy is not necessarily
any better for arriving at a convincing outcome than a lower level. The issue isn’t
accuracy but appropriateness. For this reason the present book generally adopts
three levels of precision and reporting. First, in Part I, when introducing the ana-
lytical methods, data is typically reported to just two decimal places. As the data is
only being used to explain or demonstrate an approach, a higher level of accuracy
isn’t required. Second, for the primary analysis in Parts II and III of this book, we
typically report results to four decimal places. Third, when we summarise or discuss
the results in the text, or test various hypotheses, we often use percentages that are
rounded to the nearest integer. Thus, the three orders of precision in this book vary
depending on whether they are used for explaining, developing or discussing
results.
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Chapter 2 )
Space Syntax, Theory and Techniques e

This chapter provides an overview of Space Syntax theory and its associated
analytical techniques, four of which are used in later chapters to examine various
arguments about Modern architecture. The first three techniques possess a com-
mon mathematical basis in graph theory, whereas the fourth, in its earliest form at
least, was more reliant on analytical and planar geometry. The first three tech-
niques are convex space analysis, axial line analysis and intersection point
analysis. These three, respectively, can be used to examine the relationships
between visually defined spaces or rooms, paths or vistas through space and
pause-points where decisions are made about orientation or movement. The fourth
technique, isovist analysis, measures the spatio-visual properties of an environ-
ment. There are multiple variations of the last technique, of which visibility graph
analysis is the most common. Significantly, visibility graph analysis also relies on
graph theory to interpret or generalise measures derived from sets of isovists, to
analyse space more holistically. All four techniques are predominantly used for
the assessment and comparison of the two-dimensional properties of architectural
plans, although sectional and, in some cases, three-dimensional versions of these
methods exist.

This chapter commences with a background to Space Syntax and its foundation
principles. This is followed by a review of the origins of graph theory, its role in the
development of Space Syntax theory and the use of graph measures in architecture.
The next four sections feature short explanations of the abstraction or mapping
techniques used to translate complex environments into graphs or representations of
spatio-visual geometry. This is the central purpose of the chapter, to introduce these
techniques, their abstraction, measurement and interpretative methods and limits.
Chapters 3 and 4 contain more detailed explanations of the techniques, their
mathematical processes and how the results are interpreted.
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2.1 Introduction

In 1984, with the publication of the Social Logic of Space, Bill Hillier and Julienne
Hanson encouraged a paradigm shift in architecture by suggesting that the study of
the structure of space should be divorced from the more innately subjective study of
architectural form. They argued that space may be empty, invisible and amorphous,
but it does have several critical properties, including appreciable difference and
permeability, which exert a significant hold over architecture and its social function.
The first of these properties, difference, relates to the capacity to distinguish one
space from any other; the second, permeability, refers to the way in which spaces
are connected or configured. However, somewhat controversially, the idea of
severing the connection between space and form also entails the rejection of two
conventional ‘geographic’ concerns in architecture, ‘the concept of location’ and
the ‘notion of distance’ (Hillier and Hanson 1984: xii). By removing direct con-
sideration of form, scale and dimension from architectural analysis, the new,
non-geographic method could focus exclusively on topological qualities including
spatial structure, permeability and relative complexity.

The syntactical theory of space is constructed around a complimentary
arrangement between two ideas. First, it proposes that ‘a spatial layout can reflect
and embody a social pattern’ (Hillier 2005: 104). Such a pattern serves to enshrine
the collective social structures and values of a group in the spatial configuration of
buildings which have been designed to accommodate them. Second, ‘space can also
shape a social pattern’ (Hillier 2005: 104), because of the way an architectural or
urban plan places certain areas in more central positions and locates others to the
periphery. Thus, when considering aggregate movement patterns between any two
spaces, occupants will be more likely to pass through the central ones more fre-
quently. In this way centralised spaces offer greater potential for co-presence of
inhabitants and subsequent heightened social interaction (Montello 2007). This also
means that adjusting the spatial structure alters the potential for social interaction.

John Peponis and Jean Wineman summarise this two-way dependency between
spatial and social structures with the observation that ‘it is possible to identify
certain underlying structures of space that are linked to observable patterns of
behaviour and that these patterns, in turn, create social function, whether generative
or reproductive’ (2002: 272). Sonit Bafna offers a similar account of this reciprocal
dependency, as being ‘that social structure is inherently spatial and inversely that
the configuration of inhabited space has a fundamentally social logic’ (2003: 18).
Space Syntax, therefore, offers a way of studying the relationship between con-
figurational patterns in the built environment and their generative or reproductive
social structures along with psychological properties associated with spatial
experience.

While this background provides a theoretical foundation for Space Syntax, in an
operational sense its analytical techniques have three stages, which have been
described as either abstraction, analysis and interpretation, or representation, con-
figuration and interpretation (Hillier and Tzortzi 2006). The first stage reduces, or
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abstracts, an environment—typically an architectural or urban plan—into a series of
differentiated components (spaces, paths, points or vistas) and the connections
between them. The resulting set of connected components is often called a map,
although it is also, in mathematical terms, a graph. In the second stage the topo-
logical properties of the map are examined visually and mathematically using graph
theory. Consequently, the majority of the connections that are identified between
spatial and social structures are reliant on graph-theoretic measures. In the third
stage, mathematical measures derived from the map are used to interpret various
social or perceptual properties of the original architectural or urban plan. Before we
look at these three stages and how they operate in each of the major techniques, the
following section provides a background to graph theory and its application in the
analysis of spatial properties.

2.2 Graphs and Space

The origins of graph theory are conventionally traced to a particular arrangement of
bridges over the Pregel River in the city of Konigsberg in Prussia. Historic accounts
suggest that, in the late fifteenth century, the bridges were a source of a popular
local conundrum. Each year the local populace would attempt to walk a circuit of
these bridges, visiting each of the town’s four landmasses in turn, by crossing each
bridge only once, before returning to their point of departure (Hopkins and Wilson
2004). Despite multiple attempts to identify a route through the city that would
achieve this goal, it wasn’t until 1736 that Leonhard Euler proved that it wasn’t
possible. Euler’s proof involved divesting this problem of its geographic properties
(distance and orientation) and converting the spaces and the connections between
them into an abstract set of relationships. From this new topological perspective,
Euler was able to develop a pure insight into the structure of the bridges of
Konigsberg, which allowed him to determine that a solution was impossible. As a
result of this process, Euler developed a general theorem to address similar prob-
lems of topological relationships, including alternative configurations of land-
masses and bridges. Despite their novelty, these ideas remained largely
undeveloped until the mid-nineteenth century when modern node and edge dia-
grams emerged and the study of graph theory began to be formalised. Node and
edge diagrams offer a simplified representation of complex spatial relationships. In
the case of Konigsberg, the landmasses could be abstracted to become graph nodes
and the bridges to become graph edges, producing a diagrammatic representation of
space that could be used to analyse the relationship between the two (Fig. 2.1).
By the second half of the twentieth century, the process of abstracting spatial
relationships into graphs had begun to be used for the analysis of accessibility and
land use (Hansen 1959), transport networks (Kansky 1963; Taaffe et al. 1973) and
facility planning (Seppanen and Moore 1970). In one of the first architectural
examples of this approach, Lionel March and Philip Steadman (1971) created a
graph representing the topological relationships between rooms in a building and



26 2 Space Syntax, Theory and Techniques

(a) Edge

= (Link)
Vert
=\ (Node)

Fig. 2.1 a A map of the arrangement of bridges and landmasses in Konigsberg and b a graph of
these topological relationships expressed as a node and edge diagram

used this to demonstrate the use of graph theory for design development and
evaluation. However, despite their proposal, more than a decade passed before
architectural researchers realised that a graph of spatial relationships also offered a
means of understanding the underlying social structure of a building. It was at this
point that the isolation of space from form, or topology from geography, became
crucial for architectural research. This shift also posed a challenge for architectural
scholars at the time; the realisation that the appearance or form of a building may be
less important than its underlying spatial configuration.

In order to understand what this shift from geographic to topological thinking
entailed, consider an example of three hypothetical villas. These villas are each
positioned on adjacent sites and they have been designed in different architectural
styles, respectively Neo-Classical, Modernist and Post-Modernist (Fig. 2.2).
A conventional architectural analysis of these villas—judging them in terms of
stylistic details, building form and materiality—would conclude that the three have
little in common. The first has Doric columns beneath a Greek pediment, the second
has a flat roof and an asymmetrical, rectilinear geometry and the third features a
raked and modelled silhouette, with a bifurcated gable framing a dominant chimney.
Despite these differences, the three villas share the same internal spatial structure and

(b)

Fig. 2.2 Axonometric views of three villas in different architectural styles or formal languages:
a Neo-Classical b Modernist and ¢ Post-Modernist
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are thus, in a social sense, identical (Fig. 2.3). Conversely, it is also possible that
three villas, each identical in external appearance, could contain radically different
spatial structures. Thus, space and form do not exist in a fixed or predictable
relationship. Furthermore, whereas the exterior form of the villa might express
something about the values of the original client or architect, the spatial structure of
its interior is more likely to be a reflection of the social orders and hierarchies that
exist in the wider community and which the house fundamentally serves.

While this revelation—that the relationship between form and space might be
reciprocal, but the relationship between visual expression and social structure is not
—has been gradually accepted over the last few decades, the real innovation pro-
posed by early Space Syntax researchers was to develop a method for analysing
space without form. This method required a means of studying spatial topology that
was rigorous, repeatable and logical. The solution offered by Hillier and Hanson
involved a process for representing or abstracting the plan of a building in such a
way as to produce a map or graph made up of nodes and edges. Once such a graph
is created, its configurational or structural properties can be analysed visually and
mathematically and these results can be used in turn to interpret various properties

Fig. 2.3 The identical underlying spatial structure of the three villas is revealed
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of the original plan. Indeed, the early Space Syntax techniques all repeated this
tripartite process of abstraction, analysis and interpretation. The primary element
that differed across these techniques was the abstraction process which, depending
on the variation used, developed graphs of different architectural properties. The
mathematical concepts, processes and formulas remained largely unchanged, while
the interpretation of the results was modified to investigate or critique the particular
features of the plan which had been mapped.

The first stage of each of the major Space Syntax techniques commences with
the abstraction of the plan into a map of elements and the connections between
them, a process that actually produces a graph made up of nodes and edges. For
example, the convex space technique commences by abstracting the environment
into the fewest number of visually coherent spaces and the connections between
them. When derived from an architectural plan, these spaces are convex in shape,
which means that their entire perimeter is visible from any point within. This
technique is used to investigate the configurational relationship between spaces as
defined by the capacity to pass between them. Thus, the resultant map is effectively
a graph of spaces (nodes) and their connections or adjacencies (edges). The axial
line technique commences by mapping a plan to the fewest number of straight lines
that surveil all spaces in the environment. Axial lines represent idealised paths
through space and the analysis of the topological relationships between axial lines is
effectively an investigation of the movement potential of an environment. The maps
produced as part of this technique abstract the environment into a network of paths
(nodes) and the connections between them (edges). A third technique maps an
environment into the set of intersections, being choice or pause points, created by
the crossings of the fewest number of straight lines that surveil all spaces in an
environment. These intersection points—and in some variants of the technique, the
end-points of the lines which define them—are the optimal or minimal set of
locations where decisions are made about movement, surveillance and navigation.
For this technique, the resultant map is of intersection points (nodes) and the paths
that connect them (edges). A fourth abstraction technique converts the plan of an
environment into a series of isovists located at a regular spacing. An isovist rep-
resents the portion of the environment that is visible from a particular location. This
technique commences by overlaying a regular grid of squares on the environment
and the centres of the squares are linked to determine which observation points are
visible from each. Depending on the input data, the analysis of these relationships
reveals the visible (sight-related) or traversable (movement-related) properties of
the space. The first three of these abstraction techniques focus attention on the
topology of an architectural plan in terms of the connections between spaces, paths
and intersection points, while the fourth is concerned with the geometry of visible
space (Fig. 2.4). Each of these techniques possesses unique strengths and weak-
nesses that are examined in more detail in the following sections. However, before
progressing with the overview of the second and third stages of the classic Space
Syntax method, two additional features of the graph abstraction must be briefly
described.
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Fig. 2.4 Four different abstraction models a spaces, b paths, ¢ intersections and d spatio-visual
geometry

A graph is a network of nodes and edges. Because graphs do not possess tradi-
tional geographic features, like orientation or dimensionality, they can be rearranged
in various different ways, to emphasise or illuminate particular features, providing
none of their connections are broken. This also means that the maps created during
the first stage of the analytical process can be arranged to emphasise different
architectural properties. As an example of what this implies, consider a permeability
graph of the spaces in an architectural plan—that is, a graph of rooms (nodes) and
doors that allow access between them (edges). A key functional requirement of such
a plan is not only to control access between rooms, but also between the exterior and
the interior of the building. For this reason, an additional node is almost always
added in architectural analysis representing the exterior world and signified by a
crossed circle (). Thus, the set of rooms plus the exterior, and the connections
between them, can be used to map the spatial structure of a plan.

An important principle in syntactical analysis is that the ‘spatial layout not only
looks but is different when seen from different points of view in the layout’ (Hillier
2005: 101). In order to visualise how this difference operates, a permeability graph
can be rearranged in multiple ways to highlight different features of the plan. For
example, arranging the spaces relative to the exterior is a way of representing the
accessibility conditions faced by visitors. Rearranging the graph relative to
the living room represents the accessibility conditions experienced by inhabitants.
The space which is at the root or foundation of the rearranged graph is called the
‘carrier’, and it is conventionally placed at the base of the graph and spaces attached
to it are arranged above it, and so on. This process is described as ‘justifying’ the
graph relative to different carriers. There are as many different ways of justifying a
graph as there are nodes in it. Redrawing the graph in this way maintains its
topological structure while supporting alternative intuitive readings of the proper-
ties of the plan (Fig. 2.5). Importantly, changing the carrier in this way does not
change the mathematical properties of the graph.

The second stage in the typical Space Syntax technique involves the mathematical
analysis of the newly abstracted map of spaces, paths or intersections. The analysis
generally commences with the derivation of simple summative measures, including
the number of nodes, edges or types of social spaces (for example, ‘public’ or
‘private’ spaces). As a proportion of the total, these can be compared with the results
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(a) (b) (c)

Fig. 2.5 Graphs of a plan justified to reflect alternative spatial positions: a visitor, b occupant in a
more public space, ¢ occupant in a more private space

of other, similarly constructed graphs. More commonly, the centrality or closeness of
each node, in relation to all other nodes, provides the basis for comparison. The Total
Depth (TD) or Mean Depth (MD) of nodes are typically determined along with
measures for Relative Asymmetry (RA), Control Value (CV) and integration (i).
Nevertheless, to be useful, several of these measures must be normalised in some way
to allow for comparisons to be constructed between different size graphs. Hillier and
Hanson’s (1984) solution to this problem was to propose an alternative measure, Real
Relative Asymmetry (RRA), which is derived from a formula that normalises relative
asymmetry values against those of an idealised diamond-shaped graph. Although this
measure is still widely used, the rationale for the use of a diamond-shaped graph is
not necessarily compelling and many other graphs could equally serve as a nor-
malising benchmark (Teklenburg et al. 1993).

The final stage in the Space Syntax approach, wherein the results of the math-
ematical analysis are used to interpret a building plan, remains, even after four
decades of research, a contested topic. For example, Khadiga Osman and Mamoun
Suliman argue that the ‘interpretation process of the numerical results remains
complex [and] subjective’ (1994: 190). Kim Dovey claims that the explanations and
methods are ‘at times highly difficult to understand’ (1999: 24) and the interpre-
tation is over-reliant on ambiguous terminology. Most often, in the various Space
Syntax techniques, numerical results are reported and used to sequence or compare
the values derived from various nodes, before the overall properties are described
qualitatively in terms of spaces that are either ‘shallow’ and ‘integrated’, or ‘deep’
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and ‘segregated’. However, derived values can also be ‘related to psychological
variables such as memorability’ (Montello 2007: iv). The following sections focus
on the four major abstraction methods, how they operate and how they have been
used to interpret the results of the graph analysis.

2.3 Convex Space Analysis

Convex space analysis is one of the two original techniques described in The Social
Logic of Space. This approach abstracts the environment into the minimum number
of visually coherent areas known as convex spaces. The set of convex spaces is
often described as an environment’s ‘fewest and fattest spaces that cover the entire
plan, the former always prevailing over the latter’ (Markus 1993: 14). A convex
space is a psychologically self-contained unit of space where every point of the
perimeter is visible from every point within. It is also a space wherein ‘no line
drawn between any two points in the space goes outside the space’ (Hillier and
Hanson 1984: 98). Thus, an ‘L-shaped’ space is not convex and must be divided
into two smaller spaces for it to comply with the rule (Fig. 2.6). Convex spaces are
visually coherent locations of social interaction. John Peponis and Tahar Bellal state
that a ‘convex map represents the maximal units of potential reciprocal coawareness
that are implied by a given disposition of boundaries’ (2010: 984). Architectural
interiors are the most common subjects of convex space analysis, as these envi-
ronments tend to contain well defined two-dimensional spaces, as opposed to urban
scale areas which are typically dominated by long streets that often have a lower
level of visual coherence.

Convex space analysis functions by abstracting an environment into a set of
connected convex space s before analysing this set both visually and mathematically.
Figure 2.7 shows three simple villa plans that have been abstracted into a graph of
connected convex spaces (in this example, doorway-thickness and the wall-thickness
associated with them, are not considered convex spaces). In a mathematical analysis,

(a) (b) (c)

Fig. 2.6 A convex shape is one where any point on the perimeter may be linked directly to all
other points on the perimeter (A-B) without moving outside the perimeter (C-D). a Convex space,
b non-convex space, and ¢ non-convex space partitioned into two convex spaces
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(c)

Fig. 2.7 Convex maps of three simple villas—a Epsilon, b Zeta and ¢ Eta—and their
representation as graphs justified to an external carrier

each convex space becomes a graph node with the doorways being the edges. When
the graph is drawn it is then a simple procedure to calculate various graph theoretic
measures for each space and for the entire plan (Ostwald 2011a).

A convex graph, like any spatial graph, can also be interpreted visually, although
this is necessarily more subjective. For example, the shape of the graph, when
justified with a particular carrier, can be used to describe its general properties
relative to that carrier. Thus, a graph that has a branching or arborescent topological
structure is often described as, ‘bush-like’ or ‘tree-like’, depending on how shallow
or deep the hierarchical structure is (Fig. 2.8). Arborescent structures balance flex-
ibility and control, because users have to pass through some key spaces each time
they wish to access other parts of the plan. More connected graphs are said to possess
a rhizomorphous topological structure, which is sometimes described as ‘looped’,
‘ringed’ or ‘latticed’ (Fig. 2.9). Rhizomorphous structures provide their inhabitants
with a high degree of choice and flexibility in how they will move though space. In
contrast linear graphs, which possess an enfilade structure, exert a high level of



2.3 Convex Space Analysis 33

(a) (b)

Fig. 2.8 Arborescent graphs; a ‘tree’ and b ‘bush’

(a) (b)

Fig. 2.9 Rhizomorphous graphs; a ‘lattice’ and b ‘ring’

control over an occupant’s spatial experience. In addition to these three spatial
structures, it is common for multiple different substructural types (including loops,
bushes and enfilade branches) to be present in the same graph. For example, public
spaces in a plan might be located on the flexible looped parts of the graph, while
private spaces may be located within more controlled, hierarchical sections.
Convex space analysis is often used to identify structural genotypes (Hanson
et al. 1987; Conroy-Dalton and Kirsan 2008). A structural genotype is a socially
authorised, ideal spatial configuration, for a particular programmatic type.
Identifying a genotype requires a consistent analysis of large numbers of func-
tionally similar buildings within a given socio-cultural context. Dovey has gone so
far as to argue that the ‘great achievement of spatial syntax analysis has been ... [to]
reveal a social ideology embedded in structural genotypes’ (1999: 24). Convex



34 2 Space Syntax, Theory and Techniques

space analysis has been used to track spatial manifestations of socio-cultural trends
(Hanson 1998) and to analyse power relations within institutional buildings
(Markus 1987, 1993; Dovey 1999, 2010) and historic spaces (Ferguson 1996;
Cooper 1997; Bustard 1999; Dawson 2001). In addition, it has been used to provide
insights into the way architects think about spatial and social structures (Bafna
1999; Major and Sarris 1999; Ostwald 2011b, c). Convex space analysis has also
been used as a basis for parametrically generating new plans that replicate selected
socio-spatial properties of historic designs (Yu et al. 2015, 2016a).

Despite multiple examples of the application of this technique, the lack of clarity
in the original methodological description has made it difficult to replicate many of
the results. This is because it is possible for multiple, slightly different but still
equally ‘correct’, convex map s to exist for the same environment. Hillier and
Hanson’s early algorithmic definition of a convex map—relying on the use of
circular geometry to determine the largest circle that can be traced in a plan without
breaking the convexity of the space—has proven to be insufficient to reproduce
their own convex maps or determine the fewest number of convex spaces required
for a map (deBerg et al. 1997; Peponis et al. 1997a; Desyllas and Duxbury 2001;
Yoon 2009). Hillier and Hanson (1984) also suggest that it is possible to intuitively
develop a convex map. However, that approach is innately subjective and
non-repeatable, leading to a situation where a single spatial configuration will
produce multiple, different, but still valid, abstractions. Nevertheless, the ambiguity
in the abstraction techniques is not the Achilles heel it may initially appear to be.
The reason for this is that there has been a gradual shift away from the desire to
rigorously map convex spaces. Instead, the more common variant today is known
as ‘functional space analysis’.

In the functional space variation, the convexity rule is ignored and stated room
functions guide the abstraction procedure (Markus 1993; Hanson 1998; Dovey
1999, 2010; Ostwald 2011b). This variation calls for single-purpose rooms (such as
kitchens, bedrooms or meeting rooms), regardless of whether they contain multiple
convex spaces or not, to be treated as a single graph node. This process not only
avoids the difficulty associated with developing a perfect convex map, but it also
provides a solution for the criticism that Space Syntax produces unrealistic
abstractions of some articulated spaces. This variation also allows for smaller
convex spaces, such as those created within doorways, to be incorporated into
larger adjacent spaces, thereby simplifying the graph and allowing it to be more
closely mapped to the actual use of space. A further variation of this approach
groups multiple, similarly themed and located rooms into ‘dwelling sectors’
(Amorim 1999; Lee et al. 2015a, 2016).

One criticism of the convex space technique is that its focus on geometry means
that it may fail to account for some important social aspects of an environment. For
example, Osman and Suliman (1994) argue that this technique may be incapable of
accurately documenting social structures where those structures are not delineated
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through physical partitions, such as those found in the traditional single-room
communal dwellings of the Amazonian Bari, the North African Berber and the
Madagascan Bestilo peoples. This is because many traditional or primitive com-
munities constructed large, single-room buildings to house a diverse range of
functions and social groups. In reality though, ‘each of these cultural groups has a
distinct set of rules which is used to divide the internal space and regulate the
relationship among its members’ (Osman and Suliman 1994: 200). Thus, within a
single convex space, important practical and symbolic divisions may exist meaning
that the strict topological structure of space, as defined by visually coherent convex
zones, may be irrelevant to interpreting its larger social order. Criticisms like this
were no doubt instrumental in encouraging Hillier (1999) to acknowledge that
selecting the correct abstraction model is critical for producing an insightful anal-
ysis. In the case of the primitive long house, dividing the single room into adjacent
functional zones or dwelling sectors might prove more informative. Nevertheless,
this critique of convex space analysis highlights the fact that it provides a single set
of measures for each graph node. Thus a room is abstracted into a single node,
which is then described by a single mean depth, or integration value, regardless of
its size or any secondary functions within it.

2.4 Axial Line Analysis

Axial line analysis involves abstracting the built environment into the minimum
number of connected straight lines that survey all non-trivial spatial features.
Alternatively, the axial map could be understood as the set of fewest and longest
lines that can get everywhere and see everything in a plan. An axial line is a straight
vector of potential movement and vision. Hillier (2005) argues that people who are
walking with a clear purpose tend to move in straight lines and thus the axial line
represents an idealised maximum extension of one of these paths. Note the word
‘idealised’: because axial lines are optimal geometric paths they will only ever
approximate human paths. Humans have physical properties (including width,
height, visual acuity and stride length) which prevent them from consistently fol-
lowing ideal mathematical paths through space. Furthermore, in the real world
various impediments—including furniture, level changes, people and vehicles—can
obstruct direct movement or vision, causing a person to move away from the perfect
path (Jalalian et al. 2011; Wong et al. 2012). Nevertheless, while the axial path is
necessarily an idealised one, this has its advantages. For example, ‘[u]nlike metric
distance, axial distance is about changes in direction. This is why it corresponds to
our sense of intelligibility of spatial patterns and our sense of orientation within
them’ (Peponis et al. 1997b: 15). Axial lines are especially useful for considering
the way we construct our mental maps of space and then decide how to navigate
through an environment (Montello 2007).
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An axial map is produced by abstracting the built environment into a set of paths
(nodes) and their connections (edges) and then analysing the resultant graph
visually and mathematically. A typical axial map looks like a set of angled lines, all
of which intersect at least one other line. Despite this visual representation, the axial
map is still a graph. However, it is rarely depicted as a node and edge diagram
(Fig. 2.10). Visual analysis of an axial map is typically limited to identifying the
longest lines in a system or noting the location of groups of short lines. This type of
analysis is more effective when the lines in the map are colour-coded to represent
their mathematical properties. In such representations high values are often shown
in red and low values in blue or violet, with intermediate values distributed along a
colour gradient. Colouring the axial map in this way provides researchers with an
opportunity to intuitively seek patterns in the data before using mathematics to
examine the map more objectively. Despite this potential, as the process of
abstracting a map from an urban environment may yield hundreds, if not thousands
of axial line s, the primary form of analysis is mathematical.

Mathematical measures derived from the axial map rely on correlations between
calculated measures and observational data to explain sociological phenomena such
as pedestrian traffic and co-presence (Hillier et al. 1993; Peponis et al. 1997c;
Desyllas and Duxbury 2001). For example, it has been argued that ‘the best pre-
dictor of movement is integration’ (Hillier et al. 1987: 237). This means that there is
a high level of correlation between the graph theory value integration (i) for a line in
an axial map and the volume of movement observed along the equivalent urban

Fig. 2.10 Axial line maps for three simple villas—a Epsilon, b Zeta and ¢ Eta—and their
representations as graphs
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street or building corridor (Hillier 1993; Hillier 1996). The syntactic measures
derived from axial maps have also been shown to correlate to levels of criminal
activity (Hillier and Shu 2000; Friedrich et al. 2009), whereas commercial property
values and rental returns correlate with visual and spatial prominence within an
urban environment (Desyllas 2000). At an architectural scale, axial maps can be
used to analyse movement potential to predict the social encounters in office
buildings (Ermal and Peponis 2008), or identify spatial structures causing naviga-
tion problems in hospitals (Haq and Girotto 2003; Haq and Zimring 2003). Axial
maps have also been used to compare the work of different architects, or patterns in
design thinking present in buildings by a single designer (Hanson 1998; Dawes and
Ostwald 2012). Notwithstanding some disagreements about the extent to which the
axial map can be used to model movement in urban spaces and transport networks
(Ratti 2004a, b; Paul 2012), it remains a viable and accepted method.

Like convex space analysis, the main challenge faced by those implementing
axial line analysis is the lack of a rigorous and repeatable method for abstracting a
map. The original procedure called for the axial map to contain the minimal set of
‘straight lines which pass through each convex space’ (Hillier and Hanson 1984:
92). Therefore, the confusion implicit in the convex space abstraction method is
carried over into and attenuated in the axial line technique. Nevertheless, during the
last two decades the axial abstraction procedure has undergone a series of refine-
ments in an attempt to standardise and automate the process of generating axial
maps. As one of the first steps, researchers abandoned the convex map stage of the
abstraction procedure in favour of methods which approximated such conditions
using an extension of surface vertices or visible areas (Penn et al. 1997; Peponis
et al. 1997b; Turner et al. 2005; Ostwald and Dawes 2011). Other researchers
rejected the process of dividing the space entirely, using isovists to identify long
sight lines to substitute for axial lines (Batty and Rana 2004), or generating the set
of all possible axial lines and reducing these to a minimal set using
specially-designed software (Penn et al. 1997). Further alternatives combined axial
lines with GIS data (Jiang et al. 2000a, b; Jiang and Claramunt 2002) or simply
used street names to define axial line locations (Jiang and Claramunt 2004).

Whereas the original convex space technique soon gave way to multiple ver-
sions, like functional space analysis, the axial line technique has remained more
consistent in its application, with only two practical variations in the mapping
process. The first variation is concerned with whether the axial line is used to map
movement, sight or both. If sight alone is being considered, then some obstructions
(low walls, furniture) and transparent surfaces (glass) must be ignored in the
abstraction process. Conversely, if only movement is to be mapped, then physical
obstructions and glass must be treated as solid walls for the purposes of the
map. The second variable condition is concerned with which spaces to include or
exclude. For example, most studies of urban environments deliberately exclude
interiors, and most studies of building interiors exclude the outside world. Many
studies are also only concerned with habitable spaces and thus exclude storage areas
and plant rooms. Decisions about what the axial lines represent and which spaces
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must be surveilled on each map to effectively cover an area must be made using a
consistent and transparent logic.

One well-known challenge for axial line analysis is the so-called ‘edge effect’.
When examining a building interior, for example, the axial line method uses graph
measures to differentiate between highly integrated and important spaces, and those
that are more isolated or hidden. As Jake Desyllas and Elspeth Duxbury observe,
such measures ‘always create an “edge effect” and that is the whole point’ (2001:
27.9), that is, they mathematically determine what is at the edge and what is at the
centre. However, the edge effect can be a problem for urban or complex archi-
tectural analysis, where the boundaries separating the study area from its sur-
roundings are not always clear. At an urban scale neat demarcations between spaces
are often unachievable and any decision about limits will necessarily exclude
topological links that fall beyond the periphery of the study area. Here, the edge
effect is significant because nodes that represent lines close to the demarcation zone
become artificially segregated relative to those closer to the centre. Early solutions
to this problem included expanding the axial map beyond the area of interest
(Hillier et al. 1993), leading researchers to map a 3 x 3 grid of space, when they
were actually only interested in syntactic measures for the central square (Turner
2003). Later developments adjusted the mathematical formulas to minimise the
impact of the edge effect (Hillier 1996). The consequence of this change is that,
rather than calculating global integration as in traditional applications of the tech-
nique, researchers calculated local integration. Where global integration determines
the depth of one node relative to all other nodes, local integration calculates the
depth of a node in respect of other nodes at a predefined depth. For example, some
applications of this variation calculate depth based on the number of nodes within
three graph steps, while later work suggests calculating local integration using the
mean depth of the system (Hillier and Penn 2004). The edge effect actually occurs
in all Space Syntax analyses where only a portion of the larger system (like a
neighbourhood within an urban context) is analysed. However, this is usually not an
issue for other Space Syntax techniques, because these typically analyse entire
independent systems (such as all convex spaces in a building).

Desyllas and Duxbury offer an alternative solution to the problem of the edge
effect, which is to ‘use local measures that are not dependent on any relations to the
entire graph, such as the visual connectivity of a point ... or the clustering
co-efficient’ (2001: 27.9). However, utilising non-topological measures in this way
undermines the fundamental basis of syntactical analysis, which advocates
focussing on the relation of every space to every other space. Furthermore, patterns
of integration also change with the scale of the study and ‘integration values are not
independent of the size of urban areas. Consequently it is difficult to compare areas
of different size’ (Teklenburg et al. 1993: 347). While acknowledging this position,
integration measures calculated using Real Relative Asymmetry (RRA) offer an
opportunity to compare graphs of different sizes, provided one accepts the nor-
malisation logic that is the basis for its calculation.

More serious critiques of the axial line approach to graph analysis focus on the
limitations inherent in abstracting an entire environment into a set of lines. Probably
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the most famous of these criticisms is from Carlo Ratti (2004a, b) who argues that,
for example, axial line analysis records an identical distance for a New Yorker
walking around the corner of a city block to a similar resident walking the entire
length and breadth of Central Park. Bill Hillier and Alan Penn’s response is that
axial line analysis ‘deals only with observed flows and thus only with aggregate
statistical effects’ (2004: 504); meaning that it does not account for the actions of a
single person, but rather for the aggregate pattern of actions of the entire populace.
More importantly, the axial line technique only considers the aggregate movement
potential of every location relative to every other location and is therefore incapable
of describing the spatial experience of individual journeys, except for suggesting
locations along the trip that are more or less likely to be shared with others. To
model actual journeys requires some form of agent-based model with specific
origins and destinations (Batty et al. 1998). Alternatively, Michael Batty (2004a)
explores methods for introducing metric distances into the axial line map, an idea
that has not yet been widely adopted by researchers.

A further criticism raised by Ratti (2004a, b) relates to the axial map’s inability
to handle regular grids. Ratti demonstrates that in cities like New York it is possible
to select a study area where every East-West street intersects every North-South
street (and vice versa) so that every street in the analysis shares an identical Total
Depth (TD). This spatial configuration necessitates that subsequent derived mea-
sures, like integration, will also be identical for all streets. This problem is largely
theoretical, because in real-world environments some streets in a grid will connect
with distant areas while others will not. The solution is that the researcher must
expand the area of study so that at least one street possesses a variable connection to
create differentiated results throughout the entire grid.

A seemingly more interesting problem arises when a regular grid is slightly
deformed. Using such an example, Ratti (2004a, b) demonstrates a critical juncture
in an urban plan, where an infinitely small rotation of the city block requires
multiple axial line s be produced in the abstraction process rather than the original
single line, even though very little else has changed spatially, socially or experi-
entially. The issue here is that a rigorously produced axial line map may, under
particular circumstances, produce multiple lines and connections for almost straight
streets that would otherwise constitute a single psychological unit of space
(Thomson 2004). Ratti argues that such a minor adjustment of city blocks would
not significantly alter movement patterns. ‘The question then is: are such marginally
produced discontinuities—or continuities—important in urban space? Two kinds of
evidence, morphological and behavioural, suggest they are’ (Hillier and Penn 2004:
501). Hillier and Penn explain this response by identifying differences in average
line connectivity in a range of cultural settings and suggest that these variations are
key to different spatial cultures (Hillier 2002). They also point to behavioural
evidence presented by Ruth Conroy (2001), which found that people exhibit
superior abilities to navigate a diagonal line through regular grids in comparison to
distorted grids. While this answer is plausible, to completely resolve this issue
would require a dedicated experiment, similar to those undertaken by Conroy and
designed to test the response of Hillier and Penn.
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The further criticism of the axial line technique is derived from the method-
ological assumption that within a spatial system there is an even distribution of
populations and addresses, along with starting points and end points of journeys.
The problem is that urban space is almost never distributed in such a uniform way
and, for example, taller buildings are more significant generators and attractors of
movement than shorter buildings. This position is confirmed by significant corre-
lations that have been found between movement and building height. For example,
Penn et al. (1998a, b) show that ‘building height was a significant variable in
pedestrian movement at the level of the area, though not at the level of the indi-
vidual road segment’ (Hillier and Penn 2004: 504). Contradicting an earlier, and
much less satisfactory, suggestion of simply adding additional lines (graph nodes)
to the map where social attractors are located (Hillier 1999), Hillier and Penn’s
response to this criticism is that, ‘for research purposes we prefer not to obscure the
effects of spatial configuration by compounding it with other variables’ (2004: 504).
This statement illustrates that it is important to remember that axial line analysis is
not a model of actual movement patterns within space. It is a means of determining
movement potential based on spatial configuration alone, and while often demon-
strating significant correlations to observational data, it ultimately fails to account
for all variables that will affect actual movement patterns. This also means that
while the method is open to reasonable criticism, it still allows for rapid and
repeatable analyses of different environments. Hillier does, however, leave open the
potential for additional variables when he talks about a revised technique which
‘works at the level of the line segment, rather than the whole line, and [where]
connections between segments can be weighted for metric distance, or the angle of
change, as well as for complexity distance’ (2005: 111). This suggestion also
addresses a fundamental difficulty with the axial line technique; the inability of the
method to articulate spatial differences along the length of a single line.

In the traditional graph approach to axial line s each line provides only one
calculated measure, despite potentially passing through a variety of spatial expe-
riences. The possibility of segmenting the axial line in some way would appear to
circumvent this problem without resorting to alternative variations such as inter-
section point analysis (Batty 2004b; Ostwald and Dawes 2012; 2013a, b), angular
segment analysis (Turner 2007) and multiple centrality assessment (Crucitti et al.
2006), or reverting to the final mode of abstraction considered in this chapter,
visibility graph analysis (Turner et al. 2001). Focusing on the segments of lines
between intersection points also has the advantage that it mirrors the data held in
many GIS databases. This would allow researchers to forego the process of creating
an axial map, along with complex interpretations of GIS data (Jiang et al. 2000a, b;
Jiang and Claramunt 2002). Ultimately, like all forms of syntactic analysis, it is
important to understand the limitations of the technique and not blindly rely on
mathematical measures for an absolute description of socio-spatial phenomena.
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2.5 Intersection Point Analysis

As discussed previously, one limitation of the axial line method is that each line,
meaning each individual path across a potentially complex plan, has a single set of
mathematical properties that are consistent across its entire length. If such a line is
examined as part of a larger, distributed, statistical system for understanding
movement potential, then this may be ideal. But intuitively, shouldn’t a path that
passes through multiple different spaces, some public and others private, somehow
reflect these changes? This concern about the usefulness of the axial line map
echoes a previous critique of the convex space technique, wherein each visually
defined room, regardless of how socially complex or extensive it is, generates a
single set of mathematical measures to describe the entire space. Surely, as Osman
and Suliman (1994) argue, some locations in a room could be more significant than
others? The reason both of these intuitive criticisms sound reasonable is because
our most basic knowledge of space is experientially derived. We can understand
intellectually how a line functions in a topological map, but emotionally, we are
aware that space is more immediate. The problem with both the convex space and
axial line techniques is that they are concerned with generalised notions of space
and social patterns. This gives these techniques a high degree of numerical validity,
but they cannot be used to discuss a specific location in space, or on a path, or even
the possible experience of a person at such a location.

It is not unreasonable that researchers using mathematics to model the social
patterns of space have rarely considered individual spatial experience at distinct
locations. This type of analysis is typically undertaken as part of the phenomeno-
logical tradition of reading space and form (Thiis-Evensen 1987). In architectural
phenomenology, personal observations of texture, temperature, acoustics and lines
of sight are used to interpret the experience of being in a distinct location in a
building (Pallasmaa 1996). Such an approach privileges the role of the observer as
being uniquely capable of processing the complete range of sensory experience.
Dovey (1993) argues that the implication of this proposition is that a clear sepa-
ration exists between ‘lived space’ (the realm of personal feelings, emotions and
particulars) and ‘geometric space’ (the space of plans, forms and universals).
However, while the mathematical analysis of geometric space may be incompatible
with the intricacy of personal experience, it does offer an important ‘universal
language of spatial representation [which] has predictive value’ (Dovey 1993: 250).
Thus, while attempts to use mathematical analysis to examine the social or expe-
riential qualities of architecture are necessarily both limited and abstract, they have
the advantage of being transparent, consistent and repeatable. Moreover, some
approaches to geometric analysis, including mathematical techniques that model
vision and movement, are also potentially significant from the point of view of the
experience of lived space (Benedikt and Burnham 1985; Aspinall 1993; Montello
2003). Given this context, how do experiential and location-specific issues fit into
the suite of Space Syntax techniques?
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As previously stated, patterns of spatial configuration both reflect and shape the
values and behaviours of groups of people. By implication such patterns confirm
the existence of a similarly artificial, but nevertheless representative, individual. In
essence, the behaviours and values of a collective are predicated on the existence of
individuals who have behaviours and values which relate to, either formatively or
summatively, the collective. From an analytical perspective, the social and the
experiential are related patterns that may be used to interpret these behaviours and
values (Montello 2007). Conversely, the social and the experiential could be said to
evoke two versions of the same pattern (Aspinall 1993). This is because a social
pattern is a statistical reflection of the behaviour of a set of individuals. This simple
line of reasoning does not mean that topological analysis is capable of replicating
personal experience, but it does suggest that certain approaches to plan analysis
may, if capable of inversion or focussing, provide insights into both social and
experiential patterns.

It is this type of reasoning, coupled with the availability of data about distinct
locations in space, which has led several researchers to suggest that it would be
beneficial to invert the axial line graph to focus attention on the intersections
between paths, rather than the paths themselves (Batty 2004b; Jiang and Claramunt
2004; Turner 2005; Porta et al. 2006a, b; Ostwald and Dawes 2013a, b). Such a
change shifts the emphasis of the map away from being a general network of
movement or vision potential, to a consideration of the properties of precise
locations in space. It also encourages a shift in perspective away from larger scale
social patterns to issues associated with spatial cognition and experience. This is
because points in space are locations where a person can pause and make a decision
about how to navigate, access and explore an area. Nevertheless, while the idea of
inverting the axial map to produce an intersection map appears to offer a valuable,
finer-grained way of examining space and experience, the abstraction process for
achieving this is not so straightforward.

From a graph theory perspective, whereas in the axial map, lines are nodes and
intersections are edges, the point map does the reverse, defining intersections as
nodes and lines as edges. This has led to many researchers describing the inter-
section point map is a dual of the line map primal graph; meaning the two are
numerically comparable. However, from a pure graph theory perspective, the point
graph is an inversion of the line graph. While a subtle distinction, it has ramifi-
cations for the abstraction process for the point map and it requires a brief diversion
to consider the difference between planar and non-planar graphs.

A planar graph is one wherein the edges between nodes do not cross other edges.
If any edges cross, it is a non-planar graph (Fig. 2.11). Any planar graph can be
represented (or conceptualised) in two ways: the original, known as the primal
graph, and its inversion, or dual graph. In graph theory, the primal and the dual
have a reciprocal relationship, with a new set of nodes being located within or
between the spaces of the primal map, and new edges drawn connecting these
nodes. For example, consider a functional space map derived from the floor plan of
the hypothetical Villa Eta (Fig. 2.12a). The justified permeability and accessibility
graph (sometimes called an ‘access graph’), the primal form, features seven spaces
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Fig. 2.11 a A graph which appears to be non-planar, but is actually planar, as demonstrated in
two ways (b and ¢). A non-planar graph d will always possess edges that cross, regardless of
arrangement

(A to F and the exterior, @") (Fig. 2.12b). The dual of this graph is made by placing
a node in each graph region and connecting these new nodes with edges that cross
each edge in the original, primal map (Fig. 2.12c). Three new nodes are required for
this procedure, X, Y and an additional exterior, @®2. This procedure effectively
changes the emphasis of the graph from spaces and their connections to the walls
that isolate and define these relationships. When the primal graph is removed, and
the dual of the Villa Eta is all that remains, it is clear that only three walls are
required to construct the general topology of the plan (designated X, Y, @) and its
eight connections, the edges (Fig. 2.12d). While there are several potential uses for
a dual of a functional space graph (Stevens 1990), its sole purpose here is to
demonstrate how it is constructed. But what if the starting graph isn’t planar? Axial
maps, unlike convex maps, are rarely planar, so constructing its inverted state—the
intersection point graph—requires an additional step.

Batty (2004b) suggests that to invert the axial map while maintaining its integrity,
every intersection point must be treated as if it is one topological step from every
other intersection point of that line. For example, consider a simple axial map with
four lines (1, 2, 3, 4) which cross at three intersection points (X, Y, Z) (Fig. 2.13a).
In its primal form (Fig. 2.13b) this graph has four nodes (1, 2, 3, 4) and three edges
(X, Y, Z). However, if we focus just on line 1, it has three edges and when the graph
is inverted, it becomes a single edge which is required to connect to three nodes

Fig. 2.12 A building plan a and associated justified permeability graph (b), form the basis of dual
graph (c). The dual graph (the dotted lines in ¢) places a node in each region of the permeability
graph with edges linking adjacent dual graph nodes (d). It is possible for a node in the dual graph
to be adjacent to, and therefore link to, itself
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Fig. 2.13 Inversion of a simple axial map (a) to an intersection graph (d)

(previously intersections X, Y, Z), which is impossible (Fig. 2.13c). Additional
edges are therefore required to ensure all nodes are connected (Fig. 2.13d). This is
the standard approach used in most applications of this technique.

A further complication associated with inverting the axial map involves the
decision to include or exclude the ‘ends’, or ‘stubs’ of axial lines. The stub is the
portion of an axial line between its end and its first intersection point. Excluding
axial line stubs focuses the analysis of the inverted axial map purely on line
intersections, the locations of maximal visual information. However, an advantage
of the inverted axial map is that it offers a researcher the ability to quantify the
difference of spatial experiences at multiple locations along axial lines, including at
their ends.

The procedure for including line stubs in the intersection graph is simple; add a
node to the end of each stub (Batty 2004b). The procedure for excluding line stubs
is to ignore them. The difficulty arises from the fact that some line stubs are clearly
more significant than others (Fig. 2.14). For example, some line stubs contribute to
plan surveillance or comprise the majority of an axial line’s length, while others are
so short as to appear insignificant. Furthermore, an axial line intersecting only a
single other line will consist entirely of two line stubs (Fig. 2.14, line 2) and
excluding these reduces the significance of the axial line in the analytical results.
For these reasons, axial line stubs would appear to be needed to produce an
inclusive map of the entire environment. But which stubs are significant and why?

Alasdair Turner (2005) considers a similar problem when developing a proce-
dure for angular segment analysis. He suggests that the length of the stub, relative to

(a) (c) (d)

D

Fig. 2.14 Lines 1 and 2 in the axial line map (b) are required to surveil convex spaces B and C of
the plan (a). Axial line intersection points (¢) fail to describe the entirety of the building
configuration, whereas adding nodes D and E to surveil rooms B and C solves this problem (d)




2.5 Intersection Point Analysis 45

the entire line, can be used to determine whether or not it should be retained in the
analysis. Turner proposes ‘a segmentation routine that cuts off any stub of greater
than, for example, 25% of the overall length of the line’ (2005: 148). This suggests
a system by which line stubs can be classified as long or short, based on their length
expressed as a percentage of the complete line length. Angular segment analysis
excludes short stubs as being irrelevant and cuts long stubs from their parent line to
create and retain new line segments. For abstracting a point map a similar logic
would apply—stubs shorter than 25% of the line length are ignored, while long
stubs are included. Such a process would also take into account Batty’s observation
that ‘a street increases in importance as the number of nodes associated with it
increases’ (2004b: 5). Therefore, including only those stubs which represent sub-
stantial lines (that is, greater than 25% of the total length) might provide a balanced
solution, whereas including all stubs could artificially increase the value of some
otherwise minor endpoints.

Despite the apparent simplicity of this solution, it has at least one major problem.
The length of a line does not necessarily have anything to do with its capacity to
provide surveillance (or, by inference, model experience) of a particular space.
Thus, a stub that is only 20% of a line length might be the only point that is within a
particular room. Conversely, an axial line could be entirely within the one convex
space, and including its stub, even if it is 70% of the entire length, might provide no
new information. Thus, a further procedure, for use in conjunction with, or instead
of, a length-based measure is required. This procedure (detailed in Chap. 3)
effectively checks whether each stub possesses unique surveillance properties; if it
does, it is retained (Dawes and Ostwald 2013Db).

Before leaving the axial line and intersection point methods behind, we wish to
reiterate that both are potentially useful for analysing aspects of wayfinding or the
structural clarity of a space. While several syntactical measures can be used to
investigate these two cognitive properties, the most well known is ‘intelligibility’
(Peponis et al. 1990; Haq and Girotto 2003). Intelligibility is a measure of the
global-local relationships; that is, how well the entire configuration of a plan is
understood by traversing through, or being located at, the various components of
the configuration. The intelligibility measure is a correlation coefficient developed
from a scatter graph of the connection and integration values of each line in an axial
map, or point in an intersection map. The logic behind this process is that inte-
gration represents a global measure of the connectivity of a given line/point to all
other lines/points in the system. The number of connections the line/point makes
represents how much of a configuration can be seen from each; therefore the
relationship between these measures indicates how intelligible a plan is. More
precisely, the higher the correlation of points, the more intelligible the system.
While intelligibility is most often calculated using axial lines and intersection
points, it can also be determined using convex space maps and isovists, the subject
of the next section.

An additional factor that makes the intersection map an attractive option is that
in a modified form it can be used for investigating claims about significant locations
in a plan, regardless of whether they correspond to axial paths or not. Thus, the
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version described in this book takes as its starting point the axial line map, and then
works from that basis. But it would also be possible to undertake a variant of this
approach that is more akin to the functional space version of convex space analysis.
For instance, if an architect identifies a series of locations in a large building or
urban space which are allegedly significant sites of experience or navigation
potential, then a graph could be constructed using these exact points as the basis for
a modified intersection map. This would be especially advantageous in the case of
large urban piazzas which lack sufficient boundaries to identify an optimal axial
map, but which have locations in them that are culturally or symbolically
significant.

Such a situation is found in Le Corbusier’s design of the ceremonial plaza in
Chandigarh, India, in which he identified several important lines of sight as well as
multiple critical intersection points and axes on this plaza. As Norma Evenson
notes, the ‘generating motif of the [Chandigarh] complex, like that of the city itself,
is a cross axis, but the arrangement of buildings is carefully plotted to avoid the
static balance of rigid symmetry’ (1966: 72). However, this plaza is essentially
open, with only a few carefully choreographed natural and constructed objects
blocking sight lines. It would be difficult, if not impossible to generate an axial map
of this plaza; there are simply not enough constraints. Yet, Le Corbusier’s planned
axes (some intended for movement, and others for ceremonial functions), along
with key symbolic locations, could be used to construct a point map of the cere-
monial plaza. This is significant in the context of both historic and modern
buildings, because architects have a much greater tendency to identify the planned
properties of a precise location than of an angled path through space.

2.6 Visibility Graph Analysis

The final technique featured in this chapter is visibility graph analysis. Its origins lie
in the work of environmental psychologist James Gibson (1947). Gibson proposed
that visible space could be represented as a polygon, called an optic array, and he
illustrated the way in which the properties of these polygons changed as the
observation locations shifted. Michael Benedikt was the first to call these polygons
‘isovists’ and to develop mathematical measures to describe their properties.
Benedikt defined an isovist as ‘the set of all points visible from a single vantage
point in space with respect to an environment’ (1979: 47) and, with Larry Davis,
developed a stable, repeatable algorithmic procedure for generating and measuring
isovists (Davis and Benedikt 1979).

Conceptually at least, the isovist completes the gradual shift that has occurred
across the four techniques in this chapter, from generalised properties to particular
ones and from social to experiential patterns. Thus, whereas the convex space
technique abstracted social patterns from the configurational properties of a plan, an
isovist represents the visual experience of space from a specific location. For this
reason, isovists offer ‘an intuitively attractive way of thinking about a spatial
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environment, because they provide a description of the space “from inside”, from
the point of view of individuals, as they perceive it, interact with it, and move
through it’ (Turner et al. 2001: 103). Isovists can be used to ‘describe spatial
properties from an inside beholder-centred perspective’ which is significant because
‘there is ... empirical evidence that they capture environmental properties of space
that are relevant for spatial behaviour and experience’ (Wiener and Franz 2005, 44).

While local isovist measures—that is, isolated results derived from single
locations in space—are valuable at an experiential level, global measures allow for
a more comprehensive mapping of an environment. For this reason, from the
earliest research into the properties of isovists, attempts were made to create more
holistic maps of the spatio-visual properties of entire environments. Probably the
earliest of these variations was the isovist field. Developed by Davis and Benedikt
(1979), it superimposed a regular grid on an environment’s plan and generated an
isovist at the centre of each grid square, before representing the measures derived
from each of these isovists on a scalar field (similar to a synoptic chart or topo-
graphic map). This was effectively the first type of visibility map, even though all of
the measures derived from it were based on the metric values of isolated isovists.
However, over the following decades, several researchers began to develop ways of
producing global visibility measures from such a map (De Floriani et al. 1994). For
example, by treating each observation point as a graph node and then linking any
two mutually visible observation points with a graph edge, it is possible to derive
various topological measures from the isovist field (Turner and Penn 1999; Turner
et al. 2001; Turner 2003). In this way, over time the isovist field evolved into a
visibility graph.

Visibility graph analysis commences by abstracting an environment into a set of
connected isovists before analysing this set visually and mathematically. The
mathematical process superimposes a regular grid over the environment and locates
an isovist observation point at the centre of each grid square. These observation
points become graph nodes and each is linked to every other node that it is possible
to draw a straight line to, thereby creating the graph (Fig. 2.15). The calculation of
various measures then follows the standard graph theory approach and the results
are typically analysed using statistical software. In addition to these topological
measures, a range of metric properties can be derived from the isovist polygon and
used to produce normalised or statistical measures (Benedikt 1979; Batty 2001;
Stamps 2005; Dawes and Ostwald 2013a). The most common graphical repre-
sentation of the visibility graph applies colour to each grid square to represent the
relative measures of the isovist observation point contained within. A further visual
analysis approach depicts each isovist in miniature at the centre of its grid square
(Christenson 2010).

After an early isolated application of visibility graph analysis in design
(Braaksma and Cook 1980), its primary use has been in the identification of regions
of space that are more or less central to the entire environment or more or less likely
to be a location from which it is possible to see other occupants. This information
can be used to predict rates of spatial occupation and social encounters, though like
all syntactical approaches, the prediction is limited to relative distributions rather
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Fig. 2.15 Three villa plans (from left to right, Epsilon, Zeta and Eta) showing: a a regular grid
locating observation positions, b the isovists at three selected positions, ¢ graph edges to other visible
observation positions for the two selected positions and grid squares shaded for integration values

than absolute figures (Desyllas and Duxbury 2001; Ueno et al. 2009). Visibility
graph analysis is also useful for understanding the structure of space in terms of its
visual properties. This includes providing insights into social interaction and the
rationale for the positioning of workstations within office buildings (Steen and
Markhede 2010) and spatial use in urban plazas (Bada and Farhi 2009). Visibility
graph analysis also contributes to an understanding of navigation, behaviour and
spatial experience (Conroy-Dalton 2001; Wiener and Franz 2005; Hdlscher et al.
2006). In addition, identifying the visual properties of an environment allows for a
comparison of properties within a series of buildings by the same architect to be
undertaken (Choudhary et al. 2007) or a greater understanding of single canonical
residences produced (Peponis and Bellal 2010). Visibility graph analysis can also
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be used to investigate complex perceptual properties including mystery and
transparency (Yu et al. 2016b). A variation of the standard visibility graph tech-
nique identifies a significant path through an environment and then sequentially
plots the values of each grid square along this path. This produces a
pseudo-timeline of changing spatial experiences associated with the path, assuming
an equal time for an occupant to pass from one grid square to the next
(Conroy-Dalton 2001; Ostwald and Dawes 2013Db).

The major strength of the visibility graph method is its stability and repeatability.
This is largely due to the clear, algorithmic descriptions of the procedures that have
been developed. This clarity is likely reinforced by the scale of this form of analysis
and the requirement to automate mundane tasks. However, this stability does not
eliminate flexibility from the method. One source of flexibility is the size of the grid
used to locate isovist observation points. For example, Turner et al. adopt ‘the
pragmatic approach of using ‘“human-scale” grid spacing of around one metre’
(2001: 106). A smaller spacing might assist in locating observation points in
constricted locations, but it will come at the cost of greater numbers of graph nodes
and subsequently greater resources required for the analysis. Fine-scale grids may
also be appropriate at an architectural scale but are often unmanageable for urban
analysis. Adjusting the actual location of the grid offers an additional degree of
flexibility in that it is possible to locate a critical isovist observation point while
allowing the grid to locate the remaining points. One advantage of the large number
of graph nodes required for visibility graph analysis is the potential density of
measures generated. Whereas convex space analysis will produce a single inte-
gration value for an entire room, and axial line for a long vista or path, visibility
graph analysis can provide a measure of integration for every grid position in an
environment. Therefore, because there are potentially numerous isovists located in
the same space as a single axial line, visibility graph analysis offers the potential for
a greater articulation of measures.

A further source of flexibility arises from altering the height of the isovist plane.
The isovists used in visibility graph analysis are two-dimensional and usually
located at the eye level of a standing observer, thereby recording the visual per-
ception of that individual. A useful variation is the visual permeability graph: ‘the
special case of a visibility graph constructed at floor level’ (Turner et al. 2001: 108).
This variation models the movement perception of the occupant, although it may
require designating areas as ‘inaccessible’ to avoid the confusion arising from being
able to ‘see under’ an object (a table for instance) that does not allow for movement.
Designating part of a map as inaccessible also offers additional flexibility through
the capacity to exclude particular areas from an analysis. It may, for example, be
useful, when the research focus is on the habitable areas of a building, to exclude
any services areas or storage spaces.

A further strength of visibility graph analysis is the variety of measures that can
be derived from a plan. In addition to the graph theory measures, metric and
statistical measures are also produced by software such as UCL Depthmap. This
leads to opportunities to calculate hybrid measures normally unavailable to Space
Syntax researchers. One weakness arising from this potential is that the evidence
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available about which of these measures correlate to particular socio-spatial con-
cepts or behaviours is mixed (see Chap. 8 for a more detailed discussion).

Finally, in recent years various methods have been developed for examining
three-dimensional isovists or visibility graphs (Penn et al. 1997; Yang et al. 2007).
Traditional visibility graph analysis abstracts the environment into a horizontal
plane incapable of differentiating between the spatial experience of standing under a
low and claustrophobic roof, or a high and uplifting one, and unable to document
visibility up or down staircases. Like their two-dimensional counterparts, these
three-dimensional isovists may be either a full 360° modelling of space or a partial
modelling of space which more closely approximates a human cone of vision (say,
180°). Initially, three-dimensional isovists were utilised to study local properties,
such as spatial openness (Fisher-Gewirtzman et al. 2003; Fisher-Gewirtzman and
Wagner 2003) and the effects of changing urban forms (Yang et al. 2007; Wong
et al. 2012). However, the third dimension contains significant information used in
wayfinding or measures of spatial salience or differentiation (Bhatia et al. 2013),
such as a distant view to a church bell tower used to orientate oneself within the
global environment of a traditional town. Morello and Ratti (2009) approach this
concept of building cognition by developing a three-dimensional visibility graph
capable of identifying the frequency with which building surfaces are visible from
any location in an urban environment. This approach can, theoretically, identify the
importance of specific buildings in urban navigation and builds on Conroy-Dalton
and Bafna’s (2003) work to quantitatively reinterrogate navigation concepts orig-
inally described in Kevin Lynch’s The Image of the City (1960).

2.7 Conclusion

Across the four techniques presented in this chapter there is a gradual narrowing of
the subject material (from the room, to the path, to the point and the vista) and a
parallel shift from the social to the experiential (from large-scale patterns of
inhabitation, to the space than can be seen from a particular location).
Notwithstanding the fact that visibility graph analysis broadens the scope once
more, back to a more holistic consideration of space, these techniques offer ways of
investigating a range of spatial, social, cognitive and experiential properties of
architecture. Furthermore, while these methods are all ostensibly focussed on
topological spatial properties, they can also be used to analyse various character-
istics of architectural form. For example, spatial structure can be used as an indirect
means of analysing formal complexity. Convex spaces are, by definition, formally
modelled and constrained zones, and the ratio between convex space s and func-
tional space s in a plan illuminates the formal character of a building. Inverted
permeability graphs actually provide information about walls, and indeed wall
layouts can be analysed and categorised using graphs (Jupp and Gero 2010).
Finally, isovists capture aspects of both space (that which is seen) and form (that
which restricts vision).
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One of the important messages of this chapter is that all of these techniques have
a common system of application which starts with a process of abstracting or
mapping information in a plan, then moves to the visual review of these maps, then
the mathematical derivation of various properties from them, before these are used
to interpret the plan. A further significant message is that the mathematical basis for
most of these techniques is found in classical graph theory. While graph theory
proponents in mathematics have developed new techniques for analysing factori-
sation and connectivity in networks, along with dual, non-separable and automor-
phic graphs (Bondy and Murty 2008; Naimzada et al. 2009), the efforts of
architectural researchers have been directed more to the application of classical
principles in new ways. There are certainly exceptions to this, like the work of
Michael Batty (2004b), but the core syntactical application of graph theory has not
been substantially revised since the 1990s, even though many hundreds of minor
refinements have occurred in its application and interpretation.



Chapter 3 )
Spaces, Lines and Intersections e

The previous chapter described the origins of contemporary syntactical analysis and
introduced the established techniques for investigating the properties of spaces,
paths, points and vision. In each case, the theoretical or conceptual foundation of
the techniques was introduced, along with a discussion of its application and any
specific findings developed through its use. In addition, the limitations of each
technique were also described and the substance of any on-going debates associated
with them. As this discussion revealed, one of the concerns with these methods is
that they tend to be poorly understood outside small groups of experts. There are
multiple reasons for this problem, including the way these techniques draw on
diverse concepts and methods from mathematics, sociology and psychology to
explain architectural ideas. Such a combination of traditionally separate bodies of
knowledge is a challenge for any scholar who is versed in only one discipline.
An additional barrier is that the abstraction process has been largely automated in
recent years through the use of analytical software. Such software allows researchers
to undertake large-scale analysis with a high degree of efficiency, however this
comes at the cost of obscuring the process, and risks leaving non-expert users
without a detailed knowledge of why and how it works. The mathematical basis for
the results is equally obscured when software is used to develop syntactical results
from plan graphs. For all of these reasons, the present chapter offers a detailed
explanation of the processes of abstracting a map from an architectural plan,
mathematically analysing its configuration and then interpreting the results.

3.1 Introduction

This chapter describes and demonstrates the stages and steps involved in applying
three different Space Syntax techniques: convex space analysis, axial line analysis
and intersection point analysis. Each of these techniques repeats the same
three-stage process, commencing with the abstraction of a map or graph from a
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plan, followed by the mathematical analysis of this graph, and finally the inter-
pretation of the results. Within several of the stages there are various secondary
steps and in some cases tertiary protocols. For example, the process of abstracting
an axial line map has ten steps and its configurational analysis has eleven steps. The
ninth step in the abstraction process for this axial map also includes six protocols.
Furthermore, just as the same three stages are repeated in each technique, so too
there are similarities in the various secondary steps. For example, the configura-
tional analysis stage follows a similar sequence for every technique and the same
mathematical formulas are also used each time. For this reason, the level of detail in
each subsequent demonstration of the mathematics involved is reduced.

Following Julienne Hanson’s (1998) lead, a series of hypothetical villa plans are
used in this chapter to explain and demonstrate the different techniques. These are
the villas Alpha (Vea), Beta (VB), Gamma (V0), Epsilon (Vy), Zeta (VC) and Eta (Vn).
These villas have the same plan footprint and dimensions, but their internal spatial
configurations differ in a variety of ways. For example, the villas Alpha and Epsilon
have relatively linear spatial structures, meaning that they provide few choices in the
way people can move through these plans to methodically explore or use their
rooms. In contrast, the villas Beta and Zeta have branching configurations wherein
spaces will often possess a choice of alternative routes to deeper rooms, but a person
must return back to a more shallow space to access other parts of the plan. Finally the
villas Gamma and Eta have rhizomorphous structures, where multiple possible
connections exist between spaces at different depths, allowing for highly flexible
patterns of use. These six plans are useful for developing an understanding of how
the abstraction, analysis and interpretation stages work for convex spaces, axial lines
and intersection points.

The variations of the techniques described hereafter are what might be called
‘second generation’. When each of these techniques was first published—the ‘first
generation’—they became the subject of intense scrutiny and testing, which
developed more refined and stable variations, leading to this ‘second generation’.
However, with further advances in computer software, subsequent variations of
each were soon published, many of which employ different rules, revised algo-
rithms and shortcuts to achieve an outcome that appears similar to the original and
might even be better in some ways. These third or later generations are possibly the
most advanced, but also the least well understood by users. In this present book we
apply both second and third generation techniques in later chapters to analyse
modern architecture, but for understanding the abstraction principles and mathe-
matical processes, the second generation is an ideal starting point.

3.2 Convex Space Analysis

As Chap. 2 has shown, a convex space is one that can be viewed, in its totality,
from every point within that space. From a social perspective, a convex space is one
where any people present in that space are visible to all others and where movement
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out of that space reduces the immediacy or viability of social interaction or
connection. In a cognitive or experiential sense, a convex space is a defined unit of
visible territory or a psychologically self-contained unit of space that allows for
sensory-knowledge to be absorbed, compartmentalised and then understood or
appreciated. If a space is concave (that is, part of the space is occluded or hidden
from view), then prior to analysis it must first be partitioned or divided into smaller
convex spaces (see Fig. 2.6).

As a precursor to determining which convex spaces exist in a plan, a decision
needs to be made about the scale and purpose of the analysis. For example, pro-
truding or recessed window and doors frames will actually produce miniscule
concavities, or tiny portions of space that are not completely visible in an otherwise
open room. Similarly, some engaged columns and recessed shelves also produce
small portions of concave space. In practice however, such visual interruptions are
typically excluded from the convex map, as they are neither potential locations of
social interaction nor cognitively defined units of space. Thus, for a simple archi-
tectural plan, convex spaces often equate to rooms. This is also why it has become
increasingly common in more recent applications of the technique to graph the
structure of functional space s (rooms with a defined purpose) rather than convex
spaces.

Stage 1, Abstraction Process

Consider the floor plan of a hypothetical design, the Villa Alpha (Fig. 3.1). There
are six major convex space s in this plan—which correspond to rooms A, B, C, D, E
and F—and there are five internal connections between them. In addition, there is a
door from the interior (A) to the exterior () of the villa. There are a further six
narrow slivers of space within doorways, which are too small to be inhabited or
exist as visually coherent zones, and so they are excluded from the analysis. Taking
into account all of these factors, the convex plan of the Villa Alpha can be repre-
sented as a set of seven spaces (six rooms and the exterior) and the six connections
between them (five interior doorways and one between interior and exterior)

(a) (b)

© .
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Fig. 3.1 a Villa Alpha, plan view, and b diagram of spaces and connections
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(a)

Fig. 3.2 a Villa Alpha, partial plan graph, and b justified graph with exterior as carrier

(Fig. 3.1). If we ignore the geography of the space (the dimensions of the rooms)
we can turn this abstract variation of the plan into a topological diagram of nodes
and edges (Fig. 3.2). To complete the abstraction of the plan into a graph, the last
geographic feature, orientation of connections, is also removed (Fig. 3.2).

The justified graph of the Villa Alpha plan has several significant features. First,
the graph is constructed around a series of vertical layers—horizontal dotted lines,
which can be numbered consecutively from 0, the lowest line. Each dotted line
represents a level of separation between rooms. The lowest level of this graph
(marked 0) is reserved for the carrier, which in this case is the outside world. Those
spaces that are directly connected to the carrier are located on the line above (marked
1). Further spaces directly connected to those on line 1 are placed on line 2, and so on.
This graph captures the topological structure of the Villa Alpha when mapped in
accordance with accessibility or permeability. This graph makes it readily apparent
that, for example, to access space C from the exterior, a person would have to pass
through spaces A, F, E and D, in that order.

The justification of the Villa Alpha convex space graph with the exterior as
carrier, emphasises the spatial relations of the plan, relative to the position of a
visitor, or person entering from outside. The spatial structure of the villa can also be
visualised from any space, including the public antechamber (B) adjacent to the
entry hall, or the private space at the rear of the villa (C). Each of these relationships
can be represented by justifying the graph in different ways to illustrate the per-
ceived spatial structure from the point of view of people in these spaces, respec-
tively a visitor () and two types of occupants (B and C). This process also allows
for some simple mathematical insights to be developed about the experience and
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use of this plan. For example, the Villa Alpha graphs that have been justified using
nodes E and F as carriers, have a maximum room depth of 3 levels, meaning that
these two rooms are no more than three spaces away from anywhere in the villa or
the exterior. However, carriers @, C and B are all five levels away from the furthest
space (Fig. 3.3). Alternative justifications of a permeability graph can be used to
understand the different social structures implicit in a plan in terms of public and
private relationships.

Bill Hillier and Julienne Hanson (1984) propose that there are two distinct types
of social relations revealed in a spatial permeability graph. Kim Dovey summarises
these relations as, ‘those between inhabitants (kinship relations or organizational
hierarchies) and those between inhabitants and visitors’ (1999: 22). Inhabitant-
visitor relations can be represented in a permeability graph with the exterior as
carrier, but inhabitant-inhabitant relations are more complex and require the gen-
eration of graphs using multiple alternative carriers. For example a close review of
the Villa Alpha plan graph reveals that, from the point of view of a visitor (carrier @)
the plan is linear, controlling and asymmetrical. However, for an inhabitant (carriers
E or F) the plan is less linear, less deep and more symmetrical. A visual analysis of
the properties of this plan graph might suggest that the villa features a somewhat
defensive attitude to visitors (or conversely, a heightened desire for privacy), but a
more balanced approach to inhabitation. However, while this interpretation might
seem reasonable, additional information, both mathematical (data derived from the
graph) and archival (accounts of the villa’s design and its function) would assist in

Fig. 3.3 Villa Alpha, alternative justified graphs
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determining how viable this interpretation is. Nevertheless, visual analysis of graphs
can be used to develop deep insights into the structure of space (Markus 1987; 1993;
Hanson 1998; Dovey 1999). Furthermore, colour coding or other types of graphic
representation can be used to identify functional and social patterns in a building.
However, as graph size increases, it quickly becomes impossible to ascertain useful
information using visual analysis alone, which is why mathematical analysis is
usually the next step.

Stage 2, Configurational Analysis

The process for mathematically analysing a convex plan typically involves between
seven and ten steps, depending on the number of measures that need to be derived
from the map. The end result of this process is a table of data, with between five and
seven (but possibly more) measures for individual spaces. The most common
measures derived from the convex plan graph for individual spaces are: Total Depth
(TD), Mean Depth (MD), Relative Asymmetry (RA), integration in terms of RA
(ira), Real Relative Asymmetry (RRA), integration in terms of RRA (irra) and
Control Value (CV) or Choice (C). In addition, two holistic properties of the plan
conclude the basic data set, unrelativised Difference Factor (H) and Relative
Difference Factor (H*). All of these measures are explained in the following sec-
tions as we provide a detailed example of the construction of such a syntactical
table of data.

Step 1. Determine the total number (K) of nodes in the graph. The depth of each
node, relative to a carrier, is also calculated; that is, how many levels (L) deep in the
graph is the node. The number of nodes at a given level and for a given carrier is
also recorded (ny). The number of levels is counted in the graph starting from the
lowest, the carrier at 0. For example, for the Villa Alpha, K = 7 (that is, there are 7
nodes; A, B, C, D, E, F and @) and there are 6 levels (0, 1, 2, 3, 4, 5) when justified
with © as carrier, as in Fig. 3.2b. Further, in that same graph, the L value for node
E = 3. This process is repeated for every node, for every carrier configuration,
producing a ‘distance matrix’ (Table 3.1). In this matrix, the depth of each carrier
relative to itself is always zero.

Table 3.1 Villa Alpha, depth v Nodes at each level

of each node relative to carrier Carrier 1 ) 3 4 5
Space © A BF E D C
Space A ®BF E D C
Space B A ©F E D C
Space F AE © B D C
Space E FD AC ® B
Space D EC F DB A
Space C D E F A DB
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Step 2. Calculate the Total Depth (TD) of the graph for a given carrier. TD is the
sum of the number of connections between a particular node and every other node
in the set, weighted by level (L). TD is calculated by determining the number of
nodes (ny) at each depth level and multiplying this number by their depth level
L. Thus, for the Villa Alpha, with exterior as carrier:

TD = (0 x ny) + (1 xny)+ (2 X ny)+...(X x ny)

TDy, = (0x 1)+ (1x1)+(2%x2)+(1x3)+(1x4)+(1x5)
TDy, =0+1+4+3+4+5

TDy, =17

This means that for the Villa Alpha, with the exterior as carrier, TD = 17. This
process is then repeated for every carrier and the mean 7D is also calculated
(Table 3.2).

Step 3. The Mean Depth (MD) is the average depth of a node in a graph. A depth
that is higher than the mean is therefore more isolated in the graph than one which
is lower than the mean. MD is calculated by dividing the Total Depth (TD) by the
number of nodes (K) minus one (that is, without itself). Therefore, MD for the
exterior (D) of the Villa Alpha is:

™D
MD =
K-1)
MDv. — 17
Vo — (7 — l)
MDy,, = 2.833

This result suggests that relative to the exterior, spaces A (L = 1), B (L = 2) and
F (L = 2), are all more accessible than spaces C (L = 5), D (L =4) and E (L = 3).
This process is then repeated for every carrier and the mean, MD is calculated
(Table 3.3).

Table 3.2 Villa Alpha, Total Depth of each node relative to carrier

Va D MD RA iga RRA iRRA cv
Space © 17
Space A 12
Space B 17
Space F 11
Space E 12
Space D 15
Space C 20
Mean 14.85
H

H*
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Table 3.3 Villa Alpha, Mean Depth of each node relative to carrier

Va TD MD RA ira RRA iRRA cv
Space © 17 2.83
Space A 12 2.00
Space B 17 2.83
Space F 11 1.83
Space E 12 2.00
Space D 15 2.50
Space C 20 3.33
Mean 14.85 2.47
H

H*

Step 4. The MD results allow for the calculation of a further measure, Relative
Asymmetry (RA). RA allows a researcher to compare values derived from different
graphs by normalising MD values to a range between 0.0 and 1.0. The RA for the
Villa Alpha, with exterior as carrier, is calculated as follows:

n . 2MD — 1)
K—-2
2(2.833 -1

RAy, = ( 7_2 )

2% 1.833
Vo — 5
RAy, = 0.7332

When this calculation is repeated for all of the carriers for the Villa Alpha a
sequence can be constructed from the most isolated node to the least isolated:
C (0.93), @ (0.73), B (0.73), D (0.60), E (0.40), A (0.40) and F (0.33). Finally, the
mean RA is calculated (Table 3.4).

Because the RA results are normalised to a range between 0.0 and 1.0, nodes in
different graphs may be compared if the overall number of nodes (K) is similar.
Thus, the RA values of two houses, each with nine rooms, may be directly com-
pared. Arguably, the RA values for two houses with, say, K values of nine and
eleven might also be compared, but the larger the difference between K values the
less valid the comparison. In order to make a valid comparison between different
size sets, an idealised benchmark (RRA in Step 6) must be used.

Step 5. If the RA for a carrier space is a reflection of its relative isolation, then the
degree of integration (i) of that node in the graph can be calculated by taking its
reciprocal. Therefore, the integration value for the exterior of the Villa Alpha may
be calculated as follows:
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Table 3.4 Villa Alpha, Relative Asymmetry of each node relative to carrier

Va D MD RA ira RRA IRRA cv
Space © 17 2.83 0.73
Space A 12 2.00 0.40
Space B 17 2.83 0.73
Space F 11 1.83 0.33
Space E 12 2.00 0.40
Space D 15 2.50 0.60
Space C 20 3.33 0.93
Mean 14.85 2.47 0.59
H
H*
1
i=—
RA
. 1
V= 0733
iy, = 1.364

Once again, while this value is relatively meaningless in isolation, it is more
informative when compared with either the rest of the building it is part of, or
alternatively, an ideally distributed benchmark plan (Table 3.5). In the first instance,
for the Villa Alpha a comparison between i results for each room reveals a hierarchy
of space from least integrated to most integrated as follows: C (1.07), @ (1.36),
B (1.36), D (1.66), E (2.50), A (2.50) and F (3.00). Because of the reciprocal rela-
tionship between i and RA, this is simply the reverse order of the previous result
recorded in Step 4. However, whereas RA results are limited to a range between 0.0
and 1.0, i results start at 1.0 and have no upper limit. Nevertheless, in order to use this
data to construct a comparison with a building of a radically different size, a com-
parison must be constructed against an optimal benchmark (see Steps 6 and 7).

Table 3.5 Villa Alpha, integration of each node relative to carrier

Va D MD RA iga RRA iRRA cv
Space © 17 2.83 0.73 1.36
Space A 12 2.00 0.40 2.50
Space B 17 2.83 0.73 1.36
Space F 11 1.83 0.33 3.00
Space E 12 2.00 0.40 2.50
Space D 15 2.50 0.60 1.66
Space C 20 3.33 0.93 1.07
Mean 14.85 2.47 0.59 1.92
H

H*
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Step 6. Real Relative Asymmetry (RRA) describes the degree of isolation or depth of a
node not only in comparison to its complete graph but also in comparison with a
suitably scaled and idealised benchmark configuration. Thus, while RA results are
effectively normalised or standardised against a set range of results (0—1) relative to K,
RRA results are relativised against a scalable benchmark configuration. RRA results
are useful for comparisons between graphs with radically different K values because,
as graphs grow in configurational complexity and scale, their RA values typically fall.
Despite this, there remains ongoing debate about the merits of using RRA over RA
(Kruger 1989; Asami et al. 2003) with some preferring the latter (Shapiro 2005:
Thayler 2005; Manum et al. 2005).

Calculating RRA starts with the construction of a scalable spatial configuration
against which sets of results may be relativised. The scale-able configuration chosen
is a diamond shape and its RA value is called a D-value (D) in recognition of this
starting point. Hillier and Hanson describe the diamond configuration as one ‘in
which there are K spaces at mean depth level, K/2 at one level above and below,
K/4 at two levels above and below, and so on until there is one space at the
shallowest ... and deepest points’ (1984: 111-112). They then provide a table of
‘D-values for K spaces.” The origin of the table is found in the work of Evlabia
Periklaki and John Peponis (Peponis 1985). The Periklaki and Peponis formula
produces correct values for graphs with certain node numbers (K = 4, 10, 22, ...)
and extrapolates for ‘other’ K values. RRA is produced by dividing the subject RA
by the relativised RA or D-value. Therefore, for the Villa Alpha, where the D-value
for a K of 7 = 0.34, the RRA is as follows:

RA
RRA = —
Dx

0.733

RRAy, — ——>

V2034

RRAy, = 2.155

Step 7. If the RRA for a carrier space is a reflection of the relative isolation of a node
in a graph (in comparison with an otherwise optimal and symmetrical graph), then
the degree of integration (i) of that can be calculated by taking the reciprocal of
RRA.

or, alternatively,
i=—
RRA
The igxga value for the Villa Alpha, with exterior as carrier, and in comparison with a
symmetrical configuration of the same K value, is therefore (Table 3.6):
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Table 3.6 Villa Alpha, RRA and integration, relative to RRA, of each node

Va. D MD RA ira RRA irrA cv
Space © 17 2.83 0.73 1.36 2.15 0.46
Space A 12 2.00 0.40 2.50 1.17 0.85
Space B 17 2.83 0.73 1.36 2.14 0.46
Space F 11 1.83 0.33 3.00 0.97 1.03
Space E 12 2.00 0.40 2.50 1.17 0.85
Space D 15 2.50 0.60 1.66 1.76 0.56
Space C 20 3.33 0.93 1.07 2.73 0.36
Mean 14.85 2.47 0.59 1.92 1.72 0.65
H
H*
034
V= 0733
iv, = 0.463

Step 8. The Control Value (CV) of a node is the degree of local influence it exerts in
the graph (Jiang et al. 2000b: Xinqi et al. 2008). For example, Bjorn Klarqvist
describes it as ‘a dynamic local measure’ that determines ‘the degree to which a
space controls access to its immediate neighbours’ (1993: 11). Actually, in a
building any space has the potential to be a site of control, and certain spatial
configurations may increase that potential, so CV is about power or control in an
otherwise evenly distributed, local system. Peponis (1985) offers one of the early
formulas wherein the CV of a given node (a), and where Val(b) is the number of
connections to a node b, is determined by the following formula:

1
V@)= D Val(b)

D(a,b)=1

The standard definition of control is that it must be ‘thought of as a measure of
relative strength ... in “pulling” the potential [of the system] from its immediate
neighbours’ (Asami et al. 2003: 48.6). While this is close to the machinations of the
formula, there is a notion in network theory called ‘distributed equilibrium’ that also
closely approximates the properties of CV. Assume that a network has ‘capacity’ and
that without outside influence this network will strive for equilibrium by automat-
ically passing that capacity from one node equally to all adjacent nodes in the system
(but no further and not back again). Once all of the capacity in the system has been
simultaneously divided amongst its immediate neighbouring nodes, the system will
have achieved a state of equilibrium through the controlled, but unequal, distribution
of its capacity. The difference between nodes in this balanced state with more or less
capacity is simply a factor of adjacent network configuration. Viewed in this way,
CV identifies sites of attraction, pulling potential or capacity. However, whereas CV
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limits the equilibrium-finding process to a radius of 1—as the value only flows to
nodes adjacent to those from which it originated—an alternative measure, Choice
(C) continues dividing the value until reaching the furthest node in the graph.
Conceptually, Choice could be regarded as the global equivalent on Control.

Jason Shapiro describes the construction of CV as beginning with ‘counting the
number of neighbours of each space’ in the graph (2005: 52). That is, ‘the spaces
with which it has a direct connection’; this is the NC, value. Then, ‘each space
gives to its neighbours a value equal to 1/n of its “control”” (Shapiro 2005: 52).
The distributed or shared value of each node is CVe: thus, CVe = 1/NC,.. Once the
complete set of CVe values has been shared across the graph, then the CV value for
each node is calculated. Calculating CV therefore requires a holistic approach
which methodically traces where every node is influenced by every connection
it has. Thus, in the case of the Villa Alpha the following are three example
calculations of CV.

In the first example, @ has only one connection, A, so it must distribute 1/1 or 1
CVe to the space it is connected to, leaving it with an interim CV of 0. However, A
is connected to three spaces including €@ and so it must distribute 1/3 or 0.33 CVe to
each of these. Thus, the CV for @ is 0 + 0.33 = 0.33. In the second example, the
CV for A is calculated by taking 1/n for each of spaces @ (1/1 = 1), B (1/1 = 1) and
F (1/2 = 0.50). Therefore, the CV for A is (1 + 14+0.50) = 2.50. Finally, the CV for
space B is calculated by determining how many connections it has (NC,, = I) and
placing that in the formula CVe = 1/NC,,, which produces a CVe = 1. Thus, space B
distributes its CVe of 1 to A, leaving it with an interim CV value of 0. However,
space A also distributes its CVe three ways including to B, passing a CVe of 0.33
back to B, giving space B a final CV of 0.33 (Fig. 3.4).

The complete set of NC,, CVe and CV results for the Villa Alpha are in
Table 3.7. They reveal that node A, CV = 2.5, has the greatest natural attraction,
followed by node D, CV = 1.5. Shapiro (2005) suggests that control values above

Fig. 3.4 Villa Alpha,
distribution of ‘control’ to
determine CV
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Table 3.7 Villa Alpha, control data

Vo Nodes NC, CVe cv
[S>) A B F E D C

& 0 1 0 0 0 0 0 1.00 1.00 0.33
A 1 0 1 1 0 0 0 3.00 0.33 2.50
B 0 1 0 0 0 0 0 1.00 1.00 0.33
F 0 1 0 0 1 0 0 2.00 0.50 0.83
E 0 0 0 1 0 1 0 2.00 0.50 1.00
D 0 0 0 0 1 0 1 2.00 0.50 1.50
C 0 0 0 0 0 1 0 1.00 1.00 0.50

1.00 are considered relatively high and typically define rooms that permit or enable
access. Certainly room A in the Villa Alpha plan is a pivotal space from the point of
view of access and security, but room D (the second highest) has none of these
qualities. This is why the simple definition of a CV value as pertaining to control is
less convincing than seeing it as a site of natural influence or, even better, of natural
congregation. CV values below 1.00 ‘have only weak control over adjacent spaces’
(Shapiro 2005: 52). If this is true, then in the Villa Alpha, nodes @, B and C—all of
which are terminating branches in the graph—would have amongst the lowest
capacities to exert influence over other nodes. In reviewing the plan, this may be
true for rooms B and C, but it is less convincing for .

Step 9. In this step a measure is derived from the data to differentiate between spaces in
terms of integration. This stage in the analytical process has its origins in Shannon’s
(1949) H-Measure, which is a determination of transition probabilities, or entropy in
information systems (Zako 2006). In Space Syntax the H measure, or Difference
Factor, ‘quantifies the spread or degree of configurational differentiation among
integration values’ (Hanson 1998: 30). ‘The closer to 0 the difference factor, the more
differentiated and structured the spaces ...; the closer to 1, the more homogenised the
spaces or labels, to a point where all have equal integration values and hence no
configurational differences exist between them’ (Hanson 1998: 30-31). It is assumed
that in a set of similar projects—for example houses of the same scale, same geo-
graphic location and social structure—the distribution of space is intentional and
therefore similar configurational strategies will be uncovered by calculating
H. The solution to this is to take three values that represent the spread of results and
then use those as a basis against which to test other nodes. The spread is made up of the
maximum RA (a), the mean RA (b) and the minimum RA (c¢) or, for comparing
different size plans, maximum RRA (a), the mean RRA (b) and the minimum
RRA (c) The sum of results a, b and cisknown as t (a + b + ¢ = t). Therefore, for the
Villa Alpha, a = 0.93,b = 0.59, ¢ = 0.33 and r = 1.85.

The unrelativised Difference Factor (H) is calculated using natural logarithms as
follows:
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i [ (@)]+ (%) + 5]

For the Villa Alpha the calculation is:

He 1983 (99BN [ 190 i (922) |4 1933 (033
~ 7185 "\18s5 185 "\185 185~ "\185

H = —[0.5027 x —0.6877] + [0.318 x —1.145] 4 [0.178 x —1.725]
H = —[—0.3457] + [0.3644] + [—0.3074]
H=1.0175

The Relative Difference Factor, H* normalises the unrelativised H result into a
scale between [n2 and [n3 and is calculated as follows:

(H—1n2)

Hy = =02
T3 —n2)

For the Villa Alpha this results in:

~ (1.0175 — 0.693)
(1.0986 — 0.693)

L 0.3245
©0.4056
Hx =0.711

Step 10. The complete set of data for the graph is inserted in the table, recording
mean results for TD, MD, RA, i and CV as well H and H* results (Table 3.8).

Table 3.8 Villa Alpha, results

Vo D MD RA ira RRA irrA cv
Space @ 17 2.83 0.73 1.36 2.15 0.46 0.33
Space A 12 2.00 0.40 2.50 1.17 0.85 2.50
Space B 17 2.83 0.73 1.36 2.14 0.46 0.33
Space F 11 1.83 0.33 3.00 0.97 1.03 0.83
Space E 12 2.00 0.40 2.50 1.17 0.85 1.00
Space D 15 2.50 0.60 1.66 1.76 0.56 1.50
Space C 20 3.33 0.93 1.07 2.73 0.36 0.50
Mean 14.85 247 0.59 1.92 1.72 0.65 1.00
H 1.017
H* 0.711
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Stage 3, Interpretation

In this section the results for the Villa Alpha are interpreted in the context of two
other small buildings, the Villa Beta (Table 3.9, Fig. 3.5) and the Villa Gamma
(Table 3.10, Fig. 3.6), both of which have the same number of nodes (K) as the
Villa Alpha. Because of this, either ig4 or iggs can be used for a simple comparison,
and in this particular example, we use the former.

Of the three plans, the Villa Alpha has the deepest individual space, C
(TD = 20), while the deepest spaces in the Villa Beta (A, B, C and D) and the Villa
Gamma (B and D) all have a total depth of 12. This confirms the common sense
reading of the plans, but it is also apparent that Beta and Gamma, despite having the
same highest 7D results, are also quite different. Thus it may be more informative to
compare mean 1D results: TDv, = 14.85, TDyp = 11.42, TDyy = 10.85. Given the
same K values for each of the dwellings, it is not surprising that the degree of
difference is reduced when the average weighted depth for the spatial configuration
is determined. Mean MD for the villas is as follows: MDv,, = 2.47, MDyg = 1.90,

Table 3.9 Villa Beta, results

VB TD MD RA ira RRA iRRA cv
Space @ 15 2.50 0.60 1.66 1.76 0.56 0.50
Space F 7 1.16 0.06 15.00 0.17 5.88 4.50
Space A 12 2.00 0.40 2.50 1.17 0.85 0.20
Space B 12 2.00 0.40 2.50 1.17 0.85 0.20
Space C 12 2.00 0.40 2.50 1.17 0.85 0.20
Space D 12 2.00 0.40 2.50 1.17 0.85 0.20
Space E 10 1.66 0.26 3.75 0.72 138 1.20
Mean 11.42 1.90 0.36 434 1.04 1.60 1.00
H 0.76
H* 0.18
(a) (b)

Fig. 3.5 Villa Beta, a plan, and b justified graph
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Table 3.10 Villa Gamma, results

Vy TD MD RA iga RRA ixRa cv
Space @ 13 2.16 0.46 2.14 1.35 0.74 0.25
Space F 8 133 0.13 7.50 0.38 2.63 2.33
Space A 11 1.83 0.33 3.00 0.97 1.03 0.75
Space C 9 1.50 0.20 5.00 0.58 1.72 1.25
Space E 11 1.83 0.33 3.00 0.97 1.03 0.75
Space B 12 2.00 0.40 2.50 1.17 0.85 0.83
Space D 12 2.00 0.40 2.50 1.17 0.85 0.83
Mean 10.85 1.80 0.32 3.66 0.94 1.26 1.00
H 0.99
H* 0.73
(a) (b)

Fig. 3.6 Villa Gamma a plan, and b justified graph

MDyy = 1.80. Thus, the plan of the Villa Beta is slightly deeper on average, than
the plan for the Villa Gamma. While for the three villas this difference isn’t
especially revealing, knowing which rooms are more or less deep can be useful for
examining larger spatial configurations. For example, Hanson (1998) uses this
method to examine Bearwood Hall, a seventeenth century English manor house
with 134 rooms; in such a plan, depth is very revealing.

Considering RA results, Hillier and Hanson (1984) suggest that a perfect
shallow and symmetrical composition should have an RA closer to 0.00, while a
linear structure should have a result closer to 1.00. The Villa Alpha is a mostly
linear structure, with one exception, and its mean result, RAy, = 0.59, is closer to
a value of 1, which seems to confirm this general property. In contrast, the Villa
Beta is a relatively shallow and symmetrical structure. Only the presence of the
entry and hall spaces, E and F, removes the distribution of nodes from an ideal
structure by adding two levels of depth; this leads to a mean RAypg = 0.36. This
result is closer to O (shallow and distributed) than to 1 (linear) once again
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supporting the standard interpretation. Finally, the Villa Gamma has the lowest
mean result, RAyy = 0.32, which confirms it is the most shallow of the plans, but
only by a small margin.

Integration results are typically used to distinguish rooms, or sequences of
rooms, which are pivotal to a spatial configuration, from those that are not. The use
of i to rank a set of rooms is also a special type of data set. As Sonit Bafna records,
the ‘ranking of programmatic labelled spaces according to their mean depth (most
often described in terms of integration values)’ is called an ‘inequality genotype’
(2001: 20.1). For the Villa Alpha, the inequality genotype is: F (3.00) > E and A
(2.50) > D (1.66) > B and @ (both 1.36) > C (1.07). Hanson (1998) suggests that
such a sequence is a reflection of ‘inhabitant-visitor’ relations and that it may be
more important in the analysis of a house to consider only ‘inhabitant-inhabitant’
relations. When the graph data for the Villa Alpha is recalculated without the
presence of an exterior node, then the following is the integration sequence: F and E
(both 2.50) > D and A (both 1.66) > B and C (both 1.00). This change flattens the
results for the Villa Alpha, identifying three clear zones of integration and repli-
cating the visual affect of the graph if it is produced with F as carrier (Fig. 3.3).
When this process is undertaken for the Villa Beta an ig, range of 1.66 to 15.00
drops to between 0.20 and 5.00. For the Villa Gamma the ig4 range for the
whole set is 2.14 to 7.50 whereas for only the interior set it is reduced to between
2.50 to 5.00.

The CV results for the Villa Beta show, not surprisingly that space F—the central
hall which connects all other interior spaces—is not only the most influential space,
but that it is between 3.75 and 22.5 times more influential than any other space in
the villa. While an astute designer would visually identify this space as the most
important, it helps to be able to quantify the importance of spaces, particularly in
larger and more complex designs. For the Villa Gamma, with its ringed, permeable
structure, only space C, a mid-depth, secondary foyer (and the most direct path to
spaces B and D), has a slightly elevated level of influence or attraction and only the
exterior node has a much-reduced level. All of the other nodes have similar results
(ranging from 0.75 to 1.25).

The Relative Difference Factor H* provides an indication of the degree to which
a complete graph is homogenous (has similar i values) or is differentiated (has
dissimilar i values). For the Villa Alpha, H* = 0.71 and for the Villa Gamma,
H* = 0.73. These are not only both similar results, but they are both closer to 1.00
than to 0.00 so they fall into the category of graphs that are ‘more homogenised’ or
‘where all have equal integration values’ (Hanson 1998: 31). In contrast, the result
for the Villa Beta is H* = 0.181, which suggests a highly differentiated or struc-
tured graph. This occurs because the central controlling hall (F) has an i value
which is much higher than the remainder of the rooms, supporting one particular
interpretation of the idea of differentiated or structured space. Ultimately, the use of
H* values for the analysis of three simple structures, which are already almost
archetypes, is of limited use; a larger and more complex body of data is required for
H* to be truly informative (see Chap. 7).
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3.3 Axial Line Analysis

The technical definition of an axial line map has three parts. First, it is the set of the
fewest and longest straight lines required to cover every convex space in a plan.
Second, it must ensure that all lines in the set that can be connected are connected.
Third, all non-trivial circulation loops must be included in the set. In this definition,
a ‘line’ is a straight path through space allowing for either direct movement or
unimpeded vision. The existence of a line implies that a person can either walk or,
depending on the definition, see directly along a vector on a plan. A line begins and
ends where it intersects with a wall or surface that restricts further movement or
vision. A line can ‘cover’ a space by passing into or through it. This means that the
line provides visual or physical coverage of a space.

In the first part of the definition, the words ‘fewest’ and ‘longest’ are concerned
with achieving a map that is both efficient and inclusive. The fewer lines there are,
and the more effective each line is in covering the spaces in a plan, the more
efficient the map is likely to be. Importantly, the notion of spatial coverage is tied to
convex spaces. This is because the axial line map is concerned with the way in
which space is understood or constructed through vision and movement. As such,
substantial recesses in walls and irregularly shaped rooms can have an impact on
the map. If the lines cover all of the convex spaces in a plan, then all visually and
physically accessible parts of the plan are included in the map. The second part of
the definition is about creating a continuous network of connections across the
map. If all of the lines that can be connected are connected, then the entire
movement or vision potential of the plan is embodied into a single map. The final
part of the definition is concerned with circulation loops. A circulation loop is a
path around a space that connects back to another part of the plan. If the path is
visually connected at all points (or has only minor visual obstructions such as
columns) then it is considered a ‘trivial’ loop. If the obstruction is sufficient to
disconnect the experience of a space, it is a ‘non-trivial’ loop (Fig. 3.7). The axial
line map must include lines that connect around non-trivial loops. The requirement
to include both all convex spaces and all non-trivial loops in the axial line map is
aimed at ensuring the completeness of the map.

When these three different parts of the definition come together, it becomes
apparent that the axial line map is the simplest, most efficient network of paths that
can represent a complete building plan. In practice the axial line map looks like a
set of angled, annotated lines, all of which intersect at least one other line.

In the following section a manual procedure is presented for abstracting a plan
into an axial line map. This manual method is inspired by two of the more stable
and repeatable construction techniques (Peponis et al. 1997b; Turner et al. 2005),
which have been modified to reflect the spirit of the original variation (Hillier and
Hanson 1984). Importantly, while the manual method might be slow to produce a
result, if it is followed meticulously it will produce one that is objective, repro-
ducible, and valid and in doing so, provide the person constructing the map with a
deeper insight into the method itself. There is also an additional advantage to using
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(a) (b)

Fig. 3.7 a A trivial circulation loop, in the centre of the main room, and b a non-trivial circulation
loops, through three rooms

the manual method; it allows the researcher time to become immersed in the spatial
qualities of the plan prior to the mathematical results being calculated. This is useful
because without this level of intuitive spatial understanding any errors in the
software calculations are unlikely to be immediately recognizable as such.

Stage 1, Abstraction Process

The manual abstraction process for an axial line map commences with the plan being
partitioned into convex spaces. This involves extending the planar surface beyond
reflex vertices to form a surface line (s-line). The wall is only visible from one side of
this demarcation. Once this step is completed, the s-lines will have divided the plan
into a series of concise zones known as ‘s-spaces’. Importantly, it is not necessary to
draw s-lines between convex wall angles, and s-lines do not extend along the gen-
erating wall’s surface. S-lines represent a demarcation boundary that must be crossed
for an entire wall surface to become visible (Fig. 3.8).

With the plan partitioned into s-spaces, the next step is to draw the longest
possible line on the plan that crosses at least one s-line. If this longest line has no
equivalences elsewhere in the plan (that is, lines of the same length and which
traverse the same s-lines), it will appear in the final axial map and is designated as
an ‘m-line’. There are actually multiple different types of m-lines which have been
classified in accordance with the way their ends are defined by convex corners,
surfaces or reflex points (Turner et al. 2005) (Fig. 3.9). While such distinctions are
potentially relevant for examining certain questions about space, they are not sig-
nificant for the present purpose. Returning to the map, it is possible that a number of
potential m-lines will possess identical characteristics (length, connections and
s-line intersections) and if this occurs, a decision must be made about which one to
keep and which to remove. There are multiple different approaches to this issue. For
example, Peponis et al. (1997b) advocate randomly selecting and deleting these
lines until only one remains, whereas Turner et al. (2005) note that such an
approach may compromise the selection of later m-lines and possibly undermine
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Fig. 3.8 An example of s-lines (dotted) extended from reflex wall angles

(c) (d)

]

Fig. 3.9 Four example m-line types, a convex-convex, b convex-reflex, ¢ reflex-reflex, d surface.
Based on (Turner et al. 2005)

the properties of the map. The solution proposed in this chapter is that the identical
lines are all ‘sketched’ into the map and designated as potential lines (or ‘p-lines’).
Once the remainder of the map is complete, an informed decision is then made
about which p-line to convert into an m-line, and which to delete (Fig. 3.10). It is
also possible, as we will see in the next section, for two m-lines to be reconciled
into one in the final map in accordance with several secondary rules.

Once the first m-line (or equivalent p-line) is identified, then any s-lines crossed
by it are removed as a sign that this zone or partition in the plan has been adequately
covered. Then the next longest m-line intersecting at least one s-line is drawn and
the process is repeated until all of the s-lines are removed and only m-lines and
p-lines remain. Any p-lines can then be revisited, and the superfluous ones deleted,
leaving only m-lines. Finally, a check is made to ensure that all non-trivial circu-
lation loops are included in the map. At the end of the process, the only thing that
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Fig. 3.10 Three potential lines (p-lines A, B and C) with identical length, connections and s-line
intersections. Only one of these is required for the final map

remains of the plan is a set of angled, intersecting m-lines, which may be numbered
for reference; these are collectively called an axial line map. In total, there are ten
discrete steps in the manual process of constructing the axial line map, although not
all of these are relevant for all plans. In this section the plans of three hypothetical
villas—Epsilon, Zeta and Eta—are used to demonstrate the abstraction process.

Step 1. Produce a plan drawing which is stripped of any detail other than its base
geometric properties (Fig. 3.11).

Step 2. Trace all s-lines in the plan. Notably, despite having superficially similar
plans, the number of s-spaces in the three villas differs, with the villas Epsilon, Zeta
and Eta having, respectively, forty, thirty-four and forty-eight s-spaces (Fig. 3.12).

Step 3. Once the s-lines are completed, then the process of drawing m-lines
commences. In this step it is recommended that as each m-line is generated it is
given a unique identity label (typically a number). The first m-line is located by
running a ruler over the plan, seeking the longest axis that intersects at least one
s-line. If two m-lines of equal length are identified which intersect different s-lines,

Villa Epsilon Villa Zeta Villa Eta

Fig. 3.11 Floor plans for the villas Epsilon, Zeta and Eta
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Villa Epsilon Villa Zeta Villa Eta

Fig. 3.12 S-Lines marked on floor plans

both are drawn and labelled. If they intersect the same lines, then they are drawn,
but designated as p-lines, and in a later stage all but one of these matching lines will
be deleted. For each of the three villa plans there are two clear starting m-lines
(1 and 2) both of which have the same length but intersect different s-lines, and so at
this stage they are all retained (Fig. 3.13). Any s-lines crossed by these m-lines are
then reduced in opacity or deleted.

Step 4. Once the first m-line (or equivalent set of p-lines) is drawn, then the next
longest m-line is identified. The method for generating the ‘second’ m-line is
identical to the first; locate the longest m-line in the system that intersects at least
one (remaining) s-line. Again, if two lines of equal length intersect different s-lines
then draw both; if multiple lines of equal length intersect the same s-lines also draw
them all and annotate them as p-lines. In the case of the three villas, the Villa
Epsilon has a clear second m-line, whereas the other two villas each have a pair of
identical p-lines, one of which will later be deleted (Fig. 3.14).

Step 5. The process of identifying the next longest m-line that intersects an s-line, is
repeated until all s-lines have been intersected by m-lines (or equivalent p-lines).
This step ensures that every wall surface in the plan is surveyed by one line. For the
Villa Epsilon seven iterations of this step are required to intersect all s-lines,
whereas for the villas Zeta and Eta, four and five iterations, respectively, are needed

Villa Epsilon Villa Zeta Villa Eta

Fig. 3.13 The longest lines are marked on the floor plans (in all three cases two m-lines, identical
in length but intersecting different s-lines are generated)
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Villa Epsilon Villa Zeta Villa Eta

Fig. 3.14 The ‘second’ longest lines are marked on the floor plans (in the case of the Villas Zeta
and Eta they are p-lines)

(Figs. 3.15, 3.16 and 3.17). Here lines of equal length that intersect different s-lines
are drawn simultaneously.

Step 6. While the stages outlined thus far may identify the m- or p-lines that
intersect every s-line, they do not guarantee that all non-trivial circulation loops
have been completed. This situation occurs whenever it is possible to circulate
completely around a wall or space; a situation that is typically described as resulting
from the existence of an ‘island’ space. To check that all non-trivial circulation
loops have been completed extend a polygon from the surfaces of each island until
it meets another wall, island, m- or p-line. If the polygon reaches a wall or island,
additional m-lines (Step 7) are required. This procedure provides a similar outcome
to Peponis et al.’s (1997b) rigorous definition required to automate the process. This
step is not required for the villas Epsilon or Zeta, but it is for the Villa Eta in which
there are two symmetrically opposed looping circuits through the space. However,
because both extended polygons (shaded in the Villa Eta plan, Fig. 3.18) do not
meet a surface, the rule confirms that the existing m- or p-lines are sufficient to
comprehensively represent the villa’s spatial configuration.

Step 7. This step is required if polygon contact occurs as part of the previous step
and additional m-lines are required. In this instance the goal is to seek the fewest, in
number, and longest, in length, m-lines (prioritized in that order) that will prevent
contact occurring. Where the polygons of multiple islands make contact with other
wall-sets, this process is conducted simultaneously for all polygons. The Villa Eta,
in the previous step, displayed the simultaneous development of two polygons but
neither needed additional m-lines.

Step 8. 1t is unlikely, but theoretically possible, that discrete, separated sets of lines
can be generated in a plan. If this is the case, it is necessary to add the fewest and
longest lines that can singularly connect any previously unconnected lines. In the
three villa plans all connections have been made prior to this step.

Step 9. A decision must now be made regarding which p-lines to keep and whether
there are any superfluous m-lines that need to be removed. This process involves
working through a hierarchical series of protocols that must be undertaken in a
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Fig. 3.15 Iterations one and two of Step 5, the process of ensuring that all s-lines have been
crossed by m- or p-lines
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Fig. 3.16 Iterations three and four of Step 5, the process of ensuring that all s-lines have been
crossed by m- or p-lines



3.3 Axial Line Analysis

Villa Epsilon

IrJ NA 3
Villa Zeta
i NA L
Villa Zeta
Irj NA L
Villa Zeta

R AN
TT

y
wol// ﬁ‘v

g Ty

Villa Eta

R NA ]
Villa Eta
Irj NA L
Villa Eta

77

13

11

Fig. 3.17 Iterations five, six and seven of Step 5, the process of ensuring that all s-lines have been
crossed by m- or p-lines (NA = not applicable, because some plans require repetition of various

steps while others do not)

sequential manner and where later protocols must respect earlier ones. These pro-
tocols may then trigger the need for a procedure to correct or revise the map. There
are six protocols and three procedures. The protocols for finalising the map are as

follows.

1. Begin with a consideration of each line in turn, starting with the longest and
progressing towards the shortest.
2. No line may be deleted if it will result in an associated space no longer being

surveilled.
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Fig. 3.18 Checking for islands in the plans and using the extended polygon method for the two
islands in the Villa Eta

. No lines may be removed which will allow an island surface extension polygon

to meet a wall-set or other island.

. Any line with connections that are a subset of the connections of another line is

a possible candidate for deletion (see procedure 2).

. If multiple lines make identical connections, the shorter line(s) may be removed.
. If multiple lines are identical in all respects, adopt the convention of retaining

the line running northwest to southeast (see procedure 3). This protocol removes
superfluous lines and provides a repeatable and consistent representational
approach.

The three procedures, which may be triggered by the previous protocols, are as

follows.

1.

Check selected points associated with a line (for example, in the Villa Epsilon
point A is associated with lines 8 and 10, point B with lines 3, 4, 5, 7 and 9)
draw straight check lines (called c-lines) from surface vertices to all possible
other surface vertices, without intersecting an intermediary surface. If a c-line
only intersects one m-line, that m-line must not be deleted. C-lines could be
generated from an all-line map, or by drawing all lines (as demonstrated for
points A and B in Fig. 3.19.

Using Turner et al.’s (2005) algorithmic process as the basis for line deletion,
the connections of a line are determined as follows, using the Villa Epsilon as an
example. Line 1 connections are, C1 = {1, 2, 5, 6a, 6b, 8, 9, 10} and the
connections for line 8 are, C8 = {1, 2, 8, 10}. This means that the connections
of line 8 are a subset of line 1, and therefore line 8 is a candidate for possible
deletion.

If two lines are identical in all of their properties then a decision must be made to
remove one. The nature of the decision does not affect the mathematical mea-
sures that are derived from the map, but it can lead to confusion when trying to
replicate it. For this reason we propose retaining the line which runs closest to
45° from the upper left corner to the lower right corner (or running northwest to
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Fig. 3.19 Example of points
associated with m-lines. Lines
not relevant to point A or B
are depicted with long dashes,
c-lines with short dashes

southeast, if the orientation of the plan is known); the other line is then removed.
If two lines diverge equally from a 45° angle retain the line closer to a north/
south orientation. In the case of Villa Epsilon the lines removed are 2, 4, 6a and
6b, 7, 9 and 10 (Figs. 3.20, 3.21 and 3.22). This also means that the Villa
Epsilon requires six iterations of this procedure, whereas the villas Zeta and Eta
require, respectively, five and seven.

Step 10. In this final step, the plan is removed, leaving only the axial line map,
which is all that is required for the mathematical analysis (Fig. 3.23). The axial line
map finally contains just the set of the fewest and longest lines required to represent
the complete spatial configuration and accommodate any non-trivial circulation
loops. For the villas Epsilon, Zeta and Eta there are, respectively, four, five and five
lines in their final maps. Also remember that axial lines are graph nodes and their
intersections are graph edges. Thus it is possible to prepare node-edge diagrams like
those seen in the convex space section previously in this chapter; however, this
representation is rarely used.

Stage 2, Configurational Analysis

Having arrived at an objective and efficient axial line map, mathematical analysis is
then used to derive various characteristics of the plan. This process, which has
eleven steps, parallels the method used in the previous analysis of convex spaces
and permeability. In this section the Villa Epsilon axial line map is used as an
example.

Step 1. As a starting point, the number of lines in the complete system is determined (K).
The axial map of the Villa Epsilon has four lines (K = 4).

Step 2. As in convex spaces, here too it is also possible to determine the depth
levels of each line relative to a specific carrier. Depth is measured as the number of
steps, or intersections, between a starting line and another line. Total Depth (7D), is
the number of connections each line makes with all others, referenced to the relative
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Fig. 3.20 Iterations one and two of Step 9; the complete set of lines for the three villas are tested
and, following the protocol, lines are removed until only an optimal set remains for each plan

12

Villa Epsilon : Villa Zeta Villa Eta
10 1 12 13
e\
7 ‘!&
Villa Epsilon 3 Villa Zeta Villa Eta

Fig. 3.21 Iterations three and four of Step 9; the complete set of lines for the three villas are tested
and, following the protocol, lines are removed until only an optimal set remains for each plan
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Fig. 3.22 Iterations five, six and seven of Step 9; the complete set of lines for the three villas are
tested and, following the protocol, lines are removed until only an optimal set remains for each plan.
(NA = not applicable, because some plans require repetition of various steps while others do not)

depth of those lines. In the case of the Villa Epsilon, line 1 ‘connects’ to itself at
depth O, to lines 3 and 5 at a depth of 1, and to line 8 at a depth of 2. Similarly, line
3 connects to itself at depth 0, to line 5 at depth 1, to line 1 at depth 2 and line 8 at
depth 3. TD is the sum of the number of connections between a particular line and
every other line in the set weighted by level (L). It is calculated by adding together,
for each level of the graph, the number of nodes (n,) at that level of depth multi-
plied by L (0, 1, 2, 3, 4, ...). Thus:
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Villa Epsilon Villa Zeta Villa Eta

Fig. 3.23 Final axial line maps of the three villas

TD=(0xn)+ (1 xn)+2xn)+...(X xny)

In the case of the Villa Epsilon, the four lines are evenly divided between two
TD values, 4 and 6 (Table 3.11).

Step 3. Calculating Mean Depth (MD) in the axial line map is achieved by dividing
the total depth of a line by one less than the total number of lines in the system, or:

For the Villa Epsilon, because the system is evenly divided between two TD
values, it is also evenly divided between two MD values, 1.33 and 2 (Table 3.12).

Step 4. This stage involves the calculation of Relative Asymmetry (RA), a way of
normalizing the range of possible results to between 0.0 and 1.0 (Table 3.13). This
stage is important because it allows for a direct comparison to be made between the
results of different axial maps which have a similar number of nodes. The RA for the
system is calculated as follows:

2(MD — 1)

R="k—2)

Step 5. The level of integration (i) of each line in the system is then calculated
relative to an idealised benchmark (Table 3.14). Being a function of relative

Table 3.11 Villa Eps.ilon, Vy Lines at each level D
Total Depth of each line 0 ] > 3
Line 1 1 58 3 4.00
Line 3 3 5 1 8 6.00
Line 5 5 3,1 8 4.00
Line 8 8 1 5 3 6.00
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Table 3.12 Villa Epsilon, Mean Depth of each line

Vy D MD RA ira RRA iRRA cv
Line 1 4 1.33

Line 3 6 2.00

Line 5 4 1.33

Line 8 6 2.00

Mean 5.00 1.66

H

H*

Table 3.13 Villa Epsilon, Relative Asymmetry of each line

Vy D MD RA ira RRA iRka cv
Line 1 4 1.33 0.33

Line 3 6 2.00 1.00

Line 5 4 133 0.33

Line 8 6 2.00 1.00

Mean 5.00 1.66 0.66

H

H*

Table 3.14 Villa Epsilon, integration of each line

vy D MD RA ira RRA irRa cv
Line 1 4 1.33 0.33 3.00

Line 3 6 2.00 1.00 1.00

Line 5 4 133 0.33 3.00

Line 8 6 2.00 1.00 1.00

Mean 5.00 1.66 0.66 2.00

H

H*

asymmetry, this version of i can also be used (and frequently is) to compare
different axial map s. The formula for i is as follows:

1

1= —

RA

Step 6. Real Relative Asymmetry (RRA) allows for a comparison to be constructed
between a line and a scaled, idealized benchmark configuration. RRA is calculated
as follows:
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Table 3.15 Villa Epsilon, Real Relative Asymmetry of each line

vy D MD RA ina RRA ) cv
Line 1 4 1.33 0.33 3.00 0.93
Line 3 6 2.00 1.00 1.00 2.80
Line 5 4 1.33 0.33 3.00 0.93
Line 8 6 2.00 1.00 1.00 2.80
Mean 5.00 1.66 0.66 2.00 1.86
H
H*

RRA =54

Dg

In this formula D is a value indexed against graph size (Hillier and Hanson 1984:
112); for a system containing four axial lines D can also be calculated using
Peponis’s and Periklaki’s formula (Peponis 1985). For the present example, a
D value of 0.357 has been used for the calculations (Table 3.15).

Step 7. Integration (i) relative to RRA is also calculated for comparative purposes as
follows (Table 3.16):

) 1
" RRA

Step 8. Control value (CV) is a measure of the number of axial lines that are
accessible only through specific axial lines in the system. In order to calculate CV,
first create an intersection matrix showing the lines that intersect with each other;
then calculate the number of connections (NC,) for each line. CVe values for each
line are calculated using the following formula:

1
CVe = ——
“~Nc,

Table 3.16 Villa Epsilon, integration of each line

vy D MD RA ira RRA irrA cv
Line 1 4 1.33 0.33 3.00 0.93 1.07

Line 3 6 2.00 1.00 1.00 2.80 0.35

Line 5 4 1.33 0.33 3.00 0.93 1.07

Line 8 6 2.00 1.00 1.00 2.80 0.35

Mean 5.00 1.66 0.66 2.00 1.86 0.71

H

H*
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Table 3.17 Villa Epsilon, control data

Vy NCn CVe CV calc cv
Line 1 Line 2 Line 3 Line 4 NCn 0.5

Line 1 0 0 1 1 2 1 1 0.50

Line 3 0 0 1 0 1 0.5 0.5+1 1.50

Line 5 1 1 0 0 2 1 1 0.50

Line 8 1 0 0 0 1 0.5 05+1 1.50

The CV value for a line is produced by adding the CVe value(s) of each line it
intersects. For example, in the Villa Epsilon, line 1 intersects line 8 (CVe 0.5) and
line 5 (CVe 1) to produce a total CV = 1.5 (Table 3.17).

Step 9. While the use of the Difference Factor (H) for axial line maps is less
common than for convex space maps, it is calculated using the formula:

i [ (@)|+ 2 (%)] + 5]

where a = Max RRA, b = Mean RRA, ¢ = Min RRA, t = a + b + c and [n is natural
logarithm. In the case of the Villa Epsilon, H = 1.0113.

Step 10. The Relative Difference Factor (H*) normalizes the unrelativized H result
into a scale between [n2 and [n3 (Zako 2006) and is calculated as follows:

(H—1n2)
Hx = ——
(In3 —In2)

For the Villa Epsilon, H* = 0.7846

Step 11. The complete set of results are then combined into a single matrix sum-
marizing the most important information about the axial map and, by inference, the
plan it was derived from. The results for the villas Epsilon (Table 3.18), Zeta
(Table 3.19) and Eta (Table 3.20) can then be compared and interpreted in the final
stage of the analysis.

Stage 3, Interpretation

The focus of axial line analysis has traditionally been on the calculation of inte-
gration or, conversely, segregation values, as these have been shown to correlate to
a number of social phenomena. One of the most widely accepted of these rela-
tionships, although it is not without criticism, is between integration and volume of
movement. This correlation can be informative at any scale, from building interiors
to urban fabric, although it can only be used to predict relative aggregate trends.
Such is the significance of integration that axial maps are often graphically coded
(by colour, shading or line thickness) to indicate which lines are more significant
and to support more immediate and intuitive readings of the data (Fig. 3.24).
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Table 3.18 Villa Epsilon, axial line results

vy D MD RA ira RRA iRra cv
Line 1 4 1.33 0.33 3.00 0.93 1.07 1.50
Line 3 6 2.00 1.00 1.00 2.80 0.35 0.50
Line 5 4 1.33 0.33 3.00 0.93 1.07 1.50
Line 8 6 2.00 1.00 1.00 2.80 0.35 0.50
Mean 5.00 1.66 0.66 2.00 1.86 0.71 1.00
H 1.01
H* 0.78

Table 3.19 Villa Zeta, axial line results

174 D MD RA ira RRA iRra cv
Line 1 9 225 0.83 1.20 2.36 0.42 0.50
Line 3 6 1.50 0.33 3.00 0.94 1.06 1.33
Line 4 5 1.25 0.16 6.00 0.47 2.12 2.50
Line 8 8 2.00 0.66 1.50 1.89 0.52 0.33
Line 9 8 2.00 0.66 1.50 1.89 0.52 0.33
Mean 7.20 1.80 0.53 2.64 1.51 0.92 1.00
H 0.94
H* 0.60

Table 3.20 Villa Eta, axial line results

Vi D MD RA ira RRA iRra cv
Line 1 5 1.25 0.16 6.00 0.47 2.12 1.50
Line 3 5 1.25 0.16 6.00 0.47 2.12 1.50
Line 4 6 1.50 0.33 3.00 0.94 1.06 0.66
Line 8 6 1.50 0.33 3.00 0.94 1.06 0.66
Line 9 6 1.50 0.33 3.00 0.94 1.06 0.66
Mean 5.60 1.40 0.26 4.20 0.75 1.48 1.00
H 1.06
H* 0.90

Villa Epsilon Villa Zeta Villa Eta

Fig. 3.24 Axial maps weighted for integration, thicker lines equal higher integration
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In the case of the three villas, it is possible to identify the paths through space
that most rapidly provide visual cohesion to a plan. That is, the most efficient way
for a visitor to develop an understanding of a set of spaces is to follow the path with
the highest integration values. Alternatively, the line with the highest integration
value is also the most efficient path that allows for a security patrol, or a docent in a
gallery, to survey the maximum amount of space in the plan. For the Villa Epsilon,
lines 1 and 5 are equal in integration potential, but they are only marginally higher
than the values for lines 3 and 8. The Villa Eta results are also relatively undif-
ferentiated. However, for the Villa Zeta, line 4 is the most significant in terms of
integration, and its entire map displays a wide range of results.

Despite the simplicity of their plans, it is possible to use the axial map s to
differentiate between the three villas. For example, the Villa Epsilon has a mostly
linear structure where, with one exception, there is only a single path that can be
taken to experience the majority of the plan. The Villa Zeta has a planning pattern
where every room opens from a single, central space and adjacent corridor, while
the Villa Eta has a complex, rhizomorphous plan, with many possible connecting
paths. These qualities are readily apparent in a visual examination of the axial line
maps for each villa and their implications for inhabitation are also reasonably
straightforward. For example, a plan organized with a linear hierarchy suggests a
significant degree of privacy is provided to inhabitants, with access to the deepest
spaces only afforded to a select few. At the other end of the spectrum, a rhi-
zomorphous spatial structure suggests a high degree of adaptability allowing
inhabitants to follow multiple paths through the plan. Beyond these general
observations, our three examples are too limited to develop further conclusions.
Indeed, for an analysis of architecture to have sufficient data to be statistically
relevant, it should either focus on large buildings, such as prisons or museums, or it
must consider sets of small buildings with similar properties.

3.4 Intersection Point Analysis

The intersection point map could be conceptualised as an inversion of the axial line
map, which shifts the emphasis from paths to the connections between them. The
set of intersections incorporated in a map are of two types: i-nodes, which occur
when one path intersects another path, and s-nodes which are intersections between
paths and walls, also called ‘stubs’. The first of these types of intersections are, by
virtue of their extrapolation from an axial line map, an efficient and minimal set of
pause-points in space, where optimal decisions about navigation and movement can
be made. However, in addition to being an efficient set of decision points, a map
must also provide, within the limits of the technique, a complete coverage of the
plan. To achieve a comprehensive coverage of a plan requires the selected inclusion
of the second type of intersection, those between paths and walls.

The process for inverting an axial line map is described in Chap. 2, which also
includes a discussion of the different methods for deciding which stubs or end
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nodes to include in the map. The manual process for determining which stubs
provide unique surveillance properties in a plan commences by adding a potential
node (p-node) to the end of every stub then determining if each p-node surveils a
portion of the plan that no i-node surveils. Surveillance is determined by drawing a
straight ‘check line’ from each p-node to each visible surface vertex (Fig. 3.25). If
an adjacent i-node can be used to draw similar check lines to each surface vertex
associated with the p-node, then that p-node does not to contribute to plan
surveillance. Nodes that provide unique surveillance properties are retained while
those that do not are removed. The retained nodes are relabelled as stub nodes
(s-nodes). It is also possible for multiple p-nodes to provide coverage of spaces with
no i-node surveillance; in such a case all p-nodes are retained. The order of p-node
assessment does not affect the outcome of this procedure. The resultant intersection
graph is then analysed using standard Space Syntax procedure.

Stage 1, Abstraction Process

The abstraction process is demonstrated in this section using the plans of the villas
Epsilon, Eta and Zeta and the axial maps developed in the previous section as a
starting point. Five steps are then required to abstract the intersection point map.

X% of line length ., Length assessment

/ Axial lines Surveilance assessment

|_—— P-Node check line

| — |-Node check line

»
I-Node does not surveil

Fig. 3.25 Checking procedure to determine if line stubs possess unique surveillance properties.
p-node check lines show the space surveilled, i-node check lines pass through walls to meet the
same surface vertex points thus the p-node provides unique surveillance properties
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Step 1. Commence with the axial map for the selected spatial configuration
(Fig. 3.26).

Step 2. Identify all axial line intersection point s within the map, add an intersection
node (i-node) to these points, and assign each a unique identifier, in this case a
numbered index (Fig. 3.27).

Step 3. Identify potential nodes (p-nodes) at the end of every stub and assign a
unique identifier to each (Fig. 3.28). Determine if the p-nodes surveil a portion of
the plan that no i-node surveils. Remove p-nodes that do not contribute to plan
surveillance. Re-label retained p-nodes as s-nodes (Fig. 3.29).

Villa Epsilon Villa Zeta Villa Eta

Fig. 3.26 Axial maps for the villas Epsilon, Zeta and Eta

Villa Epsilon Villa Zeta Villa Eta

Fig. 3.27 Identification of intersection points and allocation of intersection-nodes (i-nodes)

Villa Epsilon Villa Zeta Villa Eta

Fig. 3.28 Potential-nodes (p-nodes) assigned to all stubs (shown shaded)
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Villa Epsilon Villa Zeta Villa Eta

Fig. 3.29 Removal of p-nodes possessing no unique surveillance properties; remaining p-nodes
become s-nodes. Note that Villa Eta does not require s-nodes because no stubs satisfy length or
surveillance criteria

Step 4. In this step the axial map is inverted to produce the intersection graph by
linking i-nodes and s-nodes in a way that reflects the properties of the axial
map. This commences by directly linking each node associated with an axial line to
each other node associated with that axial line. s-nodes will only ever be associated
with a single axial line whereas i-nodes are always associated with two or more
axial lines. The links ensure a graph step distance of 1 exists between every node
located on a single axial line (Fig. 3.30).

Step 5. Once the intersection graph has been produced, the underlying axial map is
removed (Fig. 3.31) and, if desired, the intersection graph may be redrawn to
clarify the topological relations although this has no impact on the mathematical
analysis (Fig. 3.32).

Stage 2, Configurational Analysis

Once completed the intersection map is analysed mathematically using the same
procedure and formulas used in the previous sections to derive graph measures for
the convex space and axial line maps. Tables 3.21, 3.22 and 3.23, respectively,
contain the results for the villas Epsilon, Zeta and Eta.

Villa Epsilon Villa Zeta Villa Eta

Fig. 3.30 Addition of links (shown curved) to maintain character of axial map
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Villa Epsilon

Villa Zeta

Fig. 3.31 Intersection graphs of the villas Epsilon, Zeta and Eta

Villa Eta

91
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Villa Epsilon Villa Zeta Villa Eta

Fig. 3.32 Intersection graphs redrawn for clarity

Table 3.21 Villa Epsilon, vy D MD RA i RRA cv

intersection point results -
Point 1 7 1.75 0.50 2.00 1.42 1.50
Point 2 7 1.75 0.50 2.00 1.42 1.50
Point 3 1.50 0.33 3.00 0.94 1.50
Point 4 10 2.50 1.00 1.00 2.84 0.50
Point 7 10 2.50 1.00 1.00 2.84 0.50
Mean 8 2.00 0.66 1.80 1.89 1.10
H 1.00
H* 0.77

Stage 3, Interpretation

The interpretation of the intersection point results for the villas Epsilon, Zeta and
Eta is most significant when considered in parallel with their equivalent axial line
results. For example, consider the experience of a person traversing line 3 in the
Villa Epsilon, moving from left to right. This is the path taken by a person who is
moving from the most isolated space in the plan to the second most isolated. In the
axial map, all locations along line 3 have results of MD = 2 and i = 1. Instead, in
the intersection map, it can be seen that at the start of the path (point 4) MD = 2.5
and i = 1, and by the time a person has traversed the path and reached the turning
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Table 3.22 Villa Zeta, Ve e e YRR RRA TCv
intersection point results Point I |13 186 1029 345 |088 |1.66
Point2 |11 157 019 526 058 |1.00
Point3 |13 186 029 |345 |088 |1.66
Point4 |13 186 |029 |345 |088 | 133
Point 10 | 19 271 057 |175 174 |033
Point 11 | 19 271 057 |175 |174  |033
Point 12 | 18 257 052 192 |159 083
Point 14 | 18 257 052 192 159 |083
Mean 1550 |221 |041 (287 |123 |1.00
H 1.01
H* 0.78
Table 3.23 Villa Era, - > b ra i rA Tcv
mntersection pOlnt reSultS N
Point 1 |7 140 020 500 057 |9.00
Point2 |7 140 020 500 057 |9.00
Point3 |7 140 020 500 057 |9.00
Pointd |7 140 020 500 057 |9.00
Point5 |7 140 020 500 057 |9.00
Point6 |7 140 020 500 |057 |9.00
Mean |7.00 |140 |020 |500 |057 |9.00
H 1.09
H* 1.00

point towards the room to the central-right of the plan (point 1), this has changed to
MD = 1.75 and i = 2.00. This suggests that while moving along this path the depth
of the spatial position is gradually reduced, and its centrality is heightened.

Consider the example of a person moving along line 1 in the Villa Zeta axial
map, passing from left to right. This path is through the front three rooms in the
plan, which are the entry hall, and the left and right vestibules on either side of it.
This path starts at point 12 (MD = 2.57, i = 1.92), then moves through point 4
(MD = 1.86, i = 3.45) in the entry hall, before reaching its conclusion at point 14
(MD = 2.57, i = 1.92). The first and last parts of this path are deeper and less
integrated than average, whereas the central location, as indicated by high inte-
gration and low Mean Depth values, is more pivotal to passage through the plan.
The axial line result, which encapsulates the entire path, is deeper than the mean
(2.25 > 1.80) and less integrated (1.20 < 2.64). This combination of results allows
us to see that line 1 is more complex than the axial map suggests, shifting in
character (relative to the mean) at multiple points along its path, and especially
adjacent to the entry.
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Whereas the comparative analysis of the Villa Epsilon and Villa Zeta axial and
intersection maps is informative, this is not the case for the Villa Eta. Because in the
Villa Eta map, every intersection connects to three other intersections, the results
are not differentiated. Thus, in terms of intersection points, every space has the
same TD, MD, and i results. The problem is that the plan is made up of two
symmetrical halves with a single loop that passes through each half. Such a situ-
ation would be rare in most plans, which are both more complex in terms of number
of spaces and the connections between them. Nevertheless, it signals that both the
axial line and intersection point techniques have limits. For example, being an
inversion of the axial map, the intersection graph is unable to capture information
that has already been ‘lost’, through abstraction during the axial mapping process.
Thus, the axial map is unable to differentiate between the spatial experience of a
long uninterrupted corridor (a single large space) and of an enfilade of connected
spaces (a series of spaces with their doors aligned along the one axis), both of which
are traversed by a single path. Without intersection points along this line, it is not
possible for the intersection graph to differentiate between the experience of these
very different spaces. This does not constitute a weakness in the intersection
technique because it is a means of assessing locations that the axial map identifies
as significant. In contrast, a convex space analysis might be more informative in this
context, or an alternative method, such as the visibility graph approach, which is the
subject of Chap. 4, may be more appropriate.

3.5 Conclusion

Variations of the three techniques introduced in this chapter are used in Part II of
this book to analyse questions about Modern architecture. Starting with the archi-
tecture of Mies van der Rohe in Chap. 5, convex space and intersection point
analysis techniques are used to investigate the changing social and spatial properties
of four of Mies’s early designs which were important precursors to his canonical
Farnsworth House. The Farnsworth House is typically regarded as the ultimate,
minimalist glass and steel residence, the apogee of domestic Modernism. In
Chap. 6, Richard Neutra’s theories about modern space and its psychological
impact on visitors and inhabitants are investigated using axial line analysis and
intelligibility calculations. Functional space analysis, a variation of the convex
space technique, is used in Chap. 7 to examine the relationship between the min-
imal, Phileban forms of Modernist design and the social structure of spaces con-
tained within them. Chap. 7 uses ten of Glenn Murcutt’s Late Modern regionalist
works as a sample to test just how closely related formal expression is to social
function.
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Isovist Analysis, Theories and Methods e

Isovist analysis offers a way of geometrically describing the spaces and forms of a
building which can be seen from a particular position. As such, it combines a
consideration of both fixed, building-related factors, such as space and form, and
temporal, experiential ones, such as visibility and the impact of movement. Isovists
are part of a larger field of study known as visibility analysis, which is concerned
with quantifying the relationship between vision and behaviour. As the previous
chapters have demonstrated, several of the Space Syntax methods connect human
vision to spatial cognition and intelligibility, that is, the capacity to understand and
then navigate through a building. It will also be remembered that convex maps
comprise the set of visually defined zones, and axial maps represent an optimal
system of movement and surveillance paths in a building or city. In both of these
methods, the visual properties of space are highly generalised or abstracted. In
contrast, isovists have the potential to mimic, and thereby be used to examine, the
visual experience of a building from a particular point in space, and even take into
consideration specific human features such as eye height and stride length while
moving. In a sense, this technique begins to model the way space is perceived and
experienced, whereas the earlier methods were concerned with spatial structure,
hierarchy, permeability and intelligibility. In combination, all of these factors—the
social, cognitive and perceptual—are at the core of arguments that historians, critics
and architects use to explain the successes and failures of Modernism.

4.1 Introduction

An isovist is ‘the set of all points visible from a single vantage point in space with
respect to an environment’ (Benedikt 1979: 47). In an architectural plan an isovist is
usually represented as a two-dimensional polygon, drawn on a floor plan, defining
the portion of space which can be seen from a particular static position. This
polygon provides a useful graphic representation of spatial visibility, but it is also,
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more importantly, a shape that has specific, measurable, and therefore comparable,
geometric characteristics. These measurable and comparable attributes have led to
isovist analysis becoming an accepted technique for architectural and urban
research, providing a rigorous and repeatable method for the analysis of the visual
qualities of an environment. However, isovist analysis is also a poorly understood
technique, with very few practicing architects and a relatively small group of
academics possessing a detailed knowledge of its importance, processes and
legitimate applications. Further complicating this situation is the fact that isovist
analysis is almost always undertaken using software. Such software automates the
process, liberating the researcher from the highly repetitive parts of the method and,
in doing so, allowing for large studies to be undertaken in an efficient manner (Penn
et al. 1997). However, the disadvantage of this is that the software obscures many
of the processes and considerations that provide the foundation for the technique,
generating results without providing the user with any sense of their limitations or
usefulness. In addition, there are multiple alternative ways of producing and
working with isovists, not all of which are suitable for every application.

Given this context, in which the strengths and limitations of this method are not
well understood, the present chapter describes and demonstrates three related
approaches to the analysis of spatial visibility. The first of these is the standard
‘isovist’, that is the area seen in any direction from a single position in a building or
space. The second, the ‘isovist field’, involves the construction of a comprehensive
set of regularly located isovists in a building or space. The final approach is con-
cerned with measuring ‘global visibility’, a determination of the visual significance
of a point in an isovist field relative to the entire building or space. To illustrate
these approaches, this chapter uses a detailed worked example of a manual appli-
cation of visibility analysis to a hypothetical architectural plan. These worked
examples include an explanation of two alternative approaches to constructing
isovists, along with mathematical and diagrammatical methods for producing local
and global visibility measures. In this way, the chapter first presents a detailed
introduction and background to isovist analysis and an explanation of its
methodological features, including a consideration of the accuracy, consistency and
repeatability of the method. This is followed by a series of examples, including all
of the major formulae required for its application, and a discussion of the way in
which these values might be used to gain an insight into an architectural plan.

4.2 Background to Visibility Analysis

Researchers in the disciplines of architecture and urban design typically credit
Michael Benedikt (1979) with being the first author to use isovists and, whilst
working with Larry Davis, for developing the first rigorous method for isovist
construction (Davis and Benedikt 1979). While Benedikt and Davis may have
offered the first serious formulation of this concept for an architectural readership,
as Turner et al. (2001) observe there are precedents in the fields of urban and
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landscape geography (Tandy 1967) including the concepts of the ‘viewshed’
(Amidon and Elsner 1968; Lynch 1976) and ‘intervisibility’ (Gallagher 1972).
Nevertheless, the origin of isovist analysis resides in the model of visual perception
called the ‘ambient optic array’ first proposed by the environmental psychologist
James Gibson (1966, 1979).

The ambient optic array consists of three concepts. First, ‘to be ambient at a
point means to surround a position in the environment that could be occupied by an
observer’ (Gibson 1979: 65). Second, being optical indicates that the ambient array
of interest relates to the mechanics of vision—the light entering the eye to strike the
retina. Finally, ‘to be an array means to have an arrangement’ (Gibson 1979: 65).
This property of ‘arrangement’ is achieved by the process of reflecting light off the
surfaces of an environment, an interaction that provides the light rays with geo-
metrically and spatially structured information which is conveyed to the observer.
Thus a light ray no longer simply represents energy and the path of photons; rather,
it transmits information about the environment. Where diagrammatic representa-
tions of previous models of visual perception documented the subtended angles
(silhouettes) of objects in an observer’s field of vision, the optic array represents the
information carried by light reflected from environmental surfaces that converge on
the observation point. Gibson’s ‘ecological approach’ to visual perception has
parallels to the phenomenological assumptions implicit in ‘naive realism’; the
proposition that vision provides the observer with a direct and measurable under-
standing of the world.

Movement is usually considered critical to visual perception, as it is only
through movement that we are able to perceive the environment that lies beyond the
surfaces that are visible in our current position. As the observer changes positions
the ambient array also changes to reveal previously hidden surfaces and to obscure
previously visible surfaces. Gibson (1979) illustrates this concept using a dia-
grammatic analysis of movement along a disjointed corridor (Fig. 4.1). In this
example, movement through space causes wall surfaces to leave the optic array
behind, while new surfaces emerge from previously occluded, areas. Thus, each
step produces a different optic array, each of which reflects the visual properties of
the environment from a particular position.

While Gibson’s illustration of the changing visibility states associated with
movement may simulate a human gaze which is fixed in a single forward direction,
the optic array actually incorporates all light rays accessible to an observer’s eye,
from any direction. Gibson (1979) notes that an observer occupying a single
location may still move their eyes and head, thereby changing the ambient optic
array. As Smardon et al. confirm, the ‘eyes, head and body can all move’ and ‘under
normal conditions, a viewer is continuously sampling a much broader portion of the
environment even though at any one instant the new stimuli are limited” (1986: 41).
Rotating the head and eyes, for example, allows observers to align the 124° high
acuity region of the macular field to any portion of the environment (Schiffman
1982). Thus, the practice of viewing the isovist as a 360° field of view simulates
this type of detailed and methodical scanning. Nevertheless, it is also possible to
simulate the visual qualities of an immobile observer. For example, partial isovists
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Fig. 4.1 Visible space recorded at three stages during the movement of a person along a corridor.
The visible area is shaded

can be used to ‘consider only a restricted part of the theoretically available visual
field (for example, 90° instead of 360°)” (Meilinger et al. 2009: 2). Thus, a partial
isovist can represent the limited field of view that is perceived without rotating the
eyes, head or body (such as those seen in Fig. 4.1). Indeed, past research has shown
that in simulations of human movement using automated agents, the best
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approximation of human behaviour occurs when agents possess a cone of vision of
around 170° (Turner and Penn 1999). However, it is important to distinguish
between research which attempts to recreate isolated or specific human behavioural
characteristics and that which seeks to capture the visibility characteristics of an
environment. In the latter case, which is the most common in architectural analysis,
a full 360° isovist provides the most efficient and consistent method of capturing
and comparing data. The 360° isovist is also the most common type because it can
be used to construct an isovist view field.

An isovist ‘view field’ is the set of all possible isovists generated using a
predetermined selection of viewing points. In practice, the construction of such a
view field commences by placing a regular grid over the chosen environment and
generating an isovist at the centre point of each square in the grid. The benefit of the
view field is that, whereas an isovist captures the view of space from a single static
location, the view field provides measures of visibility characteristics across an
entire environment. While it is theoretically possible to create an isovist view field
consisting of partial isovists, the standard practice is to use full 360° isovists.

Benedikt (1979) originally presented isovist field data as a scalar map allowing
for intuitive analyses of changing visibility characteristics throughout the envi-
ronment. However, the multiple observation points of the isovist field also provide
the basis for the application of graph theory mathematics to investigate the rela-
tionships between each. When applying graph theory to the isovist field, the isovist
field becomes a ‘visibility graph’ that allows for the calculation of global visibility
measures in addition to the local measures of individual isovists (Turner et al.
2001).

Since first being proposed in the late 1960s and being adopted by architectural
researchers a decade later, isovists and isovist view fields have been used for a
range of purposes, including studies of spatial cognition (Meilinger et al. 2009),
wayfinding (Conroy 2001), phenomenology (Wong 2012), social structure
(Markhede and Koch 2007), spatial structure (Tzortzi 2004; Psarra 2005, 2009b;
Zamani and Peponis 2013) and object display (Stavroulaki and Peponis 2003, 2005;
Antonakaki 2007). The method is useful for supporting the systematic identification
of characteristic spaces, including the ‘most visible’ and ‘most hidden’ locations in
a building (Conroy-Dalton and Bafna 2003; Wiener and Franz 2005).

Past research using isovist view fields and visibility graphs also identifies a close
correlation between the mathematical data and observed behaviour of people. In
particular, global visibility measures, derived from visibility graphs have proved
useful for the analysis of pedestrian movement rates and appear to be superior to
axial line maps for predicting pedestrian behaviour (Turner and Penn 1999;
Desyllas and Duxbury 2001; Turner et al. 2001). Such findings are significant
because, in the context of Hillier’s (1996) theory of the ‘movement economy’, the
relationship between pedestrian behaviour and space has an impact on the pre-
diction of a wide range of factors including crime rates and location (Hillier and Shu
2000) and rental returns (Desyllas 2000). With current computational power it is
technically feasible to undertake three-dimensional isovist analyses (Morello and
Ratti 2009; Indraprastha and Shinozaki 2011; Bhatia et al. 2013), but the lack of
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