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Preface

Web-Age Information Management (WAIM) is a leading international conference for
researchers, practitioners, developers, and users to share and exchange their cutting-
edge ideas, results, experiences, techniques, and tools in connection with all aspects of
Web data management. The conference invites original research papers on the theory,
design, and implementation of Web-based information systems. As the 17th event in
the increasingly popular series, WAIM 2016 was held in Nanchang, China, during June
3–5, 2016, and it attracted more than 400 participants from all over the world.

Along with the main conference, WAIM workshops intend to provide international
forum for researchers to discuss and share research results. This WAIM 2016 workshop
volume contains the papers accepted for the following three workshops that were held
in conjunction with WAIM 2016. These three workshops were selected after a public
call for proposals process, each of which focuses on a specific area that contributes to
the main themes of the WAIM conference. The three workshops were as follows:

• The International Workshop on Spatiotemporal Data Management and Mining for
the Web (SDMMW 2016)

• The International Workshop on Semi-Structured Big Data Management and
Applications (SemiBDMA 2016).

• The International Workshop on Mobile Web Data Analytics (MWDA 2016)

All the organizers of the previous WAIM conferences and workshops have made
WAIM a valuable trademark, and we are proud to continue their work. We would like
express our thanks to all the workshop organizers and Program Committee members
for their great effort in making the WAIM 2016 workshops a success. In total, 27
papers were accepted for the workshops. In particular, we are grateful to the main
conference organizers for their generous support and help.

July 2016 Shaoxu Song
Yongxin Tong
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Modeling User Preference from Rating Data
Based on the Bayesian Network

with a Latent Variable

Renshang Gao1, Kun Yue1(&), Hao Wu1, Binbin Zhang1,
and Xiaodong Fu2

1 Department of Computer Science and Engineering,
School of Information Science and Engineering,

Yunnan University, Kunming, China
kyue@ynu.edu.cn

2 Faculty of Information Engineering and Automation,
Kunming University of Science and Technology, Kunming, China

Abstract. Modeling user behavior and latent preference implied in rating data
are the basis of personalized information services. In this paper, we adopt a
latent variable to describe user preference and Bayesian network (BN) with a
latent variable as the framework for representing the relationships among the
observed and the latent variables, and define user preference BN (abbreviated as
UPBN). To construct UPBN effectively, we first give the property and initial
structure constraint that enable conditional probability distributions (CPDs)
related to the latent variable to fit the given data set by the Expectation-
Maximization (EM) algorithm. Then, we give the EM-based algorithm for
constraint-based maximum likelihood estimation of parameters to learn UPBN’s
CPDs from the incomplete data w.r.t. the latent variable. Following, we give the
algorithm to learn the UPBN’s graphical structure by applying the structural EM
(SEM) algorithm and the Bayesian Information Criteria (BIC). Experimental
results show the effectiveness and efficiency of our method.

Keywords: Rating data � User preference � Latent variable � Bayesian
network � Structural EM algorithm � Bayesian information criteria

1 Introduction

With the rapid development of mobile Internet, large volumes of user behavior data are
generated and many novel personalized services are generated, such as location-based
services and accurate user targeting, etc. Modeling user preference by analyzing user
behavior data is the basis and key of these services. Online rating data, an important
kind of user behavior data, consists of the descriptive attributes of users themselves,
relevant objects (called items) and the scores that users rate on items. For example,
MovieLens data set given by GroupLens [2] involves attributes of users and items, as
well as the rating scores. The attributes of users include sex, age, occupation, etc., and
the attributes of items include type (or genre), epoch, etc. Actually, rating data reflects
user preference (e.g., type of items), since a user may rate an item when he is preferred

© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 3–16, 2016.
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to this item. Moreover, the rating frequency and corresponding scores w.r.t. a specific
type of item also indicate the degree of user preference to this type of item.

In recent years, many researchers proposed various methods for modeling user
preference by means of matrix factorization or topic model [13, 17–19, 21]. However,
these methods were developed upon the given or predefined preference model (e.g., the
topic model is based on a fixed structure), which is not suitable for describing arbitrary
dependencies among attributes in data. Meanwhile, the inherent uncertainties among
the scores, attributes of users and items cannot be well represented by the given model.
Thus, it is necessary to construct a preference model from user behavior data to
represent arbitrary dependencies and the corresponding uncertainties.

Bayesian network (BN) is an effective framework for representing and inferring
uncertain dependencies among random variables [15]. A BN is a directed acyclic graph
(DAG), where nodes represent random variables and edges represent dependencies
among variables. Each variable in a BN is associated with a table of conditional
probability distributions (CPDs), also called conditional probability table (CPT) to give
the probability of each state when given the states of its parents. Making use of BN’s
mechanisms of uncertain dependency representation, we are to model user preference
by representing the arbitrary dependencies and the corresponding uncertainties.

However, latent variables for describing user preference implied in rating data
cannot be observed directly, i.e., hidden or latent w.r.t. the observed data. Fortunately,
BN with latent variables (abbreviated as BNLV) [15] are extensively studied in the
paradigm of uncertain artificial intelligence. This makes it possible to model user
preference by introducing a latent variable into BN to describe user preference and
represent the corresponding uncertain dependencies. For example, we could use the
BNLV ignoring CPTs shown in Fig. 1 to model user preference, where U1, U2, I, L and
R is used to denote user’s sex, age, movie genre, user preference and the rating score of
users on movies respectively. Based on this model, we could fulfill relevant applica-
tions based on BN’s inference algorithms.

Particularly, we call the BNLV as Fig. 1 as user preference BN (UPBN). To con-
struct UPBN from rating data is exactly the problem that we will solve in this paper. For
this purpose, we should construct the DAG structure and compute the corresponding
CPTs, as those for learning general BNs from data [12]. However, the introduction of
the latent variable into BNs leads to some challenges. For example, learning the
parameters in CPTs cannot be fulfilled by using the maximum likelihood estimation
directly, since the data of the latent variable is missing w.r.t. the observed data. Thus, we
use the Expectation-Maximization (EM) algorithm [5] to learn the parameters and the
Structural EM (SEM) algorithm [7] to learn the structure respectively. In this paper, we
extend the classical search & scoring method that concerns.

L

I R

U2U1

Fig. 1. A BNLV ignoring CPTs
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It is worth noting that the value of the latent variable in a UPBN cannot be
observed, which derives strong randomness if we learn the parameters by directly using
EM and further makes the learned DAG incredible to a great extent. In addition,
running SEM with a bad initialization usually leads a trivial structure. In particular, if
we set an empty graph as the initial structure, then the latent variable will not have
connections with other variables [12]. Thus, we consider the relation between the latent
and observed variables, and discuss the property as constraints that a UPBN should
satisfy from the perspective of BNLV’s specialties.

Generally speaking, the main contributions can be summarized as follows:

• We propose user preference Bayesian network to represent the dependencies with
uncertainties among latent or observed attributes contained in rating data by using a
latent variable to describe user preference.

• We give the property and initial structure constraint that make the CPDs related to
the latent variable fit the given rating data by EM algorithm.

• We give a constraint-based method to learn UPBN by applying the EM algorithm
and SEM algorithm to learn UPBN’s CPDs and DAG respectively.

• We implement the proposed algorithms and make preliminary experiments to test
the feasibility of our method.

2 Related Work

Preference modeling has been extensively studied from various perspectives. Zhao
et al. [21] proposed a behavior factorization model for predicting user’s multiple topical
interests. Yu et al. [19] proposed a user’s context-aware preferences model based on
Latent Dirichlet Allocation (LDA) [3]. Tan et al. [17] constructed an interest-based
social network model based on Probabilistic Matrix Factorization [16]. Rating data that
represents user’s opinion upon items has been widely used for modeling user prefer-
ence. Matrix factorization and topic model are two kinds of popular methods. Koren
et al. [13] proposed the timeSVD ++ model for modeling time drifting user preferences
by extending the Singular Value Decomposition method. Yin et al. [18] extended LDA
and proposed a temporal context-aware model for analyzing user behaviors. These
methods focus on parameter learning of the given or predefined model, but the graph
model construction has not been concerned and the arbitrary dependencies among
concerning attributes cannot be well described. In this paper, we focus on both
parameter and structure learning by incorporating the specialties of rating data.

BN has been studied extensively. For example, Yue et al. [20] proposed a parallel
and incremental approach for data-intensive learning of BNs. Breese et al. [4] first
applied BN, where each node is corresponding to each item in the domain, to model
user preference in a collaborative filtering way. Huang et al. [9] adopted expert
knowledge of travel domain to construct a BN for estimating travelers’ preferences. In
the general BN without latent variables, user preference cannot be well represented due
to the missing of corresponding values.

Meanwhile, there is a growing study on BNLV in recent years. Huete et al. [10]
described user’s opinions of one item’s every component by latent variables and

Modeling User Preference from Rating Data 5



constructed the BNLV for representing user profile in line with expert knowledge. Kim
et al. [11] proposed a method about ranking evaluation of institutions based on BNLV
where the latent variable represents ranking scores of institutions. Liu et al. [14]
constructed a latent tree model, a tree-structured BNLV, from data for multidimen-
sional clustering. These findings provide basis for our study, but the algorithm for
constructing BNLV that reflects the specialties of rating data should be explored.

3 Basis for Learning BN with a Latent Variable

3.1 Preliminaries

BIC scoring metric is to measure the coincidence of BN structure with the given data
set. The greater the BIC score, the better the structure. Friedman [6] gave the expected
BIC scoring function for the case where data is incomplete, defined as follows:

BIC GjD�ð Þ ¼
Xm

i¼1

X
Xi
PðXijDi; h

�Þ logP Xi;DijG; h�ð Þ � dðGÞ
2

logm: ð1Þ

where G is a BN, D* is a complete data obtained by EM algorithm, h� is an estimation
of model parameter, m is the total number of samples and d(G) is the number of
independent parameters required in G. The first term of BIC GjD�ð Þ is the expected log
likelihood, and the second term is penalty of model complexity [12].

As a method to conduct BN’s structure learning w.r.t. incomplete data [7], SEM
first fixes the current optimal model structure and exerts several optimizations on the
model parameter. Then, the optimizations for structure and parameter are carried out
simultaneously. The process will be repeated until convergence.

3.2 Properties of BNLV

Let X1, X2, …, Xn denote observed variables that have dependencies with the latent
variable respectively. Let Y denote the set of observed variables that have no depen-
dency with the latent variable, and L denote the latent variable. There are three possible
forms of local structures w.r.t. the latent variable in a BNLV, shown as Fig. 2, where
the dependencies between observed variables are ignored.

Property 1. The CPTs related to the latent variable can fit data sets by EM if and only
if there is at least one edge where the latent variable points to the observed variable,
shown as Fig. 2 (a).

L

X1 X2 Xn

Y L

X1 X2 Xn

Y

LY

(a) Local structure 1        (b) Local structure 2        (c) Local structure 3

Fig. 2. Local structure related to the latent variable
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For the situation in Fig. 2 (a), the CPTs related to the latent variable will be
changed in the EM iteration, while the CPTs related to the latent variable will be the
same as the initial state in the EM iteration by mathematical derivation of EM for the
situations in Fig. 2 (b) and (c). For space limitation, the detailed derivation will not be
given here. Accordingly, Property 1 implies that a BNLV must contain the substructure
shown in Fig. 2 (a) if we are to make the BNLV fully fit the data set.

4 Constraint-Based Learning of User Preference Bayesian
Network

Let U = {U1, U2, …, Un} denote the set of user’s attributes. Let I denote the type of an
item, and I = cj means that the item is of the jth type cj. Let latent variable L denote user
preference to an item, described as the type of the preferring item (i.e., L = lj means
that a user has preference to the item whose type is cj). Similarly, let R denote the rating
score on items. Following, we first give the definition of UPBN, which is used to
represent the dependencies among the latent and observed variables.

Definition 1. A user preference Bayesian network, abbreviated as UPBN, is a pair
S = (G, θ), where

(1) G = (V, E) is the DAG of UPBN, where V = U[ {L}[ {I}[ {R} is the set of
nodes in G. E is the directed edge set representing the dependencies among
observed attributes and user preference.

(2) θ is the set of UPBN’s parameters constituting the CPT of each node.

4.1 Constraint Description

Without loss of generality, we suppose a user only rates the items that he is interested
in. The rating frequency and the corresponding scores for a specific type of items
indicate the degree of user preference. Accordingly, we give the constraints to improve
the effectiveness of model construction, where constraint 1 means that the initial
structure of UPBN learning should be the same as the structure shown in Fig. 3 and
constraint 2 means that the CPTs corresponding to I and R should satisfy the inequality
for random initialization.

Constraint 1. The initial structure of UPBN is shown as Fig. 3. This constraint
demonstrates that the type of a rated item is dependent on user preference and the
corresponding rating score is dependent on the type of itself and user preference.

L

I R

UnU1 U2

Fig. 3. The initial structure of UPBNs
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Constraint 2. Constraint on the initial CPTs:

(1) P(I = ci|L = li) > P(I = cj|L = li, i 6¼ j), namely the probability of the users rate ci
will be greater than that of they rate cj if the user preference value takes li.

(2) If R takes the rating values such as R 2 {1, 2, 3, 4, 5}, then R1 and R2 will take
values from {4, 5} and {1, 2, 3}, respectively. This means that the users tend to rate
high score (4 or 5) instead of rate low score (1, 2, or 3) when their preferences are
consistent with the type of items, represented by the following two inequalities:

P R ¼ R1jI ¼ ci; L ¼ lið Þ[P R ¼ R2jI ¼ ci; L ¼ lið Þ and
PðR ¼ R2jI ¼ ci; L ¼ lj; i 6¼ jÞ[PðR ¼ R1jI ¼ ci; L ¼ lj; i 6¼ jÞ

4.2 Parameter Learning of UPBN

UPBN’s parameter learning starts from an initial parameter θ0 randomly generated
under Constraint 2 in Sect. 4.1 and we apply EM to iteratively optimize the initial
parameter until convergence.

Suppose that we have conducted t times of iterations and obtained the estimation
value θt, then the (t + 1)th iteration process will be built as the following E-step and
M-step, where there are m samples in data set D, and the cardinality of the variable
denoting user preference L is c (i.e., c values of user preference, l1, l2, …, lc).

E-step. In light of the current parameter θt, we calculate the posterior probability of
different user preference value lj by Eq. (2), P(L = lj | Di, θ

t) (1≤j≤c) for every sample
Di (1≤i≤m) in D, making data set D complete as Dt. Then we obtain expected sufficient
statistics by Eq. (3).

PðL ¼ ljjDi; h
tÞ ¼ PðL ¼ lj;DijhtÞPc

j¼1 PðL ¼ lj;DijhtÞ : ð2Þ

mt
ijk ¼

Xm

l¼1
PðVi ¼ k; p Við Þ ¼ jjDt

lÞ: ð3Þ

M-step. Based on the expected sufficient statistics, we can get the new greatest possible
parameter θt+1 by Eq. (4).

htþ 1
ijk ¼ mt

ijkPri
k¼1 m

t
ijk
: ð4Þ

To avoid overfitting and ensure the convergence efficiency of the EM iteration, we
give a method to measure parameter similarity. The parameter similarity between θ1
and θ2 of a UPBN is defined as the follows:

simðh1; h2Þ ¼ logPðDj jG; h1Þ � log PðDjG; h2Þj ð5Þ

UPBN’s parameter learning will converge if sim(θt+1, θt) < δ.

8 R. Gao et al.



For a UPBN structure G’ and data set D, we generate initial parameter randomly
under Constraint 2 and make D become the complete data set D0. We use Eq. (3) to
calculate the expected sufficient statistics and obtain parameter estimation θ1 by
Eq. (4). Then, we use θ1 to make D become the complete data set D1 again. By
repeating the process until convergence or stop condition is met, the optimal parameter
θ will be obtained. The above ideas are given in Algorithm 1.

L I

RU1

P (U 1=1)

0.51

U 1 P (L=1)

1 0.6
2 0.43

L P (I=1)
1 0.8
2 0.4

I P (R=1)
1 0.68
2 0.72

Fig. 4. Current UPBN and θ1

Table 1. Dataset D

Sample U1 I R L Count

D1 1 1 1 271
D2 1 1 2 69
D3 1 2 1 99
D4 1 2 2 67
D5 2 1 1 139
D6 2 1 2 125
D7 2 2 1 186
D8 2 2 2 44

Modeling User Preference from Rating Data 9



Example 1. The current UPBN structure and data set D is presented in Fig. 4 and
Table 1 respectively, where Count is to depict the number of the same sample. By the
E-step in Algorithm 1 upon the initial parameter, we make D become the complete data
set D0 and use Eq. (3) to compute expected sufficient statistics. Then, we obtain
parameter θ1 by Eq. (4), shown in Fig. 4.

4.3 Structure Learning of UPBN

UPBN’s structure learning starts from the initial structure and CPTs under the con-
straints given in Sect. 4.1. First, we rank the order of nodes of the UPBN and make the
initial model be the current one. Then, we execute Algorithm 1 to conduct parameter
learning of the current model and use BIC to score the current model. Following, we
modify the current model by edge addition, deletion and reversal to obtain a series of
candidate models which should satisfy Property 1 for the purpose that the candidate
ones will be fully fit to the data set.

For each candidate structure G’ and the complete data set Dt−1, we use Eq. (3) to
calculate the expected sufficient statistics and obtain maximum likelihood estimation θ
of parameter by Eq. (4) for model selection by BIC scoring metric. The maximum
likelihood estimation is presented as Algorithm 2.

By comparing the current model with candidate ones, we adopted that with the
maximum BIC score as the basis for the next time of search, which will be made
iteratively until the score is not increased. The above ideas are given in Algorithm 3.

10 R. Gao et al.



Example 2. For the data set D in Table 1 and initial structure of UPBN in Fig. 5(a),
we first conduct parameter learning of the initial structure and compute the corre-
sponding BIC score by Algorithm 1. We then execute the three operators on U1 and
obtain three candidate models, shown in Fig. 5(b). Following, we estimate the
parameters of the candidate models by Algorithm 2 and compute the corresponding
BIC scores by Eq. (1). Thus, we obtain the optimal model G3’ as the current
model G. Executing these three operators on other nodes and repeating the process until
convergence, an optimal structure of UPBN can be obtained, shown in Fig. 5(c).

Modeling User Preference from Rating Data 11



5 Experimental Results

5.1 Experiment Setup

To verify the feasibility of the proposed method, we implemented the algorithms for
the parameter learning and structure learning of UPBN. The experiment environment is
as follows: Intel Core i3-3240 3.40 GHz CPU, 4 GB main memory, running Windows
10 Professional operating system. All codes were written in C++.

All experiments were established on synthetic data. We manually constructed the
UPBN shown as Fig. 1 and sampled a series of different scales of data by means of
Netica [1]. As for the situation where UPBN contains more than 5 nodes, we randomly
generated the corresponding value of sample data. For ease of the exhibition of
experimental results, we made use of some abbreviations to denote different test
conditions and adopted sign ‘+’ to combine these conditions, where initial CPTs
obtained under constraints, initial CPTs obtained randomly, and Property 1 is abbre-
viated as CCPT, RCPT, P1 respectively. Moreover, we use 1 k to denote 1000
instances.

5.2 Efficiency of UPBN Construction

First, we tested the efficiency of Algorithm 1 for parameter learning with the increase of
data size when UPBN contains 5 nodes, and that of Algorithm 1 with the increase of
UPBN nodes on 2 k data under different conditions of the initial CPTs, shown in Fig. 6
(a) and (b) respectively. It can be seen that the execution time of Algorithm 1 is
increased linearly with the increase of data size. This shows that the efficiency of
Algorithm 1 mainly depends on the data size.

Second, we recorded the execution time of Algorithm 1 with the increase of data
size and nodes under the condition of CCPT, shown in Fig. 6(c) and (d) respectively. It
can be seen that the execution time is increased linearly with the increase of data size
no matter how many nodes there are in a UPBN. This means that the execution time is
not sensitive to the scale of UPBN.

Third, we tested the efficiency of Algorithm 3 for structure learning with the
increase of data size when UPBN contains 5 nodes, and that of Algorithm 3 with the
increase of UPBN nodes on 2 k data under different conditions, shown in Fig. 7(a) and
(b) respectively. It can be seen from Fig. 7(a) that the execution time of Algorithm 3 is
increased linearly with the increase of data size. Moreover, Constraint 2 is obviously
beneficial to reduce the execution time under Property 1 when the data set is larger than

L

I R

U1 L

I R

U1 L

I R

U1 L

I R

U1 L

I R

U1

(a) Initial structure G0 (b) Candidate models G1’, G2’ and G3’ Optimal structure

Fig. 5. UPBN’s structure learning
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6 k. It can be seen form Fig. 7(b) that the execution time of Algorithm 3 is increased
sharply with the increase of nodes, and the execution time under CCPT is larger than
that under RCPT.

5.3 Effectiveness of UPBN Construction

It is pointed out [6] that a BNLV resulted from SEM makes sense under specific initial
structures. According to Property 1, a UPBN should include the constraint “L → X” at
least, where L is the latent variable and X is an observed variable. Thus, we introduced
the initial structure in Fig. 8 with the least prior knowledge. We constructed 50 UPBNs
under the constraint in Fig. 3, denoted as DAG1, and each combination of different

(a) Execution time with the increase of data  (b) Execution time with the increase of nodes
size when UPBN containing 5 nodes    under the situation where data size is 2k

(c) Execution time with the increase of data (d) Execution time with the increase of nodes
size under the condition of CCPT under the condition of CCPT
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Fig. 6. Execution time of parameter learning

(a) Execution time with the increase of data  (b) Execution time with the increase of nodes
size when UPBN containing 5 nodes    under the situation where data size is 2k
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Fig. 7. Execution time of structure learning
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conditions respectively. Meanwhile, we also constructed 50 UPBNs under the con-
straint in Fig. 8, denoted as DAG2, and each combination of different conditions
respectively.

To test the effectiveness of the method for UPBN construction, we constructed the
UPBN by the clique-based method [8], shown as Fig. 1. We then compared our
constructed UPBNs with this UPBN, and recorded the number of different edges (e.g.,
no different edges in the UPBN shown in Fig. 1). We counted the number of UPBNs
with various number of different edges (0 * 8), shown in Table 2. It can be seen that
the UPBN constructed upon Fig. 3 is better than that upon Fig. 8 under the same
conditions, since the former derives less different edges than the latter. Moreover, the
number of the constructed UPBNs with less different edges under CCPT is obviously
larger than that under RCPT (e.g., the number of UPBNs with 0 different edges under
DAG1 + CCPT is greater than that under DAG1 + RCPT), which means that our
constraint-based method is beneficial and better than the traditional method by EM
directly in parameter learning for UPBN construction. Thus, our method for UPBN
construction is effective w.r.t. user preference modeling from rating data.

6 Conclusions and Future Work

In this paper, we aimed to give a constraint-based method for modeling user preference
from rating data to provide underlying techniques for the novel personalized services in
the context of mobile Internet like applications. Accordingly, we gave the property that
enables CPTs related to the latent variable to fit data sets by EM and constructed UPBN
to represent arbitrary dependencies between user preference and explicit attributes in
rating data. Experimental results showed the efficiency and effectiveness. However,
only test on synthetic data is not enough to verify the feasibility of our method in
realistic situations. So, we will make more experiments on real rating data sets further.
As well, modeling preference from massive, distributed and dynamic rating data is
what we are currently exploring.

L

I R

U2U1

Fig. 8. Initial structure with
the least constraint

Table 2. Structures of learned UPBN under different
conditions

Condition The number of different edge
0 1 2 3 4 5 6 7 8

DAG1 + CCPT + P1 18 27 3 2
DAG1 + CCPT 18 27 3 2
DAG1 + RCPT + P1 2 1 47
DAG1 + RCPT 2 1 47
DAG2 + CCPT + P1 12 11 5 13 9
DAG2 + CCPT 5 10 16 15 2 2
DAG2 + RCPT + P1 1 1 4 17 27
DAG2 + RCPT 1 1 4 17 18 9
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Abstract. With an increasing number of short text emerging, sparse
text classification is becoming crucial in data mining and information
retrieval area. Many efforts have been devoted to improve the efficiency of
normal text classification. However, it is still immature in terms of high-
dimension and sparse data processing. In this paper, we present a new
method which fancifully utilizes Biterm Topic Model (BTM) and Support
Vector Machine (SVM). By using BTM, though the dimensionality of
training data is reduced significantly, it is still able to keep rich semantic
information for the sparse data. We then employ SVM on the generated
topics or features. Experiments on 20 Newsgroups and Tencent microblog
dataset demonstrate that our approach can achieve excellent classifier
performance in terms of precision, recall and F1 measure. Furthermore, it
is proved that the proposed method has high efficiency compared with the
combination of Latent Dirichlet Allocation (LDA) and SVM. Our method
enhances the previous work in this field and establishes the foundation
for further studies.

1 Introduction

More and more textual data is unfolding before people’s eyes in more diverse
forms with the rise of web 2.0. For example, multifarious data is generated
from queries and questions in Web search, social networks, various internet news
and so on. As a consequence, researchers are urged to solve the problem that
internet users sometimes get bored because they are subject to a myriad of turbid
information and the restraint of limited message coverage [19].

As an essential topic, lots of methods are put forward for the above problem.
Text categorization used in information retrieval, news classification, spam mail
filtering to acquire better user experience is studied roundly [10]. However, the
applicability of classification for high dimensional and sparse data often becomes
a short slab in many models. Like a teeter-board, the efficiency of processing
sparse data and performance quality are hard to be fairness considered. On one
hand, the classification accuracy would be descending if the dimension was cut
down at an efficient level. On the other hand, for sparse and high dimensional
datasets, the computing efficiency has to be sacrificed since the dimension will
get to thousands or even more [13].
c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 17–28, 2016.
DOI: 10.1007/978-3-319-47121-1 2
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Researchers usually characterize sparse data by building semantics associa-
tion or employing external knowledge base to settle the sparse feature problems.
For instance, Wikipedia was used in [15] as an external corpus to rich the corpus.
Cataldi et al. [2] used semantics relation rules to build relation rules library, so as
to rich feature corpus. Xia et al. [20] introduced topics for multi-granularity, and
then discriminative features are generated for sparse data classification. Never-
theless, it is hard to introduce external corpora to sparse text due to specific
situations, and appropriate semantic association that can enhance the effect of
sparse data classification [23]. What’s more, the problem of accuracy and effi-
ciency in classification are difficult to get an optimal solution [8].

A novel way to address the above problem is presented in our paper. To clas-
sifying sparse text accurately and fleetly, Biterm Topic Model (BTM) algorithm
[21] is used for generating features, so that we can utilize topic information
in Vector Space Model (VSM). Then the Support Vector Machine (SVM) is
acted on it to obtain better classification result. Through the experiments on 20
Newsgroups datasets and dataset from Tencent Microblogs, we found that the
combination of BTM and SVM enhances performance much more than other
classification models for sparse data. Moreover, the proposed method provides a
novel way to process sparse data.

The rest of the paper is organized as follows: the related work is reviewed in
Sect. 2. Section 3 discusses our approach using BTM+SVM, and then the imple-
mentation is detailed in Sect. 4. Further discussion is presented experimentally
in Sect. 5. Finally, Sect. 6 is the conclusion.

2 Related Work

Text classification is an important task for natural language process, and topic
model is popular among researchers to process natural language. Liu et al. [9]
devised a semi-supervised learning with Universum algorithm based on boosting
technique. In their method, they aims to study a collection of nonexamples that
do not belong to any class of interest. Luss et al. [11] developed an analytic center
cutting plane method to solve the kernel learning problem efficiently, this method
exhibits linear convergence but requires very few gradient evaluations. Lai et al.
[7] applied a recurrent structure to capture contextual information as far as possi-
ble when learning word representations, and it is said that the proposed method
shows better results than the state-of-the-art methods on document-level. By
contrast, our method uses the generation of word co-occurrence pattern to keep
main information while reducing dimensionality. Landeiro et al. [8] estimated
the underlying effect of a text variable on the class variable based on Pearls
back-door adjustment.

SVM is widely uesed in text classification. Yin et al. [22] used semi-supervised
learning and SVM to improve the traditional method and it can classify a large
number of short texts to mine the useful massage from the short text, however
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the efficiency is not satisfactory. Song et al. [18] illustrated Chinese text feature
selection method based on category distinction and feature location informa-
tion, while this method has boundedness that location information is not easy to
obtain. Nguyen et al. [14] proposed the improving multi-class text classification
method combined the SVM classifier with OAO and DDAG strategies. In Seetha
et al. [16], nearest neighbour and SVM classifiers are chosen as text classifiers
for their good classification accuracy. Luo et al. [10] presented a method which
combines the Latent Dirichlet Allocation (LDA) algorithm and SVM. However,
the method is not good at deal with sparse text data according to our exper-
iments. Altinel et al. [1] proposed a novel semantic smoothing kernel for SVM
based on a meaning measure.

3 Problem Formalization

Motivated by researches on classification models, this study first formalizes the
data collection to meet the prerequisites in algorithms. As usual, we use a vector
to represent a document, and the whole text data can be regarded as a matrix.
The problem is formalized technically as follows.

Every document and extracted term are supposed to be mapped into a vector
[5] to represent text documents as a document-term matrix according to VSM.

dj = (w1j , w2j , . . . , wtj) (1)

Each dimension related to a separate term, where the value corresponds to the
term is usually computed by term frequency-inverse document frequency model
(TF-IDF). The weight vector for document d is

vd = [w1,d, w2,d, . . . , wN,d]T (2)

where wt,d = tft,d · log |D|
|{d′ ∈ D|t ∈ d′}| and tftd is the term frequency of term t

in document d, |D| is the total number of documents in the set; |{d′ ∈ D|t ∈ d′}|
is the number of documents containing the term t.

For dimension reduction, there are two general ways to apply. One is feature
extraction, large data is transformed into a reduced features vector, so that
the desired task can be solved using the reduced representation [13]. The data
transformation model can be nonlinear like kernel principal component analysis,
linear like latent semantic indexing, linear discriminant analysis and so on. The
other one is known as feature selection, such as χ2 statistic, document frequency
and so forth, those are selecting a subset of relevant features for use in model
construction.

4 Novel Method for Sparse Data Classification

In this section, we will illustrate our method for sparse data classification
carefully. To begin with, an overview of BTM and SVM model is presented.
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After that we will elaborate how to employ BTM to generate the document
topic matrix, and then explain how to utilize the SVM to classify and predict
the category of sparse data.

4.1 Matrix of Topic Distribution

BTM is a probabilistic model that learns topics over short texts by directly using
the generation of biterms in the whole corpus [21]. The notation of “biterm”
refers to an instance of unordered word pair occurrence, and any two distinct
words in a document compose a biterm. The model in graph is showed in Fig. 1.
The key point is that two words are more likely to be in the same topic if they
co-occur more frequently.

Given a corpus with ND documents, we can utilize a K-dimensional multino-
mial distribution θ = {θk}Kk=1 with θk = P (z = k) and

∑K
k=1 θk = 1 to show the

prevalence of topics. Suppose each biterm is drawn from a specific topic inde-
pendently, the specific generative process of the corpus in BTM can be shown
as follows [4]. The notations used in BTM are listed in Table 1.

1. For each topic z, draw a topic-specific word distribution φz ∼ Dir(β).
2. Extracting a topic distribution θ ∼ Dir(α) for the whole collection.

Fig. 1. BTM: a generative graphical model

Table 1. Notations in BTM

ND The number of documents

K The number of latent topics

W The number of unique words

|B| The number of biterms

B = {bi}|B|
i=1 The collection of biterms

bi = wi,1, wi,2 The i-th biterm

θ = {θk}Kk=1 A K-dimensional multinomial distribution

θk = P (z = k) The prevalence of topic k where
∑K

k=1 θk = 1

Φ A K × W matrix

Φk A W-dimensional multinomial distribution in k-th row

α, β Dirichlet hyperparameters
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3. For each biterm b in the biterm set B, draw a topic assignment: z ∼ Multi(θ),
and draw two words: wi, wj ∼ Multi(φz).

The joint probability of a biterm b = (wi, wj) over topic z can be written as:

P (b) =
∑

z

P (wi|z)P (wj |z) =
∑

z

θzφi|zφj|z (3)

Similar as LDA, Gibbs sampling can be adopted to perform approximate infer-
ence. In the process, the topic-word distribution φ and global topic distribution
θ can be generated as:

φw|z =
nw|z + β

∑
w nw|z + Mβ

(4)

θz =
nz + α

|B| + Kα
(5)

where |B| is the aggregated number of biterms. The matrix θ is an essential part
of our method as the matrix of topic distribution.

4.2 Support Vector Machine (SVM)

SVM plays an important part in lots of domains, and hyperplanes are con-
structed when it performs classification tasks in a multidimensional space. It is
reported that SVM can generate better results than other learning algorithms
in classification [6]. The basic theory of SVM is elaborated next:

When the training dataset of n points in the form of (x1,y1), . . . , (xn,yn)
is known, where yi is either 1 or −1, the optimization problem is defined as:

min
1
2
wTw + C

n∑

i=1

ζi s.t. y(wTφ(xi) + b) ≥ 1 − ζi, ζi ≥ 0 (6)

where function φ can map training vectors xi into a higher dimensional space b.
C > 0 is the penalty parameter of the error instances, which should be chosen
with care to avoid over fitting. SVM supports both regression and classification
tasks and can handle multiple continuous and categorical variables. On the basis
of Mercer theorem [12], there always exists an equation K(xi, xj) = φ(xi)Tφ(xj)
called the kernel function. The problem 6 can be derived as:

f(x) =
l∑

i=1

aiyiK(xi, xj) + b (7)

By solving the optimization, parameters of the maximum-margin hyperplane are
derived specifically. Note that the core of SVM which is good at processing high
dimensional data is that the number of dimensions can be turned from φ(xi)
to xi. What’s more, LIBSVM [3] has some attractive training time properties.
Each convergence iteration takes linear time to read the training data and the
iterations also have a Q-Linear Convergence property, which makes the algorithm
extremely fast [17].
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4.3 Experimental Procedure for Enhancement

For less complexity and higher performance, our method retrieves optimal set
of features, which reflects the original data distribution. The steps in document
classification are listed as follows.

Step 1. Making a document-term matrix according to the vector support model.
Step 2. Analysing the topic distribution and building a matrix about topic dis-

tribution for documents.
Step 3. Acquiring the weight of vector support model by using the topic distri-

bution values.
Step 4. Testing documents by building the classifier.

We firstly formalize the data collection in order that it can be used in SVM,
so a document-term matrix must be built in Step 1. Since Step 2 utilizes matrix
θ to indicate the relationship between texts and topics, we need to generate it
by BTM estimation with Gibbs sampling first. In Step 4, SVM is used to build
upon the characteristics identified in Step 2.

5 Experimental Evaluation

In this section, we conduct several experiments to show the great superiority of
our method, results are presented below followed by discussion.

5.1 Data Preparation

We evaluate our method on two popular datasets used in large scale and sparse text
classification study. One is Tencent microblogs, which contains 11,285,538 mes-
sages from seven different micro-channels posted by users from July 2 to July 14
in 2013 [19] on Tencent microblog platform (http://t.qq.com/). The other dataset
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Fig. 2. Category distribution of Tencent messages
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Table 2. Data description for 20 Newsgroups

Dataset Category Training data Test data

20 Newsgroups alt.atheism 480 319

comp.graphics 584 389

comp.os.ms-windows.misc 591 394

comp.sys.ibm.pc.hardware 590 392

comp.sys.mac.hardware 578 385

comp.windows.x 593 395

misc.forsale 585 390

rec.auto 594 396

rec.motorcycles 598 398

rec.sport.baseball 597 397

rec.sport.hockey 600 399

sci.cypt 595 396

sci.electronics 591 393

sci.med 594 396

sci.space 593 394

sci.religion.christian 599 398

talk.politics.guns 546 364

talk.politics.mideast 564 376

talk.politics.misc 465 310

talk.religion.misc 377 251

is 20 Newsgroups (http://qwone.com/∼jason/20Newsgroups/), which has 20 cat-
egories and is widely used in text classification.

The raw data of these collections is very noisy. For preprocessing, the terms
like the punctuation marks, stop words, links and other non-words in the raw
microblogging datasets are removed in data preparation using a punctuation list
and a stop words dictionary. Specifically, for the process of word segmentation,
the ICTCLAS (http://www.ictclas.org/) is used in this paper.

To further describe the datasets for classification, Fig. 2 is showed for cate-
gory distribution of Tencent messages, and Table 2 illustrates the classical data
proportion on 20 Newsgroups.

5.2 Evaluation Criteria

In our experiment, the Macro/Micro − precision, Macro/Micro − Recall and
Macro/Micro−F1 criteria are employed to evaluate the method. The definitions

http://qwone.com/~jason/20Newsgroups/
http://www.ictclas.org/
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are showed below.

Micro − Precision =
∑m

i=1 TPi∑m
i=1 TPi + FPi

(8)

Micro − Recall =
∑m

i=1 TPi∑m
i=1 TPi + FNi

(9)

Micro − F1 =
Micro − Precision × Micro − Recall × 2

Micro − Precision + Micro − Recall
(10)

Macro − Precision =
1
m

m∑

i=1

Pi (11)

sMacro − Recall =
1
m

m∑

i=1

Ri (12)

Micro − F1 =
Macro − Precison × Macro − Recall × 2

Macro − Precision + Macro − Recall
(13)

5.3 Results and Analysis

We choose two other methods PCA+SVM and LDA+SVM as baselines to ver-
ify the advantage of our approach. Documents used in our experiments are
mapped into document-term matrix firstly. Considering topic model as a method
of dimensionality reduction firstly, we then trained the document vectors by
LIBSVM (http://www.csie.ntu.edu.tw/∼cjlin/libsvm/index.html), and we then
predicted the categories of new documents. Unlike the PCA method which treats
terms as features of document vector, the LDA and BTM methods use the top-
ics as features of documents vectors. In order to obtain document-topic matrix,
the widely used LDA tool GibbsLDA++ (http://gibbslda.sourceforge.net/) was
employed in our experiments. BTM (http://shortext.org/) is first used to acquire
the matrix of topic distribution for documents. The number of Gibbs sampling
iterations in the following experiment is set to 1000 to insure the classification
accuracy.

We use Macro − Precision, Macro − Recall, Macro − F1 and Micro − F1
to evaluate the classifiers PCA+SVM, LDA+SVM and BTM+SVM based on
20 Newsgroups which are depicted in Figs. 3 and 4, respectively. What need
to mention is that Micro-Precision and Micro-Recall are the same as Micro-F1
since we suppose each instance has exactly one correct label. From the result,
we can see that the values in Fig. 3 reach peak value after the dimensionality is
brought down at 400. By contrast, as we can see from Fig. 4, when the number
of topics is merely set to 180 for BTM+SVM, the Macro−Precision, Macro−
Recall, Macro−F1 and Micro−F1 undulate slightly around 0.87,0.86,0.87,0.90,
respectively. It can be seen from that the values of those criteria for BTM+SVM
are relatively higher than those of PCA+SVM and LDA+SVM, respectively.

Comparison experiments were made in order to verify the high performance
of BTM for feature selection, we estimated the number of iterations needed
to obtain high accuracy by spending less time on topic-matrix generation.

http://www.csie.ntu.edu.tw/~cjlin/libsvm/index.html
http://gibbslda.sourceforge.net/
http://shortext.org/
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Fig. 3. The values of evaluation criteria under diverse number of features reduced by
PCA+SVM method on 20 newsgroups collection
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Fig. 4. The values of evaluation criteria under diverse number of features reduced by
LDA+SVM, BTM+SVM methods on 20 newsgroups collection

The accuracy on 5-fold cross validation is reported in Fig. 5. It can be seen
that 900 iterations is a relatively better choice on Tencent Dataset, and accu-
racy keeps around 90 % with 60 features generated. From Fig. 5(b), we can see
that all the methods work better with training data size grows. It suggests that
the LDA+SVM method is not able to overcome the sparsity problem, while
BTM+SVM can achieve better performance than LDA+SVM, which also shows
the superiority of our method.

BTM+SVM can resolve the over-fitting and feature redundancy problem,
and yields better classification results than others. Utilizing the topical model is
able to accelerate the process of classification. What’s more, for sparsity problem
in conventional topical model, BTM is better at capturing the topics by using
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Fig. 5. Comparision of classification performance in different aspects between
LDA+SVM and BTM+SVM on Tencent Dataset

Table 3. Time cost for dimensionality generated on 20 Newsgroups by three following
methods using 3.0 GHz CPU, 2G memory

Methods File quantity Time consumed Dimensionality generated

PCA+SVM 18846 Roughly 250 min 100

LDA+SVM 18846 Roughly 80 min 100

BTM+SVM 18846 Roughly 50 min 100

word co-occurrence patterns in the whole corpus [21]. The Table 3 presents infor-
mation about training speed of three provided methods, which also shows the
high efficiency of BTM+SVM by comparison. It only takes 50 min to generate a
topic matrix by GibbsLDA++ with 100 topics and 1000 iterations, which saves
about 30 min than LDA+SVM and is only one fifth of the time PCA+SVM
consumed.

6 Conclusion

In this paper, we proposed a hybrid approach called BTM+SVM for sparse data
classification. We explored the difference among BTM+SVM, PCA+SVM and
LDA+SVM, and the results showed that our method has superiority over accu-
racy and efficiency when sparse text is processed. We figured out the number of
topics to use when approximating the matrix properly. Comparing with tradi-
tional methods, we improved the classification accuracy and tested the training
speed over the experiments. Overall, our method is able to cope with sparse
problem properly, which is promising and can be used extensively in real appli-
cations.
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Abstract. Activity recognition is an important step towards automatically meas‐
uring the functional health of individuals in smart home settings. Since the
inherent nature of human activities is characterized by a high degree of complexity
and uncertainty, it poses a great challenge to build a robust activity recognition
model. This study aims to exploit deep learning techniques to learn high-level
features from the binary sensor data under the assumption that there exist discrim‐
inant latent patterns inherent in the low-level features. Specifically, we first adopt
a stacked autoencoder to extract high-level features, and then integrate feature
extraction and classifier training into a unified framework to obtain a jointly opti‐
mized activity recognizer. We use three benchmark datasets to evaluate our
method, and investigate two different original sensor data representations. Exper‐
imental results show that the proposed method achieves better recognition rate
and generalizes better across different original feature representations compared
with other four competing methods.

Keywords: Activity recognition · Smart homes · Deep learning · Autoencoder ·
Shallow structure model

1 Introduction

The rapid development of machine learning and mobile computing technologies makes
it possible for researchers to customize and provide pervasive and context-aware serv‐
ices to individuals living in smart homes [1]. On the other hand, due to the ever increasing
aging population all over the world and the high expenditure of healthcare cost, the
elderly healthcare raises us a serious social and fiscal problem. With the growing desire
of subjects to remain independent in their own homes, ambient assisted living (AAL)
systems that can perceive the states of an individual and corresponding context and act
on physical surroundings using different types of sensors and automatically recognize
human activities of daily living (ADLs) are in great needs [2, 3]. In such systems, accu‐
rately recognizing human activities such as cooking, eating, drinking, grooming and
sleeping is an important step towards independent living, which can be achieved by
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monitoring the function ability of the residents using various sensor technologies. Also,
activity recognition can potentially facilitate a number of applications in a home setting
such as fall detection, activity reminder, and welling evaluation [4, 5].

Activity recognition (AR) is a challenging and active research area [6], and different
types of sensing technologies have been explored by researchers to improve the recog‐
nition rate and adapt to different application scenarios. Generally, they can be mainly
grouped into three categories: vision-based (e.g. camera, video), wearable/carriable
sensor-based (e.g. accelerometer, gyroscope), and environment interactive sensor-based
methods (e.g. motion detector, pressure sensor, contact sensor) [7, 8]. Due to the inherent
non-intrusiveness, flexibility, low cost, and easy deployment, environment sensor-based
approaches are considered a promising way to assess individual physical and cognitive
health when privacy and user acceptance issues are considered [1]. Approaches
belonging to this category infer the ADLs performed by an individual by capturing the
interactions between an individual and a specific object. For example, we can use a
contact sensor to record whenever the medicine container is open or closed for the
application of adherence to medication. In sensor-based activity recognition, the output
of an AR system is a stream of sensor activations [7, 9]. We can then treat activity
recognition as a time series analysis problem, and the aim is to identify a continuous
portion of sensor data stream associated with one of the preselected known activities.
The widely used approach to AR is to apply the supervised learning with an explicit
training phase, which mainly consists of three stages [10, 11]. First, a stream of sensor
data is divided into segments, in which a sliding window technique is often used.
Specifically, a window with a fixed time length or fixed number of sensor events is
shifted along the stream with (non-) overlapping between adjacent segments. The next
step is to extract features from the segments and transform the raw signal data into feature
vectors, followed by the classifier construction with these features. The last task, called
recognition phase, is to use the trained classifier to associate a stream of sensor data with
a predefined activity. From the view of pattern recognition and machine learning, appro‐
priate feature representation of sensor data, suitable choice of classifier and its parameter
settings are crucial factors that determine the performance of AR [12]. Although
researchers have proposed a number of models to recognize ADLs, however, most of
existing AR approaches usually rely on hand-crafted features such as mean, variance,
correlation coefficients and entropy, and this may result in loss of information. Also,
most classifiers used have been shown to have shallow structures, hence it is difficult
for them to discover the latent non-linear relations inherent in features [13]. Furthermore,
in most studies, feature extraction and classifier training are treated as two separate steps,
so they are not jointly optimized. Consequently, without the guidance of classification
performance, the best way to design and choose feature descriptors is not clear, and we
may fail to obtain satisfactory accuracy without the exploration of feature extraction.

In recent years, deep learning techniques have gained great popularity and been
successfully applied in various fields such as speech recognition and face recognition
due to its representational power. These techniques enable the automatic extraction of
features from the original low-level features without any specific domain knowledge
but with a general-purpose learning procedure. In this study, to improve the activity
recognition performance, we propose to exploit deep learning techniques to discover
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the latent useful information inherent in the original features, and integrate feature
learning and classifier training into an architecture to jointly optimize them. Specifically,
we use a denoising autoencoder to learn the underlying feature representation from
unlabeled data, and the obtained features are then used as the inputs of a top classifier.
This enables us to unify feature learning and classifier training in a single pipeline and
further to fine-tune the model parameters using labeled data in order to obtain a robust
model.

The rest of this paper is structured as follows. Section 2 briefly reviews related work
in activity recognition. We then illustrate the autoencoder model, the pre-training and
fine-tuning scheme, and the proposed activity model in Sect. 3. In Sect. 4, experimental
setup and results are presented. The last section concludes this study with a short
summary and discussion.

2 Related Work

To improve the performance of activity recognition and enable its wide applications in
real world scenarios, researchers have conducted considerable work in exploring various
sensing technologies and designing a number of methods to model and recognize human
activities [7]. It has been shown that different types of sensor modalities are effective
for recognizing different activities. Vision-based approaches can provide a better recog‐
nition rate, but the use of camera or video is not practical in many indoor environments
particularly when the privacy issue is considered [14]. Moreover, vision-based
approaches face technical challenges arising from light, distance from cameras, occlu‐
sion and low object recognition rate, which largely hinder their wide use. In the past few
years, due to the rapid development of information technology, a variety of sensors are
designed and used for human activity recognition due to their flexibility, low cost, and
less intrusiveness [15]. These sensors can be categorized into wearable sensors and
environment interactive sensors. In the former case, commonly used sensors that can be
worn or carriable include accelerometer, gyroscope, GPS, and RFID-readers (used
together with RFID tags). For example, Bao and Intille used five small biaxial acceler‐
ometers that were worn simultaneously on different parts of the body to recognize twenty
activities. By collecting experimental data from twenty volunteers and extracting time-
domain and frequency-domain features, they compared the recognition rate of three
different classifiers and showed that the decision tree algorithm achieved the best
performance with an accuracy of 84.0 % [16]. With the increasing processing and
communication power of mobiles devices, most smartphones that are embedded with
built-in GPS, accelerometers and gyroscopes are used for activity recognition due to the
fact that they are less intrusive to subjects and that no additional equipment is required
for data collection and procession [17, 18]. For example, Dernbach et al. demonstrated
the possibility of using the inertial sensor data collected from android-based smart
phones to recognize simple activities such as biking, climbing, driving, lying, sitting,
walking, running and standing, as well as complex activities such as cleaning, cooking,
medication, sweeping, washing and watering [19]. Besides these, RFID technology
provides a solution to activity recognition as well, because they can capture the
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interaction between an individual and the objects. For example, Kim et al. built an indoor
healthcare monitoring system to locate and track the elderly in real time by capturing
the interaction between subjects (an individual wearing a RFID reader) and the tagged
objects with RFID technology [20]. Philipose et al. applied RFID technology, data
mining and a probabilistic engine for fine-grained activity recognition based on the
interaction between objects and subjects [9].

Although wearable sensor based approaches can obtain satisfactory performance, it
is difficult for them to be widely applied in residences because this kind of method
requires users to wear or carry corresponding sensors all the time. Therefore, they are
actually intrusive and may bring inconvenience to individuals when performing ADLs.
In contrast, environment interactive sensors with inherent non-intrusive characteristics
have proven applicable to the home setting when privacy and user acceptance are
concerned [1]. For example, Tapia et al. built an activity recognition system installed
with a set of simple state-change sensors, and then deployed their system in two houses
equipped with seventy-seven and eighty-four sensors, respectively, and collected data
for fourteen days to show its feasibility in AR [1]. van Kasteren et al. carried out a
research to recognize seven different activities in a home setting via fourteen binary
sensors and obtained an accuracy of 79.4 % [21]. In different studies, several models
have been used to recognize activity such as Naïve Bayes [1], hidden markov model [2],
support vector machine [22], Bayesian networks [23], and sparse coding [24]. One
common feature of these models is that they all have shallow structures and may not
capture the complex non-linear relations among features [13]. Also, to analyze the
complex human activities, it is expected to extract over-complete and discriminant
features from sensor data, and traditional methods rely on domain knowledge to extract
features and few consider to learn features from data [12]. Moreover, feature extraction
and classifier training are taken as two separate steps and not jointly optimized in most
of these methods. All of these issues motivate us to explore new ways to improve the
performance of activity recognition.

3 Proposed Method for Activity Recognition

3.1 Autoencoder

The autoencoder is a type of artificial neural networks that consist of three layers: input
layer, hidden layer and output layer (see Fig. 1), with the constraint that the target values
of the output layer are equal or approximate to the inputs during training. An autoencoder
aims to learn a latent representation h(x) of the input vector x. Suppose N and k denote
the number of input units and the number of hidden units, respectively. Given a N-
dimensional input vector x, the autoencoder transforms it to a latent representation

 through a deterministic mapping (1),

(1)
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Fig. 1. The autoencoder architecture. The number of units in hidden layer is not necessarily less
than that in the input layer.

where  is a matrix containing the weights from the input units to the
hidden units, b(1) represents the bias of the hidden units, and  is the activation function
in each units. One of the most commonly used non-linear activation functions is sigmoid
function shown mathematically as,

(2)

We then reconstruct the input x from the latent representation h(x) using (3) and try
to minimize the difference between x and .

(3)

where  contains the weights from the hidden units to the output units, and
b(2) represents the bias of the output units. In such way, we can obtain a new feature
representation h(x) of x. Of note, the number of units in the hidden layers can be larger
or less than the input dimension, enabling a larger exploration of non-linear relations.

With the aim to obtain a robust feature representation, Vincent et al. proposed the
denoising autoencoders that try to reconstruct original data from a corrupted input with
a local denoising criterion [25]. The corrupted inputs can be generated by adding random
noises to the original inputs or randomly choosing a proportion of them and setting them
to be zero. In this study, we use the denoising autoencoder as the building block of the
proposed activity recognition model.

3.2 Stacked Autoencoder

Recent advances in deep learning show that a deep or hierarchical architecture can
contribute to obtaining more complex and non-linear relations underlying in data when
compared with these models with shallow structures that contain zero or only one hidden
layer [26]. A stacked autoencoder (SAE) is such a hierarchy model, in which an
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autoencoder is a building block [27, 28]. In SAE, each layer is fully connected to its
adjacent layer and there is no connection between units in each layer. In such architec‐
ture, the objective function of SAE is to reconstruct the inputs at the output layer. Similar
to the autoencoder, each hidden layer of SAE is actually a high-level representation of
the input. Interestingly, the number of units in a hidden layer can be equal to, larger or
less than the input dimension. This enables us to sufficiently explore different high-level
feature representations in a flexible way.

In training a stacked autoencoder, conventional gradient-based optimization
methods, such as SGD and L-BFGS, suffer from the gradient diffusion and can easily
be trapped into a poor local optimum on a network with randomly initialized weights
and biases. To alleviate this problem and improve convergence rate, Hinton et al.
proposed a greedy layer-wise learning process to learning a deep belief network and
experimentally showed its good performance [27]. In such methods, we train each
network separately rather than train them together, and the output of one network is the
input of its following network. Specifically, we use the training data as inputs of an
autoencoder to learn the first hidden layer, and then use the first hidden layer as input to
learn the second hidden layer, and so on. Generally, assume that there is a stacked
autoencoder with n layers and the first layer is the original data (training set). For the
k-th autoencoder, W(k) are the weights from the input units to the hidden units, and b(k)

are the biases of the hidden layer. The greedy layer-wise scheme performs the following
two steps iteratively.

(4)

(5)

where z(m) is the input of the m-th layer, a(m) is the activation of the m-th layer, and a(1) = x
when m = 1. Obviously, a(n) is the inner-most feature representation of interest. The
above process is called pre-training because it works in an unsupervised way (without
using corresponding labels).

3.3 Fine-Tuning the Activity Recognition Model

In order to perform activity recognition, the features learned in the stacked autoencoder
are used with a set of labeled data to build a classifier. Accordingly, we can stack another
output layer (classifier layer) on top of the SAE to classify an input. In this case, the
feature vector encoded in the last hidden layer is the input of a learning algorithm in the
classifier layer, and various classifiers are available for use. Figure 2 presents the overall
architecture of an activity recognition model when the softmax classifier is used, in
which the number of units in the classifier layer equals the number of activity classes.

To improve the performance of activity recognition, we further optimize the activity
recognition model in a supervised manner. Specifically, we initialize the weights and
biases of the deep network with values obtained in the pre-training process, and use the
back propagation with gradient descent algorithm to optimize the model parameters.
Prior researches show that such a strategy helps escape from the poor local optimum
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and improve the time performance [28]. This procedure is called fine-tuning and works
in a supervised manner (with labeled data involved).

To determine the optimal learning parameters and the network layout (e.g. how many
hidden layers and the number of units in each hidden layer), besides the fine-tuning, we
employ the grid search strategy and choose the best network structure as the final AR
model via cross validation.

4 Experimental Results and Analysis

4.1 Experimental Datasets

To evaluate the performance of the proposed activity recognition model built on deep
learning techniques, we conducted experiments on three publicly available datasets
collected from three smart homes equipped with various simple sensors, respectively.
Each of the smart homes housed one resident performing ADLs in it. For the first smart
home (D1), there are three rooms equipped with fourteen sensors in total. Sensor data
stream was collected over a period of twenty-five days and ten activities were observed,
resulting in 1229 sensor events and 292 activity instances. For the second smart home
(D2), thirteen activities were observed during a period of fourteen days in an apartment
installed with twenty-three sensors. As a result, there are totally 200 activity instances
consisting of 19,075 sensor events. The third smart home (D3) was monitored for nine‐
teen days, and 344 activity instances and 22,700 sensor events were collected. All infor‐
mation regarding the experimental dataset used in this study is briefly summarized in
Table 1, and can be found in [29] for other details. Noticeably, all the sensors used are
simple state-change sensors, including motion detector sensor, mercury contact, contact

Fig. 2. Illustration to the activity recognition model with a stacked autoencoder and a softmax
classifier. The last layer is the classifier layer, and the number of units equals to the number of
activities of interest. The probability output determines the label of an input, where c indicates
the c-th label. x1, x2,…, xn-1 and xn are a dimension of the original feature representation, each
hidden layer is a high-level representation of the original data, and the last hidden layer is retained
as the input of the classifier layer.
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switch sensor, pressure mat, and float sensor. So, each dataset consists of binary temporal
data that denote the activation of sensors.

Table 1. Experimental dataset description

Dataset D1 D2 D3
Setting Apartment Apartment House
#resident 1 1 1
Resident age 26 28 57
#rooms 3 2 6
#days monitored 25 14 19
#sensors 14 23 21
#activities 10 13 16
#sensor events 1229 19,075 22,700
#activity instances 292 200 344

4.2 Experimental Setup and Results

The sensor data stream was first divided into segments by shifting a fixed length, non-
overlapping sliding window of sixty seconds as suggested by van Kastern et al. [21].
Then a N-dimensional feature vector  was extracted from each
segment, in which N is the total number of sensors installed in a smart home and each
dimension of  corresponds to a physical sensor. In our experiments, the original
features of the sensor data can be represented in two forms: binary representation and
numerical representation. The numerical representation method records the number of
firings of a sensor during a specific time slice, while the binary representation method
records whether a sensor fired at least once during the interval, and the value of a
dimension is one if the corresponding sensor fired and zero otherwise. For the evaluation,
we performed leave one day out cross validation, in which one full day of sensor data
is used to test the classifier performance and sensor data of the remaining days are used
for classifier training. We repeat the above process the number of days times and report
the average results. Specifically, we evaluate the performance of the proposed model in
terms of the following two metrics, the time-slice accuracy and the class accuracy, which
can be calculated as follows.

(6)

(7)

where I(a == b) is the indicator function returning 1 if a equals b and 0 otherwise, M is
the total number of sensor data segments in the test data, Nc denotes the number of
segments belonging to class c, inferred(n) is the inferred label of segment n, and true(n)
is the true label of segment n. In our study, rather than explore a large number of
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autoencoders, a two-layer stacked denoising autoencoder (SDAE) is used. Also, we set
the number of units in the hidden layer ranging from five to one hundred with a step size
of five, and set the percentage of masking noise being 0.5. In addition, we compare the
proposed activity recognition model with other four commonly used baselines, including
Naïve bayes (NB), hidden markov model (HMM), 1-nearest-neighbor (KNN), and
support vector machine with linear kernel (SVM). These four predictors with shallow
structures directly use the binary representation and numerical representation rather than
the learned high-level features as the inputs. For KNN, we use one nearest neighbor to
decide the label of a test sample.

Tables 2, 3 and 4 present the experimental results on the three datasets, respectively.
For each, we studied two different original feature representations and reported the average
time-slice accuracy and class accuracy of the leave one day out cross validation. From
Table 2, we observe that SDAE outperforms other four methods in terms of both time-slice
accuracy and class accuracy whichever the original feature representation is adopted.
Specifically, SADE obtained a time-slice accuracy of 85.32 % and a class accuracy of
49.91 % compared to the 59.11 % time-slice accuracy and 48.46 % class accuracy of the
commonly used probability-based HMM in the case of binary representation. When using
the numerical representation, SDAE achieved 85.52 % time-slice accuracy and 53.42 %
class accuracy compared to the 59.73 % time-slice accuracy and 43.3 % class accuracy of
HMM. For NB classifier, which is built on the basis of conditional independence among
features, it performed poorly whichever feature representation was used. This indicates that
there exist underlying relations among these features. Also, instance-based learning method
KNN also failed to give good results, and consistently obtains the lowest time-slice accu‐
racy and class accuracy. From Table 3, we can observe that deep learning based
approaches outperformed their competing methods in time-slice accuracy. Although they
failed to achieve the best class accuracy, their difference is quite small. For instance, SDAE
obtained a class accuracy of 43.30 %, which was 1.21 % less than the best 44.51 % of SVM.
Similar conclusions can be drawn from Table 4.

Table 2. Experimental results on dataset D1.

Method NB HMM 1NN SVM SDAE
Binary Time-slice (%) 77.14 59.11 33.10 83.88 85.32

Class (%) 42.62 45.48 32.43 48.14 49.91
Numerical Time-slice (%) 77.03 59.73 33.30 83.95 85.52

Class (%) 38.43 43.35 33.06 48.18 53.42

Table 3. Experimental results on dataset D2.

Method NB HMM 1NN SVM SDAE
Binary Time-slice (%) 80.35 63.23 55.73 82.60 84.16

Class (%) 32.47 44.66 30.47 41.76 39.92
Numerical Time-slice (%) 80.50 66.79 59.03 81.82 85.61

Class (%) 24.83 28.79 39.46 44.51 43.30
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Table 4. Experimental results on dataset D3.

Method NB HMM 1NN SVM SDAE
Binary Time-slice (%) 46.47 26.48 27.73 44.56 50.04

Class (%) 16.84 17.22 19.81 21.33 21.14
Numerical Time-slice (%) 41.44 27.37 30.82 42.70 54.82

Class (%) 11.17 11.21 24.98 25.45 22.08

Overall, we can see that: (1) SDAE outperforms other four competing methods in
terms of time-slice accuracy. In class accuracy, deep learning methods achieve better
performance than NB, HMM, and 1NN when numerical representation is adopted, and
obtain similar performance to others in the case of binary representation. (2) Deep
learning based approaches are more robust to the choice of the original feature repre‐
sentation in comparison with other activity recognition models. For example, HMM
obtained a class accuracy of 35.8 % in binary representation, decreased by 8.0 %
compared to that of the numerical representation. This indicates that deep learning tech‐
niques generalize better across different original feature representations and can poten‐
tially relieve users of the reliance on domain knowledge to design and select features.
Particularly, it should be noted that in this study, we do not fully explore the power of
latent feature learning, since we only explore the deep learning architecture with two
hidden layers and small number of units in each layer.

5 Conclusions

Wireless sensor network technology has great potential to be widely used in smart homes
for human-centric applications due to its non-intrusiveness, low cost, and easy deploy‐
ment. In activity recognition, researchers have conducted a wealth of work and proposed
various models, while few explore how to learn useful features and to jointly optimize
feature extraction and classifier construction. In this study, we present a deep learning
based activity recognition model that uses an autoencoder to learn useful features from
sensor data stream and unifies feature extraction and activity recognition in a single
framework. To demonstrate the effectiveness of the proposed approach in activity
recognition, we conducted experiments on three publicly available human activity
recognition datasets and compared it with other four traditional methods in terms of
time-slice accuracy and class accuracy. Experimental results show that our proposed
method outperforms the competing methods, indicating its potential in human activity
recognition. For the future work, we plan to further optimize the proposed model by
varying the number of hidden layers and units in each layer, and study other feature
learning methods.
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Abstract. With the increase of the number of online services, it is more and more
difficult for customers to make the decision on service selection. Services ranking
mechanism is an important service for e-commerce that facilitates consumers’
decision-making process. Traditional services ranking methods ignore the fact
that customers cannot rate services under the same criteria, which leads to the
ratings are actually incomparable. In this paper, we propose to exploit the ordinal
preferences rather than cardinal ratings to rank online services. Ordinal prefer‐
ences are elicited from filled ratings so that the intensity of ratings is ignored. We
construct a directed graph to depict the set of pairwise preferences between serv‐
ices. Then, the strongest paths of the directed graph are identified and the evalu‐
ation values of services are calculated based on the strongest paths. We prove our
method satisfies some important conditions that a reasonable services ranking
method should satisfy. Experiments using real data of movie ratings demonstrate
that the proposed method is advantageous over previous methods, and so the
proposed method can rank services effectively even the ratings are given by
customers with inconsistent criteria. In addition, the experiments also verify that
it is more difficult to manipulate the ranking result of our method than existing
methods.

Keywords: Online services ranking · Ordinal preference · Inconsistent rating
criteria · Manipulation

1 Introduction

The services in this paper refer to all kinds of online services, e.g., Web services, e-business
services, mobile services and cloud services. Mobile service or electronic service using
mobile devices and wireless telecommunications networks has become a hot topic in the
information systems and marketing research community. And the great development of the
Internet promotes the increase of services and competition dramatically. A consequence is
that there are many services sharing the same or similar functions. Moreover, online service
provision commonly takes place between parties who have never transacted with each other
before, in an environment where the service consumer often has insufficient information
about the service provider, and about the goods and services offered [1]. Then how to select
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an optimal service becomes an important yet difficult problem to consumers. This problem
can be mitigated through the use of service ranking. Therefore, reliable ranking measures
of services are crucial for business applications.

Some people select services in accordance with the rank of reputation values. But,
previous research on services ranking that based on reputation has included counting
approach, probabilistic approach, fuzzy approach, flow approach [2, 3] etc. However,
there is no consideration on users’ preference or evaluation inconsistency in these
methods. Some users prefer to give a higher rating to a certain service, while others
prefer to give a lower rating because of the difference of consumers’ psychology and
background, which makes it impossible to compare one service’s ratings from different
users. For example, services with the same performance may get different ratings, while
the previous researches make the services with the same performance get different eval‐
uation results. Therefore, the ranking result of online services based on previous
approach is actually incomparable because it lacks the objective representation of serv‐
ices quality. Only when the relationship of ratings assigned to different services by users
is considered, will a comparable evaluation method be set up. In addition, the previous
research needs only to give a high (or low) rating to one service repeatedly so that it can
achieve the purpose of handling the service. Therefore, the ability of the previous
research to prevent manipulation is small.

The contributions of the paper can be summarized as follows.

(1) We explore the problem of ranking online services without considering the incon‐
sistence of users’ rating criteria and state the idea to address it by using Social
Choice Theory. In this way, users’ preference can be integrated with the way of
aggregating ordinal preference without considering the problem that the ratings are
given by users with inconsistent criteria.

(2) We propose a Social Choice based services ranking algorithm, hereinafter to be
referred to SCBSR algorithm. The proposed algorithm aggregates the ordinal pref‐
erences and returns the ranking results quickly to the user. We further prove that
the result of proposed algorithm is hard to manipulate.

(3) We prove some useful theorems so that the Social Choice Theory can be used to
rank services with ordinal preferences. These theorems are closely related to users’
consumption psychology, so that the efficiency of the algorithm can be improved.

(4) We evaluate the rationality and validity of the proposed algorithms through a
comprehensive experimental study and performance analysis.

The rest of paper is organized as follows. In Sect. 2 we review related work. In
Sect. 3 we introduce some basic concepts and present a motivating example. In Sect. 4,
we introduce the method in details and propose an algorithm to rank services. In Sect. 5,
we prove some related theorems. In Sect. 6, we show a systematic empirical study. In
Sect. 7, we conclude and discuss the future work.
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2 Related Work

With the abundance and fast growth of online services available, how to rank services
effectively has been a pressing problem which attracts lots of researchers doing valuable
and interesting research [4, 5]. Related work in this area can be classified into two main
streams [4]: ranking method based on attribute where the ranking is only related to the
features of services, such as sales, price, reputation and ratings; and personalized ranking
method.

(1) Attribute-Based Ranking. Kai Hwang [6] combines the services attributes such as
sale price, quantity ordered, delivery time, seller trust, and service quality to ranks
sellers. S.N. Junaini [5] proposes a framework consisting of the usability factors
such as simplicity, attractiveness, effectiveness, service image, site information,
service details and so on to rank online services. Services are ranked based on each
considered service feature, using text analysis techniques to extract condensed
information from massive customer reviews in [7–9]. Some people also select
services in accordance with the rank of reputation values [10]. Jiliang Tang obtains
the user preference from users’ reviews with changes over time, thereby compute
the trust values of services and rank the services. EBay1 computes the reputation of
the service provide through collecting the feedback information from users after
each transaction. Feedback information provided by users includes positive rating,
neutral rating and negative rating. The reputation value is the result that the number
of total positive ratings minus the number of total negative ratings. Amazon2 also
uses the feedback information to compute the reputation value. The only difference
is the reputation value is the result of the average of all ratings. However, all of the
researches mentioned above, whether based on the ranking of service feature or
based on the ranking of reputation, involve the users’ feedback information, but
ignore the fact that the feedback information are given by customers actually
incomparable. Moreover, some users maybe provide dishonest opinions. As a
result, the result of ranking is subject to manipulation.

(2) Personalized Ranking. In [11], services are ranked based on the users’ own pref‐
erences and also on the information in the different search engines about the serv‐
ices. Ghose et al. [12] proposes a ‘utility-preserving’ ranking strategy from an
economic perspective which takes multi-dimensional preference and customer
heterogeneity into consideration. In [13], a new personalized service ranking
method is proposed based on estimating consumer information search benefits and
considering the uncertainty and confidence. All of these works ignore the relation‐
ship between different services, although some works take the users’ preference
into account. Different from these works, the approach proposed in our paper
processes the ratings data firstly, rather than use it directly. Additionally, the
approach takes the relationship among different services into account.

1 http://www.ebay.com/.
2 http://www.amazon.cn/.
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3 Problem Description

In this section, we first describe the solution of the problem. Then we present a moti‐
vating example to highlight the focus of our study.

Definition 1: We let U = {u1,u2,…,um} denote the set of users, S = {s1,s2,…,sn} denote
the set of services; m is the number of users, n is the number of services.

Definition 2: R = [rik]m×n denotes the ratings matrix of user-service, rik is the rating that
user ui rate the service sk. When rik = 0, it indicates that user ui has not yet rated the
service sk.

Definition 3: O = {ok|k = 1,2,…n} denotes the overall ranking of services. If ok > ol, it
means the service sk is better than sl.

Clearly, an effective online services ranking method should satisfy the following
criteria: (1) Condorcet: we define a Condorcet winner to be a service which beats every
other service in pairwise matchups. (2) Monotonicity: increase one user’s rating to a
service shouldn’t decrease their final ranking. (3) Non-Dictatorship: one user’s prefer‐
ence shouldn’t determine the outcome of the ranking. (4) Manipulation of Complexity:
for any service sl, the increase of users who only give the service sl high rating and don’t
evaluate other services wouldn’t change the result. (5) Majority Rule: the service sk will
be defined as the better one if the number of users who prefer service sk to sl are more
than the number of users who prefer service sl to sk.

Example 1. As an example, we assume that there are 4 users (u1,u2,u3,u4) co-evaluating
3 services (s1,s2,s3). The ratings matrix R = [rik]4×3 is showed in Table 1.

Table 1. Ratings matrix

rik s1 s2 s3

u1 4 3 5
u2 2 1 3
u3 1 2 2
u4 5 4 1

Using the summation method (referred to SUM) and the average method (referred
to AVG) which are widely used in eBay, Amazon, Epinions, Taobao etc. well-known
sites as comparison in the remainder of this paper. The results are shown in Table 2.

Table 2. The result of evaluation

o1 o2 o3 Ranking
Sum 0 –1 –1 s1 ≻ s2 ~ s3

Avg 3 2.5 2.75 s1 ≻ s3 ≻ s2
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With Table 1, we can know there are more than half of users preferring service s3 to
every other service, while only one user think service s1 is better than service s3.
According to the Condorcet, service s3 is the best and should be ranked first. However,
the results of SUM approach and AVG approach are different, believing s1 is the first.
Simultaneously, they violate the non-dictatorship. Moreover, if we add a new user who
gives the service s3 five points, then the service s3 is ranked first. The non-manipulable
is weak. Consequently, users cannot gain an accurate and stable ranking result. Thus, it
is desired to develop a ranking approach that meets users preference and difficult to
manipulate.

4 Ranking Online Services

Due to the inconsistent rating criteria and users’ different subjective preferences, ratings
given by different users are actually incomparable. And, users’ rating for services is a
personal utility. It cannot be measured or aggregated. So, the evaluation information
that gathered by different user’s rating cannot have cardinality. For all this, without
considering the cardinal utility, we need to know the relationship of users’ ordinal pref‐
erence for services. Thus we should change the current social rating systems to enable
each user to conduct a preference ranking of services based on evaluation instead of
simply giving a rating after a transaction. But it will cost too much, and for users, require
users to express the complete preference for all services will necessarily lead to problems
of cost, cognitive, communication and privacy etc. Users cannot and will not provide
the complete preference information.

Based on this, we firstly transfer the ratings into ordinal preference ranking for serv‐
ices through calculation, and then the number of users preference is obtained through
aggregating the users preference. In this way, we avoid the problem that the ratings given
by different users are actually incomparable. Lastly, we use the Schulze social choice
function generates the online services ranking. Schulze social choice function is a voting
algorithm proposed by Schulze Markus. The method can be used to generate a list of
winners from users preference. In recent years, the Pirate Party of Sweden, the Debian
project, the Wikimedia Foundation, the Gentoo project and other private organizations
adopted the function for internal elections and referendum [14]. In this section, we firstly
introduce the users preference obtaining. Then we describe our method in details and
present the algorithm. Analysis and verification of the properties are provided in the next
section.

4.1 Users Preference Obtaining

Since the services that users co-evaluated are few, the user-service ratings matrix is
generally an incomplete set of entries. However, our method is based on the model of
pair-wise comparisons, so it is necessary to fill the incomplete matrix. Considering the
method of collaborative filtering is widely used, and different users have different pref‐
erences is an implicit assumption in the method [15], so we use the method to fill the
incomplete matrix.
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Based on the complete user-service ratings matrix, we calculate preference relations
of each user for services, and establish preference matrix for each user. We express it
as LMi[lmkl], which is defined as:

(1)

lmkl denotes the users preference relationship between service sk and service sl. When
lmkl = 1, it means users prefer sk to sl. When lmkl = –1, it means users prefer sl to sk.
When lmkl = 0, it means users think sk and sl have no difference.

According to the preference matrix of each user, we count the number of lmkl = 1 in
m users so that we can get the ordinal preferences. And we express it as comparative
matrix of service-service CM[cmkl]n×n (k,l = 1,2,…,n; k ≠ l), which is defined as:

(2)

cmkl denotes the amount of users who prefers sk to sl.

4.2 Social Choice Based Services Ranking Algorithm

For making the algorithm clear and understandable, we introduce some more definitions
as follows:

Definition 4: We define a directed graph G = (V,E) such that V = S is the set of vertices,
and E is the set of edges, which is defined as the set {(sk,sl)∈V × V}. The weight of edge
is the value of cmkl and cmkl ≥ cmlk.

Definition 5: We use a sequence of services set {s(1),s(2),…,s(t)} ⊆ S denotes a path
from service sk to service sl and it must satisfy the following characteristics:

① s(1) = sk, s(t) = sl
② 0 ≤ t ≤ n
③ ∀t = 1,…,n–1: cms(t), s(t+1) > cms(t+1), s(t) and s(t) ≠ s(t + 1)

The algorithm starts with the comparative matrix of service-service CM we calcu‐
lated above. Then, based on the Definitions 4 and 5 we look for the strongest path from
service sk to sl and express it as the strongest path length matrix PM[pmkl]. The values
of the strongest path pmkl have three cases, as follows:

① If there is no path from vertex sk to vertex sl, then there is also no strongest path from
service sk to service sl and pmkl = 0;

② If there is only one path can be reached from vertex sk to sl, then this path is the
strongest path from the service sk to service sl and the minimum weight in this path
is the value of the strongest path, that is pmkl = min(cms(i),s(i+1)), i = 1,…t–1;
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③ If there are multiple paths to reach from vertex sk to vertex sl, then compared the
minimum weight of each path, the maximum value of that path is the strongest path
from service sk to service sl. So pmkl = max{min(cms(i),s(i+1))}, i = 1,…t–1.

Then we calculate the evaluation values of services based on the strongest path length
matrix, that is , l = 1,2,…n, and I(*) is a indicate function.

(3)

As can be seen from above, the evaluation results of the services depend on the
quantity of this service’s strongest path value more than others. Finally, we can get the
whole ranking of services by sorting the evaluation values of each service. Algorithm 1
is our SCBSR algorithm.

Algorithm 1 SCBSR algorithm

cmkl,  the value of comparison of two services from item 
k to item l (Input)
O the overall ranking of services(Output)
begin
for k from 1 to n
for l from 1 to n
if(k l)then

if(cmkl cmlk)then
pmkl:=cmkl;

else pmkl:=0;
for t from 1 to n
for k from 1 to n
if(t k)then

for l from l to n
if(t l and k l) then

pmkl =max(pmkl min(pmkt pmtl));
for k from 1 to n
count:=0;
for l from 1 to n
if(pmkl 0 or pmlk 0)then
if(pmkl>pmlk)then

count:=count+1;
oi:=count;

sort(oi);
end.

Applying the above algorithm to Example 1 in Sect. 3, the ranking result is
s3 ≻ s1 ≻ s2. Table 1 shows that more than half of users think that service s3 is better than
the other services, while only one user think service s1 is better than service s3. According
to the Condorcet and Non-dictatorship, service s3 is the best and should be ranked first,
consistent with the results. So, Example 1 satisfies Condorcet and Non-dictatorship.
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5 Theoretical Analysis of Ranking Model

In this section we prove our method satisfies Condorcet, monotonicity, and non-dicta‐
torship condition. The complexity of manipulation of the rank results also be analyzed.

Theorem 1 (Condorcet). For any service sk, when more than half of users think that
service sk is better than every other service in pairwise matchups, then sk is Condorcet
candidate.

Proof: When more than half of users think that service sk is better than other services,
it is obvious that cmkl > cmlk. So there is no path that treats other services as vertex point
to service sk. So pmkl > pmlk for any l = 1,2,…n, namely, service sk is the best, featuring
Condorcet. Condorcet meets most people’s preference, embodying the will of the
majority of people. So we can also treat the Condorcet candidate as evaluation result to
recommend.

Theorem 2 (Monotonicity). When users’ preference are invariable and their ranking for
any service sk and sl is as sk ≻ sl (denotes service sk is better than sl). If a certain user
upgrades his/her rating for service sk, then the ranking of service sk will be unchanged
or move ahead compared to sl, featuring monotonicity.

Proof: If a certain user upgrades his/her rating for service sk, then the number of users
who think the service sk is better than sl increases. So the value of cmkl increases. Then
the minimum strength of the path that starts with the service sk point to service sl is
impossible to reduce. Thus the value of pmkl is impossible to reduce. So pmkl > pmlk is
unchanged,namely, the entire ranking is maintaining the ordering as sk ≻ sl. Thus this
method satisfies monotonicity. Monotonicity highlights the stability of ranking, and it
wouldn’t decrease the rankings of service by increasing the number of users who think
a service is better than other services.

Theorem 3 (Non-dictatorship). If and only if there is one people believes sk is better
than sl, while others believe that sl is better than sk. When the result is the ranking of sl
no worse than sk, the non-dictatorship can be satisfied.

Proof: When there is only one people thinking sk is better than sl, according to Formulas
(1) and (2), cmkl = 1,cmlk > 1. So the strength of the path that begin with the service sl
point to service sk is greater than 1. Thus pmlk > 1, pmlk ≥ pmkl, so service sl will not
inferior to sk. Thus this method satisfies non-dictatorship. Non-dictatorship guarantees
that the users’ specific preferences don’t affect overall evaluation results.

Theorem 4 (Manipulation of Complexity). For any service sl, the increase of users who
only give the service sl high rating and don’t evaluate other services wouldn’t change
the result.

Proof: According to the ranking method of this paper, we need to fill the user-service
ratings matrix of incomplete. However, according to the method of collaborative
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filtering, the filling data by calculated is equal to the rating that new users have given to
service sl, so the value of cmkl is unchanged; the value of pmkl is also unchanged. Thus
the ranking result maintains unchanged. Therefore, when you tend to manipulate one
service, the method of service evaluation in this paper is more complex than the existing
methods.

6 Experiment and Analysis

In this section, we through verifying the Condorcet, monotonicity, majority rule, and
complex of manipulation of the ranking results to test the effectiveness and rationality
of online services rank method. All experiments were conducted on a PC with Intel Core
i3 3.50 GHz CPU and 8 GB of RAM. The algorithms are implemented in MyEclipse
2015.

To verify the validity of method, we have used a movie data set with the real ratings:
MovieLens3 which has 1682 movies, 943 users and 100 thousand ratings. In the experi‐
ment, to ensure the movie that users have common rated have a certain number, and in
order to compare the advantages and disadvantages with other methods on different
sparsties, it is necessary to filter on datasets. Five groups of different datasets were
obtained after processing the initial data.

6.1 Condorcet

If the first service ranked by this method is equal to the Condorcet candidate, then this
method satisfies Condorcet property. Aggregating all users’ preferences, we can know
that more than half of users think the service 47# is better than any other services, so
the service 47# is Condorcet candidate. The result has been shown in Fig. 1, the evalu‐
ation value of service 47# is the biggest, ranking first. Consistent with theoretical anal‐
ysis result, so this method satisfies the Condorcet property.

Fig. 1. Condorcet verification

3 http://www.grouplens.org/node/73.
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6.2 Monotonicity

In order to verify the monotonicity of our method, the paper selects a service randomly
and increases its rating, to judge whether the ranking of the service is changed. If the
place of this service is ahead or unchanged, then the monotonicity of this method is
verified. In the experiment, taking service 1# and service 2# as examples, service 1# is
better than service 2#. After we increase the rating rated by users to service 1#, evaluation
value of service 1# is increases, while the evaluation value of service 2# and other
services remains unchanged. The result has been shown in Fig. 2. So the final ordering
of service 1# is still ahead of service 2#, and compared to the rankings of other services,
the ranking of service 1# can only be ahead or unchanged but not lower, verifying the
monotonicity of this method.

(a)                        (b)

Fig. 2. Monotonicity verification. (a)Before change (b) After change

6.3 The Complexity of Manipulation

In order to verify the complexity of manipulation of the method, the paper chooses a
service randomly and increases several users’ rating for the service. Compared with
other methods, if our method has the same results and the other methods make the
ranking values of this service move ahead, then our method satisfies the complexity of
manipulation. In this section, we conduct two sets of experiments. A set of experiments
assumes that the number of users is constant, increasing the rating. So we assume that
10 users give the service 7# 5 points, 4 points, 3 points, 2 points, 1 point in turn to observe
the rankings of the service, as shown in Fig. 3(a). Another set of experiments assumes
that the rating is constant, increasing the number of dishonest users. So we assume these
users give the service 7# 5 points, then increasing the number of dishonest users. The
result of the rankings of the service has shown in Fig. 3(b). According to Fig. 3, we know
no matter how we try to change, the ranking of service 7# remains unchanged, while the
rankings in other two methods is increase or decrease, achieving the purpose of manip‐
ulation. So our method is more difficult to manipulate than the others.
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(a)                                                 (b)

Fig. 3. The complexity of manipulation verification. (a)Increase ratings (b) Increase the number
of dishonest users

6.4 Majority Rule

According to the herd mentality of the consumer, we verify the majority rule of
economics theory. That is to say, when all of services are for pairwise comparison, the
result of ranking is sl superior to sk if the number of users who prefer service sk to service
sl are more than the number of users who prefer service sl to service sk. But because of
Condorcet’s Paradox, the results cannot be reached 100 %. In this section, we count
Majority Rule ratio of three methods by testing five groups of different datasets. As
shown in Fig. 4, our method achieving on 99 % accuracy, higher than the other two
methods.

Fig. 4. Majority rule verification

6.5 Response Time

When the number of services is fixed, we increase the number of users in turn, and record
the response time of the system for ranking all of services. As shown in Fig. 5, with the
increase of the number of users, the response time of the system is approximately in a
linear speed increase. As the number of users increases, the amount of calculation for
the overall ranking will increase, but our ranking method did not lead to the response
time increasing in exponentially, so our method is more efficient. And the Fig. 5 shows
that our method has a long system response time compared with the other two methods.
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On the other hand, manipulating the ranking results of our method takes longer than the
other two methods, so our method is more difficult to manipulate than the others.

Fig. 5. The response time of system

7 Conclusion

In this paper, we address the problem of users rating criteria inconsistent-based services
ranking. We firstly transfer the ratings in current social rating systems into users’ pref‐
erence ranking for services through calculation. Then we propose an algorithm based
on social choice theory to get the services ranking. By this way, we get the ordinal
preferences without changing the current ratings system. Additionally, the approaches
take the relationship between different services into account, rather than some separate
services as the evaluation objects. Lastly, we apply theoretical analysis and experiment
to verify the Condorcet, monotonicity, un-dictatorship and complex of manipulation of
our approach. In the future work, we will further study the ranking services method
under the condition of not filling the matrix.
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Abstract. Because of the explosive growth of Android malware and
due to the severity of its damages, the detection of Android malware has
become an increasing important topic in cyber security. Currently, the
major defense against Android malware is commercial mobile security
products which mainly use signature-based method for detection. How-
ever, attackers can easily devise methods, such as obfuscation and repack-
aging, to evade the detection, which calls for new defensive techniques
that are harder to evade. In this paper, resting on the analysis of Appli-
cation Programming Interface (API) calls extracted from the smali files,
we further categorize the API calls which belong to the some method in
the smali code into a block. Based on the generated code blocks, we then
apply a deep learning framework (i.e., Deep Belief Network) for newly
unknown Android malware detection. Using a real sample collection from
Comodo Cloud Security Center, a comprehensive experimental study is
performed to compare various malware detection approaches. Promising
experimental results demonstrate that DroidDelver which integrates our
proposed method outperform other alternative Android malware detec-
tion techniques.

Keywords: Android malware detection · API call block · Deep belief
network

1 Introduction

Smart phones have been widely used in people’s daily life, such as paying bills,
controlling smart homes, and entertainment. Due to their mobility and ever
expanding capabilities, smart phones have experienced an explosive growth rate.
It is estimated that, in 2019, 77.7 % of all devices connected to the Internet will
be smart phones, leaving PCs falling behind at 4.8 % [14]. Android is an open
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source and customizable operating system for smart phones which is currently
dominating the smart phone market at 82.8 % [15]. Due to its large market share
and openness of development, Android is an ideal platform for legitimate devel-
opers, but also for attackers creating malware (mal icious soft ware). Many
examples of Android malware have already been released in the market (e.g.,
Geinimi, DriodKungfu and Hongtoutou) [16] which pose serious threats to the
smart phone users, including autodialing premium numbers, stealing sensitive
information, and sending SMS messages and advertisements without user’s con-
cern [2]. In 2015, over 750,000 new Android malware samples were identified, a
32 % increase from 2014 [9], and this trend is only expected to worsen. To protect
smart phone users from the attacks of Android malware, currently, the major
defense is mobile security products, such as Lookout and Comodo Mobile Secu-
rity, which mainly use the signature-based method to recognize threats. However,
attackers can easily use the techniques such as code obfuscation, repackaging to
evade the signature-based detection.

In order to help combat the malware threats, in this paper, resting on the
analysis of Application Programing Interface (API) calls extracted from the
smali files, we further categorize the API calls which belong to the some method
in the smali code into a block. Based on the generated code blocks, we then
apply a deep learning framework (i.e., Deep Belief Network) for newly unknown
Android malware detection. Using a real sample collection from Comodo Cloud
Security Center, a comprehensive experimental study is performed to compare
various malware detection approaches. Promising experimental results demon-
strate that DroidDelver which integrates our proposed method outperform other
alternative Android malware detection techniques. The major contributions of
our work can be summarized as follows:

– A novel feature representation method for Android malware detection. Instead
of using API calls directly, we further categorize the API calls which belong to
the same method in the smali code into a block. For each Android application
(app), it will finally be represented by blocks of API calls. The API call block
can well represent the complete function in an app, which creates a higher-
level representation than a simple list of API calls and requires more efforts
for attackers to evade the detection.

– An exploration of deep neural network. Deep neural network has been shown
to have better feature learning capability due to its multilayer architecture.
Based on the generated API call blocks, a deep belief network is explored
to learn the patterns associated with malicious and benign apps in order to
detect newly unknown Android Malware.

– Comprehensive experimental study on a real world sample collection. We
develop an Android malware detection system DroidDelver which integrates
our proposed method and provide a comprehensive experimental study on the
real sample collection from Comodo Cloud Security Center, which consists
of 2,500 benign apps and 2,500 Android malware including the families of
DriodKungfu, MonkeyTest, WifiPassword, and FakePlayer etc.
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The remainder of this paper is organized as follows. Section 2 discusses the
related work. Section 3 presents an overview of our system architecture. Section 4
introduces our proposed method in detail. In Sect. 5, based on the real sample
collection from Comodo Cloud Security Center, we systematically evaluate the
performance of our developed Android malware detection system DroidDelver
in comparison with other alternative detection methods. Section 6 concludes.

2 Related Work

In recent years, there have been many researches on developing intelligent mal-
ware detection systems using machine learning and data mining techniques
[8,13,18,19,23]. In these systems, the detection process is generally divided into
two steps: feature extraction and classification. For feature extraction, there
are generally two kinds of approaches: dynamic analysis and static analysis.
Dynamic analysis is the process of evaluating an app during execution, which is
commonly performed in a virtual environment to prevent a malware infection on
the host. DroidDolphin [23] used a dynamic analysis framework including Droid-
Box [7] and APE [1] to record 13 activity features from the collected Android
apps, and then applied Support Vector Machine (SVM) to build a malware pre-
diction model. Crowdroid [13] also performed dynamic analysis for Android mal-
ware detection which extracted API system calls as the feature set for k-means
clustering. CopperDroid [17], an automatic Virtual Machine Introspection (VMI)
based dynamic analysis system, extracted operating system interactions (e.g., file
and process creation), as well as intra- and inter-process communications (e.g.,
SMS reception) as the features to represent the behaviors of the Android apps.
Though dynamic extraction is more resilient to low level obfuscation, it is com-
putationally expensive to perform and requires simulation of user interactions.
On the contrast, static analysis focuses on analyzing the internal components
of an app without executing it. This makes it much cheaper to perform than
dynamic analysis. DroidMat [8] performed static analysis on Android apps to
extract API calls, permissions and intent messages as the input features for k-
means clustering and finally k-NN classification. DroidMiner [4] also extracted
API calls, but then transformed them into modalities for associative classifier.
Peiravian and Zhu [20] analyzed Android apps creating a feature set consisting of
API calls and permission requests that they then fed to SVM, Decision Tree, and
ensemble classifiers. Due to its high efficiency in feature extraction, in this paper,
we choose to use static analysis for feature representation of Android apps. We
first extract API calls from the smali files. Different from the existing works,
we then further categorize the API calls which belong to the same method in
the smali code into a block, since it provides a higher-level representation than
a simple list of API calls and requires more efforts for attackers to evade the
detection.
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Although shallow learning methods such as Support Vector Machine (SVM),
Artificial Neural Network (ANN), Näıve Bayes (NB), and Decision Tree (DT)
have successfully applied in Android malware detection [8,18–20,23], they have
limitations that leave a large room for improvement. Deep learning, a new fron-
tier in machine learning and data mining, is starting to be leveraged in indus-
trial and academic research for different applications (e.g., Computer Vision)
[26,27]. In this paper, based on our collected sample set and extracted features,
we intend to explore a deep learning framework for newly unknown Android
malware detection.

3 System Architecture

In this paper, based on the collected Android apps, we extract the API call blocks
as the features and apply a deep learning framework (i.e., Deep Belief Network)
for newly unknown Android malware detection. Figure 1 shows the system archi-
tecture of our developed Android malware detection system DroidDelver, which
consists of the following five major components.

Fig. 1. System architecture of DroidDelver

– Unzipper and Decompiler: The APKTool [3] is used to unzip the APKs and
decompile the dex files to smali codes. (See Sect. 4.1 for details.)

– API Call Extractor: It automatically extracts the API calls from the smali
codes. Through the API query database, the API calls extracted from the
smali codes will be converted to a group of global integer IDs which represents
the static execution sequence of the corresponding API calls. (See Sect. 4.1 for
details.)
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– API Call Block Generator: Based on the extracted API calls from the smali
code, the APIs which belong to the some method (between each pair of “.meth-
ods” and “.end method”) in the smali code will be further categorized into a
block. For each Android app, it will finally be represented by blocks of API
calls. (See Sect. 4.2 for details.)

– Deep Belief Network Classifier: Resting on the generated API call blocks, a
Deep Belief Network (DBN) is used for model construction and thus for newly
unknown Android malware detection. (See Sect. 4.3 for details.)

– Malware Detector: For each new collected unknown Android app, it will be
first parsed through the unzipper and decompiler to get the smali codes, then
its API calls will be extracted from the smali codes, and finally the API
call blocks will be generated as the feature vector. By using the constructed
classification model, this app will be labeled either benign or malicious.

4 Proposed Method

4.1 Android API Call Extraction

Unlike traditional desktop based Portable Executable (PE) file, Android app is
compiled and packaged in a single archive file (with an .apk suffix) that contains
the dex file (app code), resources, assets, and manifest file. Android apps are
developed with Java. Development environments (e.g., Eclipse) convert the Java
source codes into Dalvik executable (dex) files which can be run on the Dalvik
Virtual Machine (DalvikVM) in Android [6]. Dex is a file format that contains
compiled code written for Android and can be interpreted by the DalvikVM [5],
but it is unreadable. In order to convert the dex file to a readable format, smali
provides us readable code in smali language. Smali is an assembler/disassembler
for the dex format [5]. Smali code is the interpreted, intermediate code between
Java and the DalvikVM [6].

Since API calls are used by the apps in order to access operating sys-
tem functionality and system resources, they can be used as representations
of the behaviors of an app. In order to extract the API calls, the app is first
unzipped to provide the dex file, and then the dex file is further decompiled
into smali code using a well-known reverse engineering tool APKTool [3]. The
converted smali code can then be parsed for API call extraction. Listing 1.1
shows a segment of the converted smali code from “winterbird.apk” (MD5:
53cec6444101d1976af1b253ff5b2226 ) which is a theme wallpaper app embed-
ded with malicious code that can steal user’s credential. In this Smali file, the
API calls of “Lorg/apache/http/HttpRequest; →containsHeader” and “Lorg/a-
pache/http/HttpRequest; →addHeader” will be extracted.

As not all of the extracted API calls are contributing to malware detec-
tion [24,28], in this paper, we further apply Max-Relevance algorithm [12] to
select a set of API calls with the highest relevance to the target classes (either
benign or malicious).
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Listing 1.1. Example of smali code

# d i r e c t methods
. method proce s s ( )V

. l o c a l s 2

. parameter ‘ ‘ request ’ ’

. parameter ‘ ‘ context ’ ’
const−s t r i n g v0 , ‘ ‘ Accept−Encoding ’ ’
invoke−i n t e r f a c e {p1 , v0 } , Lorg/apache/http /HttpRequest ;
−>conta insHeader ( Ljava/ lang / St r ing ; ) Z
const−s t r i n g v0 , ‘ ‘ Accept−Encoding ’ ’
const−s t r i n g v1 , ‘ ‘ gzip ’ ’
invoke−i n t e r f a c e {p1 , v0 , v1 } , Lorg/apache/http /HttpRequest ;
−>addHeader ( Ljava/ lang / St r ing ; Ljava/ lang / St r ing ; )V
return−void

. end method

4.2 API Call Block Generation

API calls can be used to represent the behaviors of an Android app. How-
ever, if using API calls only, sometimes it’s not enough to detect a mali-
cious app. For example, Fig. 2 shows the screen shots of “Locker.apk” (MD5:
f836f5c6267f13bf9f6109a6b8d79175 ), which is a ransomware [21] that will lock
the smart phone’s screen (as shown in Fig. 2(c)) after installation (Fig. 2(a)
and (b) display its installation and running interfaces). If the smart phone
is infected by this malware, the victim is demanded to pay a ransom to the
attackers to unlock his/her smart phone. After further analysis, we find that
the API calls of “Ljava/io/FileOutputStream-write”, “Ljava/io/IOException-
printStackTrace”, and “Ljava/lang/System-load” together in the method of
“loadLibs” in the converted smali code indicate this ransomware intends to
write malicious code into the system kernel. Though it may be common to use

Fig. 2. Screen shots of the ransomware “Locker.apk”
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them individually in benign apps, they three together rarely appear in the same
method in benign apps. Thus, this API call block containing those three sensi-
tive API calls can be used as a feature to detect this ransomware. In this paper,
after API call extraction, we further categorize the API calls which belong to the
same method in the smali code into a block. For each Android app, it will finally
be represented by blocks of API calls. The API call block can well represent the
complete function in an app, which creates a higher-level representation than
a simple list of API calls and requires more efforts for attackers to evade the
detection since it may result in execution collapse if the attackers add several
non-associated API calls in the block.

To generate the API call blocks from the extracted API calls, we define
a block as the code between a pair of “.method” and “.endmethod” in
the smali file. Listing 1.1 shows an example of a block, which includes two
API calls “Lorg/apache/http/HttpRequest; →containsHeader” and “Lorg/a-
pache/http/HttpRequest; →addHeader”. By querying the API database, these
two API calls will be mapped to global integer IDs of 520 and 560. Thus, this API
call block can be represented as < 520, 560 >. In this paper, we don’t consider
the order and frequency of the API calls. For the example of “winterbird.apk”,
the API call blocks are recorded as following: {< 520, 560 >,< 520, 580, 582 >
,< 520, 528, 580 >,< 520, 580, 582 >, ...}, where 580, 582, and 528 repre-
sent the API calls of “Landroid/os/Handler;→post”, “Ljava/lang/Exception;
→toString”, and “Landroid/util/Log; →w” respectively. After transformation,
this app can finally represented by a call block vector < B1, B2, B3, B2, ... >.

4.3 Deep Belief Network for Android Malware Detection

Although classification methods based on shallow learning architectures, such as
Support Vector Machine (SVM), Artificial Neural Network (ANN), Näıve Bayes
(NB), and Decision Tree (DT), can be used to solve the Android malware detec-
tion problem [8,18–20,23], deep learning has shown great performance in classi-
fication tasks such as image recognition and natural language processing [11,22].
In this paper, we intend to explore a deep learning framework, i.e., Deep Belief
Network (DBN), for Android malware detection.

Restricted Boltzmann Machine. A Restricted Boltzmann Machine (RBM)
is a type of neural network with an energy-based probabilistic model [11]. An
RBM is a bipartite graph with a visible layer (an input layer, denoted as v) and a
hidden layer (denoted as h), where the only interactions are formed between the
layers, but not between units of the same layer. If all nodes are random binary
variable node (i.e., only take value 0 or 1), and assume probability distribution
p(v, h) satisfies Boltzmann distribution, we call this model Restricted Boltzmann
Machine (RBM).

Given a training sample x with d dimensions: x = (x1, x2, x3, ..., xd), as a
special form of Boltzmann Machines, the energy function of RBM is bilinear,
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which can be denoted as [11]

Eθ(x,h) = −
d∑

i=1

|H|∑

j=1

wijxihj −
d∑

i=1

b′
ixi −

|H|∑

j=1

bjhj , (1)

where the hidden layer h includes |H| hidden units: h = (h1, h2, h3, ..., h|H|),
and the mapping parameter set θ is composed of weight matrix w, the offset
vector b and b′ (i.e., θ = (w,b,b′)).

When x is fed to the visible layer, the RBM will turn on or off each hidden
unit based on its conditional probability, and visa versa. In our application, we
use sigmoid function to compute P (hj |x) and P (xi|h) [11]:

P (hj |x) = s

(
d∑

i=1

wijxi + b

)

, P (xi|h) = s

⎛

⎝
|H|∑

j=1

wijhj + b′

⎞

⎠ . (2)

The process of training RBM, in fact, is to find the best probability distrib-
ution to reproduce each input vector.

Deep Belief Network. Deep Belief Network (DBN) is built on a stack of
RBMs, where the trained activations of one RBM are used as the inputs of the
next RBM [11]. It first uses a layer by layer approach to greedily pre-train the net-
work (i.e., initialize the parameters of the network through unsupervised train-
ing), and then further fine-tune all the parameters with respect to the labeled
information through associative memory. Figure 3 shows the architecture of the
DBN in our application.

Fig. 3. Deep Belief Network (DBN) for android malware detection



62 S. Hou et al.

The training process of DBN in our application for Android malware detec-
tion is summarized as follows:

Pre-training Process. The first layer RBM is at first fully trained. Then the
states of the hidden units in the first hidden layer is used as the input for the
second RBM. After fully training the second RBM, it will be stacked on top of
the first RBM. The above steps are repeated to build a multi-layer RBM neural
network. In the associative memory, at the top layer of the RBMs, two nodes are
added to represent the class labels (either benign or malicious) for fine-tuning
process.

Fine-Tuning Process. After unsupervised pre-training, DBN further uses a con-
trastive version of the wake-sleep algorithm [10] to fine-tune the model. Except
the top-layer RBM, each other layer of the RBMs includes upward cognitive
weights and downward generation weights. For the wake phase (also called cog-
nitive process), it uses input features and upward cognitive weights of each layer
to produce a compressed representation (node statuses), and applies gradient
descent method to modify the downward generation weights between layers; For
the sleep phase (also called generation process), it uses the top layer represen-
tation and downward weights to generate underlying states, while modifies the
upward cognitive weights between layers.

5 Experimental Results and Analysis

In this section, two sets of experimental studies are conducted using a real sam-
ple collection obtained from Comodo Cloud Security Center to fully evaluate the
performance of our developed Android malware detection system DroidDelver :
(1) In the first set of experiments, we evaluate the detection performance of our
proposed feature extraction method; (2) In the second set of experiments, we
evaluate the detection performance of Deep Belief Networks (DBNs) with differ-
ent sets of parameters and also compare with different typical shallow learning
methods.

5.1 Experimental Setup

The sample set obtained from Comodo Cloud Security Center includes 5,000
android apps, half of which are benign apps, while the other half are malware. We
evaluate the Android malware detection performance of different methods using
the measures shown in Table 1. All the experiments are performed under the
environment of 64 Bit Windows 8.1 operating system with Intel(R) Core(TM)
i7-4790 CPU @ 3.60 GHZ plus 16 GB of RAM.
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Table 1. Performance indices of android malware detection

Indices Specification

True Positive (TP ) Number of apps correctly classified as malicious

True Negative (TN) Number of apps correctly classified as benign

False Positive (FP ) Number of apps mistakenly classified as malicious

False Negative (FN) Number of apps mistakenly classified as benign

TP Rate (TPR) TP
TP+FN

FP Rate (FPR) FP
FP+TN

Accuracy (ACY ) TP+TN
TP+TN+FP+FN

Table 2. Comparisons between Android API calls and API call blocks

Method Accuracy TP FN TN FP

API Calls+SVM (A SVM) 91.1 % 2280 220 2275 225

API Calls+ANN (A ANN) 90.22 % 2239 261 2272 228

API Calls+NB (A NB) 79.44 % 1976 524 1996 504

API Calls+DT (A DT) 90.74 % 2262 238 2275 225

API Call Blocks+SVM (B SVM) 94.24 % 2348 152 2364 136

API Call Blocks+ANN (B ANN) 93.68 % 2322 178 2362 138

API Call Blocks+NB (B NB) 80.02 % 2009 491 1992 508

API Call Blocks+DT (B DT) 94.08 % 2349 151 2355 145

Fig. 4. Comparisons between Android API calls and API call blocks

5.2 Comparisons of Detection Performance Between Android API
Calls and API Call Blocks

In this set of experiments, the performance of Android malware detection is
compared between the features of Android API calls and API call blocks, using
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Table 3. Comparisons of different Deep Belief Network (DBN) constructions

Layer # Neuron # Accuracy TP FN TN FP

2 [300,300] 95.58 % 2376 124 2403 97

2 [200,200] 95.72 % 2396 104 2390 110

2 [100,100] 95.96 % 2400 100 2398 102

3 [300,300,300] 96.2 % 2397 103 2413 87

3 [200,200,200] 96.66% 2419 81 2414 86

3 [100,100,100] 95.84 % 2393 107 2399 101

4 [200,200,200,200] 95.44 % 2392 108 2380 120

5 [200,200,200,200,200] 95.26 % 2373 127 2390 110

Table 4. Comparisons between DBN and shallow learning models

Method Accuracy TP FN TN FP

API Call Blocks+SVM (B SVM) 94.24 % 2348 152 2364 136

API Call Blocks+ANN (B ANN) 93.68 % 2322 178 2362 138

API Call Blocks+NB (B NB) 80.02 % 2009 491 1992 508

API Call Blocks+DT (B DT) 94.08 % 2349 151 2355 145

API Call Blocks+DBN (B DBN) 96.66% 2419 81 2414 86

Fig. 5. ROC curves of different classification models

four typical shallow learning methods (i.e., SVM, ANN, NB and DT). Based on
the sample set described in Sect. 5.1, we conduct 10-fold cross validations for
the evaluation. The experiment results shown in Table 2 and Fig. 4 demonstrate
that using API call blocks as the features outperform using API calls directly for
Android malware detection. The API call block features will therefore be used
for the remaining experiments.
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5.3 Evaluation of Deep Belief Network in Android Malware
Detection

In this set of experiments, based on the sample set described in Sect. 5.1, using
the features of API call blocks, we further evaluate the detection performance
of Deep Belief Network (DBN). While building the deep learning model, there
are two key parameters: the number of hidden layers and the number of neurons
in each hidden layer. Table 4 shows the detection performance changes with dif-
ferent DBN constructions. Comparisons are also conducted between DBN and
other four typical shallow learning classification models as shown in Table 4.
Figure 5 shows the ROC curves of different classification methods. From Table 4
and Fig. 5, it can be seen that, compared with the typical shallow learning meth-
ods, the Android malware detection performance is greatly improved by using
DBN.

6 Conclusion

In this paper, an automatic Android malware detection system, DroidDelver, is
developed using a deep learning framework (i.e., Deep Belief Network) based on
the API call block features extracted from the smali code. The proposed feature
representation statically extracts API call blocks from the smali codes main-
taining the inherent relationship existing within the API calls. A comprehensive
experimental study is performed on a real sample collection from Comodo Cloud
Security Center. Promising experimental results demonstrate that DroidDelver
which integrates our proposed method outperform other alternative Android
malware detection techniques. In our future works, we will further improve
DroidDelver by enhancing the semantic depth of the feature extraction, and
explore how other deep learning frameworks perform in Android malware detec-
tion (Table 3).
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Abstract. In the last few years, research on human activity recogni-
tion using the built-in sensors of smartphones instead of the body-worn
sensors has received much attention. Accelerometer is the most com-
monly used sensor of smartphone for the application. An important step
in activity recognition is feature extraction from the raw acceleration
data. In this work, a novel feature extraction method which consid-
ers both the distribution and the rate of change of the raw accelera-
tion data is proposed. The raw time series liner acceleration data was
collected by a smartphone application developed by ourselves. The pro-
posed feature extraction method is compared with a previously proposed
statistics-based feature extraction method using two evaluation methods:
(a) distance matrix before clustering, (b) ARI and FM-index after clus-
tering using MCODE. Both results show that the newly proposed feature
extraction method is more effective for daily activity recognition than the
previously proposed method.

Keywords: Activity recognition · Feature extraction · Smartphone ·
Unsupervised classification

1 Introduction

At present, smartphones are so popular that people carry with them almost
anywhere and anytime. Most of the smartphones are equipped with a rich set of
embedded sensors, such as accelerometer, GPS sensor, gyroscope, etc. In the last
few years, some works using the built-in sensors of smartphones for human activ-
ity recognition (HAR) have been proposed. Human activity recognition is one of
the important and challenging research areas in ubiquitous computing since it
has a wide range of applications including security, healthcare, lifestyle analysis,
smart environments, surveillance, etc. Camera-based computer vision systems
have been widely used for human activity tracking, but they mostly require
infrastructure support, for example, complete camera coverage in the monitoring
areas [1]. Alternatively, inertial sensor-based systems for human activity recogni-
tion has become an active field of research in the domain of pervasive and mobile
computing. Within various sensors, accelerometer is the most commonly used
c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 67–76, 2016.
DOI: 10.1007/978-3-319-47121-1 6
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sensor for recoding body motion signals, because daily activities such as walking,
standing, sitting and jogging can be clearly defined by the motion of the body
parts. In the work of Bao et al. [2], five biaxial accelerometers are placed in five
locations on the user’s body to monitor 20 types of activities, trained with 20
users using well-known machine learning classifiers. However, these special sen-
sors are usually not available for the common users. In [3], the acceleration data
collected from the embedded triaxial accelerometers of smartphones have been
investigated for HAR. As in those different approaches to activity recognition,
standard classification algorithms cannot be applied directly on raw time series
data. Usually, feature extraction methods have to been used to produce a new
data representation (called features) before the classification. Popular features
computed from the acceleration data are mean, variance or standard deviation,
energy, entropy, correlation between axes or discrete FFT coefficients [4]. In the
work by Ravi et al. [5], four features (mean, standard deviation, energy and
correlation) are extracted from each axis of a single triaxial accelerometer to
recognize eight activities.

In this work, we have proposed a novel feature extraction method which
creates a feature vector from the raw time series acceleration data aiming to
enhance activity recognition rate especially for the activities ascending stairs
and descending stairs. Both the distribution and the rate of the change of the
acceleration data are considered in the feature extraction. Molecular Complex
Detection (MCODE) clustering method is used to classify these human daily
activities including walking, jogging, ascending stairs, descending stairs, sitting
and standing. MCODE is an unsupervised clustering method, which has been
successfully applied to distinguish race walking from normal walking and running
in our previous work [6].

2 Related Work

Many human-activity recognition systems have been proposed such as Camera-
based computer vision systems and inertial sensor-based systems. In computer
vision-based activity recognition, the common approach is to extract image fea-
tures from the images or video and to issue a corresponding activity class label
[1]. In general, the computer vision-based techniques for human activity tracking
often work well in a laboratory or well-controlled environment. However, they
require cameras to be placed beforehand at the predetermined points of interest,
and they can be influenced by the lighting conditions. Hence, these techniques
are not appropriate for highly varied activities that take place in the natural
environments. Alternatively, many human activity recognition systems based on
the inertial sensor have been developed in recent years. Some of the earliest works
based on the inertial sensor focus on the use of multiple accelerometers and possi-
bly other sensors. Bao et al. [2] have used five biaxial accelerometers worn on the
user’s right hip, wrist, upper arm, ankle and thigh to collect acceleration data
from 20 subjects while performing 20 activities. Using several classifiers, they
create models to recognize twenty daily activities. It is shown that the decision
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tree based classifier shows the best performance for recognizing daily activities,
which can produce an overall accuracy rate of 84 %. Furthermore, their results
show that placing accelerometers on the subjects thigh is the most effective way
for distinguishing the set of 20 activities. Ravi et al. [5] have used a single triaxial
accelerometer worn near the pelvic region to distinguish 8 activities: standing,
walking, running, ascending stairs, descending stairs, vacuuming, brushing, and
situps. They have run several supervised classifiers on data sets in four differ-
ent settings. It is shown that ascending stairs and descending stairs are hard
to be distinguished. In the work of Kwapisz et al. [3], smartphone accelerome-
ters are used to perform activity recognition with data collected from 29 sub-
jects, each carrying a smartphone in their pocket as they perform six activities
which are walking, jogging, ascending stairs, descending stairs, sitting and stand-
ing, using three supervised classification methods (Decision Trees, Regression,
Neural Network). The results show that the activities except ascending stairs
and descending stairs can be recognized correctly with a accuracy over 90 %,
while the two activities ascending stairs and descending stairs are difficult to be
distinguished. All the above studies are using supervised classification methods
to perform activity recognition, while in our previous work [6] an unsupervised
method named MCODE is used for recognizing race walking using smartphone
sensors. The experimental results show that MCODE is effective to distinguish
race walking from normal walking and running using smartphone accelerometers.

As mentioned above, in both papers [3,5], it is found that two activities
ascending stairs and descending stairs are difficult to be classified. So we have
proposed the feature extraction method for improving activity recognition accu-
racy, especially for the activities ascending stairs and descending stairs.

3 Method

3.1 Data Collection

In order to collect data for our experiment, we have developed a simple Android
application that runs on the smartphone. The application permits us to start
or stop the data collection and label the activity through a simple graphical
user interface. When the data collection is stopped, the data will be saved in a
textfile. By setting the application to record the data of linear acceleration sensor
type, we can collect linear acceleration data along the x-axis, y-axis and z-axis
of the device, not including gravity. Six healthy subjects with ages from 22 to 28
volunteer for the study. Each of them is instructed to carry a Samsung Galaxy
SIII smartphone in their front pants leg pocket while performing a specific set
of activities for a certain time. These activities are walking, jogging, ascending
stairs, descending stairs, sitting and standing. The data collection process is
under supervision by one of our team members to ensure the quality of the data.

3.2 Feature Extraction

In the data collection, we have obtained triaxial linear acceleration time series
along x-axis, y-axis and z-axis. Figure 1 demonstrates these axes relative to a
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Fig. 1. Axes of motion relative to user

user. In this section, we present a novel method to transform the time series
data into a feature vector. At first, the sliding window approach is employed to
divide time series data into smaller time segments using a window size of 300
with 150 samples overlapping between consecutive windows, where each segment
represents an instance of certain activity. At a sampling frequency of 50 Hz using
the smartphone, each instance contains 6-s data readings. We choose the window
size of 6 s because it can sufficiently capture cycles in these activities for each
segment.

In our feature extraction method (the proposed method), for each segment,
a 32-dimensional feature vector is created, denoted by F with F i indicating the
ith dimension value of F . Let Y denote the 300 samples along y-axis of each
segment, with Y j indicating the jth dimension value of Y in the unit of m/s2.
Let Z denote the 300 samples along z-axis of each segment, with Zj indicating
the jth dimension value of Z in the unit of m/s2. The F is calculated as follow:

F i =

√
√
√
√

300∑

j=1

exp(−|Y j − i + 15|) i ∈ [1, 2, ..., 30]

F 31 =

√
√
√
√

300∑

j=2

|Y j − Y j−1|

F 32 =

√
√
√
√

300∑

j=2

|Zj − Zj−1|

The first formula gives 30 features which represent the distribution of the
acceleration data around 30 distinct acceleration values from −15 m/s2 to
14 m/s2 along y-axis, the second and the third formulas give the 31th and 32th

features which represent the rate of change of the acceleration data along y-axis
and z-axis respectively.
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3.3 MCODE

After obtaining the features, the MCODE-based method was utilized for activity
recognition. MCODE is an efficient graph clustering method and is first applied
to large protein-protein networks [7]. The input to MCODE is an undirected
graph and the output are clusters of instances. In order to utilize the MCODE
clustering algorithm for activity recognition, all the feature vectors of each sub-
jects data need to be mapped into an undirected graph, denoted by G. The
graph G is a complete graph and each vertex in the graph represents a feature
vector, namely, an instance of certain activity. The set of all vertices and all
edges in G are denoted as V and E, respectively. The length of each edge in E
refers to the Euclidean distance between the two corresponding vertices and the
edge weight is the reciprocal of the length of the edge. For using the MCODE
clustering algorithm effectively, some edges in the complete graph G need to be
deleted, which is accomplished by defining a threshold for the edge weight. The
value of the threshold is the averaged weight of E multiplied by a parameter
named EWP. If the weight of an edge is less than the threshold, the edge will
be deleted from the complete graph.

MCODE algorithm operates in three stages, vertex weighting, cluster find-
ing and optionally post-processing. Post-processing is used to assign vertices to
multiple clusters and delete the clusters with a small number of vertices [7]. In
our study, every vertex belongs to one and only one cluster, so the stage of post-
processing is not required. The first stage of MCODE, vertex weighting, weights
all vertices based on their local network density using the highest k-core of the
vertex neighborhood. Density of a graph, G = (V,E), with number of vertices
|V | and number of edges |E|, is defined as |E| divided by the number of edges of a
complete graph composed of V . Thus, density of G, DG = |E|/|(|V |(|V |−1)/2).
A k-core is a graph of minimal degree k (graph G, for all v in G, deg(v) ≥ k). For
any vertex v ∈ V , the highest k-core called M is found from the local network Nv

that is composed of v and its neighbors. Finally, the weight of v is the product
of Ms k-core and Ms density. The second stage, cluster finding, takes as input
the vertex weighted graph, seeds a cluster with the highest weighted vertex and
set the vertex with the highest weight as seed vertex. Then for each neighbor
v of the seed vertex, if the weight of v is greater than a given threshold, which
is the weight of the seed vertex multiplied by a parameter named VWP, the v
will be classified into the cluster which the seed belongs to and set as new seed.
Then the neighbours of the new seed will be recursively checked in the same
manner. A vertex is not checked more than once and this process stops once no
more vertices can be added to the cluster based on the given threshold and is
repeated for the next highest unseen weighted vertex in the graph.

4 Results and Discussion

In our previously proposed method [6], statistic-based features are extracted,
which includes mean, standard deviation, variance, skewness, kurtosis, signal
magnitude area and correlation between axis pair. In this work, we compared the
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previous method with the newly proposed feature extraction method. Adjusted
Rand Index (ARI) [8] and Fowlkes-Mallows Index (FM-index) [9] were used to
evaluate the experimental results. The ARI and FM-index are both used to
measure the similarity between the clustering result and the benchmark. The
maximum value of the ARI and FM-index are both 1, which means that the
clustering result are exactly the same as the benchmark, while the minimum
value of them are both 0, which means the clustering result is a random result.
For both the ARI and FM-index, a larger value means a better similarity between
the clustering result and the benchmark.

4.1 Parameter Selection Using ARI

As mentioned above, two parameters, EWP and VWP, need to be provided for
applying the MCODE method for activity recognition. In order to find the best
parameters for both methods, we have tested various parameter combinations
of EWP and VWP on the dataset of 6 subjects. Obviously, the largest sum of
ARI values of 6 subjects indicates the best parameter setting. Thus, with each
combination of EWP and VWP, for each subjects data, we have computed the
ARI value of clustering result by applying the proposed method and the previous
method, respectively. Figure 1(a) shows the sum of ARI values of different com-
binations of EWP and VWP produced by the proposed method, while Fig. 1(b)
shows the sum of ARI values produced by the previous method. As shown in
Fig. 2, when EWP = 1.6 and VWP = 0.1, the sum of ARI values reaches the
largest for the proposed method, whereas the parameter setting of EWP = 1.8
and VWP = 0.1 leads to the largest sum of ARI values for the previous method.
In the experiments, it is found that the best parameter settings given by FM-
index are exactly the same as the results listed above. Therefore, we have selected
EWP = 1.6 and VWP = 0.1 for the proposed method, while EWP = 1.8 and
VWP = 0.1 are used for the previous method.

4.2 Evaluation

Evaluation Using Distance Matrix. A good feature extraction method for
activity recognition ought to make sure that the exacted features of the same
activity are similar while the features of different activities are dissimilar. In other
words, the more similar the exacted features of the same activity, and the more
dissimilar the features of the different activities, the better the feature extraction
method is. So, the pairwise Euclidean distance matrix of the feature vectors can
be used to measure the similarities between features and thus can be used to
evaluate the feature extraction method. Here the Euclidean distance matrixes are
used to compare the proposed feature extraction method with previous method.
For each subjects data, we have constructed two Euclidean distance matrixes
produced using the proposed method and previous method respectively. Each
matrix is normalized by dividing the mean value of the matrix. All the matrixes
are shown as color map in Fig. 3 through Fig. 8. In all the figures, a pixel repre-
sents the distance between the two corresponding instances of activities so that
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Fig. 2. Sum of ARI values for different combinations of EWP and VWP. (a) Proposed
Method; (b) Previous Method
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Fig. 3. Distance matrix of activities (walking: a–b, jogging: b–c, ascending stairs:
c–d, descending stairs: d–e, sitting: e–f, standing: f–g) of Subject 1 with (I) Proposed
Method; (II) Previous Method
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Fig. 4. Distance matrix of activities (walking: a–b, jogging: b–c, ascending stairs:
c–d, descending stairs: d–e, sitting: e–f, standing: f–g) of Subject 2 with (I) Proposed
Method; (II) Previous Method

the area of the squares of each activity is determined by the square of the number
of instances of the activity.

Obviously, the proposed feature extraction method outperforms previous
method as shown in each figure. It is clearly shown that the similarities within
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Fig. 5. Distance matrix of activities (walking: a–b, jogging: b–c, ascending stairs:
c–d, descending stairs: d–e, sitting: e–f, standing: f–g) of Subject 3 with (I) Proposed
Method; (II) Previous Method
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Fig. 6. Distance matrix of activities (walking: a–b, jogging: b–c, ascending stairs:
c–d, descending stairs: d–e, sitting: e–f, standing: f–g) of Subject 4 with (I) Proposed
Method; (II) Previous Method

the same activity for the proposed method is apparently higher than the previous
method in all the figures. For the proposed method, all the figures show that the
activities including walking, jogging, ascending stairs and descending stairs are
all distinct from each others, while for the previous method, ascending stairs and
descending stairs cannot be easily distinguished in some cases, such as in Figs. 5,
6 and 8. These results show that the proposed feature extraction method is more
effective for distinguishing between ascending stairs and descending stairs. It is
also found that the sitting and standing are not distinct from each other in the
results of both methods. It is well known that both sitting and standing are
static, namely, the liner acceleration of them are all near 0, and our approach
only uses the single liner acceleration readings of activities, which may explain
the failure for distinguishing the two activities, which is also the case for the
previous method. For both of the two methods, it can be seen from Fig. 4 that
the similarities among the walking, ascending stairs and descending stairs are
relatively high, which is also mentioned in the work [10].
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Fig. 7. Distance matrix of activities (walking: a–b, jogging: b–c, ascending stairs:
c–d, descending stairs: d–e, sitting: e–f, standing: f–g) of Subject 5 with (I) Proposed
Method; (II) Previous Method
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Fig. 8. Distance matrix of activities (walking: a–b, jogging: b–c, ascending stairs:
c–d, descending stairs: d–e, sitting: e–f, standing: f–g) of Subject 6 with (I) Proposed
Method; (II) Previous Method

Table 1. Comparison of the proposed feature extraction method with the previous
method using ARI and FM-index

Subject1 Subject2 Subject3 Subject4 Subject5 Subject6

ARI Proposed Method 0.9119 0.9363 0.9264 0.9487 0.8859 0.8818

Previous Method 0.8841 0.9135 0.7443 0.8313 0.8700 0.8597

FM-index Proposed Method 0.9326 0.9490 0.9420 0.9589 0.9120 0.9068

Previous Method 0.9065 0.9308 0.8044 0.8630 0.8963 0.8874

Evaluation Using ARI and FM-index. The best parameters selected for
both the proposed method and the previous method in Sect. 4.1 are used in the
evaluation, which are EWP = 1.6 and VWP = 0.1 for the proposed method, and
EWP = 1.8 and VWP = 0.1 for the previous method. The ARI and FM-index
produced by the two methods for 6 subjects are listed in Table 1. It can be seen
that for each subject, both the ARI value and the FM-index value produced
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by the proposed method are higher than these of the previous method. These
results show that the proposed method is more effective for the daily activity
recognition than the previous method (Fig. 7).

5 Conclusion

In this paper a novel feature extraction method for activity recognition based
on the distribution and the rate of change of the linear acceleration data is pro-
posed. Activities except for sitting and standing can be distinguished from each
other by the proposed method. Compared to a previously proposed statistics-
based feature extraction method, the newly proposed method is shown to be
more effective for daily activity recognition, especially for distinguishing between
ascending stairs and descending stairs. In the future work, we will involve more
phone-based sensors than linear acceleration senor because the liner acceleration
are not enough to separate the statical activities such as sitting and standing of
which the liner acceleration are both close to zero.
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Abstract. Utilizing mobile cloud computing has had numerous advan-
tages such as the reduction of costs, development of efficiency, unlimited
storage capacity, easy access to services at any time and from any loca-
tion. It should be mentioned that the provision of various mobile cloud
computing services is faced with problems and challenges that the fault
tolerance can be mentioned as the main restrictions. In this paper, we
consider fault-tolerant adaptive routing in n-D mesh network. We pro-
pose a new faulty block model. All the faulty nodes and faulty links are
surrounded in some block, which is a convex structure, in order to avoid
routing livelock. The new model constructs the interior spanning forest
for each block in order to keep in touch with the nodes inside of each
block. The procedure for block construction is dynamically, it will adjust
its scale in accordance with the situation of networks, either the fault
emergence or the fault recovery. In our new adaptive routing, the mes-
sage can be sent to its destination whether the destination is inside or
outside a block if and only if the destination nodes keep connecting with
the mesh networks.

Keywords: Adaptive routing · Faulty block · Cracky faulty block ·
Livelock · n-D mesh

1 Introduction

Nowadays, smartphones and tablet PCs are more wide spread and users are
relying more on them compared to conventional personal computers. This has led
to an unprecedented growth in the mobile devices market ushering us into what is
known as the era of mobile computing. However, mobile devices suffer from many
limitations related to their limited resources. Limitations include: connectivity
issues, limited bandwidth, security vulnerabilities, applications compatibility,
and a restricted power source since they are mostly powered by batteries. A
lot of work about mobile computing has been done, see [1,4,5]. In this paper,
we consider the fault tolerant problem in mobile computing network. The mesh
structure is one of the most important interconnection network models. As a
topology to interconnect multiprocessor computer systems, it has been proved
to possess many attractive properties. Parallel computers using mesh as their
c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 77–87, 2016.
DOI: 10.1007/978-3-319-47121-1 7
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underlying architecture have been around for years [6]. A very important aspect
of mesh fault tolerance is its ability to route from a source node to a destination.
Routing is a process to send messages, which can be either data or instructions,
from a source node to a destination node, passing some intermediate nodes.
There are basically two types of routing: deterministic routing and adaptive
routing. In deterministic routing, a fixed path is used to send/receive messages
for a particular pair of source/destination. The obvious advantages of this routing
are its simplicity and ease of implementation. However, it suffers the shortcoming
of weak fault tolerability. In adaptive routing, there is no dedicated path for a
pair of source and destination. The path is adaptive constructed in the process
of routing. As a result, adaptive routing can tolerate more faulty nodes than
deterministic routing.

Fault-tolerant routing has been studied extensively. In fault-tolerant routing
on mesh, most work uses rectangular fault block model [2,7,9]. In rectangular
model, all faulty nodes are grouped in disjointed, rectangular areas, called fault
blocks. A fault block is constructed in a way that includes as few non-faulty nodes
as possible while maintaining rectangular shape. All nodes in these fault blocks,
whether they are faulty or non-faulty, are to be bypassed in any routes. However,
as [8]’s experiments show that the distribution of faulty vertices has the tendency
to make the whole mesh one “big block”. In consequence, the whole mesh becomes
useless because this big faulty block occupies the entire mesh region.

In our previous work [10], we proposed a new model, cracky rectangular block,
for fault-tolerant adaptive routing in two-dimensional (2-D for abbreviation)
mesh. The cracky rectangular block is a rectangular block with spanning forest
internal induced by all the connected vertices inside of this block. As a result, all
connected vertices that would have been included in original rectangular fault
block now can become candidate routing vertices. In our new cracky rectangular
block, the message can be sent to its destination whether the destination is inside
or outside a block. This is a noticeable overall improvement of fault-tolerability
of the system.

The 2-D mesh topology has been adopted by Symult 2010 [3], Intel
Touchstone DELTA [6] and Intel paragon; the MIT J-machine adopts three-
dimensional (3-D for abbreviation) mesh topology. In this paper, we extend the
cracky rectangular model and the corresponding adaptive routing in 2-D mesh
to multidimensional mesh. Due to the popularity of low dimensional mesh net-
works, we will take the 3-D mesh as a special case in our paper.

The rest of this paper is organized as follows. Section 2 describes the basic
routing function in multi-dimension mesh. Section 3 proposes the cracky block
and the adaptive fault-tolerant routing in multidimensional mesh.

2 Basic Routing Function in Multidimensional Mesh

2.1 n-D Mesh

We would like to represent a n-D mesh (n ≥ 2) with graph definitions first. Let
G = (V,E) be a undirected graph. The set V of vertices of graph G represents
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nodes of the network. The set E of edges of graph G represents links between
the nodes. The distance of a shortest path between nodes X and Y , denoted by
dist(X,Y ), is the length (number of links) of a shortest path between X and Y .

The n-D mesh M(d0, d1, · · · , dn−1), where d0, d1, · · · , dn−1 are integers and
di ≥ 2 for any i ∈ {0, 1, · · · , n − 1}, is defined as follows:

• V (M(d0, d1, · · · , dn−1)) is the set of all pairs in Zd0 × Zd1 × · · · × Zdn−1 ;
• there is a link between two different nodes X = (x0, x1, · · · , xn−1) and Y =

(y0, y1, · · · , yn−1) if and only if xi = yi for all i, 0 ≤ i ≤ n − 1, except one j,
where yj = xj ± 1, the addition and subtraction are modulo dj .

For any node X = (x0, x1, · · · , xn−1), let Γ(X) be the set of nodes adjacent
to X in M(d0, d1, · · · , dn−1). If 1 ≤ xi ≤ di − 2, then X has two neighbors
in dimension i, there are (x0, · · · , xi + 1, · · · , xn−1) (denoted by Xi

+ for short)
and (x0, · · · , xi − 1, · · · , xn−1) (denoted by Xi

− for short). Otherwise, xi = 0
(resp. xi = di − 1), then X has one neighbor in dimension i, it is (x0, · · · , xi +
1, · · · , xn−1) (denoted by Xi

+ for short) (resp. (x0, · · · , xi−1, · · · , xn−1) (denoted
by Xi

− for short)). Thus, every node has from n to 2n neighbors, depending on
its location in the mesh.

In the following, we will use the symbol Xi
φ(i) to denote the neighbor of X

in dimension i, where φ(i) ∈ {+,−}, i = 0, 1, · · · , n − 1. We will also use the
symbol !φ(i), the relationship between !φ(i) and φ(i) is

!φ(i) =
{

+ ifφ(i) = −,
− if φ(i) = +.

For each pair of nodes X = (x0, x1, · · · , xn−1) and Y = (y0, y1, · · · , yn−1), we
define the i-distance (i = 0, 1, · · · , n−1) between X and Y by di(X,Y ) = |xi−yi|.

2.2 A Basic Routing Function in N-D Mesh

The basic routing function in n-D mesh is a classical greedy routing function
as follows. A message m with destination Y received by the router of X =
(x0, x1, · · · , xn−1), if X �= Y then let i be the first subscript such that di(X,Y ) =
max{dj(X,Y )|j = 0, 1, · · · , n − 1}, the routing function f(X) = Xi

φ(i), where
d(Xi

φ(i), Y ) = d(X,Y )−1; otherwise, the message will be absorbed by the router
of X.

It is easy to know that if there is no fault in the mesh, the routing function
provided is livelock-free since the function sends m more closer to the destination
than before.

2.3 Livelock Situations

With the increasing of the scale of the massively parallel computers, the proba-
bility of link and node failure is also increasing. As we will show below, in case
of some links fail which don’t disconnect the n-D mesh, using the basic routing
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sa b

d

e

f

Fig. 1. Livelock situation in 3-D mesh, node s tries to send a message m to node d, but
m is in a livelock induced by nodes s, a, b, e, f . The dotted line denotes the faulty link

function does not guarantee that m will reach its destination. It can be blocked
in a part of the mesh.

As shown in Fig. 1, the basic routing function can unfortunately lead to
blocking situations due to some properties of the structure of the faulty links.
Clearly, in this example the message will always in the subgraph induced by
nodes s, a, b, e, f and will never reach its destination node d. Actually, this mes-
sage m is in livelock situation, which keeps a message moving indefinitely without
reaching the destination.

It is well known that the adaptive routing may cause livelock problems.
Therefore, routing without livelock is one of the most important design issues
for communication operations in multicomputer systems. The novel cracky faulty
block strategy which will be stated in Sect. 3 will avoid the livelock situation.

3 The Fault-Tolerant Adaptive Routing in n-D Meshes

In order to solve the livelock situation and the big block problem, we propose a
novel strategy for fault-tolerant routing. We use the cracky block to avoid livelock
and traverse block’s every connecting internal node if needed. Therefore, we can
transmit each message to any node not only outside of a block but also inside
of the block, and the message can reach the inside nodes which are forbidden in
the original rectangular block.

A block B((l0, h0), (l1, h1), · · · , (ln−1, hn−1)) is a submesh of the mesh
M(d0, d1, · · · , dn−1), contains all the nodes in the set V (B) = {(x0, x1, · · · ,
xn−1)|li ≤ xi ≤ hi, i = 0, 1, · · · , n − 1} and every link that connects any two



Fault-Tolerant Adaptive Routing in n-D Mesh 81

nodes in V (B). A node X = (x0, x1, · · · , xn−1) is said to be a boundary node of
the block B((l0, h0), (l1, h1), · · · , (ln−1, hn−1)) if xi = hi or xi = li for some i.

3.1 The Forming of the Disjoint and Minimal Faulty Blocks in nD
Mesh

Each node’s activities are based on message-driven mechanism. There are two
types of messages routed in mesh. One is entity message (message for short),
which is routed between any node pair. The other one is system message, this
type of message can only be sent between neighbors, and their contents are
mainly about the status of themselves, such as the nodes faulty degree and its
detailed situation of faulty links. The first one is the entity for computing or
communication, and the later one concentrates on maintaining the usability and
robustness of networks; in other words, it is for constructing the cracky block
when some faults occur in this mesh in order to avoid the livelock situation as
mentioned above.

In the beginning, all the nodes work well; that is, there does not exist any
faulty node or faulty link. Any node can both receive the message from any of
its neighbors, and vice versa, of course, depending on the basic routing strategy.
When some nodes or links are ruined because of some reasons, these failed nodes
or nodes incident with failed links will judge their current status immediately,
and then they send the system messages as soon as possible including their
status to its connected neighbors to tell them what have happened in detail. For
neighbors, once they receive the system messages, they judge their current status
depending on their latest status and the received system messages at once. Of
course, they will notice their connected neighbors about current status if and only
if the current status is different from previous status. Finally, the construction
of a stable cracky block is implemented by the above system messages exchange.

In this subsection, we will construct the disjoint and minimal blocks to con-
tain all the faults inside the blocks. To construct the disjoint and minimal faulty
blocks in mesh, we have to give some definitions first.

The degree d(X) (resp. faulty degree fd(X)) of a node X in mesh is the
number of links (resp. faulty links) of M(d0, d1, · · · , dn−1) incident with X.

Let S = {I} ∪ {∅} ∪ {{0ψ(0), 1ψ(1), · · · , (n − 1)ψ(n−1)}} be the status set,
for any i (i ∈ {0, 1, · · · , n − 1}), ψ(i) ∈ {+,−, 0}. If ψ(i) = 0, then delete
the corresponding element iψ(i) from the set {0ψ(0), 1ψ(1), · · · , (n − 1)ψ(n−1)}; if
ψ(i) = 0 for any i ∈ {0, 1, · · · , n − 1}, then view the set {0ψ(0), 1ψ(1), · · · , (n −
1)ψ(n−1)} as ∅. That is, there are 3n +1 elements in S. View I and ∅ as universal
set and empty set, respectively. For any two elements s1, s2 ∈ S, s1 ∩ s2 (resp.
s1 ∪ s2) is the intersection (resp. union) of s1 and s2 as usual. For any s ∈
S\{I, ∅}, let |s| be the number of elements contained in s. Clearly, 1 ≤ |s| ≤ n.

Let Γ∗(X) be the set of all good neighbors of X. That is, if Y ∈ Γ∗(X)
then the link 〈X,Y 〉 is good. Moreover, we set an order in Γ∗(X) as follows:
Y0, Y1, · · · , Y|Γ∗(X)|−1.

Denote by s(X) the status of node X, where s(X) ∈ S. Let M(X → Y ) be
the content of system message sent by node X to Y ∈ Γ∗(X).
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Now, we can introduce the procedure to form the minimal and disjoint blocks
containing all faulty links and nodes inside.

Step 1. Let s(X) be the status of node X, initialize every node’s status by its
faulty degree:

s(X) =

⎧
⎨

⎩

I if fd(X) = 0,
∅ if fd(X) ≥ 2,
{iφ(i)} if fd(X) = 1 and the link〈X,Xi

!φ(i)〉 is faulty.

Step 2. If s(X) �= I, then notice all or some nodes of Γ∗(X) by sending the
system message.

Case 1. If s(X) = ∅, send the system message M(X → Xj
φ(j)) = {jφ(j)} to

every node Xj
φ(j) ∈ Γ∗(X).

Case 2. If s(X) = {iφ(i)}, send the system message M(X → Xj
φ(j)) = s(X)∪

{jφ(j)} to every node Xj
φ(j) ∈ Γ∗(X), where j ∈ {0, 1, · · · , n − 1}\{i}, φ(j) ∈

{+,−}.

Step 3. If X receives the system message M(Yi → X) and M(Yi → X)∩s(X) �=
s(X), then update the status of X by setting s(X) = M(Yi → X) ∩ s(X)
and notice its neighbors by the following rule: if s(X) = ∅, then send system
message M(X → Xj

φ(j)) = {jφ(j)} to every node Xj
φ(j) ∈ Γ∗(X); if s(X) =

{i
φ(i1)
1 , · · · , i

φ(ik)
k } and |s(X)| < n, then send system message M(X → Xj

φ(j)) =

{jφ(j)} ∪ s(X) to Xj
φ(j), φ(j) ∈ {+,−}, where j ∈ {0, 1, · · · , n − 1}\{i1, · · · , ik}.

We show the above procedure by Algorithm 1.
See Fig. 2 for an example, the dotted line denotes the faulty link, by Algo-

rithm1, the block in thick line is the faulty block formed by the faults. Take four
nodes E, U, W, Z to show how the algorithm performs. In the first phase,
node U will initial its status s(U) = ∅ as a result of fd(U) = 2, node E
will initial its status s(E) = {0+} since fd(E) = 1 and the link 〈E,E0

−〉 is
faulty, nodes Z and W will initial their status s(Z) = s(W ) = I because of
fd(Z) = fd(W ) = 0. In the second phase, according to the algorithm, node U
will send the system message M(U → W ) = {2−} to W , node E will send the
system message M(E → Z) = {0+} ∪ {2−} = {0+, 2−} to Z. Finally, node
W refreshes its status by s(W ) = I ∩ M(U → W ) = {2−} and sends system
message M(W → Z) = {2−}∪{0+} = {0+, 2−} to Z; node Z refreshes its status
by s(Z) = I ∩ M(E → Z) ∩ M(W → Z) = {0+, 2−}.

It is easy to see that nodes inside a faulty block will get the status ∅ finally,
nodes outside any faulty block get status I while nodes on the border of the
faulty blocks get status from the set S\{I, ∅}.

3.2 The Forming of the Cracky Blocks in nD Mesh

Say a node X with s(X) = ∅ is connected, if there exist a node Z with s(Z) �= ∅
and a (X,Z)-path consisting of good links.
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Algorithm 1. Let X be any node in the n-D meshes, fd(X) be the faulty degree
of X, s(X) be the status, and M(X → Yi) be the content of system message
sent by X to Yi.
1: procedure Initial status(X)
2: if f(X) = 0 then
3: s(X) ← I
4: else if fd(X) = 1 and 〈X, Xi

!φ(i)〉 is faulty then

5: s(X) ← {iφ(i)}
6: else if fd(X) ≥ 2 then
7: s(X) ← ∅
8: end if
9: Algorithm notice status(X)

10: end procedure
11: procedure Update status(X)
12: if ∃ Yi ∈ Γ∗(X) such that s(X) 	= M(Yi → X)∩ s(X) then
13: s(X) ← M(Yi → X) ∩ s(X)
14: Algorithm notice status(X)
15: end if
16: end procedure
17: procedure Notice status(X)
18: if s(X) = ∅ then
19: send system message M(X → Xj

φ(j)) = {jφ(j)} to every node Xj
φ(j) ∈

Γ∗(X)

20: else if s(X) = {i
φ(i1)
1 , · · · , i

φ(ik)
k } and |s(X)| < n then

21: send system message M(X → Xj
φ(j)) = {jφ(j)} ∪ s(X) to Xj

φ(j), φ(j) ∈
{+, −},

22: j ∈ {0, 1, · · · , n − 1}\{i1, · · · , ik}
23: end if
24: end procedure

After constructing the minimal and disjoint faulty blocks in the mesh, we
would like to form the cracky blocks by hanging all the connected nodes.

Hang the node W if s(W ) ∈ S\{∅}. We say the node X with s(X) = ∅ is
hung if and only if it chooses exactly one hung neighbor as predecessor. Denote
by pred(X) the predecessor of X. A node which is not hung is free. We denote
by l(X) these two boolean states {h, f}, refer to the hung and free status for
each node inside of the faulty block.

The node W with s(W ) ∈ S\{∅} can be hung easily, we will show how to
hang the connected nodes by Algorithm2.

For any node X with s(X) ∈ S\{I}, define Succ(X) = {Yi ∈ Γ∗(X)|s(Yi) =
∅ and X = pred(Yi)}. We consider an order over the elements of Succ(X).
Denote by succi(X) the ith element of Succ(X), with 1 ≤ i ≤ kX = |Succ(X)|.
A node X with s(X) ∈ S\{I} is said to be final if Succ(X) = ∅. Take Fig. 2 for
an example, every connected node is hung, the arrow points to the predecessor.

A cracky block is obtained from a faulty block, the nodes of the cracky block
is composed of the boundary nodes and the interior connected nodes of the faulty
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Fig. 2. The faulty block formed by the faults

block while the boundary links of the faulty block and the links connecting the
interior connected nodes and their predecessors consists of the links of the cracky
block. By Algorithm 2 and the definition of the cracky block, we know that there
are trees inside the block with roots on the boundary of the block.

3.3 Adaptive Fault-Tolerant Routing with the Cracky Blocks

In this subsection, we will give the complete fault-tolerant routing strategy for
the message sent in the n-D mesh with the cracky blocks.

Let A = ((a0, b0), (a1, b1), · · · , (an−1, bn−1)) be any faulty block. Let I(A)
be the set of all nodes inside of A, i.e., {(x0, x1, · · · , xn−1) : ai + 1 ≤ xi ≤
bi − 1, i = 0, · · · , n − 1}. Denote by S(ai) (resp. S∗(ai)), 0 ≤ i ≤ n − 1, the
“ai”-surface (resp. “ai”-intersurface) of A, i.e., the induced subgraph by the
nodes (x0, x1, · · · , xi−1, ai, xi+1, · · · , xn−1) with aj ≤ xj ≤ bj for any j �= i
(resp. aj + 1 ≤ xj ≤ bj − 1 for any j �= i). Similarly define S(bi) and S∗(bi) the
“bi”-surface and “bi”-intersurface of A respectively.

In the process of routing, denote the current node by X. Let Xp be the node
who sends message to node X, and Xs be the node who will receive the message
sent by X.

Case 1. s(X) = I, then route message by the greedy algorithm defined in
Sect. 2.2.

Case 2. s(X) = ∅, then route message by line 4–10 in Algorithm 3.
Case 3. s(X) ∈ S\{∅, I}, then the message locates on the surface of some

cracky block, say Ã. Assume s(X) = {i
φ(i1)
1 , · · · , i

φ(ik)
k }, the neighbors of X
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Algorithm 2. Let X be a node with s(X) = ∅, make it hung when it is possible
1: procedure Algorithm HungNode(X)
2: if X is a node with s(X) ∈ S\{∅} then
3: l(X) ← h
4: return
5: else if X is a node with s(X) = ∅ then
6: l(X) ← f
7: end if
8: i ← 0
9: ∃ Yi ∈ Γ∗(X)

10: while l(Yi) = f do
11: i ← (i + 1)mod(|Γ∗(X)|)
12: end while
13: l(X) ← h
14: pred(X) ← Yi

15: end procedure

Algorithm 3. The novel routing function based on cracky blocks
1: procedure Algorithm Routing(X)
2: if s(X) = I then
3: basic routing function with node X
4: else if s(X) = ∅ then
5: if X is final or Xp = succκX (X) then
6: Xs ← pred(X)
7: else if Xp = succi(X) and i < κX then
8: Xs ← succi+1(X)
9: else if Xp = pred(X) then

10: Xs ← succ1(X)
11: end if
12: else if s(X) ∈ S\{I, ∅} then
13: route m according to Algorithm 4.
14: end if
15: end procedure

not in Ã are Xil
φ(il)

, where l = 1, · · · , k. If m going from X to Xil
φ(il)

can

decrease the number of the maximum distance, then m goes from X to Xil
φ(il)

and leaves Ã. At the same time, set the signal h(m) null. Else if X is not final and
s(Xp) = ∅, set Xs ← X

S(m)−1
!ϕ(S(m)−1). That is, travel on the surface of Ã. Else if X is

final and φ(i1) = +, m travels Ã along the order T (bi1), T (bi1+1), · · · , T (bn−1),
T (a0), · · · , T (an−1), T (b0), · · · , T (bi1); while if X is final and φ(i1) = −, m

travels Ã along the order T (ai1), T (ai1+1), · · · , T (an−1), T (b0), · · · , T (bn−1),
T (a0), · · · , T (ai1). Else if X is not final and s(Xp) �= ∅, then m will traverse the
inter-tree with root X by depth first search (DFS).

The parameter S(m) in the signal h(m) denotes the surface m is being routed.
The message m is routed on the surface by the following routing, we assume the
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Algorithm 4. Node X route a message m with signal h(m)
1: procedure Algorithm Routing at n-mesh(m, h(m))
2: if m can be routed out of the block then
3: out of block and set h(m) null
4: else if |h(m)| = 2 then
5: if S(m)!ϕ(S(m)) ∈ s(X) then
6: h(m) ← (S(m), φ(0), ..., φ(n − 1))
7: N-MESH(m, h(m))
8: else
9: Xs ← X

S(m)

!ϕ(S(m))

10: end if
11: else
12: i ← (S(m) − 1) mod n
13: while i!ϕ(i) ∈ s(X) do
14: ϕ(i) ← φ(i)
15: i ← (i − 1) mod n
16: end while
17: if i = S(m) then
18: S(m) ← (S(m) + 1) mod n
19: if (S(m) = 0 & ϕ(0) 	= ϕ(n−1)) or (S(m) > 0 & ϕ(S(m)) = ϕ(S(m)−

1)) then
20: h(m) ← (S(m), φ(0), ..., φ(n − 1))
21: N-MESH(m, h(m))
22: else if (S(m) = 0 & ϕ(0) = ϕ(n − 1)) or (S(m) > 0 & ϕ(S(m)) 	=

ϕ(S(m) − 1)) then
23: h(m) ← (S(m), ϕ(S(m)))
24: N-MESH(m, h(m))
25: end if
26: else
27: if X is final then
28: Xs ← Xi

!ϕ(i)

29: else if Xp = succ1(X) then
30: Xs ← Xi

!ϕ(i)

31: else
32: Xs ← succ1(X)
33: end if
34: end if
35: end if
36: end procedure

addition and subtraction are modulo n. Judge along the order S(m)−1, S(m)−
2, · · · , 0, n − 1, · · · , S(m) + 1, S(m) whether there exists t ∈ {S(m) − 1, S(m) −
2, · · · , 0, n − 1, · · · , S(m) + 1, S(m)} and t!ϕ(t) ∈ s(X). Let l be the first one
along the order S(m) − 1, S(m) − 2, · · · , 0, n − 1, · · · , S(m) + 1, S(m) which
doesn’t satisfy the condition. By the assumption, we know that S(m)ϕ(S(m)) =
S(m)φ(S(m)) ∈ s(X), so l always exists.
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We now give the complete local routing function which runs in each node of
the mesh, as shown in Algorithm 3. This algorithm is based on the basic routing
function we have defined in Sect. 2.2. See Fig. 2 for an example, the node S wants
to send a message to the node D, the routing path is depicted in the figure by
our algorithm.

It can be seen in our algorithm that the message goes a Hamiltonian path
on the surface except the first touched surface before ending traveling on it. We
can prove that the message can be sent to the destination similar to Sect. 4 in
our previous work [10]. We omit it here.
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Abstract. Data sparsity is a main factor affecting the prediction accu-
racy of collaborative filtering. Based on the simple linear regression
model, Slope One algorithm aims to enhance the performance signifi-
cantly by reducing the response time and maintenance, and overcom-
ing the cold start issue. It uses rating data to do calculation without
considering the similarity. In this paper, we proposed an improved algo-
rithm by combining the dynamic k-nearest-neighborhood method and
the user similarity generated by the weighted information entropy with
Slope One algorithm. Especially, the similarity between users is calcu-
lated and added on the fly. Experiments on the MovieLens data set show
that the proposed algorithm can achieve better recommendation quality
and prediction accuracy. Besides, the stability of the algorithm is also
relatively satisfying.

Keywords: Weighted information entropy · K-nearest-neighborhood ·
Slope One algorithm · Personalized recommendation · Data mining

1 Introduction

With the expanding amount of information and rapid development of economy
on the Internet, users are submerged in the vast amounts of information. Per-
sonalized recommendation system is an effective tool to solve the problem of
information overload. Collaborative filtering (CF) is widely-used in recommen-
dation systems, especially in the electronic commerce [1]. It recommends goods
or information to a specific user by using the preferences of group which has
common experience. CF can be divided into user-based CF [2] and item-based
CF [3,4] according to different types of models. Slope One is an item-based CF
algorithm proposed by Lemire and Maclachlan [5]. It has roughly the same rec-
ommendation quality as other complex recommendation algorithms while using
less time and space. Slope One algorithm calculates the deviation between the
scores of items with all the users ratings. However, some of the users have a
very low similarity with the current active user. Adding those scores into the
forecast without screening will reduce the accuracy. Therefore, we consider the
similarity of users and find k nearest neighbors based on the threshold for the
c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 88–98, 2016.
DOI: 10.1007/978-3-319-47121-1 8



An Improved Slope One Algorithm Combining KNN Method 89

current active user. The common method for similarity measurement is Cosine
similarity, modified Cosine similarity, Pearson correlation coefficient [6], Spear-
man similarity. . .etc. Considering the poor prediction quality existing in tradi-
tional similarity calculation with sparse data, we use a method based on the
information entropy between differences of users. The information entropy is a
concept for the measurement of information chaos degree in information the-
ory. Generally speaking, the more confusing the information is, the bigger the
information entropy is. We weighted the entropy by the common and differ-
ent evaluation and then normalized it to measure the similarity between users.
This paper proposed a new algorithm combining KNN method and user similar-
ity produced by weighted information entropy based on Slope One Algorithm.
The rest of the paper is organized as follows. In Sect. 2, we describe the related
works about Slope One algorithm. In Sect. 3, we introduce several typical Slope
One algorithms. Section 4 presents the theoretical foundations followed by the
detailed discussion of our approach. Performance evaluation and conclusions are
presented in Sects. 5 and 6, respectively.

2 Related Works

The traditional Slope One algorithm only calculates the average difference
between users ratings, without taking the intrinsic link between items into
account. Aim to solve this problem, Du [7] proposed a Slope One algorithm
based on neighbor items, choosing some of the nearest items to the target one
to join the calculation. It weighted prediction score by item similarity then. Lin
[8] mentioned a developed algorithm using SVD (Single Value Decomposition,
SVD) [9] to simplify the rating matrix from the angle of mathematical opera-
tion. The above two methods are combined by Chai [10], mending problems that
the poor recommendation of the algorithm based on neighbor items when the
rating matrix is extremely sparse and the data loss of the algorithm based on
SVD. All of those improved algorithms mentioned above retained the original
Slope One algorithms characteristic which is purely item-based, excluding the
users role. Sun [11] proposed a Slope One algorithm combing neighbor users,
which took a certain amount of neighbor users whose similarity meets the con-
ditions into consideration. It removed some of the weak correlation user data to
a certain extent, but its calculation of the rating deviation is identical with the
original Slope One algorithm; user similarity didn’t apply to the actual score
prediction. In this paper, we proposed an improved Slope One algorithm consid-
ering the effects of both items and users, which can be regarded as a new hybrid
collaborative filtering recommendation algorithm.

3 Slope One Algorithm Theory

3.1 Basic Slope One Algorithm

If there are m users and n items in the recommendation system. Constructing
two sets U = {u1, u2, . . . , um} and I = {i1, i2, . . . , in}, U represents the collection
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Fig. 1. Users’ scores to items

of users, I represents the collection of items. Recommendation algorithm usually
use user-item matrix Rm×n to express the scores that different users give to each
item. The line vector Rm represents each user’s score while the column vector
Rn represents the score of each item. In order to facilitate the calculation, we
used ri,j to represent the score that user i gives to item j (1 � i � m, 1 � j � n).
Slope One algorithm adopts the predictor form as f(x) = x+b. The parameter b
is the mean deviation of ratings that users gave to two items. The predict score
user B to item d is rB,d = rB,c + (rA,d − rA,c) as shown in Fig. 1.

Slope One algorithm adopts the predictor form as f(x) = x+ b. It calculates
the average deviation of ratings devjk between target item ij and other item
ik and then makes the rating prediction Predictionu,j that the current active
user u may give to the target item j. We defined Sjk as the collection of users
who have rating to both item ij and ik, Rj as the collection of items which are
scored with item ij at the same time, count(X) as the number of elements in the
collection X. The mean deviation devjk and the rating prediction Predictionu,j

are as follows:

devjk =
∑

ui∈Sjk

ri,j − ri,k
count(Sjk)

(1)

Predictionu,j =

∑
k∈Rj

(devjk + ru,k)

count(Rj)
(2)

3.2 Weighted Slope One Algorithm

In order to balance the effect of each item on the target one, the number of users
who rated to both ij and ik at the same time is added as the weight value of
two items’ deviation, which expressed by sjk, sjk = count(Sjk).

Predictionw
u,j =

∑
k∈Rj

(devjk + ru,k)sjk
∑

k∈Rj
sjk

(3)
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3.3 Bi-Polar Slope One Algorithm

Taking the user preferences for goods into account, the collection of items Ijk
is divided into two groups according to user’s ratings. One is I likejk that user has
rated and the score is higher than the user’s average score, the other is Idislikejk .
The liked-deviation devlike

jk and the disliked-deviation devdislike
jk are calculated

respectively.

devlikejk =
∑

ui∈Slike
jk

ri,j − ri,k
count(Slike

jk )
(4)

Using the same method, we can calculate devdislike
jk . Finally, the result of

prediction is as follows:

PredictionBI
u,j =

∑
k∈Ilike

jk

(
devlikejk + ru,k

)
slikejk +

∑
k∈Idislike

jk

(
devdislikejk + ru,k

)
sdislikejk

∑
k∈Ilike

jk
slikejk +

∑
k∈Idislike

jk
sdislikejk

(5)

4 Rating Prediction

4.1 User Similarity Based on the Weighted Information Entropy

The information entropy increases with the increase of the degree of information
chaos. In this paper, we used the information entropy to calculate the similarity
between users. For a given sample set X, we defined N as the classification
number of X; p(xi) as the probability of element i in X, the entropy formula is
as follows:

H(X) = −
N∑

i=1

p(xi) log2 p(xi) (6)

The bigger the score difference that two users have in the common items,
the more confused the difference of the users. In order to calculate the user sim-
ilarity, we firstly constructing the common item collection Iab for two users, ua

and ub, Iab = {i1, i2, . . . , in}; the set of ratings to each item in Iab from ua and
ub are respectively expressed by Ra and Rb, Ra = {ra,1, ra,2, . . . , ra,n}, Rb =
{rb,1, rb,2, . . . , rb,n}; the score difference between ua and ub is Dif(Ra, Rb) =
{def1, def2, . . . , defn} = {ra,1 − rb,1, ra,2 − rb,2, . . . , ra,n − rb,n}. Then the calcu-
lation of difference information entropy is as follows:

H(Def(ua, ub)) = −
N∑

i=1

p(defi) log2 p(defi) (7)

In formula (7), N is the classification number of defi. The similarity shows
negative growth with rating difference |defi|. Besides, the number of evalua-
tions that the two users give to the common items, expressed by Num also has
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influence on the similarity that the latter increases with the former [12]. Adding
|defi| and Num as weight, the new formula is as follows:

WDE(ua, ub) = − 1

Num

Num∑

i=1

[
p(defi)

ni
× log2 p(defi) × |defi|

]

(8)

In formula (8), defi is the score difference, ni is the number of defi in the
collection of difference D. WDE(ua, ub) ∈ (0,+∞). Next, WDE(ua, ub) is nor-
malized as follows:

NWDEu(i) =
Max(WDEu) −WDEu(i)

Max(WDEu) −Min(WDEu)
(9)

In formula (9), NWDEu is the normalized similarity which is between 0 and
1; Max(WDEu) is the maximum value in collection NWDEu; Min(WDEu)
is the minimum value in collection NWDEu. The bigger NWDEu, the higher
similarity between users [12].

4.2 Dynamic K-nearest-neighborhood

Slope One algorithm uses all of the users’ rating data in recommendation system
to make prediction which means some users who have different even opposite
preferences are involved. The data of the users whose interest is not close to the
current active user will interfere the accuracy of the judgment. To clean out the
noise data, KNN [12] method is used to determine the range of users involved in
the calculation of deviation. We sort the user similarity based on the weighted
information entropy to find k nearest neighbors for the current active user. A
similarity threshold λ is set as well for further optimization.

4.3 NWDE-KNN Slope One Algorithm Design

As introduced in Sect. 3, when there exists a huge difference in users’ inter-
ests, Slope One algorithm may have a lower accuracy rate, which may lead to
deviation in results and have influence on final recommendation. This can be
improved by clustering [13]. In this paper, we adopt KNN method to solve this
problem. Typical KNN method usually calculate similarities and sort to find k
of the largest figures which are greater than the threshold. The k-most-similar
users form a group of neighborhood expressed by KNN(u). It improves the
accuracy of prediction to a certain extent but the similarity is merely used to
select neighbors instead of being added into deviation calculation. However, the
rating deviations of neighbors with different similarities generally have different
influence. Contrast with the typical KNN and other user-based algorithms, we
proposed a new algorithm combining user similarity to deviation calculation. We
firstly producing the weighted information entropy according to formula (8), and
then normalize it via formula (9). Next the produced user similarity between the
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current user and neighbors, expressed by SIM(u, ui), is added to the deviation
calculation formula as follows:

devjk =
∑

ui∈KNN(u)

SIM(u, ui)(ri,j − ri,k)

count(KNN(u)jk)
(10)

In formula (10), the collection of neighbors KNN(u) = {ui|sim(u, ui) �
λ}, count(KNN(u)jk) is the number of neighbors scored item ij and ik at the
same time. The main algorithm is as Algorithm 1.

Algorithm 1. Calculate Prediction Score
Require: User-item rating matrix Rm×n, current active user u, target item ij
Ensure: Predictive score Predictionu,j

1: //U represents the collections of all users expect u
2: for each ui ∈ U do
3: calculate sim(u, ui)
4: end for
5: Get user similarity matrix User − SIMm×m

6: sort sim(u, ui)
7: if sim(u, ui) � λ then
8: //KNN(u), the collection of k-nearest neighbors
9: add ui to KNN(u)

10: //Iu, the collection of items u has scored
11: for each ik(k �= j) ∈ Iu do
12: numerator = 0; denominator = 0
13: for each v ∈ KNN(u) do
14: if rv,k �= 0 and rv,j �= 0 then
15: devjk+ = sim(u,v)(rv,j−rv,k)

count(KNN(u)jk)

16: end if
17: end for
18: numerator+ =
19: (devjk + ru,k)count(KNN(u)jk)
20: denominator+ = count(KNN(u)jk)
21: end for
22: end if
23: if denominator �= 0 then
24: Predictionu,j = numerator

denominator
25: end if
26: if denominator = 0 and Iu is NULL then
27: //avgj , the average score of by user j
28: Predictionu,j = avgj
29: else
30: //avgu, the average score of all scores rated by user u
31: Predictionu,j = avgu
32: end if
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5 Experimental Result

5.1 Preprocessing

We define SP as the sparsity of the data set, SN as the number of values that
have been scored in data set, UN as the number of users, IN as the number
of items. The sparsity of the data set is usually calculated using the following
formula [14]:

SP =
SN

UN × IN
× 100% (11)

The data set for experiment is from the website of MovieLens (http://
movielens.umn.edu), including 943 users, 1682 items (movies) and 100000 rating
record. The score range from 1 to 5. The higher score means the higher user
evaluation. The sparsity of the data is:

100000
943 × 1682

× 100% = 6.30%

The date from MovieLens is sparse according to the above calculation. During
the experiment, 80 % of total data is randomly selected according to certain rules
to form the train set and the rest 20 % constitutes the test set. The train set
includes 943 users’ rating data while the number of users in the test set is half.
The train set is equivalent to be the historical records in the recommendation
system. The test set is used to examine the accuracy of the prediction results.
Another group of experiments testing algorithm stability was done later. We
randomly select from the total data according to a certain rule to make a test
set, making the ratios between the number of the total users and the user number
of the test set are 2:1, 1.5:1 and 1:1. The number of users in train set maintained
at 943, which is the total user number. As above, for each experiment, 80 % of
total data formed the train set and the rest 20 % constituted the test set. When
the proportion of the number of users in the test set increase, it means using
data of the same amount of users to predict more users’ ratings. To facilitate
the experiment, we set the KNN threshold λ as 0.2, the number of neighbors k
from 100 to 900, each increase of 100.

5.2 Recommendation Quality Metrics

The quality metrics of recommendation system mainly include the following two
kinds of measurement method: the statistical precision and the decision sup-
port accuracy [15]. In statistical precision measurement method, MAE (Mean
Absolute Error, MAE) and RMSE (Root Mean Square Error, RMSE) are more
widely used. MAE can directly reflect the actual score deviation in train set
while RMSE is sensitive to the very large or small measurement deviation. We
used MAE and RMSE as metrics in this paper because of their comprehensibil-
ity and intuitive measurement. The quality of recommendation is higher while
MAE and RMSE are smaller. We defined two groups P and Q to respec-
tively express the collections of the prediction ratings and the true ratings,

http://movielens.umn.edu
http://movielens.umn.edu
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P = {p1, p2, . . . , pN}, Q = {q1, q2, . . . , qN}. The definitions of MAE and RMSE
are as follows:

MAE =
1
N

N∑

i=1

|pi − qi| (12)

RMSE =

√
√
√
√ 1

N

N∑

i=1

(pi − qi)2 (13)

5.3 Experimental Results

In order to gradually explore the respective effect that the user similarity has,
we make a test that only adds user similarity to deviation calculation formula
without using the KNN method at first. We can call this algorithm “NWDE

Table 1. MAE and RMSE

MAE RMSE

Slope One 0.780 0.983

Weighed Slope One 0.775 0.981

WDE Slope One 0.759 0.961

Table 2. MAE and RMSE of NWDE-KNN Slope One

k 100 200 300 400 500 600 700 800 900

MAE 1.364 0.842 0.774 0.759 0.756 0.757 0.758 0.759 0.759

RMSE 1.885 1.129 1.002 0.969 0.960 0.959 0.961 0.961 0.960

Fig. 2. MAE of different Slope One algorithms
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Slope One”. After that, we do another test joining the KNN method based on
the above one, this new algorithm is called “NWDE-KNN Slope One” in this
paper. Next, we compare these two new algorithms with classical Slope One
algorithm and weighted Slope One algorithm to test the prediction accuracy is
improved. MAE and RMSE for the three algorithms are listed in Table 1.

Influenced by the number of neighbors k,MAE and RMSE for NWDE-KNN
Slope One algorithm are listed in Table 2. The more intuitive differences of MAE
and RMSE are shown in Figs. 2 and 3 respectively.

The experimental results show that using user similarity based on weighted
information entropy can obviously enhance the accuracy of the algorithm. MAE
and RMSE of WDE Slope One algorithm are lower than the two typical Slope
One algorithms. WDE-KNN Slope One algorithm, the new algorithm proposed
in this paper combining both user similarity weight value and KNN method, also
has better accuracy when moderate number of neighbors are selected. MAE

Fig. 3. RMSE of different Slope One algorithms

Fig. 4. MAE of different ratios of users in the test set
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Fig. 5. RMSE of different ratios of users in the test set

of NWDE-KNN Slope One algorithm falls with the increase of k at the first,
then rises again and tends to be stable in a certain range. When the number
of neighbors is 500, we get the best MAE, which is even smaller than WDE
Slope One algorithm’s. RMSE of the proposed algorithm also falls with the
increase of k and then tends to be stable, which is smaller than typical Slope
One algorithms’. With different ratios, the change trends of MAE and RMSE
are broadly consistent, which shows the stability of the NWDE-KNN Slope One
algorithm is nice. The more intuitive trend of change is showing in Figs. 4 and 5.

6 Conclusion

In this paper, a series of experiments were conducted to compare the rating pre-
diction accuracy of the different Slope One algorithms. Adding user similarity
produced by weighted information entropy to weigh the rating deviation cal-
culation can enhance accuracy. Based on the simple and efficient collaborative
filtering algorithm Slope One, a new improved algorithm NWDE-KNN Slope
One is proposed. It is demonstrated by experiments that NWDE-KNN Slope
One algorithm has higher prediction accuracy and lower data sparsity under the
condition of choosing the appropriate number of nearest neighbors. Meanwhile,
the new algorithm has good stability.
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References

1. Xu, H.L., Wu, X., Li, X.D., Yan, B.P.: Comparison study of Internet recommen-
dation system. J. Software 20(2), 350–362 (2009)



98 S. Tian and L. Ou

2. Herlocker, J., Konstan, J.A., Riedl, J.: An empirical analysis of design choices in
neighborhood-based collaborative filtering algorithms. Inf. Retrieval 5(4), 287–310
(2002)

3. Sarwar, B., Karypis, G., Konstan, J., Riedl, J.: Item-based collaborative filtering
recommendation algorithms. In: Proceedings of the 10th International Conference
on World Wide Web, pp. 285–295. ACM (2001)

4. Huang, C.G., Yin, J., Wang, J., Liu, Y.B., Wang, J.H.: Uncertain neighbors’ collab-
orative filtering recommendation algorithm. Jisuanji Xuebao (Chin. J. Comput.)
33(8), 1369–1377 (2010)

5. Lemire, D., Maclachlan, A.: Slope One predictors for online rating-based collabo-
rative filtering. SDM 5, 1–5 (2005)

6. Pang, H., Zhou, L., Liu, H.: Personalization portal system based on collaborative
filtering algorithm. In: Computer, Mechatronics, Control and Electronic Engineer-
ing (CMCE), vol. 1, pp. 383–386. IEEE (2010)

7. Du, M., Liu, M., Li, S., Pu, Q.: Slope One collaborative filtering algorithm based
on neighboring items. J. Chongqing Univ. Posts: Telecommun. Nat. Sci. Ed. 26(3),
421–426 (2014)

8. Lin, D.J., Meng, X.W.: Slope One algorithm based on single value decomposition.
New Type Industrialization 2(11), 12–17 (2012)

9. Luo, L., Xie, Y., Zhang, Z., Li, W.J.: Support matrix machines. In: Proceedings of
the 32nd International Conference on Machine Learning (ICML-15), pp. 938–947
(2015)

10. Hua, C., Liu, J.: An improved Slope One recommendation algorithm. Netinfo Secur.
2, 77–81 (2015)

11. Li, J., Sun, L., Wang, J.: A Slope One collaborative filtering recommendation
algorithm using uncertain neighbors optimizing. In: Wang, L., Jiang, J., Lu, J.,
Hong, L., Liu, B. (eds.) WAIM 2011. LNCS, vol. 7142, pp. 160–166. Springer,
Heidelberg (2012). doi:10.1007/978-3-642-28635-3 15

12. Liu, W.L., Zhang, G.Y., Chen, Z., Zhu, Q.Q.: Collaborative filtering algorithm
based on weighted information entropy similarity. J. Zhengzhou Univ. (Eng. Sci.)
33(5), 118–120 (2012)

13. Schickel-Zuber, V., Faltings, B.: Using hierarchical clustering for learning theon-
tologies used in recommendation systems. In: Proceedings of the 13th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining, pp.
599–608 (2007)

14. Li, D., Xin, C., Wang, K.: Evaluation of collaborative filtering algorithm based on
different data sets. J. Tsinghua Univ. JCR Sci. Ed. 49(4), 590–594 (2009)

15. Wang, J., De Vries, A.P., Reinders, M.J.: Unifying user-based and item-based col-
laborative filtering approaches by similarity fusion. In: Proceedings of the 29th
Annual International ACM SIGIR Conference on Research and Development in
Information Retrieval, pp. 501–508 (2006)

http://dx.doi.org/10.1007/978-3-642-28635-3_15


Urban Anomalous Events Analysis Based on Bayes
Probabilistic Model from Mobile Phone Records
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Abstract. We present an approach to detecting and analyzing urban anomalous
events by Bayes Probabilistic Model. Using actual mobile phone data, we
compute individual probability and get individual anomalous index under
comparing occurrence probability and ordinary probability in a certain region and
period. Expanding individual analysis to group analysis, we make statistics on
anomalous activities of group and get their regularity so that we can measure the
degree of deviation among activities of group during certain period and the regu‐
larity and finally judge whether urban anomalous events take place. Taking two
areas in Kuming city, China as case study, we demonstrate effectiveness of our
approach.

Keywords: Mobile phone data · Bayes probabilistic model · Anomalous event
analysis · Individual anomalous analysis · Group anomalous analysis

1 Introduction

Under rapid urbanization and growing urban population, we are now rising to great
challenges of urban management. It is becoming more and more important to detect and
analyze abnormal events in cities effectively. Mobile phone data, from telecommuni‐
cation provider, contains a lot of spatial information and temporal information which is
close to mobile phone users’ daily life, which might be an effective means to study urban
activities and regulations.

As the first step for the research of cellphone data mining, Reality Mining project [1]
provided a new thinking way. Eagle and Pentland [2] introduced a system for sensing
complex social systems with data collected from 100 cellphones over 9 months and
demonstrated the ability to use standard Bluetooth-enabled mobile telephones to recog‐
nize social patterns in daily user activity and infer relationships, and identify socially
significant locations and modeled organizational rhythms. Following their work, there
have been some preliminary research results related to analysis of events in cities.
Calabrese et al. [3] presented the analysis of crowd mobility during special events by
nearly 1 million cell-phone traces and associate their destinations with social events.
They showed that the origins of people attending an event were strongly correlated to
the type of event, with implications in city management. Using extensive phone records
resolved in both time and space, Candia et al. [4] studied the mean collective behavior
at large scales and focused on the occurrence of anomalous events. They investigated
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patterns of calling activity at the individual level and showed that the inter-event time
of consecutive calls was heavy-tailed. Bagrow et al. [5] identified real-time changes in
communication and mobility patterns in the vicinity of eight emergencies, such as bomb
attacks and earthquakes, comparing these with eight non-emergencies, like concerts and
sporting events. They found that communication spikes accompanying emergencies
were both spatially and temporally localized, but information about emergencies spreads
globally, resulting in communication avalanches that engage in a significant manner the
social network of eyewitnesses. Ratti [6] analyzed coverage map that users used cell‐
phone at different time period in one day at Milan, Italy and other metropolitan areas,
showing spatio-temporal density maps of urban activities and their evolution.

However, there is relatively less research about abnormal events analysis in advance
in the current research. In the paper, using mobile phone data, we present an approach
to detecting and analyzing urban anomalies by Bayesian uncertainty model.

The rest of the paper is organized as follows. We present our research framework in
Sect. 2. Section 3 presents approach to anomalous index calculation, including indi‐
vidual anomalous analysis, as well as group anomalous analysis. Section 4 give case
study of abnormal event analysis in Kunming, China. Conclusions and future work are
finally presented in Sect. 5.

2 Research Framework

In this paper, we present an approach to detection and analysis of urban abnormal events.
Abnormal event, also called hot event, is defined as aggregation of a large number of
unconventional groups because some unexpected events happen, such as concerts,
sporting events and demonstration etc.

Our research framework is shown in Fig. 1. (1) Data preprocessing on user’s mobile
phone records. Convert the data into latitude coordinate and longitude coordinate, while
filter out the defect records. And then conduct precision transformation and coordinate
translation to get data format which is suitable for the subsequent modeling. (2) Classical
Bayesian Probability Model is then simplified for our research. (3) Using Bayesian
uncertainty model, occurrence probability of individual is calculated in a specific area
during a specific time period to obtain a certain amount of data of individual history
probability. After comparing current occurrence probability of individual with historical
occurrence probability, probability of individual, involved in abnormal events, is calcu‐
lated. (4) On the basis of analysis of individual anomalies, number of abnormal partic‐
ipants is calculated in a specific area during a specific time period to get historical data
set. Comparing the average of current number of anomalies and historical anomalies,
we can calculate anomaly index. Threshold is determined for occurrence of abnormal
events. At the same time, combined with the original data set and individual abnormal
occurrence probability, we can make analysis on information of participants, non-
participants and others in abnormal events.
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Fig. 1. Research framework.

3 Anomalous Index Calculation

On the basis of Bayesian probability model [7], we make simplification on the model,
which can be suitable for our detecting social abnormal events, following the three steps
as below. (1) Under the known user’s location, calculate probability of user’s records
by specific base stations. (2) Make transformation using Bayes theorem to obtain prob‐
ability distribution around base station when the known user is recorded by the base
station. (3) By Lebesgue measure, the distribution is converted to integral form.

And then we make calculation of probability an individual occurs in a particular area
during a specific time period. Make statistics on individual results in group and analysis
on group abnormal situation. Finally obtain group anomaly index, which can be used to
determine occurrence of abnormal events.

3.1 Bayesian Probability Model

Suppose the following conditions,

(1) Event A is defined that a specific user is covered by base station X0.
(2) {B1, B2, …, Bn} is a sample space partition divided by neighborhood of X0, where,

event Bi is represented that the user is located at position x, its prior probability is
f(x).
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The probability that X0 covering the user at x, i.e., posterior probability φ(x), that
event A happens under event Bi, is calculated by Eq. (1).

𝜑(x) = P
(
A | Bi

)
= 𝜋X0

(x). (1)

Therefore, based on Bayesian derivation formula, we get distribution probability the
user located at neighborhood of X0 when the user is covered by X0, that is, φ(x) of event
Bi under event A, is calculated using Eq. (2).

𝜑(x) = P
(
Bi | A

)
=

P
(
A | Bi

)
P
(
Bi

)
∑n

j=1 P
(
A | Bj

)
P
(
Bj

)

=
𝜑(x)f (x)

∫ 𝜑(u)f (u)du
=

𝜋X0
(x)f (x)

∫ 𝜋X0
(u)f (u)du

. (2)

3.2 Individual Anomalous Analysis

Abnormal events are kinds of a large number of unconventional gathering. Therefore,
it is required to calculate occurrence probability and ordinary probability of individual.
Here, ordinary probability is obtained from the calculation of occurrence probability of
historical data. And then, combining with both of them, calculate probability of
abnormal event which an individual participates in.

Occurrence Probability. In this paper, abnormal events are detected occurring in a
certain area A during a certain day between start time ts and end time te. XA is defined as
a collection of base stations covering A. T is a time period of [ts, te]. Tu is the same time
period in a day, where, u represents a serial number of day, u = 1, 2, 3, …, W. From
database, select all activity logs during Tu generated by XA. Suppose a user produces a
number of activity records at time t1, t2, …, tc∈Tu inside base station i1, i2, …, ic∈XA.
Here, t and X is not a one to one relationship, that is, user may have some activity records
in the same base station at different time. Under the above assumptions, we can compute
occurrence probability Prp that a user occurs within A during Tu.

Combined with Bayesian probability model, under the above assumptions, if a user
produces an activity log c during Tu, then the probability 𝜓 that the user appears in A is
calculated using Eq. (3).

𝜓A,c(tc) = ∫
A

𝜑ic(x)dx. (3)

Where, tc is the time when the user’s activity record is produced, that is, starting
time. ic is base station. φ is calculated by Bayes formula. As user moves at any time, at
a specific time t after starting recording user’s activity, the user may move to the other
area. When calculating the probability that user appears during Tu, we need to consider
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t(t ≠ tc). When t > tc, suppose user leaves the location of its activity records at a constant
rate γ, and no longer turn back. For t, Eq. (1) can be rewritten in the form of Eq. (4).

𝜓A,c(t) = e−𝛾|t−tc| ∫
A

𝜑ic
(x)dx. (4)

Here, γ allows time difference to be more than 15 min before and after user’s activity
records, that is, |t-tc| > 15, and probability is reduced of 1 % at tc. Considering user’s all
activity records during Tu, normalize them by Eq. (5).

Prp(A, Tu) =
1

te − ts

maxc(∫ te

ts

𝜓A,c(t)dt)

maxi∈XA
𝜑i(A)

. (5)

Calculate integral value within [ts, te] of user’s all activities records and obtain the
maximum value. These obtained values may exceed 1, so it is needed to normalize them
to the range of (0, 1).

Ordinary Probability. For a given day W, the average of Prp is denoted as ordinary
probability Pro, that the user appears in A during all time period T before W, i.e. ordinary
probability, which reflects the user’s activities under normal situation, having no rela‐
tionship with possible abnormal event. Pro is calculated as shown in Eq. (6).

Pro(A, TW) =
1

W − 1

W∑
u=1
u≠w

Prp(A, Tu). (6)

Where, data for calculation is provided by history collection of occurrence proba‐
bility. Thus, we can obtain occurrence probability and ordinary probability. Then,
combining with these two results, we can calculate probability that user participates in
unusual events.

Abnormal Participation Probability. Occurrence probability reflects possibility that
user appears in A during a period of T in a day, representing a special situation. Ordinary
probability reflects average likelihood that user appears in A during multiple same time
periods T before the day, representing a general situation. Differences between these
two represents a gap of general situation and special situation. By calculating the differ‐
ence, we can obtain abnormal participation probability Pra which user participates in
abnormal events by Eq. (7).

Pra(A, TW) = Prp(A, TW)(1 − Pro(A, TW)). (7)

As we can see from Eq. (5), when occurrence probability is constant, if the smaller
the conventional probability is, the greater the abnormal probability is and vice versa.
Therefore, when occurrence probability is low, probability that user participates in
abnormal event is also not very high; while, when probability is high, regular proba‐
bility is low, which indicates that probability of which user appears in A in the past, is
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low. If the larger the difference is, the greater the multiplied value of occurrence prob‐
ability is, then the higher the abnormal probability is. Similarly, if the higher the
conventional probability is, it indicates probability that user appears in A is higher and
the smaller the difference is, then multiplied value of occurrence probability is
smaller, abnormal probability is lower.

After individual probability is calculated, we can expand it to group abnormal anal‐
ysis. According to abnormal participation by groups, abnormal events can be determined
to detect urban anomalies.

3.3 Group Anomalous Analysis

A group is generally made up by individuals. Therefore, individual analysis is the basis
of group analysis. Based on the results of individual calculation, expand them to group
analysis. Similar to individual analysis, we propose a method of abnormal group anal‐
ysis. Calculate number of abnormal population of group, obtain its historical data. Make
statistics on these historical data, calculate number of abnormal results, and compare
them to get anomaly index.

Number of Group Abnormal Calculation. In Sect. 3.2, we present calculation method
for individual abnormal probability. If the abnormal probability is higher, indicating that
the possibility that individuals involve in the abnormal event is also greater. How high
the probability is, which can prove that an individual involves in abnormal events, is
essential to analyze the abnormal group. Therefore, it is required to provide with a
threshold of probability Pγ. If Pra(A, TW) > Pγ, we can decide that individuals involved
in the abnormal event. We propose the following method for determining the threshold.
Exception event is generally defined as a rare group event, thus, it is a greater possibility
for a small number of individuals to involve abnormal events (even if there is no unusual
event). When determining the threshold, it should be able to ensure that only a small
part of individuals in group are classified as participants of abnormal event in the normal
state; otherwise, if a large number of individuals are classified as participants of
abnormal event, such event will become a normal event. Therefore, in the paper, we
determine the threshold that only 1 % of individuals in group is determined to be
abnormal event participants.

Group Abnormal Index Calculation. According to Sect. 3.2, we can get number of
population in group who involve in exception, indicated as NW, where, W represents a
specific day. According to historical exception set of group, we can get the average value
μ and standard deviation σ of abnormal population through statistical analysis. And then
obtain a calculation method for anomaly index Z, shown in Eq. (8).

Z =
NW − 𝜇

𝜎
. (8)

Where, Z represents a kind of deviation between number of abnormal population
and historical average of number of abnormal population in W. Z is greater, indicating
that difference, between the day’s activities and historical regularity, is greater, and

104 R. Xie and M. Huang



abnormal events occur more likely. Even if we do not consider deviation situation, NW
itself is also established on the condition that only 1 % of individuals in group meets the
exception conditions. It shows that anomaly index may represent possibility of an
unusual events.

4 Case Study

4.1 Raw Data

In order to make evaluation on our detection results, two regions in Kunming, China,
that is, Tuodong Sports Center and Mianshan Forest Park, are selected as case study.

The raw data for our work is collected by telecommunication service provider. Each
record follows a consistent data format, shown in Table 1. When user makes calling,
receiving and sending SMS etc., location update will produce a record.

Table 1. Data format of raw data.

Field Description
Time Starting time for communication records, with data format hh:mm:ss, i.e. hour,

minute, second, hh taking the 24 h
Type Type of activity corresponding to communication records, such as calling, SMS or

location update
Number Middle of 5 digits of user’s phone number, to ensure that these numbers can identify

user uniquely
LAC Region ID which is covered by base station
CI Cell tower ID

4.2 Event Detection

Calculated by the Bayes probabilistic model, abnormal indexes of these two regions are
given in Figs. 2 and 3, respectively.

Fig. 2. Anomaly index of Tuodong Sports
Center.

Fig. 3. Anomaly index of Mianshan Forest
Park.
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In the Figs. 2 and 3, the abscissa represents time, starting from Monday, continuing
for two weeks. Ordinate represents anomaly index. For Tuodong Sports Center, as
shown in Fig. 2, there is no regularity in abnormal indexes. But we can see a clear peak
appearing in the first week of Friday, showing that there are abnormal events happened
in this day. Through our survey, there is a sporting event held on that day. representing
that our results of abnormal event detection are accurate. For Mianshan Forest Park,
shown in Fig. 3, abnormal exponential trend is more apparent than regularity in Fig. 2.
That is, anomaly index is lower at weekly working days, while, relatively high at week‐
ends. During these days, we can see, there was no unusual index broke the threshold.
This reflects that group activities are more frequently on weekends. Therefore, abnormal
index will be relatively higher. This is related with pattern of life of group, because
groups have more time to choose travel at weekends.

4.3 Activity Analysis

In order to make analysis on abnormal events more detailed, we get participants and
non-participants during the time period (set as T) when unusual event happened, and
make statistics on activity records at different times in a day, to analyze influence of
abnormal events caused by activities, and then take the mean of activity records
according to different times in these days. The results are shown in Figs. 4 and 5.

Fig. 4. Activity records of Tuodong Sports
Center.

Fig. 5. Activity records of Mianshan Forest
Park.

As shown in Fig. 4, for Tuodong Sports Center, whenever for participants or for non-
participants, activity records are obviously reduced at night time in a day, which is
consistent with the regular pattern of population, that is, activity peak of the group
concentrated around 8:00 pm or so and 2:00 pm or so during the day. For participants,
It can be seen that activity records were obviously weakened between 6:00 pm–8:00 pm.
This can be speculated that it is related to the event of march. Activity records of non-
participants during 6:00 pm–8:00 pm are also weakened. Reducing degree is inferior to
participants. Comparing with the average, we can see, except the periods during the
event, activity records of non-participants are greater than the average. Even after the
race, activity records of non-participants are still greater than the historical average,
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which means that some individuals have been wrongly classified as non-participants.
For Mianshan Forest Park, as shown in Fig. 5, all user’s activity records are concentrated
at the time 8:00 pm–10:00 pm. Here, activity records around 8:00 pm is the peak in a
day. 10:00 am–4:00 pm is the second peak that is more concentrated. This may be the
reasons that activity records are relative reduced, resulting in two peaks. For participants
or non-participants, the trend is similar. On the other hand, In Fig. 5, activity records of
participants and non-participants have considerable number. Even the former is slightly
larger than the latter, which is different from the results in Fig. 4. This is because the
location of the resort is remote, so that usual activities of tourists do not substantially
cover here, that is why anomaly index are higher for most tourists. If number of partic‐
ipants are more, active records become more.

Through detecting abnormal events in these two regions, it is seen that our model
can capture abnormal event well. Also, from analysis of activity records, our model can
reflect the division of participants and non-participants more accurately.

5 Conclusion and Future Work

Through the probabilistic model, we analyze individual occurrence probability and
normal occurrence probability in a specific area during a specific time period in order
to analyze individual abnormal activity. Expanding from individual to group, we also
analyze activities of groups to enable detect and analyze urban abnormal events.

Our contribution is summarized as follows. (1) Using the model, occurrence prob‐
ability of individual is analyzed within a specific area during a specific time period. We
make distinction on the two concepts between occurrence probability and conventional
occurrence probability. Through calculating the difference between these two, we obtain
probability of individual participants. (2) When handling group analysis, we set
threshold to divide participants and non-participants. Through statistical analysis, we
get number of group participants, which can analyze historical situation of number of
abnormal participants. Comparing number of group abnormal population with historical
average, we can obtain anomaly index. (3) We select two areas in Kunming city as an
application example to detect abnormal events within these two areas. From the results,
we propose a method to better achieve the capture of abnormal events, providing infor‐
mation about participants and non-participants, which can be used to further analyze
impact of abnormal events on activity patterns.

Further work shall include as follows. (1) Combined with POI information, we shall
introduce offset of location as a priori probability, so that accuracy of the model can be
improved. (2) Visualization of heat map on abnormal index shall be handled, making
possible to reflect regional anomaly events directly.
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Abstract. As an essential energy in the daily life, electricity which is difficult to
store has become a hot issue in power system. Short-term electric load forecasting
(STLF) which is regarded as a vital tool helps electric power companies make
good decisions. It can not only guarantee adequate energy supply but also avoid
unnecessary wastes. Although there exists quantity of forecasting methods, most
of them are not able to make accurate predictions. Therefore, a forecasting method
with high accuracy is particularly important. In this paper, a combined model
based on neural networks and least squares support vector machine (LSSVM) is
proposed to improve the forecasting accuracy. At first, three forecasting methods
named generalized regression neural network (GRNN), Elman, LSSVM are
utilized to forecast respectively. Among them, simulate anneal (SA) arithmetic
is used to optimize GRNN. Then, SA is employed to determine the weight coef‐
ficients of each individual method. At last, multiplying all the three forecasting
results with the corresponding weights, the final result of the combined model
can be attained. Using the electric load data of Queensland of Australia as exper‐
imental simulation, case studies show that the proposed combined model works
well for STLF and the results prove more accurate.

Keywords: Generalized regression neural network · Elman · Least squares
support vector machine simulated annealing algorithm · Short-term electric load
forecasting

1 Introduction

Electricity is of vital importance to every region as an essential energy resource in
people’s daily life. Especially in the underdeveloped areas where electricity is deficient,
thus makes it more precious. Short-term electric load forecasting (STLF) is an funda‐
mental tool for transmission dispatching, unit commitment and other public utilities [1].
During the past decades, various models based on mathematics or artificial intelligence
[2–7] have been introduced to electric load forecasting. All these methods improve the
forecasting performance to a certain degree. However, the individual methods are too
simple to comprehensively deal with the forecasting problems. As Moghram and
Rahman [8] stated, all the individual methods failed to yield desirable forecasting

© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 109–121, 2016.
DOI: 10.1007/978-3-319-47121-1_10



performance. The forecasting errors will have a tremendous impact on the economic
benefits. In the other words, small increasement of forecasting accuracy may save
millions of dollors cost which are huge to the electricity market. In order to enhance the
forecasting performance, emphases have laid on the hybrid models or combined models.
By integrating multiple methods, the forecasting method can process different data with
different characteristics and overcome flaws existing in the individual methods. Amina
et al. [9] proposed a novel fuzzy wavelet neural network model of Greek Island of Crete.
By using the subtractive clustering optimized with the Expectation-Maximization algo‐
rithm, the results indicated that it provided significantly better forecasts. Xiao et al. [10]
introduced a hybrid forecasting model combined with BP and GRNN. Ahead of fore‐
casting, data preprocessing was used to improve the forecasting accuracy. A hybrid
method with empirical mode decomposition (EMD), extended Kalman fitter, extreme
learning machine (ELM) and particle swarm optimization (PSO) was utilized by Liu
et al. [11] to forecast short-term load. [12–14] proposed the examinations of the
combined methods. All these hybrid and combined methods enhance the forecasting
performance to a large extend. That makes them the preferred methods when considering
the forecasting accuracy.

In this paper, a combined model based on generalized regression neural network
(GRNN), Elman, least squares support vector machine (LSSVM) and simulated
annealing (SA) is introduced. GRNN is a kind of radial basis function (RBF) network
which has a strong nonlinear mapping capacity and high degree of fault tolerance. Its
network structure is simple and the calculation results can achieve global convergence.
Xia et al. [15] applied GRNN for short-term load forecasting and virtual instrument
design. Chelgani et al. [16] used GRNN to predict microwave irradiation pretreatment
and peroxyacetic acid desulfurzation of coal. The results turned that GRNN was good
at predicting. Li et al. [17] employed a hybrid model based on GRNN which was opti‐
mized by fruit fly optimization algorithm. Elman is a dynamic neural network which
has a short-term memory. That makes it well accommodate to the time-variant charac‐
teristic. Under the influence of temperature, a wavelet Elman neural network for short-
term load prediction was proposed by Kelo et al. [18]. Song [19] introduced the Elman
networks on the weight convergence. Li et al. [20] utilized Chaotifying linear Elman
networks. LSSVM is one of the machine learning methods which has strong nonlinear
data processing ability. LSSVM is able to reduce the complexity of the calculation and
improve the speed of solving. Shayeghi et al. [21] proposed a hybrid model to forecast
day-ahead electricity price. Chaotic gravitational search algorithm was developed to
find the optimal parameters of LSSVM. Zhang et al. [22] utilized an unbiased LSSVM
with polynomial kernel. Xie et al. [23] applied clustering-LSSVM to forecast electricity
price. SA is a stochastic optimization algorithm which based on Monte-Carlo iterative
solution strategy. It can effectively avoid falling into local minimum and finally it
approaches the global optimal. In this paper, SA not only optimizes the parameters of
GRNN, but also determines the weight coefficients of the three individual methods.
Hong [24] introduced seasonal SVR which is optimized by simulated annealing algo‐
rithm to forecast traffic flow. Yuan et al. [25] proposed the Clound theory-based simu‐
lated annealing algorithm and application. Pai et al. [26] utilized support vector machine
optimized by simulated annealing algorithm in electricity load forecasting. Firstly, three
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individual forecasting methods are applied to forecast respectively. Then, SA is
employed to determine the weight coefficients of each individual method. At last, multi‐
plying all the three forecasting results with the corresponding weights, the final result
of the combined model can be attained.

The rest of this paper is organized as follows. Section 2 introduces the theory of
GRNN, Elman, LSSVM and SA which combined the proposed model. The implemen‐
tation process of the proposed combined model is described in Sect. 3. In Sect. 4, a
simulation of electric load forecasting of Australia electric market is shown. The
contrasted results demonstrate the preponderance of the proposed method. Finally,
Sect. 5 concludes the paper.

2 Methodologies

All the individual methods are introduced in this section, including generalized regres‐
sion neural network, elman, least squares support vector machine and simulated
annealing algorithm.

2.1 Elman Neural Network

The Elman neural network(ElmanNN) first proposed by Elman in 1990 [27], which
structure includes the input layer, a particular context nodes input layer, the hidden
layer(middle layer) and the output layer, is a feed-forward network with local feedback.
The linear or nonlinear function is applied for the transfer function of Elman. The
connection of each layer is similar to the feed-forward network and the context layer
that can be seen as a one-step delay operator is used to record before moment output
values of hidden layer. The framework of ElmanNN is shown in the Fig. 1 and its state
space is expressed as:

(1)

Fig. 1. The framework of a feedback ElmanNN with three layer structure.
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(2)

(3)

In the Fig. 1,  is m-demension output vector;  is n-demension hidden layer unit
vector;  express r-demension input vector;  is n-demension feedback state vector; 
is the weight from hidden layer to output layer;  is the weight from input layer to
hidden layer;  is the weight from context layer to hidden layer;  and  are the
threshold value of hidden layer and output layer, respectively;  and  are the
transfer function of the output neurons and of hidden neurons, respectively.

2.2 General Regression Neural Network

The general regression neural network (GRNN) proposed by Donald F. Specht in 1991
[28] is a variation of radial basis neural networks which is designed for function approx‐
imation and regression. A GRNN consisted of four layers: the input layer, the pattern
layer, the summation layer, and the output layer is a novel effective feed-forward neural
network model with the standardization of the dot product weight function. Radial Basis
Function (RBF) is used as transformation from input layer to hidden layer, while, a
special linear transformation is used from hidden layer to output layer. In addition, the
network can avoid the impact on the prediction result caused by human subjective
assumptions as much as possible, because of that in GRNN there is only one artificially
adjust parameters named smooth factor and network learning are all depended on the
data sample. Figure 2 shows the structure of GRNN.

Fig. 2. The structure of the general regression neural network

The first layer is input layer which number of neurons is equal with the number of
the input parameters. The second layer is RBF hidden layer which number of neurons
is the training sample number. The Gaussian function is normally used to be its transfer
function, which contain smooth factor. The smaller the smooth factor, the stronger the
function approximation ability. The third layer was simple linear output layer.

112 C. Li et al.



2.3 Least Squares Support Vector Machine

Least squares support vector machine (LSSVM) which is developed based on the
statistic theory is a new kind of machine learning techniques. Suyken et al. [29] proposed
LSSVM by changing the constraint condition and risk function of SVM. The quadratic
programming problem can be directly converted into linear equations. That means
LSSVM has the ability to accelerate the solving speed and reduce the use of computing
resources which can improve the convergence speed.

For a given sample , where  is the output vector, , 
is the output. By using the structural risk minimization principle, the optimization
problem is expressed as the following constrained optimization problem:

(4)

(5)

Where  denotes as the errors,  is the penalty coefficient which is used to control
the degree of punishment beyond the errors of the sample.

The optimization problem can be solved by introducing the Lagrange function:

(6)

Where  is the Lagrangian multiplier.
After solving the linear equation, the final expression is as follows:

(7)

 is the inner product kernel function. In this paper, the radial basis function
(RBF) kernel function is chose because it is the most effective one to deal with the
nonlinear regression problems.

2.4 Simulated Annealing Algorithm

Simulated annealing (SA) is a kind of widely used stochastic optimization algorithm
which is based on Monte Carlo iterative solution strategy. By simulating the annealing
process of solid material in physics, problems similar to the NP complex can be solved.

Starting from the random feasible solution, for a given initial control parameters, SA
keeps carrying out the iterative process of “generate data processing—judgment—accept/
abandonment”. That is to say when the control parameter of temperature  stays the same,
the relatively optimal solution of the combinatorial optimization can be obtained by
repeating the Metropolis algorithm. And then reduce the control value of , repeat the
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Metropolis algorithm under different , when  approaches zero, the final overall optimal
solution of the combinatorial optimization problem can be acquired. Four steps of SA are
as follows:

1. Initialization: choose the initial temperature and the length of Markov chain which
stands for the number of the iteration of Metropolis algorithm.

2. Generate new state: reduce the control temperature according to its attenuation
function. Every time the temperature reduces, there exists a random disturbance
which generate a new state.

3. Generate new solution: determine whether to accept the new generated state as the
new solution according to the accept function.

4. Obtain the optimal solution: the optimal solution will be procured until meeting the
stop criterion.

3 The Proposed Method

This paper proposed a new combined predict model based on several methods of power
load forecasting.

The details of the combined model are shown as follows:
Step 1. Import the training data. Then build the input set and the output set of the training
set and the input set and the output set of the testing set.
Step 2. Build Elman model according to the input set and the output set. Then set the
scope of the number of the intermediate layer nodes and to find the optimum value by
circulation. Finally, use the training set to train ElmanNN model and get the forecast
result set .
Step 3. Build the GRNN model according to the input set and the output set. Then choose
the smooth factor parameter by using the simulated annealing algorithm. When the
simulated annealing algorithm was used, set the parameter of the simulated annealing
algorithm. Finally, use the training set to train GRNN model and get the forecast result
set .
Step 4. Build LSSVM model according to the input set and the output set. Then use the
training set to train GRNN model and get the forecast result set .
Step 5. Build combined forecast model. Get the linear weighted combination of the
above three models.

(8)

Where, ,  and  are weighted coefficients.
Then, use the simulated annealing algorithm to optimize the weighted coefficients.

When the simulated annealing algorithm was used, set the parameter of the simulated
annealing algorithm.
Step 6. Testing the trained combined model. Apply the combined model got by step 5
to forecasting.
Step 7. Output the predicted results and calculate the accuracy.
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4 Simulation

The main purpose of this section was put forward the simulation of the proposed
combined model.

4.1 The Performance Indexes

In this simulation, three generally adopted error indexes, the mean square predict error
(MSE), the mean absolute error (MAE) and the mean absolute percent error (MAPE),
was used given as follows:

(9)

(10)

(11)

Where,  is the real data of samples;  is the predictive values of samples, and  is
the number of samples.

4.2 The Process of Simulation

Original data used in this paper come from Queensland(QLD) state of Australia’s elec‐
tricity market, which gathered once every half hour from 0:30 on October 16, 2014 to
0:00 on October 1, 2015, a total of 16800 data items. 16464 data items gathered from
0:30 on October 16, 2014 to 0:00 on September 24, 2015 as the training set, and the
remaining 336 data as the test set. The training data of the model was divided into seven
groups, and every group were established data combined model. Combined Model is
that using the data (48 items) form the previous week Monday to forecast the following
Monday’s data (48 items), Tuesday forecast Tuesday and soon.

Firstly, Seven ElmanNN models consisting of an inputting layer, an outputting layer,
a hidden layer and a recurrent layer was adopted to forecast the whole week electrical
load data. Set the number of input layer nodes and output layer nodes of each ElmanNN
model were all 48. To achieve better prediction results, the node number of the hidden
layer was set from 10 to 20. In this simulation, depending on the MAPE value, the
number of hidden layer nodes with the minimum value of MAPE were selected. The
optimal value of intermediate layer nodes of each ElmanNN model are shown in the
Table 1. We can easily observe that the optimal value of middle layer nodes were 15 for
the Sunday and Monday model, while that were 16 for Saturday and Tuesday model.
For Wednesday, Thursday and Friday model that were 11, 17 and 12, respectively.
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Table 1. The optimal value of intermediate layer nodes of each ElmanNN model.

Time Thursday Friday Saturday Sunday Monday Tuesday Wednesday
BestHidnum 17 12 16 15 15 16 11
MinMAPE(%) 2.3326 3.1158 1.6596 1.7408 2.1731 1.274 1.8265

Secondly, seven GRNN models consisting of an inputting layer, a pattern layer, a
summation layer and an outputting layer was adopted to forecast the whole week elec‐
trical load data. Set the input layer nodes was 48 and the number of output layer nodes
was 48. The simulated annealing algorithm with the default parameter and 30 annealing
chain length was used to find the optimal smoothing parameter.

Thirdly, seven LSSVM models consisting of 48 inputs, 48 outputs and RBF kernel
function was adopted to forecast the whole week electrical load data.

Finally, the above three models were combined by linear weighted combination.
Combination forecasting model that obtain the combination forecast model in the form
of the appropriate weighted average can improve the accuracy of the prediction and
reliability. The most concern of combined forecast model is how to calculate the
weighted average coefficient to make the combination forecast model more effectively
and to improve the prediction precision. Therefore, the simulated annealing algorithm
was adopted to optimize the weights. First of all, the initial value of three combination
weighted parameters were set to 0.33, 0.33 and 0.33. Then the simulated annealing
algorithm with the default parameter and 30 annealing chain length was adopted to
optimize the combination weights. The optimized combination weights by the simulated
annealing algorithm are given in Table 2, in which ,  and  are the combination
weights of ElmanNN model, GRNN model and LSSVM model, respectively. It can be
clearly seen that on Saturday and Sunday the second parameter  are 0.9956 and 0.9958,
respectively, that point out that the results of those two days’ data set largely depend on
the GRNN model. While, the weights of Friday and Monday shows that the LSSVM
model with the weights  of 0.9956 and 0.9858 is extremely important for the combined
model, and, the weights  of Thursday shows that the ElmanNN model is a very signif‐
icantly role. In addition, for the Tuesday and Wednesday, the combined model is affected
by the joint ElmanNN model and GRNN model.

Table 2. The optimized combination weights by the simulated annealing algorithm

Time Thursday Friday Saturday Sunday Monday Tuesday Wednesday
0.9026 0.0022 0.0432 0.0703 0.0123 0.2950 0.3812
0.0414 0.0022 0.8208 0.8688 0.0018 0.6612 0.5877
0.0560 0.9956 0.1359 0.0609 0.9858 0.0438 0.0311
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4.3 The Results and Analysis of Simulation

Figure 3 shows the actual values and forecasting values in the whole week of the four
methods (Elman, GRNN, LSSVM and the combined model). As seen from Fig. 3, the
curve of the combined model is more consistent with the actual data. Although at time
of 12:00 to 18:00, the forecasting errors are bigger, it can still reveal that the combined
model is better than the other three individual models.

Fig. 3. Final predicted values for each day by the four methods.

Table 3 presents the three indicators of the four forecasting methods in the form of
numbers. It can be seen clearly that the average values of the combined model of the
whole week are the lowest. The value of MAPE of the combined model is as low as
1.72 %. MAE, MSE and MAPE of the combined model has the lowest value of all the
four methods. That means the proposed combined model has the best forecasting
performance. When comparing with the other three individual methods, GRNN has the
largest forecasting values on Monday and Thursday, LSSVM has the largest values on
Tuesday. While, Elman owns the largest forecasting data on Wednesday and Friday.
The results display visually that different forecasting methods have different forecasting
values which are sometimes meet the demands or sometimes unsatisfactory. Table 3
proved the high forecasting performance of the proposed combined model in another
visual angle.
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5 Conclusions

Interfered by various of factors, time series data has plenty of complex characteristics.
Considering that an individual method cannot deal with all kinds of data, a novel
combined model for STLF is presented in this paper. The proposed model combined
with generalized regression neural network (GRNN), elman and least squares support
vector machine (LSSVM). Optimizing by simulated annealing (SA), each individual
method is assigned a weight coefficient. Multiplying all the three forecasting results by
corresponding weights coefficients, the final forecasting results can be attained. In order
to verify the performance of the combined model, electric load data from Queensland
of Australia is utilized. The result shows that the average MAPE of the combined model
is 1.72 % which is lower than the existing hybrid model named MFES proposed by Zhao
et al. [30]. It had reduced MAPE of MFES by 29.04 %. The results of comparison
demonstrate the excellent performance of the combined model. The reasons why the
combined model has higher forecasting accuracy are listed below. Firstly, the proposed
model combines two kinds of artificial neural networks which have strong forecasting
performance. Between them, GRNN is optimized by SA, thus makes it more accurate.
Secondly, instead of traditional average allocation method, SA is employed to determine
weight coefficients of each individual model. Taking advantage of each model, the
higher forecasting accuracy can be obtained. In a nutshell, the combined model outper‐
forms other individual models. With higher accuracy, it is a promising tool in the future.
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Abstract. With large scale of utilization of monitoring devices such
as RFID, sensors and mobile phones, events are generated in a high-
speed fashion. Decisions should be made in real time during business
processes. Complex Event Processing (CEP) has become increasingly
important for tracking and monitoring anomalies and trends in event
streams. Nested event detection of RFID event stream is one of the
most import class of queries. Current optimization of nested RFID event
detection mainly considers caching intermediate results to reduce re-
computation of similar results for nested subexpression. In this paper,
we use context information of an RFID scenario to optimize nested event
detection. We formalize context of an RFID scenario as spatial and tem-
poral constraints and transform these constraints into rules over a nested
NFA. Further, we present rewriting context rules to optimize nested
event query plan. Experimental results show that with context infor-
mation introduced, response time had been reduced greatly compared
with counterpart methods.

Keywords: Context aware · Complex event processing · Nested
pattern · NFA · Data stream · RFID

1 Introduction

Radio Frequency IDentification (RFID) has been extensively used in monitoring
scenarios including logistics, health care monitoring, supply chain management
and asset tracking, etc. These systems depend heavily on real time analysis
of event streams to make decisions. Complex Event Processing (CEP) [1] has
become one of the most critical technologies in an RFID enabled system. Appli-
cation systems utilize CEP to work through many layers. Patterns are typically
specified as regular expressions over event attributes, then predicates and cor-
relations are defined over the patterns. So pattern queries can be complex (for
example, pattern length can be large, pattern form can be sequential or nested,
etc.), incurring great computational complexity to the CEP engine that are run-
ning the event queries.
c© Springer International Publishing AG 2016
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The state-of-the-art CEP models such as SASE [2–5] and ZStream [6] do not
support definition of nested queries. Though the Cayuga system [7,8] proposes
complex nested queries, they process negation filter only over single primitive
event type within the SEQ query. CEDR [9] allows applying negation operator
over complex event types, but the authors do not present details of the execu-
tion model for such nested queries. NEEL [10–14] is a nested CEP language that
supports nested operators of SEQ, AND, OR and Negation. The authors also
present an iterative nested execution strategy for processing nested event queries
expressed in NEEL. Also, the authors proposed caching to optimize execution of
the nested CEP. However, as the query window (sliding window) slides continu-
ously over the RFID event streams, instances valid for a certain sliding window
are possibly valid in the next window. Although the authors propose caching
and query sharing methods to reduce complex event processing overhead, we
propose to introduce context during nested CEP query evaluation which is not
considered in many current CEP engines.

In this paper, we aim to exploit context aware nested complex event process-
ing over RFID event streams. We make the following contributions: (1) We
introduce context model into definition of nested event queries. (2) To evaluate
context aware nested CEP queries, we transform a context aware nested event
query into corresponding Non-determined finite automata (NFA), context infor-
mation is transformed into context constraints. (3) To reduce partial instances
(partial matches), we propose efficient context aware query plan rewritten rules
to optimize query execution. Experimental comparisons with methods proposed
in NEEL over different data sets verify effectiveness of our method.

Organization of this paper is as follows: related complex event processing
works are introduced in Sect. 2; the event model and context model used in this
paper are presented in Sect. 3; the context-aware nested CEP evaluation model
is described in Sect. 4; experimental studies of the proposed method compared
with NEEL are shown in Sect. 5; finally, the work is concluded in Sect. 6.

2 Related Works

CEP has been extensively studied in active database [15,16]. There are many
event processing engines with different evaluation models. For instance, SASE
[2,3] utilizes NFA to evaluate an event query. In SASE, event queries are parsed
into different NFAs, and for a coming event, it may trigger many runs of different
instances. ZStream [6] evaluates event queries over a tree model. Concerning
RFID CEP optimization algorithms, Hirzel et al. [17] utilizes partition constructs
to parallelize event detection. Wu [18] partitions events into round-robin manner
so that each operator has an access to a shared state. Schneider et al. [19]
evaluate event processing queries across a cluster of machines based on Cayuga.
NEEL [10–14] proposes to define and evaluate nested CEP queries systematically.
But their optimization based on subexpression sharing and caching still do not
work well in a sophisticated RFID scenario especially when the context is of
critical in system monitoring.
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Recently some work about context-aware event processing has been proposed.
Opher et al. [20,21] describe an event processing framework with context sup-
port in a common event processing system and they also define many kinds of
context in CEP which we would utilize in nested CEP definition. Kulkarni [22]
proposes context aware CEP framework and methods which utilizes ontology to
model context. Teymourian et al. [23] also introduce ontology and declarative
rules into event processing engines to detect complex event more intelligently.
Cao et al. [24] focus on context-aware distributed complex event processing in
applications of Internet of Things, but their model is a probabilistic model. Most
of the works on context-aware RFID CEP lack a detail model and evaluation of
context in the CEP engines.

3 Event Model and Context Model

3.1 Event Model

In an RFID application, an event is defined as occurrence of a reading of an RFID
over a RFID tag. RFID event is usually in the form of <RID, TID, timestamp,
otherattributs>, where RID is the reader identifier, TID is the tag identifier,
timestamp is the reading time of the tag, and otherattributs are other attributes
of the event. If an event cannot be divided into smaller events, it is called a
basic/simple event. For example, an RFID reading e1 = (Shelf1, Tag101, 2016-
01-01 20:35:21) is a basic event that indicates a tag, namely, Tag101 is read by
reader at Shelf1 at the time 2016-01-01 20:35:21. This event cannot be divided
into smaller events. Event type is one of the attributes of a simple event that
indicates a specific type of an event. Take the above RFID event. The RFID
identifier Shelf1 is the event type which means where the event occurs. In this
paper, we simply use uppercase letters such as A, B, or C to denote event type.

Complex event operators are used to connect basic/complex events in order
to form a new complex event. Generally, complex event operators used in CEP
include: logic AND, logic OR, NOT, SEQ (sequence). The NOT operator (always
uses “!” in event definition) constructor is a unary operator, AND and OR
operators are binary operators, SEQ operator defines the occurrence order of
the events, for example SEQ(A, B, C) [1 h] defines a sequence of events of types
A, B and C occur in order ABC within an hour. Here [1 h] is a sliding window.
Sliding window defines the lifespan of an event existing during event processing.
Sliding window can be considered as a temporal context in CEP.

3.2 Event Specification Language

In this paper, we use NEEL [10] as event specification language. To support
context definition in pattern specification, we extend the NEEL language with
HAVING clause. The language has the following overall structure:

[PATTERN <event pattern>]

[WHERE <qualification>]
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[HAVING <pattern filtering condition, context list>]

[WITHIN <window>]

in which, the PATTERN clause contains a sequence construct in particular order,
whose components are the occurrences or non-occurrences of primitive events;
the WHERE clause filters events through predicate constraints which involve
attribute value comparison; the HAVING clause specifies context definition; the
WITHIN clause specifies the sliding window during which the whole sequence of
events should occur.

3.3 Context Model

Within event processing languages, contexts may be explicit, implicit, or par-
tially explicit. Explicit context means that context primitives are first class prim-
itives in the language [21]. For example, in NEEL, the sliding window is a tempo-
ral context which is defined explicitly in a patter definition. Some languages do
not support any notion of context, and some support partial notion of contexts.
A survey of contexts in various languages can be found in [21]. [21] shows the
context dimensions: temporal, spatial, state oriented, and segmentation oriented
as shown in Fig. 1.

In this paper, we mainly focus on temporal and spatial context dimensions,
other dimensions are our future work. Some temporal and spatial contexts can be

Temporal Spatial

State Oriented
Entity
Relevant states
Temporal ordering 

Segmentation oriented
Attribute list
Partition identifier
Partition expression

Sliding event interval
Event list
Interval size
Event period
Temporal ordering 

Sliding fixed Interval
Interval period
Interval duration
Interval size
Temporal ordering

Event interval
Initiator event list
Terminator event list
Expiration time offset
Expiration event count
Context Initiator policy
Temporal ordering

Fixed interval
Interval start
Interval end
Recurrence 
Temporal ordering

Event distance location
Initiator event list
Minimum and maximum distance
Context initiator policy 

Entity distance location
Location attribute
Entity attribute
Entity identifier 
Partition identifier
Minimum and maximum distance

Fixed location
Spatial relation
Location attribute
Partition identifier
entity

Fig. 1. Context dimensions [21]



Efficient Context-Aware Nested Complex Event Processing 129

explicitly found in event query specification in the form of event operator (SEQ)
and clauses (where) indicating the time and spatial order of sub events in NEEL.
But as shown in Fig. 1, not all the temporal and spatial context dimensions can
be defined in NEEL without introducing the HAVING clause. Generally, there
are four types of temporal contexts: fixed interval, event interval, sliding fixed
interval and sliding event interval [20,21]. Fixed temporal interval context utilizes
one or more temporal intervals which are defined as event timestamp constants.
This context can be a one time interval: [June 6 2015 14:20, June 6 2015 17:00);
This context also can be stated as [June 6 2015 14:20, + 1.5 h), where Te (end
of the interval) is an offset relative to Ts (start of the interval) [20,21].

Event interval is a temporal interval which specifies the opened or closed
time when one or more events occur. Note the meaning of “event occurs” is
determined by the temporal ordering parameter and can be interpreted either
as the detection time or the occurrence time as defined in pattern specification.
The collection of events that open such an interval are called initiator (trigger)
events, and the collection of events that close the temporal interval is called
terminator events. An interval may also expire after a certain time offset is
reached. For example, in RFID enabled hospital monitoring, temporal interval
is initiated when an equipment is admitted to a hospital sanitation process and
ends at the end of the sanitation process.

For sliding fixed interval context, windows are defined in NEEL using the
WITHIN clause. New windows are sliding at regular intervals. Each window has a
fixed size, defined either as a time interval (for example, 1 h) or a count of event
instances (for example 1000 events).

For spatial context there are three classic types of spatial contexts: fixed loca-
tion, entity distance location and event distance location [20,21]. Fixed location
context partitions the location of a reference entity into geo-fence. An event
instance is classified into a context partition if its location’s attribute correlates
with the spatial entity. Entity distance location context defines one or more con-
text partitions, based on the distance between the event’s location attribute and
some other entity. Note that distance means the shortest distance between two
spatial entities. Event distance location context specifies an event type and a
matching expression predicate. For example, detecting the shopping activity of
an item within a 10 h after detection of expiration of that batch of items.

3.4 Motivation Example

In this section, we present a motivation example to illustrate context aware
nested CEP query. The scenario used in this paper is: suppose in an RFID
enabled supply chain monitoring system, objects with an RFID tag move from
one reading point to another point following pre-defined business flow, and the
traces of different kinds of objects need to be monitored continuously in real time
as shown in Fig. 2. Suppose the monitored query is shown as Query 1 in Fig. 2.
Query 1 tends to detect complex events SEQ(A; !AND(D,E);B;C) over RFID
streams. This event query is a nested definition. In NEEL [10–14], there does not
exist the “HAVING” clause, so evaluation of SEQ(A; !AND(D,E);B;C) would
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Fig. 2. Motivation example of context aware nested CEP

be: first detect pattern SEQ(A;B;C), and to verify if there exists complex
pattern AND(D,E), if there is a corresponding AND(D,E), the complex event
SEQ(A;B;C) is deleted (not fulfilling the constraint), else output a complex
event. Note that, during CEP, many partial matches need to be maintained until
the end of the sliding window. In our motivation example, any event of type A
would trigger a instance of the subexpression SEQ(A;B;C) and any event of
type D or C would also trigger instances of AND(D,E). So there would exist
many potential instances during evaluation of nested RFID event queries which
would incur great system overhead in a high speed realtime decision making
monitoring system. In NEEL [10–14], although authors propose optimization
methods such as caching and partition to reduce partial matches. However, they
does not consider context information during event detection, which, we think,
would be critical in nested CEP evaluation. Note that in this scenario, we use Ai

and Di to represent different reading points of the same event types, respectively.
Spatial and temporal contexts in this scenario are denoted as SCi and TCi.
Funtions distance() and between() are spatial context operators. TB and TD1

are used to denote arriving time of a specified event at reading point B and D1.
Due to space limitation, some details are omitted.
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4 Context Aware Nested Complex Event Detection
Model

4.1 NFA Model of Context Aware Nested CEP

As a nested complex event is defined using declarative languages NEEL, NFA is
a natural execution model which is widely used in many CEP engines. Figure 3
shows NFA of Query1.

As shown in Fig. 3, a nested CEP query is parsed into corresponding NFA.
Event types are transformed into NFA states, sliding window constraint is trans-
formed into time discrepancy between different event types. Negation nested
subexpression is transformed into small group pattern. Note that spatial and
temporal contexts are evaluated with the help of distance matrix and betwee-
ness lists which we can predefine in an RFID scenario.

Generally, NFA-based CEP evaluation model is implemented into stack-based
execution model. In this model, nested query evaluation suffers from several
inefficiencies. First, partial results of SEQ(A;B;C)generated may be discarded
later. Another potential overhead is that complete matches for the negation
event AND(D;E) are constructed. Iterative execution method in NEEL does
not solve these problems [10]. To overcome these problem, we utilize rewriting
techniques to optimize context aware nested CEP queries.

4.2 Rewriting Rules for Context Aware CEP

As we introduce context into evaluation of nested event queries, we exploit
rewriting context to reduce instance numbers and earlier partial matches prun-
ing. Rewriting rules for nested event queries are described as follows.

Spatial-Share Rule. This rule transforms sequence operator with other opera-
tors in a single sequence operator if they have the same spatial context. Transfor-
mation follows the operators priorities. For Query1, SEQ(A; !AND(D,E);B;C)

Fig. 3. NFA of the motivation example
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is rewritten as SEQ(SEQ(A; !D)); !E;B;C). With this rewritten rule, instances
that match SEQ(A;D) would be deleted earlier during event detection.

Temporal-Share Rule. This rule transform event types into the same tempo-
ral context when evaluation begins. For Query1, SEQ(A; !AND(D,E);B;C),
as we define temporal context over events of type B and D, so we transform
Query1 into SEQ(SEQ(A; !D;B[10 min])); !E;C). This transformation means
if events time discrepancy between A and B is less than 10 min, we would omit
the evaluate of !AND(D,E); otherwise, we still need to wait for the verification
of !AND(D,E) before output of complex event. Due to space limitation, we omit
formal semantics of these rewriting rules.

5 Experimental Evaluation

To evaluate the proposed method, we have implemented a prototype CEP engine
using C++. We compared our methods with the corresponding methods of
NEEL. Comparisons are made between the iterative processing technique, the
alternative caching techniques of NEEL on query execution time. Experimental
event streams used in this paper is explained in the next section.

5.1 Experiment Data Description

As we do not have real RFID scenario event streams, we generated event stream
in our motivation example. We simulate objects’s moving route in an RFID
enabled supply chain. Locations are denoted by (A,B,C,D,E, F ). An object’s
moving route is simulated by a walk on the work flow graph consisting of these
nodes. The elapsed time of moving between two locations are set with normal
distribution within an interval [t1, t2]. In a supply chain, spatial and temporal
context of some reading points are pre-defined and kept as matrix or list in the
CEP engine. Nested event queries over RFID streams are generated with spatial
and temporal context number changed with number 2, 4, and 6. We have utilized
different operators in the nested subexpressions including AND, SEQ, OR and
Negation, length of subexpression is set with 2, 4 and 6 respectively. The outer
level of the event query is a SEQ operator. The sliding window is set at different
size to compare these methods. For our context aware nested CEP method, we
have implemented a stack-based method and a query rewritten based method.

5.2 Experimental Results

We measure evaluation efficiency with CPU time. We first generate event with
fixed context number and fixed subexpression length. Experiment result is shown
in Fig. 4. In this experiment, we set the sliding window as 100 events per slide.
As we can see from Fig. 5, our method utilized context based query rewritten
rules to optimize the query execution plan which greatly reduce CPU time. The
NEEL-caching method performs better than our stack based method because
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Fig. 4. Comparison with methods in NEEL (sliding window size 100, context number:
2, length of nested subexpression: 2)

Fig. 5. Comparison with methods in NEEL (sliding window size 100, context number:
2, 4, 6, length of nested subexpression: 2)

caching utilizes effective partial match caching and discarding mechanism than
our stack based method. We also tuned the context length and subexpression
length parameters and generated different sizes of streams to evaluate these
methods. Figures 5 and 6 are the performance comparisons with different para-
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Fig. 6. Comparison with methods in NEEL (sliding window size 100, context number:
2, length of nested subexpression: 2, 4, 6)

meters. As we can see from Figs. 5 and 6, when context numbers and subexpres-
sion become larger, context based methods outperform other method because
as context number increases, the instances generated and deleted during event
detection are reduced greatly. When subexpression length become larger, partial
matches that fulfill the subexpression pattern become less.

6 Conclusion

In this paper, we try to exploit context information to optimize evaluation of
nested RFID complex event processing. We extend context semantic into NEEL
language, and we propose transformation rules to incorporate context into the
nested query evaluation model. Experimental analysis compared with methods
proposed in NEEL verifies effectiveness of our proposed context aware method.
However, some our work is not formalized in this paper, and we also need to
experiment our method over some industry scenario and data sets.
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Abstract. Kernel method has been proven to be effective in measuring the
similarity of two complex relation patterns. Aim at the optimization problem of
compound kernel functions, this paper presents a method of finding the optimal
convex combination kernel function, which is comprised of multiple kernel
functions and needs to be optimized. After preprocessing the corpus and
selecting features including lexical information, phrases syntax information and
dependency information, the feature matrix was constructed by using these
features. The optimal kernel function can be found in the process of mapping the
feature matrix to different high-dimensional matrix, and the different classifi-
cation models can be obtained. The experiments are conducted on the domain
dataset from Web and the experimental results show that our approach out-
performs state-of-the-art learning models such as ME or Convolution tree
kernel.

Keywords: Entity relation extraction � Compound kernel functions �
Optimization � Convex combination of kernel functions

1 Introduction

Entity relation extraction refers to the automatic identification the associated relation
between two entities expressed with the natural language (e.g. in the sentence “Yunnan
produces a lots of wild mushrooms”, the relationship between entity “Yunnan” and
“mushroom” is “production” relations). Entity relation extraction has made an
important role in information extraction, automatic question answering systems,
machine translation and knowledge-base construction [1].

The current methods for relation extraction mainly include: knowledge-based [2],
the pattern matching [3] and machine learning-based [4–12]. Knowledge-based method
requires experts build different knowledge-bases on different specific areas, this method
is time-consuming and labor-intensive and has many limitations. If an entity does not
exist in the knowledge base, the relationship extraction cannot be carried out. Some
common knowledge repositories have now been built up [15–18], while specific areas
knowledge-bases are less. Pattern matching method is based on the words located
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before or after the given entity in a sentence, matching these words or the syntax format
to the target pattern. But in the process of matching, due to the position of the words,
which were usually disaccord with the given pattern that may result in a very low
similarity. Especially for Chinese, because of the complexity of the language, accuracy
and recall rate of this method is very low.

Machine learning methods for entity relation extraction can be divided into several
ways: features-based method [4, 5], bootstrapping-based method [6, 7], deep learning
method [8], and kernel methods [9–14]. The key of features-based method is the
effectiveness of the selected features. For example, Dong (2007) [5] selected a syntax
tree, lexical features, physical features and other features as well as their combination,
using CRF model, performed relation extraction between inclusion and non-inclusion.
However, it is difficult for this method to adapt to another relation extraction system,
and its disadvantage lies in the difficultness of discovery of new plane features to
improve the extraction performance. The bootstrapping is used to learn relation pat-
terns. For example, Ye (2014) [6] took the bootstrapping to extract entity relation.
However, Komachi’ analysis in his paper [7] showed that semantic drift is an inherent
property of iterative bootstrapping algorithms and, therefore, poses a fundamental
problem. As a new machine learning algorithms, deep learning has made remarkable
achievements in speech recognition and image processing. Recently it has been widely
studied and applied on natural language processing field. Zeng (2014) in his paper [8]
proposed to have used convolution method on DBN to predict the relationship between
the two marks word. But the limitation of deep learning requires a lot of corpus for the
experiment.

2 Related Work

Kernel methods [9–14] have been proven to be effective in measuring the similarity of
two complex relation patterns.

For extracting entity relationship in the specific field, different kernel functions for
different relation extraction have differences, the usage of a single kernel cannot solve
the universal problem but the compound kernel methods, which may reduce the risk
caused by the loss of important features by combining different single kernel function
to be a combinatorial function. However, the composite kernel functions are not
optimalizing. This paper proposes a way of optimizing the compound kernel to
improve extracting performance by finding the optimal kernel function. The target
kernel function is formed by convex combination of each single kernel function [13,
14], and the lexical and sentence information such as context words, part of speech,
phrase syntactic and dependency syntax information extracted from the pretreated
corpus are all used to form the feature matrix, and then the feature matrix is mapped to
the different convex functions which are made of the combination among radial basis
function (RBF), linear kernel function (LKF) or the polynomial kernel. Function
(PKF) The classification model can be obtained by machine-learning method which
supporting the kernel function, enumerating the classified result by making use of the
testing corpus to find the optimal model. At last the entity relation in specific areas can
be identified with the optimal model of convex combination kernel.
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The task of entity relation extraction in this paper is divided into four parts: pre-
processing the corpus, extracting feature to form feature matrix, mapping kernel
function to high dimensional matrix, learning different classification model to find the
optimal classification model (e.g. in tourism field). As shown in Fig. 1.

2.1 Preprocess

Preprocess includes segmentation, speech tagging, named entity recognition, sentence
segmentation, relationship candidate generation and label candidate instances.

First, this paper employs ICTCLAS [19] tool from Chinese Academy of Sciences
for the segmentation and speech tagging of the input text; Secondly, artificial tagging of
named entities, which will be conducted on the corpus that has completed segmentation
and speech tagging. In compliance with rules of conditional random fields (CRFs), the
training of named entity recognition model should be performed, so as to achieve
automatic recognition of named entities. Meanwhile, it requires pre-defined categories
of entities, specifically: sights, location, snacks, specialties, hotels, numeric expres-
sions, dates and festivals. Then, based on punctuation and contextual features, tagged
corpus should be cut into separate sentences. It should be noted that types of entity
relationships also need to be pre-defined, (for example, located, apart, adjacent, these
words belong to location relationship, or ticket prices, altitudes, customs, these words
belong to attribute relationship). Take the sentence “In 2004, Huangshan was first
selected as a World geological park, making itself a tourist destination which won
honors of World Cultural Heritage and Natural Heritage and World Geological Park at
the same time.” Its segmentation result is: In 2004/m, /w Huangshan /ns was first /m
selected /v as a World Geological Park /n, /w making /v itself a tourist destination /n
which /w won /v honors of /n World Cultural /n and /c Natural Heritage /n and/c World
Geological Park /n at the same time/c. Among them, entities are “Huangshan”, “World
Geological Park”, “World Cultural Heritage”, “Natural Heritage”, “tourist destination”,
whose relationship is shown in Table 1.

Fig. 1. General framework for entity relation extraction in specific fields
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After enumerating and finding all possible combinations of entities in each sen-
tence, each combination has become a candidate example, whose artificial tagging will
be carried out according to whether relationships exist. With 500 pieces of data as
artificial tagging examples, there will be examples of relations being marked out.
Employing CRFs for model training, along with a test on 1000 pieces of data in the
model, instances of relations will be extracted and form a desired corpus. By way of
previous steps, pre-processing is completed.

2.2 Extracting Features to Form Characteristic Matrix

In this paper, the selection of features will follow methods introduced in the References
[4, 16]. In the field of Chinese tourism, it focuses on features of syntax and dependency
information of phrases, with an expectation to optimize the performance of relation
extraction. After completing the selection of features, according to which features
matrix can be formed, such as the formula (1), where Xi i ¼ 1; 2; . . .mð Þ is the vector of
each example after characteristic extraction.

K ¼ X1;X2; . . .Xmð ÞT ð1Þ

2.2.1 Lexical Information

(1) Entity Information. Entity information is the basic vocabulary information,
including the first entity category, the first entity subcategory, the first entity’s
syntactic functions, the second entity’s category, the second entity’s subcategory
and the second entity syntactic functions.

(2) Local Contextual Information of Words. Referred literature [16] has verified that
the window of lexical features should not be too large, in order to prevent
excessive noise. Usually, windows of 2-2 are selected. This paper chooses 2-3-2
mode, that is, select two words on entity one’s left, two words on entity two’s
right and three words between the entities as features.

(3) Inclusion Information. Inclusion information mainly reflects the lexical informa-
tion and inclusion relations between entities. This paper select the number of
inter-entity vocabulary, number of entities and whether the entity is one with
inclusion relationship as nested information.

Table 1. Entity relationship

Entity 1 Entity 2 Relationship

Huangshan World Geological Park Listed (in 2004)/whole-part relation
Huangshan tourist destination whole-part relation
Huangshan World Cultural Heritage whole-part relation
Huangshan Natural Heritage whole-part relation
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2.2.2 Phrases Syntax Information
The syntax tree of phrases reflects the grammatical structure of sentences and expresses
the semantic information over long distances. In the sentence “In 2004, Huangshan was
first selected as a World geological park, making itself a tourist destination which won
honors of World Cultural Heritage and Natural Heritage and World Geological Park at
the same time.”, its minimal complete syntax tree is shown in Fig. 2.

Minimal complete syntax tree refers to one whose root node is the nearest public
root node between two entities. Since the minimal complete syntax tree contains certain
contextual information and reduces noise to some degree, this paper uses the minimal
complete syntax tree to extract features. On account of the fact that paths between two
entities are too specific in the syntax tree, the problem of sparse data is likely to occur.
In order to avoid it, this paper regards the number of nodes in two entities’ paths and
the types of two entities’ root nodes as features. Due to rather specific structural
information contained in the syntax tree, low recall rate are to follow in addition to data
sparseness.

2.2.3 Dependency Information
Dependency tree reveals long-distance dependencies of sentences, avoids the noise
occurring in unstructured features, and provides more useful information for rela-
tionship extraction. For the sentence “In 2004, Huangshan was first selected as a World
geological park, making itself a tourist destination which won honors of World Cultural
Heritage and Natural Heritage and World Geological Park at the same time.”, the
dependency tree is shown in Fig. 3. Likewise, the distribution of structural information
in the dependency tree is very specific, and it may generate the problem of low recall
rate.

2.3 Improved Radial Base of Training Matrixes

RBF kernel function is a kernel function invariant in translation, and its concrete
expression is shown as the formula (2)

Fig. 2. Minimal complete syntax tree of an entity
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rbf ðxÞ ¼ expð�a � xþ bÞ ð2Þ

When the coefficient a = 1, b = 0, the radial basis function is shown in Fig. 4. As
can be seen from Fig. 4, when x increases, the function value quickly reaches extre-
mely close to zero.

For two random feature vectors Xi, Xj, i, j•1,2,…, m, their maps form the j-th feature
of i-th vectors in the new map space. Due to the property of radial basis functions, each
character approaches very close to 0, making it very detrimental to classification. For
example, there are three two-dimensional vectors a, b, c, respectively: a = (2, 3);
b = (4, 10); c = (3, 5); the training matrixes of their corresponding space that they
mapped to the radial basis functions are:

Ka;b;c ¼
0 9:602� 10�24 6:738� 10�3

9:602� 10�24 0 5:109� 10�12

6:738� 10�3 5:109� 10�12 0

2
4

3
5 ð3Þ

As it can be seen, in the new feature space, three new vectors are very close to the
origin, but data like these are quite unfavorable for classification. In order to solve
problems mentioned above, this paper employs a method that limits each feature of the
training matrix within an appropriate range to facilitate classification. For example, the
range is limited to between 0.2 and 1. The standardized method of training matrix is:

Fig. 3. Example of a dependency tree

Fig. 4. Curve of radial basis functions
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(1) Calculate Featureij ¼ Xi� Xjð Þ � Xi� Xjð ÞT , among them, i,j21,2,…, m;
(2) Enumerate each Featureij, find the maximum value, denoted as Featuremax;
(3) The matrix is multiplied by a constant δ = (-ln0.2)/Featuremax;
(4) The training matrix is standardized as:

Knew ¼ kðFeatureij� dÞ½ �m�m ð4Þ

Among them, i,j21,2,…,m。
If three vectors mentioned previously, a, b, c, have been standardized, the training

matrix will be:

Knew ¼
0 0:2000 0:8593

0:2000 0 0:4541
0:8593 0:4541 0

2
4

3
5 ð5Þ

It can be perceived that three standardized vectors are more distant than that
without standardizing in spacing.

2.4 Getting the Optimal Convex Combination Kernel Function

In terms of varied Chinese relation extraction, there are differences in effects for dif-
ferent kernel functions. In order to make kernel functions perform good adaptability on
characteristic represented by different pieces of information, this paper will make
convex combination of different single-core functions, expecting that the optimal
convex combination of kernel functions also possess good adaptability. According to
different expressions of kernel functions, they can be divided into translational
invariant kernel functions and inner product kernel functions, and their expressions are:
kðx; yÞ ¼ f ðx� zÞ and kðx; yÞ ¼ f ð\x; z[ Þ, respectively.

In order to fuse these two kernel functions’ features in the relationship extraction,
this paper focuses on three single-core functions, which include radical kernel func-
tions, polynomial kernel functions and linear kernel functions, as shown in formulas
(6), (7) and (8), where x, y are two vectors with arbitrary dimension.

KRBFðx; yÞ ¼ expð�jx� yj2Þ ð6Þ

Kpolynomialðx; yÞ ¼ ðx � yTÞ3 ð7Þ

Klinearðx; yÞ ¼ x � yT ð8Þ

The compound of various kernel functions offers a solution to the problem that the
single-core functions do not have universal properties. For convex combination kernel
functions, determining parameters of the combination ratio is of great importance.
Suppose there are n kinds of kernel functions k1,…, kn, parameters options of com-
bination ratios may have m kinds; then enumerate all the computational complexity of
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the kernel functions as O(mn). And the n kinds of kernel functions of convex com-
bination kernel functions are shown in formula (9), where ai is called convex com-

bination parameter,
Pn

i¼1
ai ¼1.

CCK ¼
Xn

i¼1

aiki ð9Þ

This paper presents a strategy that by constantly looking for the optimal convex
combination kernel function of these two kernel functions based on some principles to
substitute these two kernel functions, so as to find out the optimal convex combination
kernel function of various kernel functions. This strategy can reduce computational
complexity to O (m*(n−1)). The algorithm to get the optimal convex combination of
kernel functions is shown in Fig. 5.

After the kernel function is determined, feature matrix can be mapped to
high-dimensional matrix by formula (9).

2.5 Finding the Optimal Classification Model

Via Sect. 2.4, a high-dimensional matrix which is mapped by different convex com-
binations of the kernel functions can be acquired. It is not probable to tell classification

Fig. 5. Generation algorithm of optimal convex combination of kernel functions
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model obtained from high dimensional matrix training possess better extraction per-
formance in entity relations, that is, which convex combination of kernel functions has
better adaptability, by direct observation of high dimensional matrixes. In order to get
the optimal convex combination of kernel function, it is a top priority to train each
high-dimensional matrix and to obtain the corresponding training model. By running
tests on the corpus, a subsequent step is to test out a training model with the best
performance in extraction of entity relations. The corresponding kernel function of this
training model is the optimal convex combination of kernel function.

3 Experimental Results and Discussion

3.1 The Experimental Dataset

The corpus used in this paper has been manually acquired by us from the Web and
relevant literature, more than 1000 Chinese tourism texts. Among various machine
learning algorithms applicable to kernel functions in the field of entity relation
extraction, support vector machines (SVMs) have the best performance. So this paper
chooses SVM as the machine learning algorithms, taking LIBSVM developed by Lin
Zhiren from Taiwan University as SVM tools [20]. In the analysis of phrases, Stanford
Parser [21] is used to conduct phrases parsing and dependency study, selecting prob-
ability context-free grammars. CCprocessed dependency expression is used to form the
dependency information. As for training, a method of 10-fold cross-validation is
employed to maximize the use of data. The performance is measured by precision,
recall, and F-measure.

F ¼ 2� P� R
PþR

� 100% ð10Þ

3.2 Experiments

Experiment 1, on the lexical information basis of word, speech, etc. in contexts of
entities, the syntactic information and dependency syntactic information of phrases are
added as features, to find the impacts on the extraction performance of entity relation in
Chinese. In the test, different features are added, with a purpose to find the optimal
feature combination. Parameters in formula (9), a1 = 1, a2 = 0, a3 = 0 are chosen as
the weighting parameter of convex combined kernel functions.

Experiment 2, comparing convex combined kernel functions composed of three
single-core functions with single kernel functions and combinations of two kernel
functions in relation extraction performance, In this test, coefficients of the convex
combination in formula (9) are set, with the upper and lower limits from 0 to1, steps of
0.1, 11 options in total. By means of enumeration, the best coefficients can be deter-
mined. For n kinds of single-core functions, it requires a calculation of 11� ðn� 1Þ
times to find the best convex combination.
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Experiment 3, in order to verify the effectiveness of the system proposed in this
paper, a comparison with other methods has been conducted under the same corpus
used in this paper.

3.3 Results and Discussion

3.3.1 Performance of Different Features in Relation Extraction
As it can be seen from Table 2, the entity relation extraction performance is unsatis-
factory when only lexical information is selected as features in the field of Chinese
tourism. After syntax and dependency information of phrases are added, the extraction
performance improves, particularly with an increase in recall rate. It indicates that it is
an effective method, which increases the performance of entity relation extraction in the
field of Chinese tourism, to include syntax and dependency syntactic information of
phrases to features.

3.3.2 Comparison of Relation Extraction Performance Between Three
Single-Core Functions and Convex Combined Kernel Functions
As Table 3 shows, in the entity relation extraction performance of single kernel
function concerning Chinese tourism, polynomial kernel functions(PKF) have highest
accuracy and F value; Radial kernel functions(RBF) have the highest recall rate; the
performance of linear kernel function(LKF) is rather poor. These have also verified that
single-core functions have differences in extraction performance in regard to the same
feature matrix. In combinations of two convex combinations of kernel functions, the
convex combination kernel functions, consisted of radial basis kernel functions and
polynomial kernel functions, have the best performance, proving that the performance
of convex combination bases has a positive impact on the performance related to
convex combination of kernel functions. The best extraction performance is the convex
combination of three single-core functions. And the performance of convex combi-
nations of two single-core functions is superior to that of single-core functions. It can
be described that convex combinations of single-core functions can solve the problem
that single-core functions do not possess universality property.

3.3.3 Comparison with Other Methods
Table 4 suggests that the use of maximum entropymethod in the field of Chinese tourism
for relation extraction generates the highest accuracy. Using the shortest path tree in
convolution tree kernel functions in relation extraction can get the best recall rate.

Table 2. Performance under different features

Features Accuracy Recall Rate F value

Lexical information 61.3 % 48.4 % 53.7 %
+ Syntactic information of phrases 62.6 % 52.7 % 57.1 %
+ Dependency of syntactic information 62.9 % 53.5 % 57.8 %
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Themethod of optimal convex combination of kernel functions proposed in this paper has
better recall rate and accuracy and the best F value, which fully verifies the effectiveness of
the proposed optimal convex combination method.

4 Conclusions

Based on the lexical information of word, speech, etc. in entity contexts, this paper
includes syntactic and dependency information of phrases as features. With different
convex combinations of radial kernel functions, polynomial kernel functions and linear
kernel functions, the feature matrix is mapped to a different high-dimensional matrix.
To obtain different classification models, training support vector machine is used; and
the optimal performance of the classification model is found by enumerating. Finally,
the classification model is used in the field of Chinese entities’ relation extraction. In
the field of tourism, the optimal convex combination kernel extraction system proposed
in this paper has achieved an F value of 63.4. In the further studies, efforts will be made
to unveil other useful information as features, to find the deep relationship between
kernel functions and the corpus, and to further improve the performance of relation
extraction concerning entities in Chinese.

Acknowledgments. This work was supported in part by the National Natural Science Foun-
dation of China (Grant Nos. 61262041, 61472168 and 61562052) and the key project of National
Natural Science Foundation of Yunnan province (Grant No. 2013FA030).

Table 3. Performance of single-core functions and convex combination kernel function

Categories of kernel functions Accuracy Recall Rate F value

RBF 62.7 % 53.4 % 57.65 %
PKF 70.1 % 49.5 % 57.78 %
LKF 65.8 % 51.9 % 58.1 %
RBF + LKF 63.7 % 53.9 % 58.5 %
RBF + PKF 72.6 % 55.5 % 62.9 %
LKF + PKF 70.5 % 49.7 % 58.3 %
RBF + LKF + PKF 72.6 % 56.1 % 63.4 %

Table 4. Comparison with other methods

Methods Accuracy Recall Rate F value

Maximum entropy 74.1 % 48.9 % 58.9 %
Convolution tree kernel 61.3 % 58.9 % 60.1 %
Proposed method 72.6 % 56.1 % 63.4 %
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Abstract. Identifying influential nodes is critical to have a better understanding
of the network function and the process of information diffusion. Traditional
methods of evaluating influential nodes such as degree centrality ignore the
location of a node and its neighbors’ influence in networks, while this plays an
important role in revealing the node’s local influence in spreading information.
In this paper, we propose a novel method, named DH-index (node Degree and
H-index), to measure a node’ importance by considering its and neighbors’
influence simultaneously. Meanwhile, we put forward a node DH-index based
label propagation algorithm (DH_LPA) for community detection. We demon-
strate its validity and feasibility on a set of real-world and synthetic networks for
our new proposed community detection method.

Keywords: Influence ranking � Information diffusion � Community detection �
Label propagation

1 Introduction

In recent years, community detection problem has attracted widespread research from
many scholars around the world, and a great number of methods have been proposed.
A detailed survey of community detection can be found in [1]. One general problem
concerning community detection is that there is still no well-established precise defi-
nition of community. In general, a community in a network is described as a group of
nodes with dense connections within groups and sparse connections with others.
Discovering communities plays an important role in revealing the structure and
function characteristics of networks. For instance, in virtual social network such as
twitter, it’s necessary to detect possible communities of terrorists or reactionary
organization so as to avoid any criminal behaviors in real life, which may bring
tremendous damage to a country or its people.

Among all the proposed community detection algorithms [2–7], the label propa-
gation algorithm (LPA), proposed by Raghavan [7], has greatly received attention for
its near linear time complexity in finding communities in large scale networks.
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The LPA utilizes the diffusion of label information of each node to detect communities
and does not need any prior knowledge of community structure, such as the number of
communities. Nevertheless, the random update order of label information lead to the
poor robustness of community detection results. Then, a lot of improved LPA methods
were proposed. Barber [8] et al. reformulated the LPA as an equivalent optimization
problem, and put forward an improved LPA based on modularity constraints. Leung
et al. [9] found that the original LPA may produce large communities due to the fact
that some labels can plague a large amount of nodes during the process of label
propagation. Then, they proposed an improved LPA based on hop attenuation and node
preference so as to avoid finding monster communities. Subelj et al. [10] also presented
an improved LPA that combines two unique strategies of community formation,
namely, defensive preservation and offensive expansion of communities. Besides, in
view of the disadvantage of randomly selecting initial nodes problem of traditional
LPA, other methods based on how to select initial nodes for LPA are also proposed. He
et al. [11] utilized PageRank to measure node centrality and put forward a node
importance based LPA. Sun et al. [12] proposed a centrality-based LPA with specific
update order and node preference to uncover communities. However, the PageRank
method of [11] is degenerated into degree centrality and does not consider the
importance of the node to its neighbors; the centrality-based LPA also uses the degree
centrality to computer local density for selecting initial nodes for expansion.

In fact, the initial nodes selection problem for community detection can also be
seen as an influence ranking problem. That is because the formation of communities in
a network is decided by its important nodes. These nodes are more influential than
other nodes, and then other nodes around the influential nodes form communities.
Therefore, how to specify a quantitatively exact influence measure is crucial. By far,
there are six widely used methods to measure a node’s influence, which are degree,
closeness, betweenness, eigenvector, katz and core centrality. The disadvantage of the
former five methods had been illustrated in Ref. [13]. The utilization of core to measure
a node’s influence is proposed by Kitsak et al. [14], they deemed that a node’s location
is more important than the number of its linked neighbors. According to core theory, a
node with more linked neighbor nodes on the edge of a network may not be influential
compared to a node in the center of a network. Therefore, they advised that the
coreness can better measure a node’s influence for spreading information than degree
centrality. However, calculating coreness needs global topological information of the
network, while obtain this information is difficult, especially for the dynamic network
whose network structure changes with time passing. Then, the coreness can not better
measure a node’s influence. Lately, Lǚ et al. [15] extended the concept of the H-index,
which was originally used to measure the citation impact of a scholar or a journal, to
qualify how important a node is to its network, and showed the H-index can better
measure a node’s influence in several cases compared to traditional centrality mea-
surements mentioned above. Nonetheless, the H-index only takes into account of the
influence of prominent neighbor nodes of a node to measure its influence in the light of
the idea that a node is prominent if many other prominent nodes are around it. Then, the
H-index ignores the influence of the node itself. Therefore, the H-index calculation of
each node in the network will not reflect the node’s local influence fairly.
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In order to single out influential nodes for community detection, a better mea-
surement of a node’s influence is important. In the light of the advantage and disad-
vantage of H-index in judging influential nodes, we define a DH-index function, which
not only consider the prominent neighbor nodes’ influence, but also take into account
of the node’s influence to less prominent neighbors, to measure nodes’ influence and
ranking them according to this function. Then, a community detection algorithm is
proposed based on spreading influential labels of ranking order according to DH-index,
named DH-LPA.

The rest of paper is organized as follows. In Sect. 2, we explain and define some
fundamental concepts. The Sect. 3 shows the proposed algorithm DH-LPA. In Sect. 4,
we give some applications of the DH-LPA algorithm to some synthetic and real-world
networks. Section 5 concludes this paper.

2 Preliminaries

2.1 Label Propagation Algorithm (LPA)

Label propagation algorithm [7] is an efficient algorithm for its nearly linear time
complexity in detecting communities. According to the theory of the LPA, each node is
initialized with a unique label and then let the label spread throughout the network.
During the process of propagating label, each node will choose the label which is
owned by most of its neighbors. Then, densely connected modules of nodes will reach
a consensus on a unique label, and nodes with the same label form a community. The
rule of updating community labels can be expressed as follows:

Cn ¼ argmax
l

jNlðnÞj ð1Þ

In (1), the jNlðnÞj shows the neighbors of node n which has the label l. If there
exists multiple most frequent neighbor labels, a random label will be selected among
them. The course of separating label will be iterative until each node does not change
its label and has a label that most of their neighbors have. As far as the efficiency of the
LPA is concerned, due to its simple computation process and low time complexity, it is
very fit for community detection for very large networks. However, random update
order leads to the unstable detected results, which hampers its robustness and stability.

2.2 H-index

Due to the disadvantage of traditional centrality methods in measuring the influence of
nodes in networks, Lǚ et al. [15] introduced the H-index concept to quantify how
important a node is to its network in 2016. The H-index of a node is defined to be the
maximum value h such that there exists at least h neighbors of degree no less than h.

For instance, the Fig. 1 is an example network consisted of 23 nodes and 40 edges
[16], the degree of node 1 is 8. However, the H-index of it is 2. Because there exists at
least 2 neighbors of degree no less than 2. That is to say, if the Fig. 1 is a citation
network, the citation impact of the scholar (node 1) is 2.
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2.3 DH-Index

According to the definition of the H-index above, we can see that it only measures the
influence of neighbor nodes, and ignores the influence of the node itself. Therefore, we
combine the H-index and node degree to take into account of the influence of the node
and its neighbors, and defined a function, named DH-index, to better measure a node
influence in networks.

DHindexðnÞ ¼ HindexðnÞ � DegreeðnÞ ð2Þ

In (2), the HindexðnÞ shows the H-index of a node n, the DegreeðnÞ presents the
degree of a node n. According to the DH-index function, we can see that a node’s
influence is not only related to the node degree (itself influence), but also is associated
with the node H-index (neighbor nodes’ influence). Then, the DH-index is reasonable
in measuring the local influence around the node.

For instance, the Table 1 shows values of degree, H-index and DH-index for each
node in the network of Fig. 1. From Table 1, we can see that the node 1 has largest
degree among all 23 nodes. Then, if we want to choose a node to spread information
faster and most broadly over the network, is node 1 a better choice for its biggest
degree? Lǚ et al. [15] pointed out a node’s influence should consider its prominent
neighbors’ influence, and introduced the H-index to describe a node’s influence. They
regarded the bigger the H-index value of a node, the more influential of it. However,
the H-index only considers the prominent neighbors’ influence, and does not take into
the node’s influence of itself. Take the node 22 and 23 for example. The H-index of
node 22 and 23 are 4, and then it is difficult to distinguish which node is more
influential. Therefore, we regard that we should simultaneously consider the influence
of node itself and its neighbors, and defined the DH-index to measure a node’s
influence. Although the node 22 and 23 have the same H-index, we can see that the
DH-index of node 23 is bigger than 22, which shows that the node 23 is more
influential than node 22.

Fig. 1. An example network consisted of 23 nodes and 40 edges [16].
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3 DH-Index Based Label Propagation Algorithm (DH-LPA)

In order to resolve the limit of the traditional LPA, we put forward a novel DH-index
based label propagation algorithm for community detection. Our community detection
algorithm DH-LPA includes two phases. In the first phase, we measure and quality the
importance of each node. Specially speaking, we rank each node according to the
DH-index value in a descending order. Then, the ranking results can better show the
importance of each node in networks. The former nodes in the ranking results are more
influential compared to the latter ones. In the second phase, based on the obtained
update order from the first phase, the nodes in the ranking results will separate their
labels to neighbors one by one. Due to the fact that the former nodes have a higher
DH-index value than the latter ones, the labels of latter ones will be updated by former
nodes. During the course of label propagation, there exists nodes that belong to
neighbors of more than one node, and they have been updated by former nodes. For
this condition, we should consider the neighbor nodes’ influence of this node. If there
are more nodes with the same label having high influence, we should change its label
with the current ones. Eventually, theses nodes with the same label will form a
community.

Table 1. Nodes information in the network

Node Degree H-index DH-index

1 8 2 16
2 2 2 4
3 3 2 6
4 2 2 4
5 1 1 1
6 2 2 4
7 2 2 4
8 3 2 6
9 2 2 4
10 3 2 6
11 4 3 12
12 4 4 16
13 4 4 16
14 4 4 16
15 4 4 16
16 4 4 16
17 4 4 16
18 4 3 12
19 3 3 9
20 4 3 12
21 4 3 12
22 4 4 16
23 5 4 20
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The details of the DH-index based label propagation algorithm are shown in
Algorithm 1.

In Algorithm 1, the step 1 to step 2 are the first phase, and the step 3 to step 12 are
the seconding phase. The main idea of the Algorithm 1 is that we first select these
nodes with higher DH-index values to spreading their labels to neighbor nodes. That is
because these nodes own high local influence compared to their neighbor nodes. For
the latter nodes with lower DH-index values, the labels of them has been updated by
the former nodes, then it’s necessary to taking into account of the neighbor conditions
of this node to again update this node’s label according to influential nodes around it.

Let’s consider the computational complexity of the DH-LPA. Suppose n be the
number of nodes and m be the number of edges. According to Algorithm 1, there is two
phases: (1) Calculating the DH-index values of each node and sorting them in a
descending order; (2) Spreading labels according to nodes’ influence. For the first
phase, we need to compute the degree and the H-index of each node so as to get the
DH-index value, then the time complexity is Oð3nÞ. For the second phase, the label
propagation process for each node has a time complexity of OðnÞ. Therefore, the total
time complexity of the DH-LPA is Oð4nÞ. After omitting the constant, the time
complexity is OðnÞ.

4 Experiments

In this section, we conduct some experiments on several real world networks and
synthetic networks so as to evaluate the performance of our proposed algorithm
DH-LPA. Meanwhile, we also compare our algorithm with other well-known algo-
rithms on benchmark network [17, 18] with known community structure. Our algo-
rithm is implemented in Python 2.7. All the experiments were conducted on windows 7
with Intel(R) Core(TM) i5-2520 M processor, 2.5 GHz, 4G RAM.
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4.1 Evaluation Metrics: Normalized Mutual Information
(NMI) and Modularity

A great many of methods have been proposed for community detection, but it is not clear
which method is reliable. In other words, when community partitions are found by an
algorithm, a reasonable evaluation criterion should be used to evaluate how accurately
the detection algorithm has performed. At present, there are two widely used evaluation
methods for testing the efficiency of community detection algorithm. One is the Nor-
malized Mutual Information (NMI), and the other is modularity. For these networks, the
real community partitions of which are known, we can use NMI to test the performance
of algorithm. If we do not know the real partitions of corresponding network, such as
real-world networks, we can use the modularity to check the performance of community
detection method. The bigger of NMI and modularity, the better of the partition results
are, which can illustrate the efficiency of community detection algorithm.

The NMI, proven by Danon et al. [19], is a reliable criterion in evaluating com-
munity partitions. It can evaluate the similarity between the real partitions and the
detected ones. Given two partitions A and B of a network in communities. Let C be the
confusion matrix whose element Ci;j is the number of nodes of community i of the
partition A that is also in the community j of the partition B. The normalized mutual
information IðA;BÞ is defined as follows:

IðA;BÞ ¼
�2

P CA
i¼1

P CB
j¼1Cij log

CijN
Ci:C:j

� �

P CA
i¼1Ci: log Ci:

N

� �þ P CB
j¼1C:j log

C:j

N

� � ð3Þ

Where CA (CB) is the number of groups in the partition A (B), Ci: (C:j) is the sum of
the elements of C in row i (column j), and N is the number of nodes. If A ¼ B,
IðA;BÞ ¼ 1; if A and B are completely different, then IðA;BÞ ¼ 0.

Modularity [17] is also a most widely used function for testing efficiency of par-
titioning communities for a community detection algorithm. Consider an unsigned
network denoted as G ¼ ðV ;EÞ, where V is the vertex set with the number of it is n;
and E is the edge set with the number of it is e. The adjacent matrix of G is A. If V1 and
V2 are two disjoint subsets of V , then we define LðV1;V2Þ ¼

P
i2V1;j2V2Aij, LðV1;V1Þ ¼P

i2V1;j2V1Aij, and LðV1;V1Þ ¼
P

i2V1;j62V1Aij, where V1 ¼ V � V1. Meanwhile, we also
define a partition of a network G;G1ðV1;E1Þ;G2ðV2;E2Þ; . . .;GmðVm;EmÞ, where Vi

and Ei are the aggregation of vertices and edges of Gi for i ¼ 1; 2; . . .;m, the modu-
larity Q can be defined as follows:

Q ¼
Xm

i¼1

LðVi;ViÞ
LðV ;VÞ � LðVi;VÞ

LðV ;VÞ
� �2

" #

ð4Þ

According to the above function Q, we can see that the main idea of modularity
comes from a comparison between real community partitions structure and network
partitions allocated without any regard to the underlying structure. Then, sum over all
the partitions differences of this two kinds of network structure.
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4.2 Test on Real-World Networks

Test on Zachary’s Karate Club Network. Zachary’s karate club network [20] was
generated by Zachary, who studied the friendship of 34 members of a karate club over
a period of 2 years. In the course of research, he found a disagreement developed
between the administrator and the instructor of karate club. Eventually, the club was
divided into two groups almost of the same size. This network consists of 34 nodes and
78 edges.

Figure 2(b) shows the detected community partitions of the DH-LPA. We can see that
two partitions are found, which is equal to the real partitions of the network. In Fig. 2(b),
The value of modularity is 0.3715, and the NMI is 1, which illustrates the efficiency of
DH-LPA on this network.

Test on Bottlenose Dolphin Network. Bottlenose dolphin network [21] describes a
network of 62 bottlenose dolphins living in Doubtful Sound, New Zealand, was
compiled by Lusseau after studying their behavior for 7 years. A tie between two
dolphins was established by their statistically significant frequent association. The
network split naturally into two large groups where the number of ties was 159.

From Fig. 3(b), we can see that the DH-LPA found 3 communities, which is a little
different from the real partitions of the network. The value of modularity is 0.3749, and
the NMI is 0.8069, which is very close to real partitions. During the course of label
propagation, we found that the former updated labels may be again relabeled by other

(a) Zachary’s karate club network (b) The detected results of the DH-LPA

Fig. 2. Zachary’s karate club network and the detected results of the DH-LPA

(a) Bottlenose dolphin network (b) The detected results of the DH-LPA

Fig. 3. Bottlenose dolphin network and the detected results of the DH-LPA
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influential and frequent nodes’ labels, such as the node 52. At the previous label
propagation process, the node 52, 5 and 12 own the same label, but latter the label of
the node 52 was relabeled by influential nodes, so we see this condition in Fig. 3(b).

Test on NetScience Network. NetScience network contains a co-authorship network
of scientists working on network theory and experiment, as compiled by M. Newman
in May 2006. The network was compiled from the bibliographies of two review articles
on networks [22, 23], with a few additional references added by hand, which contains
1461 nodes and 2742 edges in total. This network is weighted, but we handle it as an
unweighted one in our experiments.

As far as the NetScience network is concerned, the DH-LPA is also competent in
detecting better communties. On this network, our algorithm obtains 277 community
partitions with a big modularity value of 0.9541, which illustrates that our algorithm
has found communities with strong structures. The complete detection results of the
DH-LPA can be seen in Fig. 4(a). Figure 4(b) presents two bigger community parti-
tions found by the DH-LPA.

Fig. 4. The detected results of the DH-LPA on NetScience network
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4.3 Test on Synthetic Networks

In this section, we first test accuracy of the DH-LPA on synthetic benchmark network
with a known community structure, so as to illustrate that our proposed algorithms can
figure out the real community partitions. We use the Lancichinetti-Fortunato-Radicchi
(LFR) benchmark networks proposed by Lancichinetti et al. [24] to evaluate the per-
formance of the DH-LPA. By tuning the parameters of the networks, different
benchmark network can be generated. This kind of generated networks is defined as
LFRðN; k;maxk;mu;minc;maxcÞ. Where N is the number of nodes in network, k is the
average degree of nodes, maxk is the maximum degree of the nodes, mu is the mixing
parameter, minc is the minimum for the community sizes, and maxc is the maximum
for the community sizes.

We generated 6 different LFR benchmark networks according to Ref. [24]. In order
to better illustrate the performance of different algorithms, we set different parameters
for benchmark networks. The number of edges for each networks is presented
according to LFR code, which contains bilateral edges. In Table 2, from network 1 to
6, the number of nodes is increased, and other parameters are also changed to improve
the complexity of the benchmark network. From Table 2, we can see that DH-LPA
obtains better results compared to Fast Newman and Danon algorithm in most con-
ditions. For the network 6, the Danon method gets a higher NMI value than DH-LPA
and Fast Newman. However, in our experiments, we find the DH-LPA can quickly
generate community partition results for its nearly linear time complexity. In larger
networks, such as the network 6, the Fast Newman and Danon algorithm run for nearly
50 min and then generated results, which illustrates their high time complexity.

5 Conclusion

In this paper, we put forward a community detection algorithm DH-LPA based on
DH-index, and test the effectiveness of DH-LPA on 3 real world networks and the
artificial benchmark networks. Meanwhile, we compare it with other algorithms in
these networks. The experiment results show that the DH-LPA is very effective in

Table 2. The NMI values comparison of different algorithms on LFR Networks

No LFRðN; k;maxk;mu;minc;maxcÞ Nodes Edges NMI
DH-LPA Fast Newman

[17]
Danon
[18]

1 (128,16,16,0.1,32,32) 128 1024 1.0000 1.0000 1.0000
2 (256,16,16,0.1,32,32) 256 2048 1.0000 0.9549 0.9549
3 (512,10,16,0.2,10,50) 512 2532 0.9182 0.6518 0.8262
4 (1000,20,50,0.2,40,50) 1000 10067 0.8286 0.8153 0.6153
5 (2000,20,50,0.2,50,60) 2000 20660 0.8828 0.7864 0.8566
6 (4000,30,50,0.2,50,100) 4000 59679 0.9042 0.7731 0.9257
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community detection problems. In our future work, we will pay attention to improve
the efficiency of DH-LPA so as to make it work on dynamic networks, which is a very
interesting work.
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Abstract. With the wide use of mobile devices, spatial crowdsourcing
platforms are becoming popular. An important problem of spatial crowd-
sourcing is assigning a set of spatial tasks tagged with location and time
for workers according to their location. In most cases, existing approaches
usually take the matching algorithm as a fundamental step to solve this
problem which aims to maximize the number of completed tasks. How-
ever, in the present of many spatial crowdsourcing platforms, how to
assign the tasks at high efficiency and make a relatively fair schedule for
multiple workers is a new challenge. In this paper, we study the problem
of load balancing based task scheduling for multiple workers. We present
fast and effective approximate algorithms for task scheduling problem.
With both real and synthetic datasets, we verify the effectiveness of our
proposed methods.

1 Introduction

With the popularity of online to offline(O2O) and location-based services(LBS),
crowdsourcing is becoming more and more popular nowadays [2,16,17]. In par-
ticular, many new spatial crowdsourcing platforms are emerging, involving food
delivery [1], ride sharing [7] and so on. In general, all these tasks referring to
tasks tagged with location and time can be treated as spatial tasks. Spatial task
assignment is a basic problem of spatial crowdsourcing, referring to assign a set of
workers to a specific location of one task. In most cases, spatial task assignment
mainly concerns the number of completed tasks, while ignoring other important
objective, like the workload of workers and the maximum travel cost for one
worker. Consider the scenario of take-out, some users who order the take-out
would have to wait for a long time, even though there are a significant number
of orders reached. The key to reduce waiting time of user is improving the task
schedule method. That is, for these time-aware applications, we should propose
more effective strategy to reach balance between workers so as to minimize the
c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 161–173, 2016.
DOI: 10.1007/978-3-319-47121-1 14
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time that the users wait. Additionally, we should also concern the number of
completed spatial tasks.

2 Related Work

There are various studies on spatial assignment problem [5,6,10,12–14,19–21].
Different from previous research of personalized task recommendation [8,9], which
usually recommends frequent items to potential users according to users’ prefer-
ences and spatial information [18], the issue of task assignment in spatial crowd-
sourcing is to find a global optimal assignment for all tasks and workers. Accord-
ing to the taxonomy defined in [10], we consider the server assigned tasks mode.
Kazemi et al. propose three approaches to solve the spatial task assignment prob-
lem which is to maximize the number of completed tasks. The first is greedy strat-
egy, which is reducible to the maximum flow problem. The second is least location
entropy priority strategy, which consider the distribution of tasks, and give higher
priority to the tasks with low entropy. The third is nearest neighbor priority, which
performs fast but have low efficiency sometimes. In [4], Deng et al. propose the
problem of worker selected tasks mode and give solutions to find a schedule for
one worker that maximizes the number of performed tasks. They first give exact
algorithms which contain dynamic programming and branch-and-bound strategy.
However, these two methods will grow exponentially when the number of tasks
grows. Later they propose fours approximation algorithms, which is least expi-
ration time heuristic, nearest neighbor heuristic, most promising heuristic and
progressive algorithms. In [5], Deng et al. consider the problem which combines
task matching and task scheduling, they first propose a 3-phase approach GALS
which can generates high quality results but slow, so they propose a Bisection-
based method which divides the workers and tasks into balanced partitions and
performs faster. The main idea of GALS is iteratively running the procedure of
maximum matching and task schedule, until there are no more tasks match the
worker. In [12–14], She et al. study how spatio-temporal conflicts affect spatial
task assignment. In [11], Liu et al. propose the problem of cost minimization and
social fairness for spatial crowdsourcing tasks. They want to minimize the total
cost incurred by workers. In the meanwhile, they find solutions that are socially
fair. Two distribution aware algorithms are proposed which use the technical of
cluster. In particular, different from the assumption that the aforementioned stud-
ies focus on static scenario, where all spatio-temporal information of tasks and
workers is known in advance, Tong et al. propose the online task assignment over
real-time dynamic scenarios in [19,20].

Howerver, as mentioned above, most existing approaches only consider the
objective of the number of completed tasks and do not provide an intelligent and
global arrangement for workers, which balances the workload between workers
and will be helpful to accelerate the completion of some tasks. In the same time,
in practical tasks also need time to finish which means workers overload will
spend more time to finish tasks. Note that the workload in this paper presents
the total length of task schedule plan assigned to a worker, which is different from
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previous work [5] that may indicates the number of workers or tasks per partition
or the cluster based partition in [11]. A possible goal may be to maximize the
average value of the workload for all the works, but obviously, it still can lead to
imbalance arrangement between workers. So a reasonable goal is to minimize the
maximum workload of workers which can increase utilization of worker resources.

In this paper, we explore the load balancing based spatial task scheduling
problem(LBSTS), which, given a set of spatial tasks and workers, we want to
find an arrangement that minimize the maximum workload of all workers. In
the meanwhile, the arrangement should satisfy the spatial-temporal constrain
and take into account the completion time of tasks, which we also consider the
capacity of each task t and the cost produced by completing task.

3 Problem Statement

We use t to denote a spatial task with location lt, and a worker is represented with
w = < lw, cw, bw > which lw is the location of worker w, cw is the capacity of w,
and bw is the travel budget of w. We first introduce some basic concepts and then
formulate the problem of load balancing based spatial task scheduling(LBSTS).

Definition 1 (Task Schedule Plan). Given a set of workers W, and a set
of tasks T, the feasible schedule for each w ∈ W, denoted by Pw(t1,t2,...,tm),
that not exceed the travel budget of w. The size of Pw, denoted by |Pw|, is the
number of tasks in Pw.

Definition 2 (Workload). The sum of travel distance between tasks in task
schedule plan Pw and the cost to finish each task, denoted by |Lw|, is defined
as the workload of one worker w. The cost to finish one task t is represented as
γ(t). The cost of task schedule plan can be computed by the following:

L(w) = cost(lw, t1) +
m−1∑

i=1

cost(ti, ti+1) +
m∑

i=1

γ(tm)

Definition 3 (LBSTS Problem). Given a set of workers W, each worker
tagged with location lw, capacity cw, travel budget bw, a set of tasks T, each
t of which is associated with location lt, capacity ct, the LBSTS problem is to
find a workload balanced arrangement P for all task schedule plan Pw∈P that
minimize maxw∈WL{w}, and satisfy all the spatial-temporal constrain C. We
use D(w) as travel distance of worker w. The travel distance of worker w D(w)
can be computed as follows:

D(w) = cost(lw, t1) +
m−1∑

i=1

cost(ti, ti+1)

We use C(w) as the number of tasks assigned to worker w, and C(t) as the
number of workers assigned to task t. The spatial-temporal constrain C can be
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described as follows:

D(w) < bw

C(w) < cw

C(t) < ct

4 Solutions for LBSTS

In this section, we present solutions for the LBSTS problem. We first present a
baseline algorithm. We then propose efficient one load balancing based heuris-
tic algorithm. The first algorithm is based on an equal division strategy while
the second considers three factors related to the workload balance. But there
are some drawbacks of this baseline algorithm which should improve. LBA algo-
rithms considers three factors that influences the result. For the improvement
of efficiency of LBA, we then propose the divide-and-conquer method, which
partitions the set of tasks and workers first and then use LBA for each partition.
We discuss them as follows:

4.1 Baseline Method

The baseline algorithm tries to reduce the imbalance between workers through
equally sharing the tasks. At the beginning, we should check the capacity and
travel budget constraint. That is, for a fair allocation between workers, we should
find an allocation that satisfy the constraint of worker and the validity of insert-
ing task t into task schedule plan of worker w. At each step, we aims at inserting
task t that minimize the task schedule plan cost.

The baseline method aims at keeping balance between workers by give higher
priority to workers with smaller workload. More specifically, for each task t, the
baseline method checks all the workers that can finish this task and satisfy the
capacity constraint of workers. The worker with the minimum workload will be
assigned to complete task t. After each allocation, we will remove task t from
task set T and update the capacity of worker w. Although the baseline algorithm
aims at arrange all the workers equally, there still be some drawbacks. One is
the order of assignment may influence overall effect of arrangement. Even though
the workload between workers may be fair at each step, we should try to use
geographic information of workers that can effectively prevent local optimization.

4.2 Load Balancing Strategy

In this section, we present a load balancing Algorithm(LBA). Instead of visiting
each task in order as the baseline algorithm does, we discuss three main factors
that influence the maximum cost of completing tasks and workload balancing as
follows:
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Algorithm 1. Baseline Algorithm
Input: worker set t, task set T, spatial-temporal constrain C
Output: arrangement P for all workers
1: while W �= φ do
2: for each t ∈ T do
3: for each w ∈ W do
4: if cw �= φ then
5: check the validity of w according to the travel budget bw
6: check the validity of P(t,w)

7: w ← argmint|P(t,w) is feasibleL(t, w)
8: insert a new task t to the schedule Pw of worker w
9: end if

10: end for
11: remove the new assigned task t from T
12: update the capacity of worker w
13: if cw = φ then
14: remove w from W
15: end if
16: end for
17: end while

Imbalance Ratio: We introduce the concept of imbalance ratio. When we
assign one task to a worker, we want to make the task schedule plan of each
worker more fair, which means reduces the difference between the task schedule
plan of workers. We use the variance of task schedule plan of workers as imbalance
ratio. We use L(w) as the average value of task schedule plan cost of all workers.
The imbalance ratio can be computed as follows:

imbalance ratio(t, w) =
m∑

i=1

(L(wi) − L(w))
2

With the definition of imbalance ratio, we can use it to evaluate the workload
banlace of task schedule plans caused by inserting task t for worker w. That
is, for each unassigned task t, we compute all the possibilities that task t can
be inserted to task schedule plan. Compared with the baseline algorithm, we
dont simply assign this task to the worker with minimum workload. We verify
the workload balance after inserting task t into Pw, and choose the one with
minimum value. However, imbalance ratio only focus on the balance of workers,
we should consider the geographic information of workers to make an allocation
more feasible. Because all tasks are tagged with location, we should make use
of their geographic information and optimize the solution. So we introduce the
concept of task location entropy next.

Task Location Entropy: [3] introduces the concept of location entropy, and
[10] proposed least location entropy priority strategy as one method to solve the
task assignment problem. Location entropy can be treated as the probability of
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one task’s being visited by workers according to the location of task. Specifically,
one task will have a low location entropy if there are only a few workers can visit
it. Consider the load balancing based task scheduling problem, we should give
higher priority to tasks which have smaller location entropy. That is, when there
are many unassigned tasks have the same imbalance ratio for worker w, we
should insert the task with the smallest locatioin entropy to worker w so as to
keep fair allocation between tasks relatively. Inspired by this idea, we use P(t)
as the probability of one task t being visited by the workers that t satisfies their
travel budget. The task location entropy can be computed as follows:

task location entropy(t) = −
∑

t

P (t)logP (t)

Workload: Although the task location entropy can be used to assignment tasks
for workers more fairly, we still need balance the workload between workers.
There are two reasons for us to consider workload between workers. First, with
the above two strategy, some workers may still be overload. And the second, we
consider the cost of completing one task which represented as γ(t), so the length
of task schedule plan of each worker has to be controlled.

Now we define the ratio between worker w and task t as follows:

ratio(t, w) = α/imbalance ratio(t, w) + (1 − α)/task location entropy(t)

Based on the discussions above, we propose our load balancing algo-
rithm(LBA). The main idea of LBA is that we use the two strategies, which
named imbalance ratio and location entropy, to find a feasible task schedule
plan in a greedy way. More specifically, given the task set T and worker set W,
we should try to find an allocation that keep workload balance between workers.
As mentioned above, we should try to find the task t with smaller imbalance
value and task location entropy. At the same time, we want to maximum the
utility of workload of each worker. So we handle the (t,w) pairs with high ratio
which is the ratio(t,w) divided by workload of worker w. We maintain the (t,w)
pairs and fetch the one with the largest value among remaining elements itera-
tively. The algorithm terminates when the worker set or task set is empty. We
maintain the (t,w) pairs and fetch the one with the largest value among remain-
ing elements iteratively. The algorithm terminates when the worker set or task
set is empty.

The detailed method of LBA is as follows. At the beginning, the arrangement
P for all workers is empty. We use maintains the unassigned task-worker sets.
As our algorithm is based on the workload balancing, we need to initialize the
assignment at first. That is, we compute the ratio for (w,t) pairs and iteratively
extract one with the largest ratio value, then insert t into the task schedule plan
of worker w, and update the workload of worker w. After initialization, we insert
(t,w) pairs into E in the same way. While task set T and worker set W is not
empty, we iteratively find the pair(t,w) with highest ratio, which is the ratio
between worker w and task t divided by the workload of worker w. The intuition
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of this step is that we want to maximize the utility of workload of workers. Then
we check the feasibility of P(t,w) and insert task t if it satisfies the condition.
At the same time, if the count of workers participate in task t is more than the
capacity of task t, we remove task t from task set T. In a similar way, we update
the workload of each worker as well. The algorithm will terminate when the task
set or worker set is empty, and at that time, we have find an arrangement for
all workers.

The description of LBA Algorithm is as follows:

Algorithm 2. Load Balancing Algorithm
Input: worker set t,task setT, spatial-temporal constrain C
Output: arrangement P for all workers
1: for each w ∈ W do
2: t ← argmaxt|P(t,w) is feasibleratio(t, w)
3: insert t into Pw
4: update workload(w)
5: end for
6: for each t ∈ T do
7: for each w ∈ W do
8: Find (t,w) pair with the maximum θ = ratio(t,w)

workload(w)

9: if P(t,w) is feasible then
10: insert t into Pw
11: count[t] ← count[t]+1
12: update workload(w)
13: end if
14: if count[t]= ct then
15: remove task t from task set T
16: end if
17: if workload(w)= cw then
18: remove worker w from worker set W
19: end if
20: end for
21: end for

4.3 Divide-and-Conquer Algorithm

Even though the LBA algorithm considers the overall efficiency, it may still
encounters the bottleneck due to the construction of worker-task pairs. We
consider the divide-and-conquer algorithm that partitions the tasks and their
relevant workers first, and then use the LBA algorithm in each partition. The
intuition of the partition should consider the workload balance between different
partitions, which will be helpful to the results of LBA algorithm.

There have been many partitioning techniques [5] proposed for balancing
prtitioin is spatial crowdsourcing. In this paper, we propse the partition methods
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based on task location entropy. We first sort all the tasks according to task
location entropy, and choose the one with minimum value, we add it to the
first partition, in the next we find the worker nearest to this task. and add this
worker to this partition as well. For every task satisfies the travel budget, we add
each task into the partition with probability in the inverse ratio of its location
entropy. Then we iteratively continue this process until the number of tasks in
this partition satisfies a threshold value. At last we get the partitions which
is nearly balanced, and then with each partition, we can handle it with LBA
algorithm. And after one execution of this process, there may exists some tasks
and workers still not be assigned. So we use a process to merge the remaining
results, and iteratively continue this processs. The method will terminates when
there are no more tasks/workers can be assigend. That is the basic idea of
our divide-and-conquer algorithm(DCA). We use Rt to represent the number of
unassigned tasks, and Rw to represent the number of unassigned workers. The
divide-and-conquer algorithm is as follows:

Algorithm 3. Divide-and-Conquer Algorithm
Input: worker set t, task setT, spatial-temporal constrain C
Output: arrangement P for all workers
1: Initiallize
2: Rt ← the number of task T
3: Rw ← the number of workers W
4: for task t ∈ remaining task set T do
5: t ← argmin task location entropy(t)
6: add t into partition P
7: find the nearest worker w, add w into partition P
8: add task wt with probability in the inverse ratio of its location entropy
9: until partition P is full

10: end for
11: while Rt �= φ and Rw �= φ do
12: for each partiioin ∈ allpartitionsset do
13: LBA
14: Record the unassigned workers and tasks
15: end for
16: merge the unassigned workers and tasks
17: Rt ← the remaining number of tasks.
18: Rw ← the remaining number of workers.
19: end while

5 Experimental Study

Datasets: Although the application of spatial task assignment is very wide, it
not easy to get real data in practical. We adopt the method of [5], which uses
the Gowalla check-in dataset for simulation. For the synthetic, we use some data



Efficient and Load Balancing Strategy for Task Scheduling 169

Table 1. Experiment parameters

|T | |W | max(ct) max(cw) max(bw) max(γ)

1 K 1K 1 10 200 10

2 k 2K 2 20 400 20

3 K 3K 3 30 600 30

4 k 4K 4 40 800 40

5 K 5K 5 50 1000 50

generating algorithms of [15] to produce the synthetic dataset we want to test.
More specifically, we varied both the number of tasks and workers from 1K-5K.
The travel cost between two locations is their Euclidean distances. We generated
synthetic data with uniform(UNI) and mixture of uniform and gaussian(MIX)
distributions in a grid with size 500*500 (Table 1).

Configuration and Measures: We evaluated the effeciency of our algorithms
by varying different values of our parameters. There are many parameters that
influence the result of our algorithms. For synthetic data, we try to simulate the
scenario of take-out and evaluate the maximum cost of completing one task and
load balance. Specifically, we variy the number of tasks from 1 K to 5 K, and the
number of workers variy from 1 K to 5 K too. The distribution of tasks/worers
follow the uniform(UNI) and mixture of uniform and gaussian(MIX) distribu-
tions. And both the tasks and worker are generated on a grid with 500*500. So
we set the maximum budget of a worker from 200–1000, whose range is around
the length of side of the grid. That means, a worker can move locally in a small
region, or move for a long distance which is larger than the length of side. More-
over, we set the capacity of a worker which means the maximum number of tasks
one work can accept. The maximum capacity value of a worker varied from 10
to 60, which is suitable for completing tasks. In the meanwhile, our algorithm
can handle the tasks with capacity, so we set the capacity of tasks from 1 to
5, which may be similar to the case of ridesharing. In the last, we consider the
parameter of cost of completing one task, with the maximum value from 10 to
60. Because in many real applications, it is an important factor that influences
the wait time of one task too. The default setting of our experiment is the value
in the middle of each parameter list, that is, the number of tasks is 3 k, the
number of workers is 3 K, the maximum capacity of all tasks is 3, the maximum
capacity of all workers is 30, the maximum travel budget of all workers is 600
and the maximum time of completing one task is 30.

Algorithms Evaluating: In this paper we present three methods, which is base-
line Algorithm(BLA), the load balancing algorithm(LBA), and the divide and
conquer algorithm(DCA). While existing methods usually consider the number
of completed tasks, our methods concerns the maximum wait time of one task,
and the workload for each worker. So we compare our three methods and the
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Fig. 1. Running time of varying number of tasks |T |.

results verifies the effecitiveness of our algorithms. Specifically, our major con-
cern is the maximum length of one task schedule plan, the second is the average
workload of all workers. In the meanwhile, we check results of the number of
completed tasks of the algorithms we proposed.

Running Time of Varying |T |: We first evaluate the proposed algorithms by
varying the number of tasks under different distribution. That is, with different
distribution of uniform(UNI) and mixture of uniform and gaussian(MIX), we
vary the number of workers from 1 K to 5 k. From Fig. 1 we can see that Baseline
algorithm runs faster than LBA and DCA, and due to the preprocess of DCA,
LBA runs faster on both datasets than DCA. Them maximum cost incurred by
LBA and DCA is relatively small than the size of the grid.

Running Time of Varying of |W |: We evaluate the proposed algorithms
by varying the number of workers under different distribution. Same with the
evaluation of the change of tasks, we vary the number of workers from 1 K to
5 k under different distribution of uniform(UNI) and mixture of uniform and
gaussian(MIX). In fact, the effect of changing the number of workers is similar
to change the number of tasks, so we omit it here.

Maximum Cost of Varying of |T |: We check the maximum cost by varying
the number of workers under different distribution. Maximum cost is related to
the completion time of tasks, so our objective is to reduce the maximum cost.
As metioned obove, we consider three factors that influence the workload of
workers in the LBA algorithm, which is imbalance ratio, task location entrop
and workload. Same with the evaluation of running time, we vary the number
of workers from 1 K to 5 k under different distributions of uniform(UNI) and
mixture of uniform and gaussian(MIX). In fact, the effect of changing the number
of workers is similar to change the number of tasks, so we omit it here. And we run
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Fig. 2. Maxiumum cost of varying number of tasks |T |.

Table 2. Experiment results on Gowalla

No. of completed tasks Avg(travel cost)

BLA 8318 7.8

LBA 9604 5.5

DCA 9523 6.1

every instance with 50 times, and compute the average maximum cost of all the
instances. The experimental results are showed in Fig. 2, which shows that both
LBA and DCA get better results than BLA. In the meanwhile, DCA performs
better than LBA in mixture of uniform and gaussian(MIX) distribution. The
results show that the workoad balacing strategy which considers three factors is
effective, and is useful to make an balanced assignment for workers, which would
reduce the completion time of tasks.

Experiment Results on Gowalla: We also test the algorithms on Gowalla,
which is showed in Table 2, the result shows that the LBA algorithm is also
effective in reality. And we can see that LBA algorithm performs better than
both BLA and DCA algorithms and reaches the minimum average travel cost.

Experimental Environment: We implement our algorithms in C++, and the
experiments were performed on a machine with Intel i5-5200 CPU @ 2.2 GHZ
and 8 GB memory.

6 Conclusion

In this paper, we study the problem of load balancing based spatial task schedul-
ing problem, which is different from existing methods. We devise a baseline
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method and two approximate algorithms to solve this problem. In the load bal-
ancing based algorithm, we consider the three factors which influence the maxi-
mum cost of completing one task, which is imbalance ratio, task location entropy
and workload of workers. We further develop a divide and conquer method to
enhance the efficiency. We verify the efficiency and effectiveness of the proposed
methods through experimental results.
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Abstract. The issues regarding relationships between surfing habits
and academic performance of university students have attracted much
attention of all kinds of research communities. The approaches of sta-
tistical analysis and data mining with imperfect datasets are used in
previous works. In this paper, an experimental study about the relation-
ships between surfing habits and academic performance is conducted.
Particularly, we observe a surprising results on extensive datasets, which
contains the information of students, e.g. basic profiles, Internet using
logs and course scores. First, several statistical methods are used to find
the associations between students’ surfing habits and academic perfor-
mance. Then, a learning algorithm is devised to cluster the students
according to their different surfing habits. Furthermore, we develop a
BP neural network to predict the rate of failing a test of a student based
on his/her basic information, surfing habits and the clustering informa-
tion. According to the aforementioned approaches, we find an interesting
result that the academic performance of students in universities is quite
possibly enhanced if the network connections are always terminated at
24:00 p.m.

Keywords: Internet surfing habits · Course score · Exam-failure rate ·
Cluster analysis · Neural network analysis

1 Introduction

According to the Statistics of Chinese Ministry of Education in 2016 [1], there are
2,852 universities and colleges in China, and the number of university students
reaches 3.7 billion, which is the most around the world. With the development
the Internet, it is convenient for university students to use it in almost every-
where in the campus through PCs, Laptops, PADs, Smart phones and so on. The
Internet affects every aspect of the life of students including learning, entertain-
ment, social activity, etc. Students are encouraged to communicate with teachers,
instructors and classmates through the Internet and search information on it.
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Some researches indicate that academic performance can be promoted with
the help of the Internet. Rashid and Asgharb suggests that the use of the Inter-
net has a direct and positive influence on students’ engagement and self-directed
learning [9]. Dr. Suhail and Bargees’s investigation finds that a great number of
students demonstrate positive effects of Internet using on educational aspect [13].
In the U.S., 68 % of the parents, 69 % of the students, and 69 % of the teachers
say that they have authenticated the improvement of students’ grades through
the use of the Internet on an online survey reports [2]. In addition, the Internet
contributes significantly to the academic performance of the students in univer-
sity of Botswana, Gaborone, possibly because the students can learn at anytime
and anywhere with the Internet [14]. The broad use of the Internet in universities
can make students have better perceptions of learning [4].

However, there are also some researches indicating that the Internet using
has negative effects. General Internet surfing habits of students show that some
people may experience psychological problems such as social isolation, depres-
sion, loneliness, and time mismanagement because of their Internet using [7].
Bad academic performance has been confirmed to be correlated highly with
heavier recreational Internet using. Loneliness, staying up late, tiredness, and
missing classes are also correlative to self-reports of Internet-caused impairment
[8]. Heavy Internet usage may have bad relationships with teachers, bad acad-
emic grades and low learning satisfaction than general users. And they are apt
to be depressed, physically ill, lonely, and introverted [3]. Especially, with the
increasing popularity of smart phone, more people start relying on it. The data
from the Pew Research Center in 2015 shows that 46 % of smart phone own-
ers in the U.S. say that their smart phone is something “they could not live
without”. Smart phones are used all day for quite a lot of reasons, including
communication, learning, entertainment, information seeking, social networking
and gaming [17]. In particular, recent research shows that online social com-
munications based on smart phones significantly affect offline behavior of users
[10–12,18–20]. University students who are at a high risk of smart phone addic-
tion may be less likely to have good GPAs [5]. In addition, excessive use of the
social network systems results in negative effects. For example, multitasking with
Facebook has been found to be significantly negatively predictive of GPAs for
freshmen and sophomores [6].

The correlation between students’ Internet using and their academic per-
formance is a complex issue. Average daily connection time, as a general used
metric to determine Internet addiction, may not be accurate because students
may study using the Internet for a long time other than being addicted to online
entertainment. In fact, Internet addiction of students in universities is reflected
not only by Internet using time but also by other features such as online and
offline time, volume of Internet traffic and other potential factors. The relation-
ships between these factors and the performance of students are very complex.
In addition, students’ background features, including gender, major, hometown,
etc., differ from one another, which may lead to different online behaviors. All
these features should be taken into consideration when evaluating the impact of
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Internet using habits on academic performance of university students. We make
the following contributions.

– We reconfirm that no obvious relationship between the Internet using habits
and the academic performance can be found using linear regression.

– We construct a model to predict whether a student will fail a test using the
Internet using and other features.

– Based on the prediction model, we make a suggestion that the network connec-
tions should be terminated at 0:00 to improve students’ academic performance.

The rest of the paper is organized as follows. In Sect. 2, we introduce the
datasets and the methods used in this paper. In Sect. 3, we give the analysis
results. We conclude the paper in Sect. 4.

2 Preliminaries

2.1 Datasets

In order to get accurate results, the data employed in this study are obtained
from several source providers, e.g., the Internet using data are obtained from
ITS (IT Service Department) of the university, the student academic perfor-
mance data are obtained from the Academic Affairs office, and the students’
basic data (background features) are obtained from the Admission department.
There are four grades of students, ranging from freshman to senior college stu-
dents. Students’ basic dataset has 23,175 records, Internet using dataset has
321,651,912 items, and academic performance dataset has 510,261 courses infor-
mation records. Each record of the students’ basic dataset contains the following
attributes: ID number, gender, grade, school, major and source province. Each
record of the Internet using dataset contains the following attributes: ID number,
online time, offline time, Internet traffic volume (bit) and connection time. Each
record of the academic performance dataset contained the following attributes:
ID number, course number, course grade, year and semester.

2.2 Data Preparation and Statistics

A record of in the students’ basic dataset is represented as (d1, p1, b1,m1, e1),
where d1 is the key of the student’s basic information table, p1 ∈ P is the province
from which the student comes, b1 is the birthday, m1 is the major and e1 ∈ E
is the nationality. P and E are the collections of provinces and nationalities in
China, respectively.

A record in the Internet using habit dataset is represented as (d2, l2, f2, b2),
where d2 is the key of the table, l2 and f2 is the online time and the offline
time respectively and b2 is the Internet traffic volume. Two important features
included to reflect the Internet using habit of the students are the online time
and the Internet traffic volume.

A record in the dataset of student grade is represented as (d3, c3, g3), where
d3 is the unique ID of the student in this table, c3 is the course ID, and g3 is the
examine score of the corresponding course.
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2.2.1 Internet Traffic Volume per Week of Students
We use the Internet using habit data for statistics, and get the weekly Internet
traffic volume of the university students. The average traffic volume per week
of a student is about 9 Gb. The average weekly traffic volume is divided into
seven categories: (1) less than 5 Gb, (2) 5–10 Gb (excluding 10 Gb), (3) 10–15 Gb
(excluding 15 Gb), (4) 15–20 Gb (excluding 20 Gb), (5) 20–25 Gb (excluding
25 Gb), (6) 25–30 Gb (excluding 30 Gb), (7) no less than 30 Gb. 36.5 % of the
students use 10–15 Gb Internet traffic volume weekly, taking the majority. 24.3 %
of the students use 15–20 Gb Internet traffic volume, which is the second most,
and 5–10 Gb followed as the third. Only 2.2 % of the students use no less than
30 Gb per week. More than 60 % of the students’ weekly Internet traffic volume
is between 10 Gb and 20 Gb. Figure 1 shows the distribution of Internet traffic
volume per week.

Fig. 1. The distribution of Internet traffic volume per week

2.2.2 Internet Connection Time of Students
We use average Internet connection time per week of a student as a factor. The
average value of all students is 32 hours. Figure 2 shows the distribution of aver-
age Internet connection time per week. similarly, we divide the time into seven
intervals: (1) less than 10 h, (2)10–20 h (excluding 20 h), (3) 20–30 h (exclud-
ing 30 h), (4) 30–40 h (excluding 40 h), (5) 40–50 h (excluding 50 h), (6) 50–60 h
(excluding 60 h), (7) no less than 60 h. From the figure it can be observed that
most students keep online for 20–50 h per week. The top-3 intervals with the
most students are 30–40 h, 20–30 h and 40–50 h, taking the percentage of 37.3 %,
25.6 % and 19.1 % respectively. More than 1/3 of the students keep online for 30–
40 hours per week. It seems that the students are most likely to connect Internet
for 20 to 50 h every week, which accounted for about 82 % in the general situ-
ation. The distribution of Internet using time in one-day (24 h) is depicted as
Fig. 3. 11:00 a.m., 20:00 p.m. and 24:00 p.m. takes the leading places, and the
accumulative quantities of the Internet using time at 11:00, 12:00, 13:00, 20:00,
21:00, 23:00, 24:00 are more than 50 % of the total. After 24:00 p.m., about



178 X. Xu et al.

Fig. 2. The distribution of average weekly Internet connection time

Fig. 3. The distribution of average weekly Internet connection time

20 % of the students disconnect the Internet for sleeping, but there are still more
than 20 % of the students keeping online. From 3:00 to 7:00 a.m., the Internet
connection quantities reach the lowest level.

2.2.3 Academic Performance of the Students
Figure 4 shows the distribution of the academic performance. According to the
scores the students obtain, grades are divided into five parts: (1) less than 60,
(2) 60–70 (excluding 70), (3) 70–80 (excluding 80), (4) 80–90 (excluding 90),
(5) no less than 90. The maximum score on all the tests is 100. The scores of
more than 1/3 of all students range from 80 to 90. The rate of failing an exam
is 13.7 %.
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Fig. 4. Academic performance of students

2.2.4 Relationship Between Connection Time and Academic
Performance

Will academic performance be determined by Internet using? Do the 1.9 % of
the students who connect the Internet more than 60 h per week always fail the
exams? The distribution of the academic performance based on the connection
time is showed in Fig. 5. The outliers should be neglected, and it seems that there
is no obvious characteristic of their relationship. The students with different con-
nection time have similar distribution of scores. In order to do further analysis,
the linear regression is used to analyze the relationship between the Internet con-
nection time and the academic performance. We get the correlation coefficient
of 0.016321. This result suggests that they no significant correlationship.

Fig. 5. The distribution of academic result based on Internet connection time
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2.3 The System Framework

However, due to the data complexity, the relationship between the Internet using
habit and the academic performance cannot be analyzed simply by calculating
the correlation between the exam performance and the Internet connection time.
More features should be taken into consideration. Therefore, multivariate fitting
is introduced to get a higher degree of fitting relationship. In order to get more
accurate relationship, the techniques of clustering and neural network are used.
The workflow of the framework is showed in Fig. 6. Three types of datasets
including the Internet using data, the academic performance data and the stu-
dents’ basic data, are used to extract the features of students for clustering.
Then we use neural network to fit with the clustering results. The recommended
disconnection time is calculated through continuously automatic fitting.

Fig. 6. Process of the framework

2.4 The Data Models

The three datasets which are the Internet using data, the academic performance
data and the student basic data, are employed to extract the following features:
Internet using habit, source province, gender, major, connection time per week
and Internet traffic volume per week.

Internet using habit is defined as the connection time series of one-day. 24
elements (t0, t1, t2, t3, t4, . . . , t23) are contained, where, ti(i = 0, 1, 2, . . . , 23) rep-
resents the number of days, (di) that a student is online during a certain hour
of day (i.e. the i th hour), T is the total days of sampled days(a year, 365 days):

ti = di/T (1)

Every 4 continuous hours in a day is used to be a period as the factors to run
clustering algorithms. The items are expressed as (f1, f2, f3, f4, f5, f6), and

fj =

∑4j−1
l=4(j−1) tl

4
(2)
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A student’s performance in courses is represented by a boolean value where 0
represents passing the course and 1 represents failing. P is the score of course.
C is the collection of all the courses studied in the sample semesters

P =
{

0,∀p ∈ C, p ≥ 60
1,∃p ∈ C.p < 60 (3)

2.5 Cleansing Sensitive Data

To get accurate result, the noise and uncertain data should be eliminated firstly.
For example, the records of very short connection time or very low Internet traf-
fic volume should be removed. Since these sensitive data are infrequent, we use
the uncertain frequent itemset mining techniques [15,16,21] to discover infre-
quent records. Although some data reach the selection standard of the Internet
connection time threshold and the Internet traffic volume threshold, their peri-
ods (number of days) are relatively low, possibly less than one month during
the two-year period. These discontinuous data should not be used to represent
long-term behavior, and is removed as well.

2.6 Clustering Analysis

We use DB-SCAN as the clustering algorithm. A 6-dimensional vector is defined
as the input, the smallest class cluster is limited within 1,500, and the scanning
radius is 0.15623. Finally, 15,062 results data and 11,023 noise data are obtained
during a year. The result containing six clusters is depicted in Fig. 7, which
shows the line chart of the Internet habit of the six clusters. The before-dawn
online period (from 1 am to 6 am) of clusters 4, 5 and 6 are nearly 0. For
cluster 1, 2, and 3, the data may refer to the Internet online records of several
students. Comparing to other periods, the Internet connections of this period in
these clusters are also low, although, the percentage of the average connection is
approximately 5 %. 20:00 p.m. is the peak of the average online time. At this time
point, the online proportions are the highest among most clustered groups. For
each cluster, the Internet using habits of morning and afternoon are different.
Some fluctuates largely, while the others are relatively steady.

2.7 Classification Analysis

These three datasets in that year are used for classification analysis. There are
15,062 records of the students’ basic information and the Internet using habit
data, among which, 12,000 records of data are used as training set, and 2,500
used as testing set for accuracy verification with cross validation. Classification
analysis is carried out using BP Neural Network. BP Neural Network is composed
of input layer, hidden layers and output layer. The structure of the BP Neural
Network is showed in Fig. 8. In this study, 7 features of each student are used in
a BP neural network training, and the output layer node represents the exam
failure. The used 7 features are: the student’s Internet habit, source province,
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Fig. 7. Internet habit of 6 clusters

gender, major, weekly Internet connection time, weekly Internet traffic volume,
and the cluster ID which the student belongs to. The offline in evening may
be the best time for improving exam score, so we make the hypothesis that
adjusting the offline time in evening will help reducing the exam failure rate.
The student’s Internet habit is represent with nighttime Internet using habits
(t21, t22, t23, t0, t1, t2, t3, t4, t5). Thus, The input layer is divided into 15 nodes:
province, major, gender, age, Internet traffic volume, Internet connection time,
and Internet using habit which comprises (t21, t22, t23, t0, t1, t2, t3, t4, t5). The
output layer is exam failure, where, 1 represents that the student has failed at
least one test of the course, and 0 indicates that the student has no exam failure.

Fig. 8. The structure of the BP Neural Network

With 15 input layer nodes, and 1 output layer node, according to the empir-
ical formula, the quantity of the hidden layer nodes ranges from 5 to 14. Making
the largest study iteration number as 5,000, and under the accuracy condition
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of 0.1, the results indicates that with 11 hidden layer nodes, the optimal effect
reaches 91.625 %. So, accuracy of the hidden layer increases when the nodes
added from 5 to 11, while decreases with nodes from 11 to 14.

After the establishment of neural network modeling, the model is used to
predict the effect of the disconnection time on students’ exam failure rate. Five
groups of students are selected randomly from cluster 4, 5, 6. Each group has
500 students, and their actual failure rates are as shown in Table 1.

Table 1. Failure rate of each group

Group number Failure rate

1 0.132

2 0.126

3 0.112

4 0.122

5 0.126

3 The Experimental Results

3.1 Disconnection Time v.s. Exam Failure

By changing t21, t22, t23, t0, t1 to 0 respectively, the simulation data is obtained
and shown in Fig. 9. The failure rates of the five groups is declining smoothly
till 24:00 p.m., and reach the lowest at 24:00 p.m. It indicates that there may
be some students use Internet for course learning before 24:00 p.m, and hence
24:00 p.m. should be the time to disconnect the Internet. If the students keep
online till 1:00 a.m., the failure rates increase sharply. So taking the 24:00 p.m.
as the disconnection time would improve students’ academic performance in this
university.

3.2 The Influence of Other Factors

In addition to online time, there are other elements being used for neural network
modeling to predict the students’ academic performance. Source provinces and
academic majors have some influence on academic performance. Hebei province,
Hunan province and Hubei province where students come from are the top 3
provinces of reduction of exam failure rate in response to adjusted offline time
(12:00 p.m.). Similarly, students who major in mechanics, transportation, and
Liberal arts show a similar trend in their academic performance in response to
the adjusted time. However, the difference between students of Hans and other
nationalities is not obvious. That is to say the nationality of students has nothing
to do with the Internet connection limitations which would lead to decline of the
exam-failure rate.
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Fig. 9. The failure rate of the five group

3.3 Incorrect Prediction Explanation

About 9 % of the incorrect predictions mainly come from the insufficient data
acquisition and condition prediction. Even though neural network has high mul-
tivariate fitting effect, the analysis of students’ academic performance has high
complexity, and factors with the students’ attributes of this study are not enough.

4 Conclusion

With the popularity of campus network service, it is meaningful to research the
relationship between the Internet using habits and the academic performance
of university students. A comprehensive dataset of the past five years from an
university in China are analyzed in this paper. Firstly, statistical methods are
used, and we reconfirm that no obvious relationship between the Internet using
habits and the academic performance can be found with linear regression. Then,
data mining methods are applied. The clustering algorithm DB-SCAN is used
to classify the online users, and a BP neural network is trained for deep mining.
Lastly, the best moment of 24:00 p.m. is gotten by simulating the disconnec-
tion time with the trained BP neural network model. Therefore, in order to
improve students’ academic performance, we suggest that the Internet should
be disconnected at 24:00 p.m.
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Abstract. A novel query type named preference-aware top-k spatial-
textual query is proposed in this paper. Unlike the common measure,
this query returns spatial-textual objects ranked according to the ware-
fare of the facilities in conditional range. Suppose a tourist that looks
for motels that have nearby a highly rated Japanese restaurant that
serves sushi. The proposed query considers not only the spatial loca-
tion and textual description of spatial-textual objects (such as motels
and restaurants), but also additional information such as ratings that
describe their quality. Furthermore, spatial-textual objects (i.e., motels)
are ranked according to the features of facilities (i.e., restaurants) in
their neighborhood. However, it is time-consuming to compute the score
of data object. To address this issue, we propose an efficient algorithm
for processing this query. Last but not least, we conduct extensive exper-
iments for evaluating the performance of the proposed methods.

1 Introduction

An increasing number of applications support location-based queries, which
retrieve the most interesting spatial objects based on their geographic location.
Recently, spatial-textual queries are gaining in prominence since such queries
integrate location-based retrieval with textual information. Most of the existing
queries only consider retrieving objects that satisfy a spatial constraint ranked by
their spatial-textual similarity to the query point. Actually people are quite often
interested in spatial objects according to the quality of other facilities (feature
objects) that are located in their vicinity. Feature objects are typically described
by non-spatial attributes such as quality or rating, in addition to the textual
description. In this paper, we propose a novel query type, preference-aware top-
k spatial-textual query, for spatial-textual objects ranked by the warefare of the
facilities in conditional range.

Suppose a tourist that looks for motels that have nearby a well rated Japanese
restaurant that serves sushi. Figure 1 depicts a spatial area containing motels
(data objects) and restaurants (feature objects). The quality of the restaurants
based on existing reviews is depicted next to the restaurant. The tourist also
specifies a spatial constraint (in the figure depicted as a range around each

c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 186–197, 2016.
DOI: 10.1007/978-3-319-47121-1 16
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Fig. 1. A motivating example

motel) to restrict the distance of the restaurant to the motel. Obviously, the
motel m2 is the best option for a tourist that poses the aforementioned query.
Even though spatial preference queries have been studied before [9,18], their
definition ignores the available textual information. In our example, the spatial
preference query would correspond to a tourist that searches for motels that
are nearby a qualified restaurant and the motel m1 would always be retrieved,
irrespective of the textual information.

In this paper, we define preference-aware top-k spatial-textual queries and
provide efficient algorithms for processing this query type. Compared to tra-
ditional spatial preference queries [9,18], a main challenge is that the score of
a data object changes depending on the query keywords, which makes meth-
ods that rely on materialization such as [9] not suitable. Moreover, process-
ing spatial preference queries is costly in terms of both I/O and execution
time [18]. Intuitively, processing preference-aware top-k spatial-textual queries
is to compute the spatial-textual preference score for each object and then
return the k objects with the highest score. We call this approach spatial −
textual Data Ordering (STDO) and take it as a baseline. Moreover, an efficient
and scalable algorithm, called Preference − Aware Spatial − Textual search,
is proposed for processing the queries. PASTS follows a different strategy than
STDO, as it retrieves highly ranked feature objects first, and then searches data
objects in their conditional range. To summarize the contribution of this paper
are:

(a). We propose a novel query type, called preference-aware top-k spatial-
textual query that ranks the data objects due to the quality and textual relevance
of feature objects located in their vicinity.

(b). We present two algorithms for processing spatial-textual prefer-
ence queries, namely spatial − textual Data Ordering and Preference −
Aware spatial − textual Search.
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(c). We conduct several experiment for studying the performance of our pro-
posed algorithms.

The rest of this paper is organized as follows: In Sect. 2, we define the
preference-aware top-k spatial-textual query. In Sect. 3 we describe our base-
line algorithm, called spatial-textual Data Ordering (STDO). Preference-Aware
spatial-textual Search (PASTS), is proposed in Sect. 4. We present the experi-
mental evaluation in Sect. 5 and overview the relevant literature in Sect. 6. Last,
we make a conclusion in Sect. 7.

2 Problem Statement

Given an object dataset O and a set of c feature datasets, we solve the problem
of finding k data objects that have in their spatial proximity well ranked feature
objects that are relevant to the given query keywords. Each data object has
a spatial location. Similarly, each feature object is associated with a spatial
location but also with a non-spatial score that indicates the quality and its
value domain is [0, 1]. Table 1 provides an overview of the symbols used in this
paper.

Definition 1. The preference score s(t) of feature object t based on a user-
specified set of keywords W is defined as s(t) = (1−λ) · t.s+λ ·sim(t,W ), where
λ ∈ [0, 1] and sim() is a textual similarity function.

For example, consider the restaurants depicted in Table 2. Given a set of
keywords W = {italian, pizza} and λ = 0.5, the restaurant with the highest
preference score is Ontario′s P izza with a preference score s(r4) = 0.9, while
the score of BeijingRestaurant is s(r1) = 0.3.

Definition 2. The preference score τi(p) of data object p based on the feature
set Fi is defined as τi(p) = max{s(t)|t ∈ Fi : dist(p, t) ≤ r, sim(t,Wi) > 0},

Table 1. Overview of symbols.

Symbol Description

O Set of data objects

p Data object, p ∈ O

c Number of feature sets

Fi Feature sets, i ∈ [1, c]

t Feature object, t ∈ Fi

t.s Non-spatial score of t

t.W Set of keywords of t

sim(t, W ) Textual similarity between t and W

s(t) Preference score of t

τi(p) Preference score of p based on Fi

τ(p) Spatial-textual preference score of p
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Table 2. Feature objects (Restaurants).

Name Rating x y Description

r1 Beijing Restaurant 0.6 1 2 Chinese, Asian

r2 Japanese Restaurant 0.5 4 1 Japan, Sushi

r3 Espanol Restaurant 0.8 5 8 Italian, European

r4 Ontario’s Pizza 0.8 7 6 Pizza, Italian

where the dist(p, t) denotes the spatial distance between data object p and fea-
ture object t and we employ the Euclidean distance function.

Definition 3. The overall spatial-textual preference score τ(p) of data object
is defined as τ(p) =

∑c
i=1 τi(p)

PROBLEM. Preference-Aware Top-k Spatial-Textual Queries (PATSTQ):
Given a query Q, defined by an integer k, a radius r and c sets of keywords
W , find the k data objects p ∈ O with the highest spatial-textual score τ(p).

3 Spatial-Textual Data Ordering (STDO)

Our baseline approach, called spatial-textual data ordering (STDO), computes
the spatial-textual score τ(p) of each data object p ∈ O and then returns the k
data objects with the highest score.

Algorithm 1 shows the process of STDO. In more detail, for a data object p,
its score τi(p) for every feature set Fi is computed (lines 3–5). The details on
this computation for range queries are described that will be presented in the
sequel. Interestingly, for some data objects p we can avoid computing τi(p) for
some feature sets. This is feasible because we can determine early that some data
objects cannot be in the result set R. To achieve this goal, we define a threshold
τ which is the k-th highest score of any data object processed so far. In addition,
we define an upper bound τ ′ for the spatial-textual preference score τ(p) of p,
which does not require knowledge of the preference scores τi(p) for all feature
sets Fi. The algorithm tests the upper bound τ ′ based on the already computed
τi(p) against the current threshold (line 6). If it is smaller than the current
threshold, the remaining score computations are avoided. After computing the
score of p, we test whether it belongs to R (line 6). If this is case, the result
set R is updated (line 7), by adding p to it and removing the data object with
the lowest score (in case that |R| > k). Finally, if at least k data objects have
already been added to R, we update the threshold based on the k-th highest
score (line 9).

Performance improvements. For sake of simplicity, we omit the implementa-
tion details, even though we use this improved modification in our experimental
evaluation. The remaining challenge is to compute efficiently the score based
on the spatial-textual information of the feature objects. The goal is to reduce
the number of disk accesses for retrieving feature objects that are necessary for
computing the score of each element p ∈ O.
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Algorithm 1. spatial-textual Data Ordering (STDO)
Input: Query Q = (k, r, Wi)
Output: Result set R sorted based on τ(p)

1: R = ∅; τ = −1;
2: for each p ∈ O do
3: for each i = 1 . . . c do
4: if τ ′ > τ then
5: τi(p) = Fi.computeScore(Q, p)
6: end if
7: end for
8: if τ(p) > τ then
9: update(R);

10: if |R| > k then
11: τ = kthscore;
12: end if
13: end if
14: end for

4 Preference-Aware Spatial-Textual Search (PASTS)

In this section we propose a novel and efficient algorithm, called Preference-
Aware spatial-textual Search (PASTS), for processing preference-aware top-k
spatial-textual queries. PASTS follows a different strategy than STDO, as it
involves two major steps, namely finding highly ranked feature objects first,
and then retrieving data objects in conditional range. Intuitively, if we find a
neighborhood in which highly ranked feature objects exist, then the neighboring
data objects are naturally highly ranked as well.

4.1 Combination of Feature Objects

In a nutshell, the goal is to find sets of feature C = {t1, t2, . . . , tc} objects where
ti ∈ Fi (1 ≤ i ≤ c), such that the spatial-textual preference score of each ti is as
high as possible and the feature objects are located in conditional range.

In the general case, a data object may be highly ranked even in the case
where a certain kind of feature object does not exist in its neighborhood, though
feature objects of other kinds might compensate for this. For example, consider
the extreme case where all data objects have only one type of feature object
in their spatial neighborhood. This feature object is used for presenting unified
definitions for the case where the spatial-textual score of the top-k data objects
is defined based on less than c feature objects.

4.2 PASTS Overview

Algorithm 2 provides an insight to PASTS. At each iteration, the following steps
are followed: (i) a special iterator (line 3) returns successively the combinations
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of feature objects sorted based on their score, (ii) up to k data points in the
conditional range of these features are retrieved (line 5). Data objects that have
already been previously retrieved are discarded, while the remaining data object
p have a score τ(p) = s(C) and can be returned to the user incrementally. If k
data objects have been returned to the user (line 2), the algorithm terminates
without retrieving the remaining combinations of feature objects. Differently to
the STDO, PASTS retrieves only the data objects that most certainly belong
to the result set.

Algorithm 2. Preference-Aware spatial-textual Search (PASTS)
Input: Query Q = (k, r, Wi)
Output: Result set R sorted based on τ(p)

1: C = ∅;
2: while (|R| ≤ k) do
3: while (∃i : not heapi.isEmpty()) do
4: i = nextFeatureSet();
5: ei = heapi.pop();
6: while (not ei is a data object) do
7: for childEntry in ei.childNodes do
8: heapi.push(childEntry);
9: end for

10: ei = heapi.pop();
11: end while
12: Di = Di

⋃
ei;

13: heap.push(validCombinations(D1, . . . , ei, . . . , Dc));
14: mini = s(ei);
15: τ = max(max1 + . . . + minj + . . . + maxc);
16: C = heap.top();
17: if (score(C) ≥ τ) then
18: heap.pop();
19: end if
20: end while
21: R = R

⋃
getDataObjects(C);

22: end while
23: return R;

5 Experimental Evaluation

In this section, we evaluate the performance of our algorithms STDO and
PASTS, presented previously in Sects. 3 and 4 respectively, for processing
preference-aware top-k spatial-textual queries over large data. All experiments
implemented in C++, and are performed on an Intel i5-4590 processor equipped
with 8 GB RAM.
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Table 3. Experimental parameters.

Parameters Range

Cardinality of dataset 50 K, 100K, 500K, 1 M

Cardinality of features sets 50 K, 100K, 500K, 1 M

Number of feature sets C 2, 3, 4, 5

Indexed keywords 64, 128, 192, 256

Radius r 0.005, 0.01, 0.02, 0.04, 0.08

k 5, 10, 20, 40, 80

Smoothing parameter 0.1, 0.3, 0.5, 0.7, 0.9

Queried keywords 1, 3, 5, 7, 9

5.1 Experimental Setup

In our experimental evaluation, we vary four important parameters of the
datasets in order to study the scalability of the proposed techniques. These
parameters are: the cardinality of the feature sets |Fi|, the cardinality of the
set of data objects |O|, the number of feature sets |C|, and number of distinct
keyword. Moreover, we study four different query parameters to study how the
characteristics of the query influence the performance of the algorithms. We
vary the query radius r, the number k of retrieved data objects, the smoothing
parameter λ between textual similarity and non-spatial score, and the number
of keywords of the query for each feature set. Tested ranges for all parameters
are shown in Table 3. The default values are denoted as bold. When we vary one
parameter, all others are set to their default values.

For evaluating our algorithms, we use both real and synthetic datasets. The
real dataset, which was obtained from yelp.com, describes hotels (� 25 K objects)
and restaurants (� 79 K objects). In more details we collected restaurant and
hotels that are annotated with their location. Moreover, for the collected restau-
rants we extracted their rating and their textual description of the served food.
The number of distinct values of keywords is around 130 and each restaurant
description may contain one or more keywords. Our datasets contain collected
hotels and restaurants are sufficient data. In addition, we created synthetic clus-
tered datasets of varying size, number of keywords and number of feature sets.
Approximately 10000 clusters constitute each synthetic dataset.

5.2 Scalability Analysis

In this section, we evaluate the impact of varying different parameters on the
efficiency of our algorithms. In order to perform a scalability analysis, we employ
the synthetic dataset for this set of experiments.

Figure 2 illustrates the results for the experiment for STDO and PASTS.
In summary, the results clearly demonstrate that two proposed algorithms scale

www.yelp.com
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(a) Cardinality of Fi (b) Cardinality of O

(c) Varying c (d) Distinct keywords

Fig. 2. Scalability for synthetic dataset

with all parameters and in all cases, the PASTS algorithm exhibits high per-
formance, as witnessed by the low execution time, which stems from its ability
to quickly identify qualified feature combinations. Consequently, the significant
gains in processing time (orders of magnitude compared to STDO) are mostly
due to the effective design of the algorithm.

Figure 2(a) shows the execution time when increasing the cardinality of the
feature sets. PASTS scales well since the execution time increases only when
increasing the dataset by one order of magnitude. This increase is due to the
increased size of the data structures and the additional processing required to
traverse a bigger data structure and find valid combinations of high score.

Figure 2(b) shows the obtained results when increasing the number of data
objects. Again, PASTS scales well. In fact, it is even better than in the pre-
vious STDO. Obviously, a larger dataset of data objects does not affect the
performance so much as larger feature sets.

In Fig. 2(c), we increase the number of feature categories. As expected, this
has a stronger effect on performance, since the cost required to retrieve the
highest ranked combinations increases with the number of possible combinations.
Still, the performance of PASTS is not severely affected.

In Fig. 2(d), we illustrate how the performance is affected by the number of
distinct keywords in the dataset. Apparently, a higher number of keywords cause
higher execution times. The reason is twofold. First, as the number of distinct
keywords increases, it is less probable to find feature objects that are described
by all queried keywords, thus more feature objects need to be retrieved in order
to ensure that no other combination has a higher score. Secondly, the node
capacity of the index structures drops, thus the height of the index structures
may increase, thus causing more IOs.
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5.3 Varying Query Parameters

In Fig. 3, we study the effect of varying query parameters for the real dataset.
First, in Fig. 3(a), we evaluate the impact of increasing the query radius on
the performance of PASTS. We notice that for smaller values of r the execution
time increases. For small radius, access to more qualified combinations of feature
objects is required, since only few data objects are located in their neighborhood.
Therefore, for both indexing approaches the execution time increases mainly due
to the increase of the IOs. Since a high percentage of the feature objects need
to be retrieved for each feature set, the gain of indexing is small.

Figure 3(b) illustrates the execution time when varying the size of result set
k. Overall, the execution time increases as k increases. Specifically, with higher
values of k more combinations of feature objects are retrieved to compose the
result set, which again lead to more IOs to retrieve the qualifying feature objects
that constitute valid combinations.

In Fig. 3(c), we vary the smoothing parameter λ. In general, both approaches
exhibit relatively stable performance for varying values of λ. The performance of
the methods not affected by the smoothing parameter, since the feature objects
are not grouped into blocks based on the non-spatial score nor based on their
textual similarity. We note for that objects with similar textual descriptions are
stored throughout the index, regardless of their non-spatial score; unlike the
index where they are clustered together in the same block. As a result, a signif-
icant overhead is evident when searching for relevant objects all over the index.
On the other hand, the index is built by taking into account non-spatial score,
the textual information and the spatial location. Thus, PASTS that uses index
is consistently more efficient regardless of the value of the smoothing parameter.

In Fig. 3(d), we vary the number of queried keywords per feature set from 1
to 9. The number of queried keywords has little impact on performance, except

(a) Varing r (b) Varing k

(c) Varying λ (d) Queried keywords

Fig. 3. Scalability for synthetic dataset
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(a) Varying k (b) Queried keywords

Fig. 4. Query parameters for synthetic dataset

for the special case where one keyword is queried for each feature set. This is
because both of the indexing techniques aggregate in the non-leaf nodes the
textual information of the leaf nodes, which makes it much easier to find objects
that contain one keyword, rather than finding objects that are described with
more keywords.

Figure 4 depicts results obtained from the synthetic dataset, when varying
different query parameters. We notice the same tendency as in the case of the
real dataset. In general, we observed that range queries are costlier for the
real dataset. This is due to the data distribution: our real dataset, which was
extracted from yelp.com, consists of restaurants and hotels forming just a few
clusters. On the other hand, our synthetic dataset is substantially larger and
contains a few thousands of clusters. Hence, the data from the latter dataset are
more dispersed compared to the former.

6 Related Work

In this section, we review related works about spatial queries from two categories,
spatial keyword queries and spatial assignment.

Spatial Keyword Queries. Recently several approaches have been proposed
for spatial keyword search. In [6], the problem of distance-first top-k spatial
keyword search is studied. To this end, the authors propose an indexing structure
(IR2-Tree) that is a combination of an R-Tree and signature files. The IR-
Tree was proposed in another conspicuous work [5,7], which is a spatial-textual
indexing approach that employs a hybrid index that augments the nodes of
an R-Tree with inverted indices. The inverted index at each node refers to a
pseudo document that represents all the objects under the node. During query
processing, the index is exploited to retrieve the top-k data objects, defined as the
k objects that have the highest spatial-textual similarity to a given data location
and a set of keywords. Moreover, in [8] the Spatial Inverted Index (S2I) was
proposed for processing top-k spatial keyword queries. The S2I index maps each
keyword to a distinct aggregated R-Tree or to a block file that stores the objects
with the given term. All these approaches focus on ranking the data objects based

www.yelp.com
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on their spatial-textual similarity to a query point and some keywords. This is
different from our work, which ranks the data objects based on textual relevance
and a non-spatial score (quality) of the facilities in their spatial neighborhood.
[4] provides an all-around evaluation of spatial-textual indices and reports on
the findings obtained when applying a benchmark to the indices. Spatial-textual
similarity joins were studied in [1]. Given two data sets, the query retrieves all
pairs of objects that have spatial distance smaller than a given value and at the
same time a textual similarity that is larger than a given value. This differs from
the top-k spatial-textual preferences query, because the spatial-textual similarity
join does not rank the data objects and some data objects may appear more than
once in the result set. Prestige-based spatio textual retrieval was studied in [3].
The proposed query takes into account both location proximity and prestige
based text relevance.

Spatial Assignment. Recently, with the popularity of mobile Internet, another
type spatial query [15], called spatial assignment, is becoming more and more
popular. The query of spatial assignment aims to find a global optimal assign-
ment result based on the location distance and textual similarity between users
and eventsIn [17]. In [10–12], the spatio-temporal conflict between different
events is avoided in the global optimal assignment. Moreover, in [15,16], the
real-time dynamic spatial assignment is also studied due to the wide range of
crowdsourcing applications [2,13,14]. Although the aforementioned studies solve
the many variants of spatial assignment, they ignore the influence of both loca-
tion proximity and prestige based text relevance.

7 Conclusions

Recently, the database research community has lavished attention on spatial-
textual queries that retrieve the objects with the highest spatial-textual sim-
ilarity to a given query. Differently, in this paper, we address the problem of
ranking data objects based on the facilities (feature objects) that are located in
their vicinity. A spatial-textual preference score is defined for each feature object
that takes into account a non-spatial score and the textual similarity to user-
specified keywords, while the score of a data object is defined based on the scores
of feature objects located in its neighborhood. Towards this end, we proposed a
novel query type called preference-aware top-k spatial-textual query and present
two query processing algorithms. Spatial-textual Data Ordering (STDO) first
retrieves a data object and then computes its score, whereas Preference-Aware
spatial-textual Search (PASTS) first retrieves highly ranked feature objects and
then searches for data objects nearby those feature objects. In our experimental
evaluation, we put all methods under scrutiny to verify the efficiency and the
scalability of our method for processing preference-aware top-k spatial-textual
query.
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Abstract. Result diversification is an important aspect in query events,
web-based search, facility location and other applications. To satisfy
more users in event-based social networks (EBSNs), search result diver-
sification in an event that covers as many user intents as possible. Most
existing result diversification algorithms recognize an user may search
for information by issuing the different query as much as possible. In
this paper, we leverage many different users in a same event such that
satisfy the maximum benefit of users, where users want to participate
in an event that s/he did not know any users, for example, blind date,
Greek and other activities. To solve this problem, we devise an effective
greedy heuristic method and integrate simulated annealing techniques to
optimize the algorithm performance. In particular, the Greedy algorithm
is more effective but less efficient than Integrate Simulated Annealing
in most cases. Finally, we conduct extensive experiments on real and
synthetic datasets which verify the efficiency and effectiveness of our
proposed algorithms.

1 Introduction

In recent years, various event-based social networks (EBSNs) are more and more
popular and practical in real world, many websites are produced in this scenario,
such as Meetup, Plancast and Eventbrite. These websites are mainly provide
online events which users can resigned and manage offline social activities, such
as fellowship activities, gathering, sports activities and others events, and sends
such information to users.

However, most existing EBSNs only provide a set of events that users can
participate in them [9], where consider that the diversity of users in an event
are absent. Image the following scenario, Bob has no special partner, he want to
meet his true love through bind dating. And he did not want to with his familiar
friends in the dating occasions, so he choose the event that there are no any
his friends to take part in. Though Bob desired to join a fraternity, he have to
consider his friends that they whether in the fellowship hall, as he did not want
to let other friends who know he go to a blind date. In fact, many users usually
c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 198–210, 2016.
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encounter the same problem: they want to attend an event that there are no any
familiar friends such that other users did not know his/her information.

Besides resolving result diversification, it is appealing to have an user-event
arrangement strategy that optimizes the benefits of both event organizers and
users, e.g. for organizing fellowship or bind date. Particularly, [2,8,12–14,19] are
recent studied the arrangement of users to events such that all users obtain max-
imum satisfaction. However, the motivation of [2,8,12–14,19] have no considered
that result diversification of users in a same event.

In addition to the aforementioned scenario, Bob did not want to take the
far of distance from his home, so he will choose a place that organizes activities
and he could accept the distance from his home to the activities. Therefore,
the problem of result diversification in EBSNs should consider two factors as
follows: the location influence between events/activities and users and the social
friendship among users. Therefore, a new arrangement strategy not only consider
the aforementioned two factors, but also guarantee all events satisfy its capacity.
In the following, we illustrate a toy example to explain our motivation in details.

Example 1. Suppose we have five users (u1 − u5) and two events (v1 − v2) (each
location corresponds to an event) in an EBSN. We illustrate this example in Fig. 1,
the edge weights indicate the strength of social connections, the Euclidean dis-
tance ||ui, vj || between users u ∈ U and events v ∈ V are showed in the table
of Fig. 1. The larger the distance, the higher arrangement cost will be taken for
users. Furthermore, each event includes a capacity, which is the maximum num-
ber of users. In this example, the capacities of v1 and v2 are 4 and 3, respectively. If
we assume that the cost function between a pair of users and events is the linear of
normalized factors between their location and social friendship. The optimal goal
is to minimum the sum of the spatial distance and the social friendship to obtain
result diversification. A feasible arrangement is showed in following. The arrange-
ment of the feasible arrangement is 〈u1, v2〉, 〈u2, v2〉, 〈u3, v1〉, 〈u4, v1〉, 〈u5, v1〉 and
the total cost of current arrangement is 1.20.

As discussed in the motivation example, a novel EBSNs is introduced, which
mainly devises result diversification of all users in a same event/activity. There
are some researches relevant with result diversification, [11] introduces users
did not clearly specified from the initial query, and users want to find a result

Fig. 1. Running example
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consistent with their intents. However, our work aim at the user have known
her/his interest of events, and s/he want to attend the event that her/his friends
can not recognize her/him such that her/his information is secret. Specifically,
given a set of users and a set of events, each user has a distance from event
and each user has friendship of others. In our paper, we find an arrangement
such that the minimum the sum of distance between users and events and social
friendship of each users. In particular, we make the following contributions.

(a). We introduce a new social event arrangement problem and propose the
formal definitions of result diversification in EBSNs.

(b). For the result diversification in EBSNs, we devise a baseline algorithm and
a optimization algorithm, Greedy and Integrate Simulated Annealing. In
particular, the Greedy algorithm is more effective but less efficient than
Integrate Simulated Annealing in most cases.

(c). We conduct extensive experiments on real and synthetic datasets which
verify the efficiency and effectiveness of our proposed algorithms.

The rest of the paper is organized as follows. In Sect. 2, we formally for-
mulate the result diversification in EBSNs. In Sect. 3, we propose a baseline
algorithm, Greedy algorithm. Moreover, a optimization algorithm (Integrate Sim-
ulated Annealing) is proposed in Sect. 4. Section 5 shows extensive experiments
on both synthetic and real datesets. The related works are presented in Sect. 6.
We finally conclude this paper in Sect. 7.

2 Problem Statement

We first introduce several concepts and then formally define the result diversifi-
cation in EBSNs.

Definition 1 (User). A user is defined as u(xu, yu), xu presents the longitude
of the user, yu presents the latitude of the user. xu and yu presents the location
of the user.

Definition 2 (Event). An event is defined as v(xv, yv, δv), xv presents the lon-
gitude of the event, yv presents the latitude of the event, δv presents the capacity
of event v, xv and yv presents the location of the event.

Basically, we consider two factors of result diversification in EBSNs, the spa-
tial distance of users and events, social friendship among users. And we have the
following definition.

Definition 3 (Distance). As users have its location and events have its location,
we use Euclidean distance to compute the distance of users and events. We denote
d =

√
(xu − xv)2 + (yu − yv)2 as the distance of users and events.

Definition 4 (Social Graph). Let G = (U,E,W ) presents the social graph,
where U is the set of users, E is the set of edges (i.e., social connections), and
W is the set of edge weights (denoting the strength of social connections).
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Given a set of users U , each u of which with longitude xu and latitude yu.
a set of events V , each v of which with capacity δv, longitude xv and latitude
yv, Euclidean distance formula and a social graph, find an arrangement between
users and events to minimize the total cost Cost(U, V, α) such that

(1) Each event is not exceed its capacity δv.
(2) d(u, v) ≥ 0
(3) Cost(U, V, α) = α · ∑i∈vi

d(i, vi) + (1 − α) · ∑e=(ui,uj)∈v,vui
=vuj

w(ui, uj)

where the preference parameter α ∈ (0, 1) adjusts the relative importance of the
two factors. If α > 0.5, the result diversification should aim more at minimizing
the arrangement cost of the distance. In this formula, the first term is the sum of
all distances between each user and its event, and the second term is the social
friendship of users.

3 The Baseline of EBSNs

In this section, we propose a greedy algorithm as baseline to solve the result
diversification in EBSNs, in which we minimize the spatial distance between
users and events and the social friendship of users when they participate in
a same event. Since an user would like to attend en event that it is near from
her/his home, and s/he did not want to see too familiar friends in some activities,
such as bind date, fellowship club and other events/activities.

The baseline algorithm is thinking about the following. There are a set of
users and a set of events, and find an arrangement such that each user obtain
the maximum satisfaction. We first assign pairs of users and events into H,
taking into account the spatial distance. H contains a tuple 〈u, v, g〉 representing
potential arrangement of pairs of users and events. The H of g is ordered by
non-increasing according to potential gain, defined as g(u, v|∅) = d(u, v). Then
we extract the pair with the smallest g(u, v|∅) from heap H which stores tuple
containing user u, event v and the potential gain g. If the event is not up to
its capacity, we will assign the user u to the event v. Let M(u) denotes the
arrangement of user u, (ui, vj) presents the arrangement of ui is vj , then if the
neighbours of user u (i.e., u′) is not assigned, we update g(u′, v|Sv) = α·d(u′, v)+
(1 − α) · ∑vu′=vu

w(u, u′) based on the heap H. Finally, we extract the smallest
the potential gain of user u′, and assign u′ to event v which satiated |Sv| < δv.
This process can be repeated as needed. The post-processing stops when either
all users are assigned or there are not enough available events/activities. More
details are show in Algorithm 1.

We illustrate the procedure in Algorithm1. In line 1, we first initialize the
heap H, and let M(u) ← ∅ denotes user u is not assigned, Sv presents the set
of users are assigned to event v. In lines 2–4, We compute the potential gain
according to pairs of users and events, and put them into the heap H. In lines
6–15, We first extract the pair with the smallest potential gain which contains
user u, event v and gain value g from H, and then assign user u to event v.
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Algorithm 1. Baseline
1: Initialize heap H, M(u) ← ∅ for all u, Sv ← ∅ for all v.
2: for all (u, v) ∈ U × V s.t. d(u, v) > 0 do
3: Insert {u, v, g(u, v|∅)} into H
4: end for
5: Heapify H
6: while H �= ∅ do
7: Extract the pair with the smallest function g(u, v|Sv) from H
8: if |Sv| < δv and M(u) ← ∅ then
9: Sv ← Sv ∪ {u}

10: for all u′: w(u, u′) > 0 and M(u′) = ∅ do
11: Update {u′, v, g(u′, v|Sv)} into H
12: end for
13: end if
14: Heapify H
15: end while
16: return the final arrangement and the total cost.

Then compute potential gain of the neighbours of user u, and update H. Finally,
find the minimum potential gain which contains the neighbours of user u, event
v and the gain utility, then assign the neighbours of user u to the event v.

Example 2. Running our algorithm in Example 1. We first make an initialization
pair of users and events according to the spatial distance. We construct a heap H
that stores the spatial distance of users and events. There are 10 potential gains
and 10 pairs of users and events in H, with which 〈u1, v1, 0.9〉, 〈u1, v2, 0.3〉,
〈u2, v1, 0.26〉, 〈u2, v2, 0.4〉, 〈u3, v1, 0.6〉, 〈u3, v2, 0.23〉, 〈u4, v1, 0.8〉, 〈u4, v2, 0.2〉,
〈u5, v1, 0.1〉, 〈u5, v2, 0.8〉, respectively. From above computation, we found 0.1
is the smallest number of all potential gain, the capacity of v1 is 4, so user u5

can be assigned to event v1. We found that u5 has two friends u2 and u3, respec-
tively. if assign u2 to v1, s/he will obtain the potential gain is 0.86, and assign
u2 to v2, s/he will obtain the potential gain is 0.4. Then if assign u3 to v1, s/he
will obtain the arrangement cost is 0.23, and assign u3 to v2, s/he will obtain the
arrangement cost is 0.7. In this step, 0.23 is the smallest potential gain, so assign
u3 to v1. Then assign user u4 to v1, assign u1 to v2. Finally, the final arrangement
is 〈u1, v2〉, 〈u2, v2〉, 〈u3, v1〉, 〈u4, v1〉, 〈u5, v1〉 and the final total cost is 1.2.

Complexity Analysis. In the arrangement of pair of users and events, There
are |u||v| · log(|u||v|) iterations and it takes at most O(|u||v|) time to compute
potential gain. Thus, then we exact the smallest potential gain, this step takes
O(log(|u||v|)). Then we visited each user u, we will visit his friends at most the
number of edges |E| times. Therefore, we can visit the event which has many
users are assigned to, this step spend the maximum degree of the graph, it takes
O(d) time. In overall, the worst-case time complexity of the baseline algorithm
is O(|u||v| · log(|u||v|) + |E| · d · log(|u||v|)).
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4 The Optimization of EBSNs

Simple greedy algorithm is easily fallen into local optimum. In this section, in
order to solve the limitation, we propose a hybrid heuristics to optimize EBSNs.
However, if greedy combine with other heuristic algorithm, we can get a better
solution. Therefore, we propose integrate simulated annealing (e.g. simulated
annealing + greedy) to solve result diversification in EBSNs. Simulated annleal-
ing is a probabilistic technique for approximating the global optimum of a given
function. Specifically, it is a meta-heuristic to approximate global optimization
in a large search space [7].

We first make an initial arrangement of a set of users to a set of events that
satisfy |Sv| ≤ δv, and the current total cost is f0 (oldf = f0). As the temperature
decreases, we will random select a user u, suppose u has been matched to vi, then
random select an event vj guarantee that i 	= j and |Svj

| < δvj
, and assign u to

vj . The total cost of this arrangement is newf . Let Δf = newf −oldf , if Δf ≤ 0,
assign u to vj with probability p = 1; if Δf ≥ 0, assign u to vj with probability
p = e− |Δf|

RT . When we found that there are continuous |T2 | times Δf ≥ 0, rise
the temperature until it finds a newf that satisfy Δf ≤ 0. Finally, we set the
temperature until it is decrease to zero, the process stops. This approach did not
guaranteed optimal solution. When we found a optimization among all solutions
space, we can not guarantee that no better solution exists. Therefore, in order
to get better results, we take a total cost that it is the minimum potential gain
of all solutions space. This process iterative repeatedly, when the temperature
drops to zero, the process stops. More details are showed in Algorithm 2.

Details of each iteration are as follows. Let M(u) denotes the arrangement
of user u, (u, vi) presents the pair of user u and event vi in the current iteration.
If vj is another event and vj is not full, i.e. |Svj

| < δvj
, and u is arranged to

vi in the current step, i.e. u ∈ Svi
. We then try to change the arrangement of

u, and u is arranged to vj , i.e. u ∈ Svj
. Otherwise, other users can not change

his/her current arrangement. More specifically, let Mi denotes the arrangement
of ith, and Mj presents the arrangement of jth, if |Svj

| can accommodate one
more users, i.e. Mi − (u, vi) = Mj − (u, vj), and we can compute the total cost
of Mi and Mj . For each u in U , we have the cost of arrangement Mi is equal
to the cost of arrangement Mj . Each iteration, change the arrangement of one
user, this process can be repeatedly with temperature decrease.

We illustrate the procedure in Algorithm2. In line 1, let Sv denotes the set
of users in event v, and initialize constant R and temperature T . In lines 2–3,
random assign a set of users to a set of events satisfy |Sv| ≤ δv, note the current
value is f0. In lines 6, random choose an user u and randomly change its assigned
event to an available event vj . The total cost of current arrangement is newf .
Let Δf = newf − oldf . In lines 7–11, compare between the current solution
and neighbour solution. If the arrangement cost of neighbour solution is smaller
than the arrangement cost of current arrangement, then with p = 1 select the
neighbour solution; otherwise with p = e− |Δf|

RT select the neighbour solution. In
lines 12–17, if there are consecutive n times Δf > 0, rise the temperature until
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Algorithm 2. Integrate Simulated Annealing (ISA)
1: Sv ← ∅ for all v, f−increasing−count = 0, initialize R, T0, ΔT, n;
2: Randomly assign all users to events satisfying |Sv| ≤ δv with total cost f0.
3: newf = f0, T = T0

4: while T > 0 do
5: oldf = newf

6: Randomly choose an user u, randomly change its assigned event to an available
event vj , and get a new total cost newf with Δf = newf − oldf .

7: if Δf ≤ 0 then
8: u with p = 1 match to vj .
9: else

10: u with p = e− |Δf|
RT match to vj .

11: end if
12: if Δf is positive for consecutive n times then
13: while newf − oldf > 0 do
14: T = T + ΔT , oldf = newf .
15: Randomly choose an user u, randomly change its assigned event to an

available event vj , and get a new total cost newf with Δf = newf − oldf .
16: end while
17: end if
18: T = T − ΔT
19: end while
20: Finally select the minimum cost of all solutions, and record the arrangement of

users and events.

it produces Δf ≤ 0. Finally, when the temperature dropped to zero, we select
the minimum total cost of all solutions.

Example 3. Running our algorithm in Example 1. Random assign five users to
two events, current arrangement is (u1, v2), (u2,v1), (u3, v2), (u1, v2), (u5, v1)
that satisfy |Sv| < δv, and current total cost is 1.55. Random select an user
u3, the arrangement of current step is v2, and let the arrangement of u3 from
v2 to v1, other users can not change. And the total cost of this step is 1.53.
Since 1.53 < 1.55, u3 with p = 1 match to v1, and u3 with p = e− |Δf|

RT stay
v2. Therefore, the current arrangement is (u1, v2), (u2,v1), (u3, v1), (u1, v2),
(u5, v1). Moreover, random select an user u2, and the arrangement of current
step is v1, and the arrangement of u2 from v1 to v2, the current arrangement
is also satisfy |Sv| < δv. In this step, the arrangement is (u1, v2), (u2, v2), (u3,
v1), (u1, v2), (u5, v1) and the total cost is 1.4. The process is repeatedly as the
temperature decrease until it drops to zero. Finally, the arrangement is (u1, v2),
(u2, v1), (u3, v2), (u1, v2), (u5, v1) and the total cost is 1.045.

Complexity Analysis. For the initialization step, random assign a set of users
to a set of events and compute the spacial distance of users and events, this
step spend O(|U ||V |) time to find pair of users and events. Thus, the time com-
plexity of the initialization step is O(|U ||V |). Then random select each user and
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each event, the number of iterations are at least Ω(|U ||V |). However, the time
complexity of the next step is according to its running time and effect. In over-
all, the time complexity of Integrate Simulated Annealing algorithm is at least
Ω(|U ||V |).

5 Experimental Evaluation

5.1 Experiment Setup

In this subsection, we evaluate our proposed algorithms. We use both real and
synthetic datasets for experiments.

Real Datasets. We use the Meetup dataset from [9] as real dataset. In the
Meetup dataset, each user is associated with some tags and a location. The
events are not explicitly associated with tags, but each event is associated with
some tags. Thus, for each event, we use the tags of the group who creates it
as the tags of the event itself. We use the after processed dataset from [13],
similar to [13] we use three datasets from VA, Auckland and Singapore. They
are consists of 225 activities and 2012 users, 37 activities and 569 users and 87
activities and 1500 users, respectively. Since capacity is not given in the dataset,
we generate the capacity of events following Normal and Uniform distribution.
Statistic and configuration of real datasets are illustrated in Table 1.

Synthetic Datasets. For synthetic datasets, we generate the number of users,
the number of events, the balance parameters α and the capacity of events
δv according to normal distribution. Statistic and configuration of synthetic
datasets are illustrated in Table 2.

Furthermore, synthetic datasets are created by Python, all algorithms are
implemented in C++, under Linux Ubuntu and the experiments were performed
on a machine with Intel Xeon E5620 2.40 GHz with 16-core CPU and 12 GB
memory.

5.2 Experiment Results

In this subsection, we mainly evaluate the total cost of all proposed algorithms.
We computed the total cost according to Cost(U, V, α) = α · ∑

i∈vi
d(i, vi) +

(1 − α) · ∑
e=(ui,uj)∈v,vui

=vuj
w(ui, uj), and tested our proposed algorithms via

Table 1. Real dataset

City V U δv α, β, γ

VA 225 2012 Normal: μ = 50, σ = 25 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9

Auckland 37 569 Normal: μ = 50, σ = 25 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9

Singapore 87 1500 Normal: μ = 50, σ = 25 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9
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Table 2. Synthetic dataset

Factor Setting

|V | 10, 20, 50, 100, 200, 500

|U | 100, 200, 500, 1000,, 2000, 5000

δv Normal: N(25, 25),N(50, 25),N(75, 25), N(100, 25), N(125, 25);

Uniform: [1,20], [1,50], [1,100], [1,150], [1,200]

α 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8

|d| 0.1, 0.3, 0.5, 0.7, 0.9

R 0.005, 0.0005

T0 1000, 10000

n 10, 20, 30

ΔT 1, 10

Fig. 2. Results on varying |U |

varying following parameters: the size of U , the size of V , the capacity of events
δv and the balance parameter α.

Effect of |U |. We first study the effect of varying |U |, and set users are 100,
200, 500, 1000, 2000 and 5000, respectively, the number of events (20) are fixed.
We then present the results of arrangement cost, running time and memory cost
in Fig. 2. We first can observe that the total cost values generally increase with
U increases. We then observe that ISA perform better in total cost than Greedy.
Finally, the running time and memory cost increase as |U | becomes larger.

Effect of |V |. We then study the effect of varying |V |, set events are 10, 20,
50, 100, 200 and 500, respectively, the number of users (1000) are fixed. We
present the result of arrangement cost, running time and memory cost in Fig. 3.
We can observe that the total cost decrease as |V | increases. The reason is that
the number of users is limited and thus when the number of events increases,
more users are available to each event on average. We also observe that greedy
perform better than ISA in running time. Finally, the memory cost of effect of
V is not particularly obvious.

Effect of |d|. We then study the effect of varying |d|. We present the result
of arrangement cost, running time and memory cost in Fig. 4. We can observe
that the total cost decrease as |d| increases. The reason is that users have more
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Fig. 3. Results on varying |V |

friends, they attend a same event with a larger probability. We also observe
that memory cost increases as |d| increases, and the time of effect of V is not
particularly obvious change.

Fig. 4. Results on varying |d|

Effect of δv. We then study the effect of vary δv following Normal and Uniform
distribution. We present the results of arrangement cost, running time and mem-
ory cost in Fig. 5. We can first observe that the arrangement did not particularly
obvious change when δv generated following Normal and Uniform distribution.
Second, in the running time, greedy preforms better than ISA, since ISA has
more iterations. Third, varying δv has little effect on the memory cost of all
algorithms.

Fig. 5. Results on varying δv

Effect of α. We study the effect of vary α. Particularly, we vary the balance
parameter α is 0.1, 0.3, 0.5, 0.7, 0.9. We present the results of arrangement
cost, running time and memory cost in Fig. 6. we obverse that the total cost
decrease when the balance parameter α increases. The reason is that the balance
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parameter α increases, the objective function places extra emphasis on the social
cost. Also, the integrate simulated annealing (ISA) perform better in total cost
than Greedy. Finally, the running time and memory cost has little effect of all
algorithms when varying α.

Fig. 6. Results on varying α

Real Dataset. Figure 7 shows the results on real dataset (Auckland) when
the capacity values are generated following Normal and Uniform distribution.
Notice that the results on real dataset have similar patterns to those of synthetic
data. Similar patterns are observed on the other two real datasets and when the
capacity values are generated following Normal and Uniform distribution, and
we omit the results due to limited space.

Fig. 7. Results of varying δv on real dataset

6 Related Work

In this section, we will review the related works in three categories, spatial
matching, event-based social networks, and result diversification.

Spatial Matching. With the rapid development of mobile Internet, the issue
of spatial matching has more and more applications in crowdsourcing [15,16]
and social networks [8]. Recently, there have been a series of works about spatial
matching, such as [17,18,20,21]. These works are mainly about spatial informa-
tion and capacity constraints in the matching scenario. However, these works
ignore the information of social networks.
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Event-Based Social Networks. There are a lot of works about event-based
social networks(EBSNs), [9] is the first work of the unique features in EBSNs.
Recently, [8] introduces the social event organization (SEO) problem, which
assigns users to activities such that maximizes the overall innate and social
affinities. However, the solution of [8] considers two factors, the similarity of
attributes and social friendship among users, they neglect the spatial influence
between activities and users. Furthermore, there is a novel approach in EBSNs,
[2] introduces multi-criteria social graph partitioning: a game theoretic approach
in EBSNs, which consider two factors are as follows: the distance between users
and event, the friendship of users. The model of [2] partitions a social network
into a set of input events, so that users in the same event are socially connected,
and at the same time they have high similarities to the same event. Clearly, [2]
cannot handle the situation that the event has capacity.

Result Diversification. Diversification has been studied for Web search [1,3–6]
and information retrieval [10]. These earlier work has mostly focused on the result
of web search on assessing relevance and diversity of the result. The prior work
often adopts specific objective functions according to their similarity between
each others. However, these works did not consider the information of social
network, they are significantly different with our work.

7 Conclusion

This paper studies result diversification in EBSNs, which assign a set of users
to a set of events so that the distance between users and their events and the
social friendship of users in a same event are minimized. To achieve efficiency,
we devise a model of result diversification in EBSNs, and develop a baseline
and propose a optimization algorithm to enhance its performance, greedy and
Integrate Simulated Annealing. In addition, We implement our proposed methods
in both real datasets and synthetic datasets, and we observe that the integrate
simulated annealing perform better in total cost than Greedy.
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Abstract. Spatial crowdsourcing is an activity consisting in outsourcing
spatial tasks to a community of online, yet on-ground and mobile, work-
ers. Presently an increasing number of spatial crowdsourcing applications
emerges due to the related technologies tends to maturity. Distinct from
traditional crowdsourcing dualistic entities, task and worker, a special
kind of applications imports the third one of skill. Consequently, a novel
assignment problem called multiple skills assignment problem (MSAP) is
generated which extends the entity relationship from 2 to 3 dimensions.
Inspired by group strategy we first propose a lightweight algorithm GMA
that could achieve approximate optimal solution quickly. However, GMA
exists a defect of ignoring that workers with multiple skills can decrease
total travel distance significantly. Thus we propose a revised algorithm
RGMA to cut down distance cost. With synthetic datasets, we empir-
ically and comparatively evaluate the performance of the baseline and
two proposed algorithms.

1 Introduction

With the rapid development of crowdsourcing techniques [1–4], an increasing
number of spatial crowdsourcing applications, such as Uber and Baidu Delivery
etc., have facilitated our daily life, of which a special kind of applications with
extra condition that task has multiple skills requirement are emerging. As a bur-
geoning form of spatial crowdsourcing, we will introduce an application instance
to interpret it. For example, middle and small TV stations are at a disadvanta-
geous status competed with large stations for the reason that they lack money
and high-qualified personnel. These two disadvantages can be solved by multi-
ple skills spatial crowdsourcing platform effectively. If a small TV station plans
to make a real-time news topic on Syrian refugees, it could publish questions
to platform whose duty is finding optimal workers locates in German, Turkey
etc. with skills to form teams and perform the task. These skills requirement
comprises driving, camera shooting, interviewing and translating etc. which are
hardly mastered by a single worker. Once receives primitive videos sent from
abroad, the station can utilize platform again to recruit local workers with spe-
cial skills such as captioning, reviewing etc. to finish the video post-production.
c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 211–223, 2016.
DOI: 10.1007/978-3-319-47121-1 18



212 J. Liu et al.

The whole procedure is a cooperation of idle labor resources distributed around
the world with low cost. Other similar spatial crowdsourcing applications with
skills requirement are all in the embryonic stage, such as volunteer recruitment
in large-scale events and motorcade recruitment in wedding ceremony on spatial
crowdsourcing platform.

This paper puts research focus on assignment problem. Different from tradi-
tional crowdsourcing dualistic entities, tasks and workers, this new form of spatial
crowdsourcing imports the third entity, that is skills which increase the difficulty of
assignment greatly. Multiple skills assignment problem (MSAP) can be depicted
with a tasks-skills-workers tripartite graph which the intermediate layer, skills,
play a constraint role in the assignment between tasks and workers [5].

The following prerequisites related to tasks have been taken into consider-
ation in this paper. (1) Workers are expected to reach the location of the task
before the arrival deadline (2) the required skills of task should be fully covered
by skills of its assigned workers. (3) Any worker is assigned to only one spatial
task, that is each worker can’t be assigned to multiple tasks simultaneously. Sim-
ilar to tasks, workers also propose assignment constraints as follows. (1) Each
worker has a maximum moving distance. (2) Any worker have rights to refuse
the assigned tasks that platform sends. The objective of multiple skills assign-
ment problem is minimizing the total travel distance on the condition that all
the prerequisites mentioned above are satisfied.

Note that, existing works on spatial crowdsourcing focused on assigning work-
ers to tasks to maximize the total number of completed tasks [6], the number
of performed tasks for a worker with an optimal schedule [8], or support assign-
ments for dynamic real-time scenarios [10,11]. However, they did not take into
account multi-skill covering of complex spatial tasks, time/distance constraints.
Thus, we cannot directly apply prior solutions to solve our MSAP problem.

The contributions of this paper are follows. (1) We provide a formal definition
of multiple skills assignment problem, where the goal is to minimize universe
travel distance under spatial-temporal constraint. (2) We propose a lightweight
algorithm GMA to achieve the optimal solution quickly. (3) Considering the
fact that workers with multiple skills can decrease total travel distance of team
significantly, we propose a revised algorithm RGMA that cut down distance cost
by 10–15 % compared with GMA. (4) We conduct extensive experiments that
verify the efficiency and effectiveness of the proposed approaches.

2 Related Work

Recently, with the popularity of GPS-equipped smart devices and wireless net-
works (e.g., Wi-Fi and 4 G), the spatial crowdsourcing that performs location-
based tasks has emerged and become increasingly important in both academia
and industry. Task assignment as the key problem of spatial crowdsourcing has
been well studied. In this section, we review the related works on task assign-
ment problem in spatial crowdsourcing and team formation problem in social
networks.
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Spatial Crowdsourcing. L. Kazemi et al. [6] first proposes the issue of task
assignment in spatial crowdsourcing and introduces a taxonomy which divided
spatial crowdsourcing into Worker Selected Tasks (WST) mode and Server
Assigned Tasks (SAT) mode. D. Deng et al. [8] proposes two exact algorithms
and three approximation algorithms to find a schedule for each worker that
maximizes the number of performed tasks on the WST mode. Besides, partic-
ipatory sensing [9,16], a particular type of WST based on spatial crowdsourc-
ing has been studied to involve human workers to perform sensor-dependent
tasks. Because the practical applications of task assignment is usually used in
dynamic scenario, Tong et al. [10,11] studies the issue of online task assignment
in spatial crowdsourcing. Furthermore, in [12–15], the spatio-temporal conflict
constraint in task assignment in spatial crowdsourcing is also studied. How-
ever, these existing works on participatory sensing cannot be generalized to
any type of spatial crowdsourcing. Contrary to WST mode that worker select
task autonomously, SAT mode requires spatial crowdsourcing server conduct-
ing assignment to achieve universal optimal objective in budget, travel cost etc.
L. Kazemi et al. [6] refer a spatial crowdsourcing platform requires workers to
physically move to some specific locations of tasks, and perform the requested
services with the objective of maximizing the overall number of assigned tasks.

Team Formation on Social Networks. MSAP problem is similar with team
formation problem (TFP) in social networks except that MSAP needn’t to
consider communication costs among workers. T. Lappas et al. [17] first stud-
ied the team formation problem on social networks and propose two different
communication-cost functions to measure the effectiveness of a team. Since then,
many researchers extended this work. A. Anagnostonpoulos et al. [18] presented a
general framework for the team formation problem on social networks. M. Kargar
et al. [19] studied the online team formation problem on social networks and
explored the problem of discovering the top-k teams of experts with/without a
leader on social networks. S. Datta et al. [20] considered the capacities of experts
and studied the problem of forming a capacitated team on social networks. L.
Y. Li et al. [21] proposed fast algorithms for team member recommendation. All
the works above tend to arrange members with intimidate relationships into the
same group, while MSAP problem in spatial crowdsourcing emphasizes on skills
coverage constraint rather than communication constraint.

3 Problem Statement

In this section, we first introduce notations and concepts used in this paper, and
then present the formal definition of the multi-skill spatial crowdsourcing, in
which we assign multi skills workers with spatial-temporal constrained complex
spatial tasks. The notations of symbols are summarized in Table 1.
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Table 1. Summary of symbol notations

Notation Description

W = {w1, ..., w|W |} Set of workers

T = t1, ..., t|T | Set of tasks

S = s1, ..., s|S| Set of skills

Teamt Set of workers that answer task t

Sw Set of skills that worker w owns

St Set of skills that task t requires

lt, lw Location of task t or worker w

et Deadline of task t

arrivaltime(t, w) Timestamp that worker w arrive at the location of task t

dist(lt, lw) Distance from worker w to task t

dw Maximum moving distance of worker w

Teamopt
t Optimal team to perform task t

ws
t A worker member of team satisfies the skill s Requirement of task t

Definition 1 (Team). For any t ∈ T , we define a team Team as a set of workers
that could satisfy the skills requirement of t. That is,

Teamt = {w1, ..., wn} s.t.
⋃

w∈Teamt

Sw ⊇ St

Definition 2 (Team Travel Distance). For any t ∈ T , Team Travel Distance
(TTD) is the sum of distance from each member location to task location. That
is,

TTD(Teamt) =
∑

wi∈teamt

dist(lt, lwi
)

Definition 3 (Optimal Team). We define a best team Teamopt
t with the mini-

mum team travel cost among all teams. That is,

Teamopt
t = minTTD(Teamt)

Problem 1 (MSAP). The problem of multi-skills assignment problem (MSAP)
is to assign the available workers wi ∈ W to spatial tasks tj ∈ T , and to obtain
a task assignment instance set R with the following constraint.

1. Any worker wi ∈ W is assigned to only one spatial task tj ∈ T such that
his/her arrival time at location ltj before the arrival deadline etj .

2. The moving distance is less than the worker’s maximum moving distance dwi
.

3. All workers assigned to tj have skill sets fully covering Stj .
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The goal of MASP is minimize the total travel distance of the task assignment
result set R with the three constraint above. Its formalization is as follows.

min
∑

(tj ,Teamopt
tj

)∈R

∑

wi∈Teamopt
tj

dist(ltj , lwj
)

s.t. dist(ltj , lwi
) ≤ dwi

arrivaltime(tj , wi) ≤ etj

4 GMA Algorithm

Our first method is the Group Matching Algorithm (GMA). Algorithm1 presents
the pseudo-code of GMA. GMA accepts two sets as inputs. Task set T contains
all the spatial tasks and worker set W contains those workers haven’t assigned
with any task yet. Set R is utilized to reserve the final assignment solution with
a set of task-team pairs, e.g., an arbitrary entry (tj , T eam

opt
tj ) in R denote task

tj and its corresponding the best team.
The detailed algorithm is as follows. Initially, we set R empty and maintain a

link list Vw whose initial value is ∅ for each worker w to keep the task trace that
w has traversed. GMA algorithm assigns workers with spatial tasks for multiple
rounds. In each round, each worker in set W is traversed and grouped to its
nearest task. If only any worker satisfies skill requirement and has less travel
cost, it will be the new optimal team member and recorded in the assignment
result set R. Specifically, at the beginning of each round, we set variable terminal
as the default value 1 which indicates while-loop would terminate after this
round, provided that variable terminal doesn’t change to 0. We create a list

Algorithm 1. Group Matching Algorithm (GMA)
Input: Set T , Set W
Output: A feasible assignment result set R
1: R ← ∅;Vw ← ∅, ∀w;
2: while true do
3: Gt ← ∅, ∀t;terminal = 1;
4: for all w ∈ W do
5: t ← argmint∈T dist(lt, lw);
6: if t /∈ Vw then
7: Gt ← w;Vw ← t;
8: for all si ∈ Sw

⋂
St do

9: if dist(lt, lw) < dist(lt, l
si
wt

) then
10: W ← wsi

t ;wsi
t = w;

11: remove w from W ;
12: terminal = 0;
13: if teminal equals to 1 or W is empty then
14: return R;



216 J. Liu et al.

for each task to store all of workers in group with its initial value is empty,
i.e. Gt ← ∅,∀t (Line 3). The statements in the forall loop (Line 4) obtain the
nearest task t of worker w has never visited presently, and then assign w to
group Gt dominated by t. If worker w owns skills t required and is nearer to
t than corresponding members in Teamopt

t , these members are replaced by w
and then reinserted into W (Lines 8–11). Alteration in R implies assignment
solution hasn’t converged yet, so terminal needs to be assigned to 0 to keep
iteration procedure continuously (Line 12). When all of the workers in W have
no abilities to alternate result set R, the procedure is terminated (Lines 13–14).

Although it is efficient in team formation for multiple tasks, GMA can be
improved further if we utilize the fact that multiple skills worker could reduce
total travel distance significantly, e.g., we have task t(s1, s2, s3) and 3 workers of
w1(0.2, s1), w2(0.2, s2) and w3(0.3, s1, s2). GMA will enroll w1 and w2 in optimal
team of t because they both have shorter distance than w3. Therefore, the team
travel distance is 0.4. In fact, if we only choose w3 to form team, w3 is more
competent with a shorter distance of 0.3. Thus w3 is the most suitable candidate
for task t, which unfortunately GMA is incapable of discovering. In the Sect. 5
we propose a revised algorithm to shorten the distance by considering the fact
that multiple skills worker can reduced travel distance.

5 RGMA Algorithm

Since multi-skills workers have an advantage of team reduce travel distance effec-
tively, we propose a revised algorithm which combines GMA with the idea of
assigning tasks to multi-skilling workers as far as possible to realize the reduc-
tion of the global travel distance. However, the assignment problem become
complicated for the reason that we have to take combinative distance into con-
sideration. For example, task t requires skills range from s1 to s5, initially t form
team with 5 members and each of them meets one skill requirement. Then a
new worker w6 with four skills required is grouped with t. If the condition of
d1+d2+d3+d4 > d6 satisfied, worker w6 will replace four workers from w2 to w5

and reform another better team together with w1. Suppose w7 is a subsequent
upcoming worker in group t with shorter distance than w6 and w2, obviously
w7 couldn’t replace w6 alone because this would increase travel cost from d6 to
d6 + d7. Therefore, w7 must unionize other vicinal workers to replace w6, e.g.,
w3, w4 and w5 accompany with d7 compete against w6. If w6 is winner they are
obliged to wait for other upcoming workers to form a more competitive team
to beat optimal team. The more workers arrive, the more combinations burst,
which has a serious influence on the running times of platform. In this section
we propose a revised group matching algorithm (RGMA) to solve multiple skills
assignment problem mentioned above. To achieve relatively accurate result we
allocate an additional list for each task to save those workers who has poten-
tial to become optimal team member in future. Meanwhile, we import pruning
method to constrain the scale of computation (Table 2).
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Table 2. Distance comparison between optimal team and candidate team

Sequence Optimal team Candidate team Distance comparison

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

1st w1 w2 w3 w4 w5 w6 w6 w6 w6 d1 + d2 + d3 + d4 > d6

(d1) (d2) (d3) (d4) (d5) (d6) (d6) (d6) (d6)

2nd w1 w6 w6 w6 w6 w7 (d7 + d3 + d4 + d5, d6)

(d1) (d6) (d6) (d6) (d6) (d7)

3rd w1 w6 w6 w6 w6 w8 w8 (d7 + d8 + d4, d6)

(d1) (d6) (d6) (d6) (d6) (d8) (d8)

4th w1 w6 w6 w6 w6 w9 w9 (d9 + d8, d6),

(d1) (d6) (d6) (d6) (d6) (d9) (d9) (d9 + d3 + d5, d6),

. . .

5.1 Candidate Set and Candidate Team Computation

We introduce a set called candidate set which comprises a compound entry and
several worker entries. Compound entry locates at the rear of candidate set and
records the nearest worker for each skill that task requires. Worker entry records
any multi-skills worker who has potential to join in optimal team. e.g., we assume
CSt = {(N,w3, N,w3, w3), (w1, N,w2, w1, N)} is a giving candidate set with two
entries, of which (N,w3, N,w3, w3) is the worker entry while (w1, N,w2, w1, N)
is the compound entry. Through merging all of the entries in candidate set,
we achieve a candidate team which maybe superior than optimal team. The
pseudo-code of merging computation is depicted in Subroutine 1.

To achieve high-quality candidate team, we sort all of the worker
entries in descending order (Line 1), e.g., we assume candidate set CSt =
{(N,N,w4, N,w4), (N,w3, N,w3, w3), (w1, N,w2, w1, N)}, and then we get
CSt = {(N,w3, N,w3, w3), (N,N,w4, N,w4), (w1, N,w2, w1, N)} after sorting
operation. Notice that compound entry always locates at the rear of set and
candidate team is the result of merging computation with the direction from left
to right.

Subroutine 1. CompCandiTeam
Input: Candidate set CSt of task t
Output: Candidate team of CSt

1: Sort worker entries in CSt by the number of skills in descending order
2: CandiTeam ← ∅;
3: for all e ∈ CSt do
4: preprocess CandiTeam and e;
5: if TTD(CandiTeam) > TTD(e) then
6: CandiTeam = e;
7: return CandiTeam;
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Additional pretreatments are exerted on two operands of merging compu-
tation (Line 4): (1) Merging two operands each other to complement vacant
team members as many as possible, e.g., we assume CSt = {(N,w3, N,w3, w3),
(w1, N,w2, w1, N)}, after preprocessing two entries are e1 = (w1, w3,w2, w3, w3)
and e2 = (w1,w3, w2, w1,w3). The workers in bold are complementary mem-
bers achieved by utilizing the information of opposite operand. (2) Finding all
of the members with only one-skill workload in both operands and replacing
those whose travel distances are farther than opposite members, e.g., we assume
e1 = (w1,w5,w2, w1,w3) and e2 = (w1,w5, w4, w1, w4) are operands of another
merge computation. Travel distances of workers in e1 are (1, 1, 2, 1, 3), while
in e2 are (1, 1, 2, 1, 2). Workers w5, w2, w3 only complete one-skill workload
of task and are marked in bold. Worker w2 should be replaced by w4 in e2
since w4 is multiple skills worker with highly combination ability in subsequent
merging computations. Another worker w3 should be replaced by w4 of e2 as
well since w4 has a shorter distance of 2 to task than w3. Thus, we can achieve
e1 = (w1, w5,w4, w1,w4) and e2 = (w1, w5, w4, w1, w4) after preprocessing these
one-skill workload worker.

RGMA compares travel distances of two teams and select the lower one as
candidate team (Lines 5–6).

5.2 Prune Strategy

In RGMA algorithm those multi-skills workers, who temporarily have no capa-
bility to substitute current optimal team members, are kept in candidate set,
which causes candidate set expands in proportion to the number of workers. In
order to limit the scale of candidate set, we introduce pruning strategy to delete
redundant workers from candidate set if only substitution happens between opti-
mal team and candidate team.

We take Teamopt
t as a ruler to prune worker entries in candidate set CSt

(Lines 1–9 in Subroutine 2). The variable flag indicates whether a worker entry
e should be eliminated from CSt and value 1 represents deletion operation. wsi

t

denotes the member in optimal team or candidate team corresponding to skill

Subroutine 2. Prunning
Input: Candidate set CSt of task t; current optimal team Teamopt

t for t
Output: Candidate set CSt after pruning operation
1: for all worker entry e in CSt do
2: flag = 1;
3: for all skill si that e owns do
4: w1 = worker wsi

t in Teamopt
t ; w2 = worker wsi

t in e;
5: if dist(lt, lw1)) > dist(lt, lw2) then
6: flag = 0;break;
7: if flag equals to 1 then
8: delete e from CSt

9: return CSt;
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si (Line 4). The entry e will be deleted from CSt when all members to task are
farther than those in optimal team.

5.3 Algorithm Description

RGMA adopts group strategy to decompose an enormous and complex problem
into some trival and feasible problems. After multiple rounds of group operation,
RGMA algorithm will gradually promote result accuracy rates till it converges
to approximate optimal solution. Each task and surrounding workers are divided
into the same group, and then each task searches optimal team within its group
scope. Each worker w in W is grouped to its nearest task (Line 5) and then
is directly examined by task tnearest whether w should join the optimal team.
Specifically, if w owns the skills that tnearest required, we insert w into candidate
set of tnearest and then get a candidate team through calling Subroutine 1 (Line
9). Once candidate team is superior to current optimal team we execute following
operations: (1) Decompose optimal team and reinsert the retired workers into W
(2) Nominate candidate team as the best team for task. (3) Prune candidate set
to prevent it grows to a large scale (Lines 11–14). The variable terminal is used
to verify the result whether has converged, and value 1 represent that RGMA
has achieve a convergent result and the procedure should be terminal rather
than continuous group operations. The detail Pseudo-code of RGMA is shown
in Algorithm 2.

Algorithm 2. Revised Group Matching Algorithm(RGMA)
Input: Task set T , worker set W
Output: A feasible assignment result set R
1: R ← ∅;
2: while true do
3: terminal = 1;
4: for all w ∈ W do
5: group w with the nearest task tnearest;
6: c = Sw

⋂
Stnearest ;

7: if c is non-empty then
8: Insert w into set CStnearest

9: CandiTeam = CompCandiTeam(CStnearest);
10: if TTD(Teamopt

t ) > TTD(CandiTeam) then
11: Remove (t, T eamopt

t ) from R
12: decompose Teamopt

t and reinsert scattered workers into W
13: Teamopt

t = CandiTeam; insert (t, T eamopt
t ) into R

14: Prunning(CStnearest , T eam
opt
t );

15: terminal = 0;
16: if terminal equals to 1 or W is empty then
17: return R;
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6 Experiments

We conduct experiments on synthetic dataset and generate locations of workers
and tasks in a 2D data space [0, 1000] following random distribution. Then, for
skills of each worker and required skills of each task, we associate them with skills
whose number is within range [1, 5] following Gaussian distribution. In order to
apply algorithms to real scenario we attached two constraints, worker maximum
moving distance and task deadline, to GMA and RGMA. Table 3 depicts our
experimental settings, where the default values of factors are in bold font. In
each set of experiments, we vary one factor, while setting other factors to their
default values.

We choose random algorithm as baseline and evaluate RANDOM, GMA and
RGMA algorithms in terms of running time and average travel distance. These
algorithms are implemented in C++, and the experiments were performed on
a Windows 10 machine with Intel Core(TM) i5-2400 CPU@3.10 GHz and 4 GB
memory.

We vary the number of workers from 1 K to 10 K and plot the performance
of algorithms GMA, RGMA and RANDOM. RGMA perform best in the travel
distance among these three algorithms while RANDOM does worst. Note that
RGMA reduces the average team travel distance at 10–15 % than GMA at the
cost of running times increasing showed in Fig. 1a. Therefore, RGMA is suitable
for small scale multi-skills spatial crowdsourcing applications for it causes less
travel cost and ignorable increasing of algorithm running times compared with
GMA.

Figure 2a shows the influence on running time of algorithms with the increas-
ing number of tasks. All the algorithms running times increase significantly
for massive tasks complicate assignment problem. Since the number of work-
ers (10 K) is sufficient for tasks to form local optimal teams even if the number
of tasks achieve the highest 3 K in our settings, the average travel distance of all
teams of GMA and RGMA increases slightly In Fig. 2b.

The maximum moving distance of workers has an insignificant influence on
running times in GMA and RGMA. We can observe from Fig. 3a that time
cost of the two algorithms increase remarkably with the expansion of workers’
moving scope. Figure 3b demonstrate another measurement, team average travel

Table 3. Experiments settings

Factor Setting

The number of tasks m 0.5K, 1K, 1.5K, 2K, 2.5K, 3 K

The number of workers n 1K, 2K, 3K, 4K, 5K, 6K, 7K, 8K, 9K, 10 K

The maximum number of skills worker owns 1, 2, 3, 4, 5

The maximum number of skills task requires 5

Worker maximum moving distance 100, 200, 300, 400, 500, 600, 700, 800, 900, 1K

Task deadline [0, 0.5], [0.5, 1], [1, 2], [2, 5], [5, 10]
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(a) Running Times (b) TATD

Fig. 1. Effect of the number of workers n.

(a) Running Times (b) TATD

Fig. 2. Effect of the number of tasks m.

(a) Running Times (b) TATD

Fig. 3. Effect of moving distance.

distance, almost has no relation to the variation of workers’ maximum moving
scope on the premise that plenty of workers wait to be assigned.

Figure 4 reports the effect of deadline range over the synthesis data. Since
it is impossible for spatial crowdsourcing platforms to obtain real velocities of
all workers, we uniformly set worker travel velocity a fixed value of 10 per unit
time for simplicity. As a result, constraint on task deadline can be converted to
distance constraint, e.g., if the deadline of task t is 0.5, which indicate the task
only can be answered by workers within circular space centered at t with radius
5 to form team. In other words, those workers outside the scope are ignored
by the task because they couldn’t arrive task location on time. Thus deadline
constraint could decrease the running times of algorithms as shown in Fig. 4.
Note that although GMA and RGMA run fast with deadline setting [0, 0.5], we
should recognize that successful assignment numbers decrease dramatically and
simultaneously.
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(a) Running Times (b) TATD

Fig. 4. Effect of task deadline.

7 Conclusion

In this paper, we dedicate to find approximate methods to solve a novel spatial
crowdsourcing problem called multi-skills assignment problem (MSAP). Unlike
other assignment problem in crowdsourcing, MSAP imports a new role called
skill besides the traditional task and worker. Therefore the assignment prob-
lem get complicated for the reason that we must consider how multiple workers
form universal optimal teams to meet skills requirement of tasks. Inspired by
group strategy we first propose a lightweight algorithm GMA that could achieve
approximate optimal solution quickly. However, GMA exists a shortcoming of
ignoring the fact that workers with multiple skills can decrease total travel dis-
tance of team significantly. So we propose a revised algorithm RGMA that cut
down distance cost by 10–15 % compared with GMA. Finally, we conduct exten-
sive experiments that verify the efficiency, effectiveness and scalability of the
proposed approaches.
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Abstract. With the popularity of mobile devices and Online To Offline
(O2O) marketing model, various spatial crowdsourcing platforms, such
as Gigwalk, WeGoLook, TaskRabbit and gMission, are getting popular.
An important task of spatial crowdsourcing platforms is to allocate spa-
tial tasks to suitable workers. Existing approaches only simply focus on
maximizing the number of completed spatial tasks but neglect the influ-
ence of supplies and demands from real crowdsourcing market, which
leads to different optimal objectives for crowdsourcing task assignments.
In this paper, to address the shortcomings of the existing approaches, we
first propose a more general spatial crowdsourcing task assignment prob-
lem, called Market-driven Optimal Task Assignment (MOTA) problem,
consisting of two real scenarios, Excess Demand of Crowd Workers and
Insufficient Supply of Spatial Tasks, in daily life. Unfortunately, we prove
that the two variants of this problem are NP-Hard. Thus, we design two
approximation algorithm to solve this problem. Finally, we verify the
effectiveness and efficiency of the proposed methods through extensive
experiments on synthetic datasets.

1 Introduction

With the rapid development of mobile devices, crowdsourcing techniques are
becoming popular recently [3,4,17,18]. Particularly, spatial crowdsourcing has
attracted much attention from both academia (e.g., the database community)
and industry (e.g., Uber). Specifically, a spatial crowdsourcing platform is in
charge of assigning of a number of workers to nearby spatial tasks, such that
workers need to physically move towards to some specified locations to finish
tasks (e.g. taking photos). Several instances of such mobile crowdsourcing mar-
kets have emerged commercially including Gigwalk, FiledAgent, and TaskRabbit
(see Table 1), typical tasks pay users a few dollars for capturing photos of build-
ings or sites, price checks, product placement checks in stores, traffic checks,
location-aware surveys, and so on.

Spatial Crowdsourcing has recently been attracting attention in both the
research communities (e.g., [6,8,10,13,19,20]) and industry (e.g., TaskRabbit,
Gigwalk). A recent survey in this area distinguishes spatial crowdsourcing from
related fields, including crowdsourcing, participatory sensing, volunteered geo-
graphic information. In [10], a spatial crowdsourcing framework in static scenario
c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 224–235, 2016.
DOI: 10.1007/978-3-319-47121-1 19
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whose goal is to maximize the number of assigned tasks is proposed. In [19,20],
two variants of online task assignment problem in dynamic real-time spatial
crowdsourcing scenarios are proposed and provide the theoretical guarantee for
the proposed solutions. In contrast to our study, in [2,5,11,13,22], the workers
need to travel to the tasks locations, which may take a long time in rush hour.
Consequently, the workers may reject their assigned tasks. Recently, the problem
of assigning and scheduling tasks for multiple workers that maximizes the utility
of assigned tasks is proposed in [14]. Although different work has done about
spatial crowdsourcing, no one takes the labor dynamics in market into consid-
eration. One of the challenges with crowdsourcing is to aggregate the workers
responses with varying degree of accuracy. One of the well-known mechanisms is
majority voting, which accepts the result supported by the majority of workers.
Another work aims to tackle the issue of trust by having tasks performed redun-
dantly by multiple workers [5]. In the scope of this study, we assume that selected
workers provide trustworthy data. If there are multiple reports for one task the
crowdsourcing system will send all the related workers to the task requester.

Crowdsourcing hyper-local information has been presented in both research
(e.g., mPING [1]) and industry (e.g., mPing4, WeatherSignal5). mPing and
WeatherSignal are two popular crowdsourcing system. mPing is the state-of-
the-art system for crowdsourcing weather reports; anyone with a smart phone
can report precipitation observations. However, mPing neglects to consider the
cost of selecting workers to perform tasks. Also, the task assignment in mPing
is often suboptimal as workers do not have a global system view. Workers typi-
cally choose nearby tasks to them, which may cause multiple workers to cover the
same task unnecessarily while many other tasks remain uncovered. WeatherSig-
nal uses phone sensors, such as temperature and humidity sensors, to measure
local atmospheric conditions. Particularly, an algorithm was employed to trans-
late phone battery temperature into the ambient temperature. However, the
algorithm accuracy is the main concern. In addition, WeatherSignal is restricted
to the availability of phone sensors, which currently cannot detect various kinds
of hyper-local information, such as air pollution, noise level, light intensity and
precipitation level such as rain, snow, drought.

The paper is organized as follows. In Sect. 2, we presents some formal defi-
nition about spatial crowdsourcing and introduce our problem focus. In Sect. 3,
we discuss the MNST problem and give an algorithm. In Sect. 4, we discuss the
MNST problem and give an algorithm as well. In Sect. 5, we show some exten-
sive experiments on synthetic datasets with results on covered tasks, assigned
workers, execute time and memory. The related works are presented in Sect. 6.
We finally conclude this paper in Sect. 7.

2 Problem Statement

We first introduce two basic concepts, spatial task and crowd worker, then for-
mally define two different kinds of problem statements.
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Table 1. Some active mobile crowdsourcing platforms

Platform Tasks

Filed agent Price checks, Service Assessment, Photography, Verification, Property Evaluation

Gigwalk Data collection, Photography, Focus Groups, Store Audits, IT, Final Services

NeighborFavor Deliveries, Rides, Groceries

TaskRabit Odd Errands, Groceries, Moving, Deliveries, Cleaning

WeGoLook Verify Properties, Automobiles, Datas, Boats, Heavy Equipment

Definition 1 (Spatial Task [10]). A spatial task t, denoted by < lt, et >, is a
crowdsourcing task t to be finished at location lt in the 2D space before its expired
time et.

Definition 2 (Crowd Worker [10]). A crowd worker w is denoted by wi, with
time or distance budget bi. A worker can finish more than more tasks, but the
time or distance he spends has to be less than the budget.

Definition 3 (Feasible Solution). Given m spatial tasks t1, t2..., tm, and k
crowd workers w1, w2..., wk, and m >> k, this problem is assign tasks to work-
ers such that (1) each task is finished before its expired time; (2) the total time
of performed tasks for each worker is less than his/her time or moving distance
budget. For each worker wi, we can calculate a service Set Si = {si1, si2..., sim},
and sij represents the set of tasks that wi can performe. Thus, the task assign-
ment problem is reduced to pick sets from the Service Sets but with the additional
restriction that at most one set picked form each Service Set.

Problem 1 (Light Load). Maximizing The Number of Completed Spatial Tasks
(MNST). The objective of the problem is to find a feasible solution such that
the number of tasks that can be serviced is maximized. More precisely, MNST
is to find a subset H ⊂ {s1, s2..., sk}, such that |H| ≤ k, and |H ⋂

si| ≤ 1, for
1 ≤ i ≤ k. And the number of covered tasks is maximized.

Problem 2 (Heavy Load). Minimizing The Number of Selected Crowd Workers
(MNCW). The objective of the problem is to find a feasible solution such that the
number of workers is minimized while all tasks can be serviced. More precisely,
MNCW is to find a subset H ⊂ {s1, s2..., sk}, such that |H| ≤ k, and |H ⋂

si| ≤
1, for 1 ≤ i ≤ k. And the number of assigned workers is minimized.

3 Greedy Algorithm for MNST

In this section we show that simple greedy algorithms give constant factor
approximation ratios for MNST.

In spatial crowdsourcing system, the number of subsets of X, is exponential in
the number of workers and the sets are defined implicitly. In such cases we require
a polynomial time algorithm with some desirable properties. Here, we give such
an algorithm. We assume there exists an algorithm Φ that takes as input, a subset
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Algorithm 1. FDS
1: Input X,Si

2: Initialize H =
⋃

si
3: for all s ∈ Si do
4: if |X⋂ s| ≤ |X⋂H| then
5: H = s
6: end if
7: end for
8: return H.

X ′ of X, and an index i. Φ(X ′, i) outputs a set sij ∈ Gi such that |sij

⋂
X ′| is

maximized over all sets in Si. And Φ is an α-approximate algorithm if Φ(X ′, i)
outputs a set sij ∈ Si such that |sij

⋂
X ′| ≥ 1

αmaxD|D ⋂
X|. In this paper,

we show that a simple greedy algorithm gives a constant factor approximation
for MNST. First, we assume we have an α-approximate algorithm described
above, the greedy algorithm we consider is a natural generalization of the greedy
algorithm of the maximum coverage problem. It iteratively picks sets that cover
the maximum number of uncovered elements, however it considers sets only from
those groups that have not already had a set picked. The algorithm is described
below.

Without loss of generality, we assume that Greedy picks a set from Service
Set Si in the jth iterator. Let OPT denote some fixed optimal solution and let
i1 < i2 < ik be the indices of the groups that OPT picks sets from. We set
up a bijection � form {1, 2, ..., k} to {i1, i2, ..., ik} as follows. For 1 ≤ h ≤ k, if
h ∈ i1, i2, ..., ik, then we set �(h) = h. We choose � to be any bijection that
respects this constrain.

Algorithm 2. Greedy
1: Initialize heap H, ← ∅, X ′ ← X.
2: for j = 1, 2, ..., k do
3: for i = 1, ..., k do
4: if a set from Si has not been added to H then
5: Ai ← FDS(Si, X

′)
6: else
7: Ai ← ∅
8: end if
9: end for

10: r ← argmaxi|Ai|
11: H ← H

⋃{Ar}, X ′ ← X ′ − Ar

12: end for
13: return H.
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We assume Cj be the set that Greedy picks from Sj , and let Oj be the set
that OPT picks from G�(j). We let

Pj = Pj −
⋃

Ph

denote the set of new elements that greedy adds in the jth iteration. Therefor,

C =
⋃

Aj , O =
⋃

Oj

denote the number of elements that Greedy and OPT pick.

Lemma 1. For 1 ≤ j ≤ k, |P i
j | ≥ 1

α |Oj − C|
Proof. If |Oj −C| = 0, then the lemma holds, otherwise, when Greedy picked Aj ,
the set Oj was available to be picked. Greedy did not pick Oj because |A′

j |was
at least 1

α |Oj

⋃
Ah|. Since

⋃
Ah ⊂ C, the lemma holds. ��

Theorem 1. Greedy is an (α + 1)-approximation algorithm for MNST with an
α-approximation pick-up algorithm.

Proof. Concluded from Lemma 1, we have that

|C| =
∑

j

|A′
j | ≥

∑

j

1
α

|Oj − C| ≥ 1
α

(|
⋃

Oj | − |C|) ≥ 1
α

(|O| − |C|)

Hence

|C| ≥ 1
α + 1

|O|

It is easy to prove that 2 is the upper bound for MST, and the ratio of 2
is tight. And when we consider the whole set system, the problem is hard to
approximate within a factor of e

e−1 . [1] [18] has proved that a matching ratio
can obtained.

4 Greedy Algorithm for MNCW

Theorem 2. Greedy is an (log n + 1)-approximation algorithm for MNCW.

Proof. We can assume that the optimal value of MNCW is OPT , and there
exists such an optimal set cover O∗, subject to

maxi|O∗ ⋂
Si| ≤ OPT.

Then we can create a solution of MNST, we assume the budget of each worker
is OPT . The tasks picked up by greedy algorithm covers more than half of the
tasks. In each iteration the number of set added from any worker is less than
OPT . Let be Gi be the number of sets added from each worker by greedy, thus,

Gi ≤ (log n + 1)OPT
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5 Experiment Evaluation

5.1 Experiment Setup

In this section, we evaluate our proposed algorithm. We use synthetic datasets
for experiments. We generate the number of workers and the number of tasks.
All workers and tasks are random distributed. Statistic and configuration of
synthetic datasets are illustrated in Table 2.

Furthermore, synthetic datasets are created by Python, all algorithms are
implemented in C++, under Linux Ubuntu and the experiments were performed
on a machine with Intel Xeon E5620 2.40 GHz with 16-core CPU and 16 GB
memory.

5.2 Experiment Results of MNST

In this subsection, we mainly evaluate the greedy algorithm compared to the
OPT. We compute the number of covered tasks for MNST and the number of
worker assigned for MNCW, and we tested our proposed algorithm via varying
the number of workers and the number of tasks.

MNST. For MNST, we evaluate the performance of greedy algorithm. We study
the effects of varying |T |, First, the number of workers (20) are fixed, and the
number of tasks are 200, 300, 400, 500,600 respectively. The result of the exper-
iment is showed in Fig. 1. Then we add the number of workers up to 50, 80, 100
respectively, and the result of the experiment is showed in Figs. 2, 3 and 4. We
can observe that the number of covered tasks of OPT and greedy algorithm is in
accordance with our theorem above. What’ more, we evaluated our problem by
the execution time and memory in four settings describe above, and the results
are showed in Figs. 5, 6, 7, 8, 9, 10, 11 and 12. As is showed in the figure, greedy
algorithm can solve the problem more quickly and use less memory.

Table 2. Synthetic dataset

Factor Setting

|W | 20, 50, 80, 100, 200, 300, 400, 500

|T | 30, 50, 80, 100, 200, 300, 400, 500, 600

Fig. 1. |W | = 20 Fig. 2. |W | = 50
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Fig. 3. |W | = 80 Fig. 4. |W | = 100

Fig. 5. |W | = 20 Fig. 6. |W | = 50

Fig. 7. |W | = 80 Fig. 8. |W | = 100

Fig. 9. |W | = 20 Fig. 10. |W | = 50

5.3 Experiment Results of MNST

MNCW. Similarity, for MNCW, we evaluate the performance of greedy algo-
rithm. We study the effects of varying |T |. First. The number of workers (200) are
fixed, and the number of tasks are 30, 50, 80, 100 respectively. The result of the
experiment is showed in Fig. 13. Then we add the number of tasks up to 300, 400,
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Fig. 11. |W | = 80 Fig. 12. |W | = 100

Fig. 13. |W | = 200 Fig. 14. |W | = 300

Fig. 15. |W | = 400 Fig. 16. |W | = 500

500, 600 and the result of the experiment is showed in Figs. 14, 15 and 16. Also, We
can observe that the number of assigned worker of OPT and greedy algorithm is
in accordance with our theorem. Similar to MNST, we evaluated our problem by
the execution time and memory in four settings describe above, and the results
are showed in Figs. 17, 18, 19, 20, 21, 22, 23 and 24. As is showed in the figure,
greedy algorithm can solve the problem more quickly and use less memory.

6 Related Work

Set Cover and Maximum Coverage Problems. Set Cover and maximum
coverage problem are fundamental algorithmic problems that arise frequently in
a variety of settings. Their importance is partly due to the fact that many cover-
ing problems can be reduced to those problems. The greedy algorithm iteratively
picks the set that covers the maximum number of uncovered elements is a (log n
+1) approximation from the set cover problem and 1

e + 1 approximation for the
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Fig. 17. |W | = 30 Fig. 18. |W | = 50

Fig. 19. |W | = 80 Fig. 20. |W | = 100

Fig. 21. |W | = 30 Fig. 22. |W | = 50

Fig. 23. |W | = 80 Fig. 24. |W | = 100

maximum coverage problem [11]. Feige [7] showed that these ratios are optimal
unless NP is constrained in quasi-polynomial time. In a number of applications
the set system is implicitly defined and the number of sets is exponential in
the number of elements. However, the greedy algorithm can still be applied if a
polynomial time algorithm that returns a set with good properties is available.
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Spatial Matching Problem. In recent years, there have been a series of works
about spatial matching. Such as [12,23,24]. These works are mainly about spa-
tial information and capacity constrains in the matching scenario. The solution
of [12] is aim at the min-max matching distance, and [23] introduces the assign-
ment of capacity constrained. Furthermore, the spatial matching problems are
extended and integrated to the social networks, the extended issues are called
event-participate arrangement [14–16,21].

Vehicle Routing Problem. Considering the budget, we should get the shortest
path visiting the location of multiple tasks. Thus, the task assignment problem
is quite similar to the Traveling Salesman Problem (TSP) and Vehicle Routing
Problem (VRP). The goal of VRP is to minimize the cost of delivering goods
located at a central depot to customers who have placed orders for such goods
with a fleet of vehicles. However, different from our problem, there is only one
worker in TSP. And in our problem, each worker has a different source location,
while in VRP, all workers start from the same depot.

Pickup and Delivery Problem. Different from Vehicle Problem, Pickup and
Delivery Problem has two locations, source and destination. Worker has to move
from origins to destinations without transshipment at intermediate locations.
The Pickup and Delivery Problem is introduced to deal with vehicle transporta-
tion, including tasks with a set of origins and a single destination, tasks with a
single origin and a set of destination and tasks with different start and end loca-
tions. Many applications on practical pickup and delivery situations are demand
sensitive. That means when new task comes up, the system has to take it into
consideration. Thus we have to re-optimize the problem as the same time as the
new request emerge.

Online Task Assignment. The aforementioned issues of task assignment are
assumed in offline scenarios, where all information is known in advance. In the
online scenario where workers and tasks arrive dynamically, it becomes more
challenging to achieve the global optimal solution. Since the server dose not have
prior knowledge about future workers and tasks, it tries to optimize task assign-
ment locally at every time period. However, the optimization within every time
periods, similar to MNST or MNCW, is also NP-hard. A randomized algorithm
[9] was proposed to achieve a competitive ratio of 1 − 1

e . Meanwhile, the result
in [9] shows that the greedy algorithm has the competitive ratio of 1

2 , which is
lower than that of the proposed randomized algorithm. Recently, Tong et al. [20]
extended the issue of online task assignment to the two-sided dynamic scenario
and devised a deterministic algorithm framework with 1

4 -competitive ratio under
the online random order model, which means the average-case analysis.

7 Conclusion

In this paper, we discuss about task assignment problem in spatial crowdsourcing
problem in real market. Existing approaches only simply focus on maximizing
the number of completed spatial tasks but dose not take the labor dynamics into
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consideration, which leads to different optimal objectives for crowdsourcing task
assignments. In this paper, we first propose a more general spatial crowdsourc-
ing task assignment problem, consisting of two real scenarios, Excess Demand
of Crowd Workers and Insufficient Supply of Spatial Tasks, in daily life. Thus,
we design two approximation algorithm to solve this problem. What’s more, we
prove our algorithm has theoretical garuntee. Finally, we verify the effectiveness
and efficiency of the proposed methods through extensive experiments on syn-
thetic datasets. The results show that our algorithm can get remarkable effect
in terms of the number of covered tasks and assigned workers and in less time
and less memory.
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Abstract. The shortest path query is one of core contents in graph theory study,
various problems in the real world can be transformed into it to solve. With the
increase of network scale, classic shortest path query algorithms cannot meet the
query demand on large-scale graphs by reason of query efficiency, storage costs,
etc. In order to solve above problems, we lucubrate on previous works, and
propose a novel method based on tree decomposition and label coverage
(TDLC-SP) which consists of two phases: offline pretreatment phase and online
query phase. In the pretreatment phase, we propose a novel acceleration index
method TDLC, it maps the graph into a tree, allocates minimum label coverage
for each vertex to reduce redundant data storage and vertices traversal range; In
the query phase, utilizing the TDLC index, query is completed by traversing the
tree structure only once, it further improves the query efficiency. Experimental
results on several real-world networks and synthetic datasets demonstrate the
efficiency and effectiveness of the proposed methods.

Keywords: Shortest path query � Large graph � Pretreatment � Tree
decomposition � Label coverage

1 Introduction

The shortest path problem is one of the core contents on network optimization and
graph theory, it is widely applied to transportation networks, social networks [1–3],
computer science and many other fields. In the real world, various problems can be
converted to the shortest path problem. For example, how to quickly find the fastest
route to drive from Shenyang to Tibet and how to get in touch with a stranger via the
least friends utilizing Facebook, etc. The series of problems all can be abstracted to the
shortest path query.

However, with the fast development of network and computer technology, the scale
of graph data is increasing rapidly, and processing requirements on large-scale graph
are more and more widely. Take example for the social network, for the global largest
social network Facebook, active user number has exceeded 1 billion per month;
WeChat which is designed by Tencent in early 2011 has covered nearly more than 90%
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smartphones all over the country, and the active user number has also achieved
549 million per month. For the real applications, if you want to get interpersonal
connections of some users on Facebook or WeChat, namely, it is necessary to process
large graphs, calculate the distance between any two vertices and related information.
Calculating the shortest path between any two vertices on the graph is a fundamental
problem in computer science, but the shortest path problem on large-scale graph is
facing great challenges in terms of storage overheads, query response time and so on.
Classical shortest path algorithms such as Dijkstra [4], Floyd [5] have problems on
query efficiency increasingly which leads to that they cannot meet query demand query
on large-scale graphs within acceptable time and storage costs [6]. In recent years, a
series of heuristic acceleration strategies combines with the shortest path query which
has become the main research direction.

In this paper, aiming at large graphs, we consider storage and operational capability
of current computers adequately, in order to improve the shortest path query efficiency
this paper proposes a novel shortest path query method based on tree decomposition [7]
and label coverage TDLC-SP. It consists of an offline pretreatment phase and an online
query phase. In the pretreatment phase, we propose a novel acceleration index method
TDLC. It divides the graph into finite vertex sets and maps the graph into a tree
structure according to the relationship among vertex sets; constructs minimum label
coverage for tree decomposition, optimizes them to reduce redundant data and improve
the efficiency of pretreatment. In the process of index construction, it reduces the
pretreatment cost by narrowing the scope of BFS. In the query processing phase,
utilizing the TDLC index, the query only need traverse the tree structure once, so that it
further improves the query efficiency.

2 Related Work

Large-scale graphs have been widely applied in many emerging areas, such as XML
database, complex network analysis, geographic navigation, etc. However, in these
areas, the shortest path query has become one of optimal technologies to solve related
problems. With graph growth, classic shortest path query algorithms have already been
unable to meet the query demand on large-scale graphs. Data preprocessing is the novel
solution, which can accelerate the shortest path query. This is a typical practice of
trading space for time, and its main idea is to extract part of useful information, which
can accelerate the later shortest path query.

Among the preprocessing of the shortest path query, the simplest method is to
pre-calculate the shortest path between any two vertices, then all paths and distances
about all vertices was stored in memory or hard disk with table structure, after that, we
can get the shortest path between any two vertices from data tables. However, with data
scale enlarging gradually, data tables which are used to store paths and distances
expand extremely, the storage capacity of existing computers cannot complete storage
tasks of such large-scale data, resulting in the decrease of query efficiency.

At present, during the data preprocessing, various speedup methods are combined
to improve the efficiency of preprocessing and query. The A* algorithm [8] selects
landmark points, and preprocess shortest paths from all vertices to all landmark points
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which is leading to oversize storage overhead. In allusion to the problem, literature [9]
reduces the memory consumption by only storing shortest paths from part of vertices to
landmark points, which solves the problem of oversize storage overhead, but causes
several serious problems, such as the decrease of query accuracy, the increase of query
complexity and so on. PCD algorithm [10] is a pruning method, which limits the search
process by preprocessing distances between clusters, and its basic idea is to limit search
areas by eliminating vertices and edges on the optimal path which have less possibility
or little effect on the result. The efficiency of PCD is related to the number of clusters k,
and during the preprocessing phase, single source shortest paths need to be calculated
k times, but the efficiency of abandoning vertices and edges is quite low with the
increase of graphs, and it causes oversize time complexity, so it cannot be suitable for
query on large graphs. TDEI [11] maps the graph into a tree structure and creates an
index for any vertex in each node package on the tree based on the technology of
limiting searching areas, which stores the shortest path between any two vertices, the
bottom-up approach is used to query the shortest path on the tree decomposition. The
problem of this method is that it causes redundant vertices on tree decomposition, and it
is possible that the number of redundant vertices exceeds vertex number on the original
graph, for large graphs, the storage overhead of the index is extremely large and the
query need traverse tree decomposition repeatedly, so it is unable to query on
large-scale graphs. LBFS method [12] is based on optimal coverage and landmark
breadth traversals, although it can keep high query efficiency on large graphs, but it
ignores the dispersion of landmarks during optimal coverage selection and shorter
distance between vertices during the query, therefore, it can’t satisfy the need of query
accuracy.

Above all, previous works have some problems with query efficiency, storage cost
and query accuracy when they are applied on large-scale graphs.

3 TDLC Index Construction

On the offline preprocessing phase, we propose a novel index acceleration method
TDLC. Its primary mission is to extract and save the “useful” information which can
support online query work by utilizing the theory of trading space for time.

3.1 Tree Decomposition

Given an initial graph G = (V, E), V is the set of vertices and E is the set of edges.
Before introducing tree decomposition, we first present two important definitions.

Definition 1 MapTree: G (V, E) is an undirected and unweighted graph, map G into tree
structure MT which is called MapTree. Nodes on MT consist of subgraphs of G, the
node on MT is called node package.

Definition 2 MapTree Breadth: A maximum of node package cardinality on each MT is
MapTree Breadth, namely MT-B.
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In this paper, we utilize the heuristic elimination method to construct MT. Elimi-
nation operations decompose the graph by deleting vertices which start from the
minimum degree vertex. Threshold k is set to limit executions of the elimination. The
reason to set k is that with the process of elimination, more and more edges need to be
added during deleting vertices, which reduces the efficiency of pretreatment. The
specific process of elimination is as follows:

1. Find vertex v which meets current degree demand and all its neighbors v1, v2 … vk;
2. Judge whether deleting v will cause information loss, if it will lose, add edges

between v’s neighbors to save connected information about them, else just delete
v directly;

3. Push v and all its neighbors into stack S;
4. If there are still vertices that meet current degree demand, return to 1; otherwise

degree plus one, and return to 1 until the degree reaches k.

After elimination, we construct MT according to the order of elimination in stack
S. The specific process is as follows:

1. Make the remaining vertices on the subgraph after elimination as the root node
package of MT, and its id is 0;

2. Pop top element, and make it as a node package of MT, its id is deleted vertex’s id;
3. Find the node package which involves deleted vertex and all its neighbors as the

father node;
4. Return to 2 until the stack is empty, MT construction is finished.

Figure 1 shows the specific implementation process of tree decomposition.

In this paper, we choose deleted vertex id as the node package id on MT con-
struction. That is because when the shortest path query is coming, it only need traverse
tree decomposition once that can find source and destination node packages instead of
traversing tree decomposition repeatedly to find node packages including the same
vertex and then confirm the root node package. So it not only improves the efficiency of
MT construction, but also improves pretreatment and query.
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3.2 Label Coverage Construction

After mapping the graph into MT, we construct minimum label coverage for each node
package, and optimize label structure to reduce the amount of redundant data, thus
improve the efficiency of pretreatment and query.

Definition 3 Distance Label: For any vertex u in a node package, the distance label
structure is L(u) = {(v1, sdist(u, v1)), (v2, sdist(u, v2)), …, (vk, sdist(u, vk))}, and the
sdist(u, vk) shows the shortest distance from any vertex u to vertex k.

Definition 4 Node Package Label Coverage: Distance label set of all vertices in the
node package that supports the path query of any two vertices in the node package.

The specific procedure of constructing minimum label coverage for each node
package on MT is as follows:

1. BFS starts from deleted vertex in the node package until all vertices in it have been
accessed, after that it can get distance labels from deleted vertex to other vertices;

2. According to distance labels got from 1, BFS starts from non-deleted vertex. Judge
whether the shortest path got from current BFS(BFS-SP) less than that is combined
by distance labels in the existing label set(Label-SP), if BFS-SP is less than
Label-SP, classify BFS-SP into the corresponding label set in label structure;

3. Return to 2 until all vertices in the node package is finished performing.

We take MT in Fig. 1 for an example. Firstly, we construct label coverage for leaf
node packages. According to the characteristics of tree decomposition, any leaf node
package is the source or destination point of deleted vertex in it, there is only one
possibility to query in leaf node package, that is from deleted vertex in leaf node package
to other vertices, so label coverage of any leaf node package only need store key values
related to delete vertex. Such as the label coverage of node package 8 are L8(1) =
{(8,1)}, L8(2) = {(8,1)}, L8(5) = {(8,1)}. Due to non-leaf node packages may be as query
source or destination points or transitional node package, so it cannot just save the
records related to deleted vertices. For example in our method the label coverage of
non-leaf node package 3 are L3(11) = {(3,1)}, L3(12) = {(3,1)}, L3(13) {(3,1), (11,1)},
thus TEDI [8] need save larger with L3(3) ={11,1), (12,1), (13,1)}, L3(11) = {(3,1),
(12,2), (13,1)}, L3(12) = {(3,1), (11,2), (13,2)}, L3(13) = {(3,1), (11,1), (12,2).

The proposed method adds judging conditions in label coverage construction, at the
same time optimizes the label coverage of leaf node packages according to the char-
acteristics of query path on MT, which can reduce the storage of redundant data.

4 TDLC-SP

In this section, we will introduce TDLC-SP method in detail, the method consists of
offline pretreatment and online query. On the pretreatment phase introduced in the
previous section we proposed a TDLC method to manage graph data and extract the
“useful” information, and then to speed up the online shortest path query. Figure 2
shows the frame of TDLC-SP method. Thereinto, P1 and P2 constitute the process of
tree decomposition, P3 and P4 is the process of minimum label coverage construction,
above processing steps are the offline pretreatment. P5 is online query.
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The shortest path query is conducted on MT, thereinto the path on MT is consisted
of the shortest path in the nodes package (internal edges) and the path among node
packages (middle edges). The query on MT adopts a bottom-up method to find the
simple path among nodes packages and the precomputed shortest path in the node
package. The specific implementation shows in Algorithm 1.

The following also takes Fig. 1 as an example to illustrate the specific process of
TDLC-SP. Suppose you want to query the shortest path between vertex 14 and 4.
Firstly judge whether two vertices are in the same node package, we can find it doesn’t
meet the condition; Secondly find each vertex which corresponding query initial
position is node package 14 or 4 by traversing MT and the youngest parent of two
nodes package as the root node package; Finally query from node package 14 to 11 and
from 4 to 9 respectively by bottom-up, the result must in the intersection set of root
node and package 11 or root node and package 9. Figure 4 shows the path mapping of
two intersections, The shortest paths in Path (u) and Path (v) come from label coverage
of node packages 14, 3, 13, 11 and 4, 6, 7, 9 respectively, shortest paths in X-Y come
from label coverage of root node. In all paths mapping combination, we output the
minimum path, which is 14->12->1->4 (Fig. 3).

Fig. 2. TDLC-SP frame

Fig. 3. Sample of query path mapping
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Algorithm 1.TDLC-SP

Input: vertices u,v
Output: SP(u,v)
If (Ru ==Rv )  return path(u,v)
root= youngest common ancestor of Ru and Rv
while(Ru!=root){
XP=Ru.Parent 
for(all t XP\X1){
for(all s XP∩X1){

if du(t))>du(s)+sdist(s, t) 
then  du(t)=du(s)+sdist(s, t)  p(t)=s; } }

X1=XP
end while
X1=X1∩root; 
Rv equals Ru
X2=X2∩root
mdist={min du(x)+dv(y)+sdist(x, y)} 
output:sdist(u,v)

5 Experiments

5.1 Experimental Environment and Datasets

This section experimentally evaluates our TDLS-SP method against TEDI method [8]
on the pretreatment time and pretreatment storage overhead. We implement our
algorithm in JAVA, all of our experiments are conducted on a machine with an
Inter®Pentium®2.90 GHz CPU, 4 GB RAM, running Windows 7 Ultimate (32
bit/SP1). We perform experiments on several real-world networks such as biological
information networks, social networks, computing network, information networks and
synthetic datasets. Synthetic datasets are generated by BA model, the number of ver-
tices starts from 1000 to 10000. Due to the tree width definition during tree decom-
position is a NP problem, in order to show the optimal contrast effects, we apply
heuristics to choose the optimal tree width. Tables 1 and 2 show the real-world net-
works and synthetic datasets after tree decomposition. Among them, N and TreeN
represent the number of vertices in the graph and node packages onMT, R is the size of
root node package.

5.2 Analysis of Experimental Results

In this section, we compare the proposed method TDLC-SP with TEDI method [8] on
pretreatment time and storage overhead.
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The comparison of pretreatment time with TDLC-SP and TEDI on real-world
networks and synthetic datasets shows in Fig. 4(a) and (b). We can find that the
pretreatment time with two methods both increases gradually following the increase of
dataset scale, but the pretreatment time of TDLC-SP is superior to TEDI obviously.
This is because TEDI need create the shortest path index for all vertices in the node
package, and then the proposed method only need create minimum label coverage for
each node package. Although we need judge whether the current shortest path is less
than it in distance label library during label coverage construction, and it need some
time to query label library, but with the current distance label set growing stronger and
stronger, the number of accessing vertices will be less and less that may decrease
pretreatment time greatly. Especially when it creates minimum label coverage for the
root node package which includes more vertices, the advantage of our method emerges
obviously.

The comparison of pretreatment storage overhead with TDLC-SP and TEDI on
real-world networks and synthetic datasets shows in Fig. 5 (a) and (b) respectively.
Because of adding the judging conditions during the process of creating minimum label
coverage for tree decomposition, so it guarantees that redundant distance labels in the
label coverage of each node package don’t exist. Relative to save the shortest path of

Fig. 4. Pretreatment time comparison on real-world networks and synthetic datasets

Table 1. Real-world networks

Graph N TreeN K R

G1 1000 808 3 194
G2 2000 1730 5 272
G3 3000 2641 6 361
G4 4000 3559 7 443
G5 5000 4460 8 542
G6 6000 5355 9 612
G7 7000 6292 9 710
G8 8000 7201 9 801
G9 9000 8089 9 913
G10 10000 8983 9 1091

Table 2. Synthetic datasets

Graph N TreeN K R

Gemo 3621 3000 10 623
Epa 4253 3637 7 618
Dutsc 3621 3442 9 258
Eva 4475 4475 9 75
Cal 5925 5095 14 832
Erdos 6927 6690 9 405
PPI 1458 1359 11 101
Yeast 2284 1770 6 516
Homo 7020 5778 10 1244
Inter 22442 21757 10 687
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any two vertices with TEDI, our method can decrease storage overhead effectively, and
the gap will increase with the graph scale growth.

Experimental results on real-world networks and synthetic datasets indicate that the
proposed method is superior to TEDI on pretreatment time and storage overhead, and
then the gap will increase linearly with the growing of dataset scale.

6 Conclusion

In this paper, we study the problem of the shortest path query on large-scale graphs.
The problem has many practical applications. We proposed a solution (TDLC-SP)
consisting of an offline pretreatment phase and an online query phase. The low cost
acceleration index (TDLC) is built in the offline phase, it is based on tree decompo-
sition and label coverage to reduce the storage of redundant data and improve the
efficiency of pretreatment. On the online query phase, with optimizing the tree
decomposition and label structure, TDLC-SP only need traverse tree structure once to
finish the query. It further improves the efficiency of query so that it can be applied to
the shortest path query on large-scale graphs efficiently.
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Abstract. With the development of Cloud Computing, the Internet of things and
some similar technologies, a large amount of data has been produced. MapReduce
as a processing architecture for Cloud Computing has been widely used. It can
achieve large-scale data processing. However, when connecting two tables on the
data processing model of MapReduce, there will be a great deal of data that do
not meet the conditions of the connection. These data will also be transferred from
the map side to the reduce side. It will bring more time overhead and I/O cost at
shuffle stage, which will result in low efficiency. Therefore, how to improve the
join query processing algorithm based on the MapReduce has been an urgent
problem. In this paper, we put forward two-table join query processing and opti‐
mization strategies for the above problems. The optimized method can achieve
the expansion of the Bloom Filter. Meanwhile it can reduce the time of shuffle
phase, and improve the efficiency of the system.

Keywords: Mapreduce · Bloom Filter · Join query processing and optimization

1 Introduction

With the arrival of the era of big data and the wide application of connection and query
operations, it has become a trend for large-scale data connection and query on the
MapReduce programming model. However, when connecting two tables on the MapRe‐
duce, there will be a great deal of data that are not satisfied with the join condition from
Map to Reduce side, and it will bring greater network communication cost and I/O cost.
How to improve the join query processing algorithm based on MapReduce has been an
urgent problem.

In this paper, we propose the strategy about two tables joining query processing and
optimization strategy aimed at the shortcomings of connection based on MapReduce.
Based on the data structure of Bloom Filter, we create a M bit array and initialize all
bits to 0. Then let each join k counted k times according to hash function, and calculate
the results with “XOR” operation. In an array of new settlement, the bit position corre‐
sponding results of “XOR” will be set 1. By compressing the value of connection
attribute used the improved Bloom Filter data structure, we can effectively filter out a
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lot of tuples that are not satisfied with the join condition. The connection task for two
tables, we can respectively pick up the property of connection in both tables, and
compressed by extended bloom Filter, then it will form two compressed files to mutually
filter the tuples that not satisfied with connected condition in the two tables. The main
contribution of this paper:

(1) The misjudgment rate of Bloom Filter data structure is reduced.
(2) Joining two tables based on MapReduce model, it reduces the cost of shuffle stage

and improves the efficiency of the system.

2 Related Work

In view of the wide application of connection query operations, database researchers
conduct a lot of groundbreaking research in this area and put forward many ways to
optimize the connection, such as Hash Join [1], Sort-merge Join [2], Nested-loop Join
[3], and so on. On this basis, a series of improvements and extensions have been done
to optimize join queries algorithm [4–7]. Currently, there already exist some optimiza‐
tion schemes about connection query operations for massive data at home and abroad.
The following are the main types:

About KNN connection scheme, the literature [8] proposes the effectively parallel
KNN connection algorithm. Based on the KNN algorithm, the connection of large-scale
data on MapReduce performs KNN connection efficiently by constructing the partition
function for H-zkNN algorithm. Basing on k Nearest Neighbor Joins, literature [9]
proposes the effective mapping mechanism and uses pruning rules in the distance filter
to reduce the cost of shuffle stage and calculation. For the cost of shuffle stage, the paper
proposes two approximation algorithms to minimize the number of copies. Experiments
have proved that the optimization strategy is efficient, robust and elasticity.

In the connection scheme of the parallel Top-k, the literature [10] proposes the
approximation connection algorithms based on the data processing model of MapRe‐
duce. This paper uses the control algorithm and limits branch algorithm to reduce the
data transmission by dividing the key/value pairs both special and all.

About Theta-Joins scenario, the literature [11] proposes optimized Theta-Joins algo‐
rithm. It designs a random algorithm SEJ to optimize the multi-channel Theta-Joins and
a dynamic algorithm, which can further optimize the multi-channel Theta-Joins. The
experiments have proved the feasibility and effectiveness of this method. Literature [12]
analyzes and improves the efficiency of the binary Theta-Joins based on MapReduce.
Literature [13] proposes a new model and a random algorithm to optimize the Theta-
Joins, namely 1-Bucket-Theta.

In the Map-based side connection, literature [14] conducts a further study. This
optimized method directly does connection function in the Map side, and do not need
to send key/value pairs to Reduce side. Theoretically, the way can improve the efficiency
of the system and reduce the time of inquiring. But this method only adapts to the data
connection under certain circumstances. Literature [15] proposes optimization strategy
of broadcast connection. The idea of this method is as follows. When connecting a small
data set with a large data set, if the small data set table is small enough that can be placed
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in memory, the mechanism of Hadoop Distributed Cache will transfer small data sets
to every Mapper node. In the Map phase, the records of large data sets that do not satisfied
with the conditions of connection will be filtered through a small data set table, and then
make connection directly and improve the efficiency of the system. However, this
method is only suitable for the connection of the big data table and small data table.
When two large tables are connected, the efficiency of this approach will be low. So it
does not have universality.

In the Reduce-based side connection, the literature [16] proposes an optimized algo‐
rithm for large data sets connection based on Hadoop. This paper compresses the
connection attribute values by the method of Bit-map compression. But the collision
rate of this approach is too high, and the article doesn’t analyze the misjudgment rate.
Literature [17] proposes a pre-sorting connection algorithm. The tuples with the same
property of the two tables are assigned to the same Map node to sub-connecting, and
the final connection is done in Reduce side. This practice will bring a lot of network
overhead during pre-treatment.

3 Two-Table Join Query Processing Based on Bloom Filter

3.1 Extended Bloom Filter Algorithm

There is an example that to explain the extended Bloom Filter algorithm (Fig. 1).

5 Lengu 555-555-556

7 David 123-456-789

Id Name Telephone

9 Jose 245-562-478

14 Edwark 526-856-234

Id Cus-id Price Data

A 5 95 Jun-2013

B 6 85 May-2013

C 9

96

Jan-2013

D 14

74

Nov-2013

15 Eark 412-856-234 E 59 75 Nov-2012

OrdersCustomer

Fig. 1. Two-table join

Taking the connection attribute value of 5 and 7 in the Customer table as an example
(Cus-id). There are two hash functions: , which are the array of 13 bits in the
memory. Let two hash functions be:  (3.1) and 
mod13, mod13 (3.2). The hash address is 5 corresponded to the index are
5 and 0. The address is 7, and the index is 7 and 4. The consequence is calculated by
data elements. The position corresponding to the hash address of each join key should
be set 1. As shown in Fig. 2, if we want to check the key-value of join key 59 of other
table whether it meets the join condition, we will get the address 7 and 5 by taking hash
calculation to the join attribute value 59. And retrieving the compressed file BF (C), all
the bit of the hash address is 1. This will produce false positive.
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1 0 0 0 1 1 0 1 0 0 0 0 0

0 1 2 3 4 5 6 7 8 9 10 1211

BF(C)

Fig. 2. Filter file

Extended Bloom Filter algorithm: Basing on the data structure of Bloom Filter, we
create a bit array of M bit and initialize all bits to 0. Then operate the consequence of
the k hash values by “exclusive” or operation. In the array of new location, the bit position
corresponding to the results will be set 1. Using the above example, we create another
bit array of 13bit in the memory. Under twice hash calculation, do exclusive OR respec‐
tively with the hash address, namely: H1 (X)  H2 (X) (3.4). Set 1 in the corresponding
exclusive OR address in the bit array. The result of the exclusive OR address is: 5:5 ⊕
0 = 5;7:7 ⊕ 4 = 3. As Fig. 3, set 1 to the corresponding position in the new bit array.
Checking the tuple59 in another table, calculate it by exclusive OR with hash address
and get the result. While the position of new bit array (BFK) is 0, we check the bit array
in Fig. 3. So the element of 59 is inconformity and be filtered.

0 0 0 1 0 1 0 0 0 0 0 0 0

0 1 2 3 4 5 6 7 8 9 10 1211

BFK(C)

Fig. 3. Extended Filter file

3.2 Two-Table Join Query Processing Algorithm

The following is the integral structure diagram of connecting two tables (Fig. 4).

Split0

Split1

Split2

...

Split0

Split1

Split2

...

Customer

Order

Map

Map

Reduce
merge
sort

Part 0

Part 1

JobTracker
Job Client

Map

Reduce
merge
sort

Job 
submission

Global filter

Local  filter

Fig. 4. Two-table join
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Extended Bloom Filter’s process:

(1) The first map stage: Create two bit arrays of M bits for each split in the memory.
Read each piece of input information, parse it into the key/value pairs and label
reasonable signs on them. Each split is divided into two compressed files, the split
o1 of table order creates BF(o1) and BFK(o1)), namely the join key of each split
forms its own local filter files by compression processing.

(2) The generate of global filter file stage: Create two bit arrays for each table which
need connection. When receiving all local filter files, we do “OR” operation with
these of the two tables respectively. Finally do the “AND” operation to get the final
filter file.

(3) The second stage of Map: After receiving the global filter file (BF(CO), BFK(CO))
when the Map task carrying out. Filtering can be divided into two stages. First, use
the normal Bloom filter algorithm to calculate the result. If one of the bits not equal
to one, filter out it. If all of the bits equal to one, enter to the second stage, then
calculate these strategies with “XOR” operation and search in the BFK table to
insure whether it equals to one (Fig. 5).

Fig. 5. Map process
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The pseudo-code of this algorithm shows in this picture:

the filter algorithm in the stage of map 

1.obtain the join key from the values that parse out from the 
input split

2.get the hash address of specific value :h1,h2,h3,..., hk

3.If ( BF(CO)[ h1]= BF(CO)[ h2]=.... BF(CO)[ hk]=1 )
4.{ H1=h1 h2 ..... hk;
5. If ( BFk(CO)[H1]=1 )
6.Text join-key = generateGroupkey avalue
7.output.collect (newTextPair(key.toString(),tag), newTextPair ( 
values.
toString( ),tag) );

}

(4) The stage of reduce: Change the output of the map stage into the input of the reduce
stage. Join the same key values from the different labels, and output the final values
(Fig. 6).

Fig. 6. The filter process in the map function
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The pseudo-code of side-connection based on reduce showed:

the process in the reduce function

1.ArrayList<Text> T1 = new ArrayList<Text>();
2.Text tag = key . getSecong();
3.TextPair value = null;
4.While(values . hasNext())
5.{  value = value. next() ;
6. if(value . getSecond().compareTo(tag)==0)
7.  {  T1. Add(value. getFirst());

}

4 Experiment and Analysis

4.1 Environmental and Experimental Data

The research of this paper is based on Hadoop platform. The Hadoop cluster environment
of experiment in this article is established by ten ordinary PC and a client machine. Let
one of the 10 ordinary PC be the Job Tracker, and the rest of the 9 work as Task Trackers.
Each PC has 4G memory size, four thread 2.5 GHZ dual-core CPU, and the 2 TB hard
disk. The operating system used in this experiment is 32-bit Ubuntu10.10, Java JDK
version 1.7.0_07, and the version of Hadoop software is 0.20.2.

All data adopted in this paper are from TPC-H [18] during the experiment. The
obtained data in the TPC - H contain eight associated data sheets.

4.2 Performance Test and Analysis

Using the table of CUSTOMER and ORDERS verifies the feasibility of optimization.
The experiment selects six different size of the data set, as showed in Table 1. First
compare the time of shuffle stage respectively with BRSJ and BF-BRSJ two methods.

Table 1. Size selected six groups of data sets

Data set 1 2 3 4 5 6
Customer 165 M 225 M 525 M 750 M 900 G 1.1 G
Orders 170 M 275 M 400 M 770 M 950 G 1.2 G

Through the comparison of the experimental results in Fig. 7, we can see that the time
of the improved method is much reduced in the shuffle stage. So using this method, the
cost of time at shuffle stage will reduce a lot, it can be even reduced by more than half
of the time of traditional method.
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Fig. 7. Comparison of shuffle phase time

Next, do connection to six different size data sets. As shown in Fig. 8, by comparing
the results of the experiment, we can find that the efficiency of the improved strategy is
much better than the traditional method based on Reduce side. Such as the results of the
first experiment group are shown in Fig. 8, therefore it does not reflect the advantages
of the improved method. But with the increasing of the data, the data that are not satisfied
with the connection condition will be further increased in the two tables. By improving
mutual filtering policy, most of the tuples in two tables that are not satisfied with the
connection condition can be filtered out. Thus, the more data, the more superiority it can
reflect of the optimization strategy of two-table join.

Fig. 8. Compare with the results of two-table join
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5 Conclusion

In two-table join strategy based on Map Reduce, the paper proposes the mutual filtering
policy based on the extended Bloom Filter. It respectively extracts the join key from
two tables, and forms a compressed file of connection properties by the compressing of
the extended Bloom Filter. Then it filters out the tuples in the two tables by compressing
files which don’t meet the join condition. This method reduces a lot of time of the shuffle
and I/O overhead, which optimizes the efficiency of connecting two tables through twice
of the Map stage and once of the Reduce stage. The experiment proves that this optimized
method can efficiently perform the tasks of two-table join.
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Abstract. Bipartite networks is one of the important research object in complex
networks. At present, the bipartite networks community partition is mainly
aimed at how to carry out accurate community structure, while the study in the
community merge strategy is relative rare. In this paper, we study community
partition merger principle in single nodes of bipartite networks to propose an
improved bipartite networks community detection method, which is based on
Page Rank algorithm, information spreading probability model and combined
with the modularity. The information of single nodes is calculated by infor-
mation diffusion matrix. The value of information diffusion matrix larger than
the threshold are merged every time, which quickly reduces the dimensions of
the information diffusion matrix to speed up the merger of the community
significantly. By comparing and analyzing experimental result of this method
with other typical bipartite networks community partition algorithm on South
women data set, We demonstrate the effectiveness of the proposed method.

Keywords: Page Rank �Bipartite networks �Community division � Information
diffusion

1 Related Research

Since the 1990s, complex networks research rapidly infiltrate into many different
disciplines which are mathematical disciplines, life science and engineering disciplines
etc. Bipartite networks is an important form of complex networks and exist universally
in the real world, such as P2P Internet formed by computer terminal and data [1];
company shares net formed between the investors and their holdings [2, 3]; actor
cooperation networks by an actor with their films [4]; A club members participate in the
activities to form the activity network [5] and so on.

1.1 Research Status

Bipartite networks community partition is roughly divided into two types: mapping
method and non-mapping method. Mapping method firstly map the bipartite networks
into a single network and use unipartite networks community discovery algorithm to
divide community. Mapping method is also called projection method. The way map
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bipartite networks to unipartite networks by unweighted projection and weighted
projection, but the experiment proved that no matter what methods of projection will
lead to lack of information and the inaccurate community detection. The non-mapping
method directly divide on the bipartite networks community. So we should do further
study to bipartite networks’ nature and divide bipartite networks by imitating com-
munity detection thought of unipartite networks.

Current research on bipartite networks community detection algorithm, Zhang Peng
and others proposed bipartite networks’ edge clustering coefficient, meanwhile, giving
the corresponding hierarchical clustering community detection algorithm based on
edge clustering coefficient [6], they put the binary modularity as a condition for
stopping the algorithm; Lehmann et al. extend bipartite networks based on k-group
algorithm and propose Ka, b group algorithm to detect the bipartite networks [7]; After
Guimera proposed bipartite networks modularity definition, he divide the actual net-
work using unweighted projection (UWP), weighted projection (WP), binary algorithm
(B) [8, 9]; Barber used modularization matrix’s feature to propose BRIM algorithm
[10]; literature [11] the thought based on fast Newman algorithm improved the BRIM
algorithm and proposed the modularity agglomeration algorithm (MAB); Literature
[10] combining adaptive BRIM maximize bipartite modularity to obtain community
partition; Recent Raghavan et al. [12] proposed label propagation method (LPA) for
community detection. Later Murata and others in the literature [13] at the expense of
the accuracy to make LPA algorithm suit for large bipartite networks and large bipartite
networks’ parallel real-time community analysis; NDu et al. [14] proposed BiTector
algorithm based on maximum two molecules filter, Wang Yang proposed clustering
method based on the comparative definitions and community force to divide the
bipartite networks.

1.2 Page Rank Algorithm

Page Rank algorithm [15] is proposed and published by Larry Page and Sergey Brin in
1998, it is used to rank pages, the centre algorithm is to calculate scores and rank. Page
Rank algorithm use mathematical statistical model - “random walk” by markov chain
(or markov process) to form. Markov property refers to when a random process is
under the condition of given the current state and the state of all the past and the
conditional probability distribution of the future state only depends on the current
state. Page Rank algorithm’s iterative process is represented by formula (1):

Rnþ 1 ¼ RnP ð1Þ

P is the transition probability matrix (if the node i to node j has the edge, then
Pij = 1, otherwise is 0). Rn is to the N-th iterative score vector. Page Rank algorithm
use the markov property independence: network users are random walk without con-
sidering each user’s every click link behavior to get each web page residing on the
number of users as each web page scores (i.e. the PR value). Page Rank algorithm is
widely used, such as rumors network, the paper reference network, citation index, trust
network [16], influence analysis [17], index analysis of social network [18–21] etc.
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The formation of social networks is based on the information communication
between individual behavior. Individual in social system spread information and
receive information all the time, i.e. the information diffusion. The essence of infor-
mation diffusion is a process that using communication media spread information from
the sender to the recipient. When information diffuse many times, information can be
accepted by more and more individuals. Information diffusion method in social net-
works and PR value by multiple iterative page rank algorithm have the same mean-
ing. Page’s PR value is directly proportional to the importance of the page. Similarly
after a lot of information diffusion, important individuals have more information in the
network. Community structure is detected by the information of individual.

1.3 Information Spreading Probability Model

A bipartite networks partition algorithm based on information diffusion probability is
proposed. First of all, the model transforms bipartite networks to a transition proba-
bility matrix and regards each node of one side bipartite networks as a community.
Initialize and distribute information on both sides of the nodes. Then using one side
bipartite networks nodes’ relation begin to transfer probability, which can obtain the
probability transition relation of single nodes. The information spread both sides of
nodes to form information diffusion matrix. The value of information diffusion matrix
is regarded a judgment for community merger. Combine Barber for the definition of
bipartite modularity as a community partition standard. Stopping community merger
when Q value is maximum can get the optimal community partition result.

1.4 Modularity

For unipartite networks, Newman put forward with the modularity [22] to evaluate the
quality of community partition. The physical meaning of modularity: the proportion of
the edge by connecting two same type nodes (the edges in the same community) minus
the expectation of the proportion of random connecting two nodes’ edge in the same
community structure. Modularity is the larger, the community structure is the more
obvious. Generally in the actual network, modularity is between 0.3 * 0.7. Its defi-
nition is shown below by formula (2):

Q ¼
Xn

i;j
ðeii � a2i Þ ð2Þ

Because the algorithm in this paper also depends on the relation of the single nodes
to divide community, it still use the modularity to evaluate the quality of community
partition. Assume that the set U and set V are two types nodes of bipartite networks G,
the set U are divided into l communities, set V is divided into m communities. As for
the adjacency matrix Am*n of two parts graph A, Murata modularity is defined as:

Q ¼
X

l
ðelm � alamÞ ð3Þ
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elm represent the collection of the communities of vertex U connecting the com-
munities of vertex V. Define a K � K matrix and al is the element of the matrix.

elm ¼ 1
2m

X
i2Ul

X
j2Vm

Aij ð4Þ

al ¼ 1
2m

X
i2Ul

X
V
Aij ð5Þ

2 Description of the Methods

2.1 The First Stage

The key of first phase is the calculation of information diffusion matrix Sn after n-th
iteration. Bipartite networks can be represented as a two parts graph G = (U, V, E), U
and V are respectively bipartite networks G’s two kinds of nodes, E is the edges in
G. Through the definition of bipartite networks, we know a collection of U’s (or V)
nodes is not connected in interior. To arbitrary edge of set E(ui, vj), there will be
ui 2 U; vj 2 V. The number of nodes in set U is m, The number of nodes in set V is n,
bipartite networks adjacency matrix can be expressed as:

A ¼ 0m�m Am�n
AT

n�m 0n�n

" #
ð6Þ

The matrix A is the sub matrix of bipartite networks G’s adjacency matrix, A is the
relation matrix of set U to V. AT is the relation matrix of set V to U. Assume that
information spread from the set U to V, the initial unit information matrix I of set U is
expressed as:

IUij ¼
1 i ¼ j

0 i 6¼ j

(
ð7Þ

Through A and AT, information left matrix Rm�n from set U to V and information
right matrix Tn�m can be obtained. Information spread from set U to V and then passed
back to U, which complete an information transfer. The information diffusion matrix of
information passed n times is expression:

Snm�m ¼ ðInm�m � Rm�n � Tn�mÞn ð8Þ

Snm�m is the information diffusion matrix after information spread n times, Snij
indicates that the node ui receives information from the node uj. According to the value
Snij of in the information diffusion matrix Snm�m, we can divide one side networks.
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2.2 The Second Stage

The key of this stage is to take a fast nodes merger according to the value of the
information diffusion matrix Sn to improve the efficiency of the combination. Tradi-
tional algorithms merge two or more nodes into a community each time, which lead to
community merger speed too slow. As for this situation, this paper proposes a new
merger strategy, by determining a z value and found several values that are larger than
z in the information diffusion matrix to merge several communities simultaneously to
improve the efficiency of the merger. In this paper, we determine z ¼ lþr which is
used to choose nodes to merge the by calculation of the average and variance, average
reflect the average level of the data, the variance reflect the volatility of the data. We
just find out the value in that is lager than z each time and choose them. In this way, We
can get many nodes to merge community. In initial moment, regard each node of set U
as a community and traverse information diffusion matrix Sn except on the diagonal
element, find out the value that is larger than z. We deal with these values from big to
small and select n value at different rows and column to merge, This can guarantee to
merge two nodes to a community in every community merger, at the same time there
are multiple nodes to take community merger.

After finding the combined community every iteration, we must to deal with
information diffusion matrix. The reason is that the merger of the node will be as a
whole with the other nodes to remerge in the next calculation. In this algorithm, when a
group of nodes are merged, the matrix merge the corresponding the i-th row and the
j-th row, the i-th column and the j-th column. As for the update strategy for the
maximum, in the row direction, the maximum value of the same column is used as the
outflow information of the i community. In the column direction, the average value of
the same row is used as the information of the other nodes flowing into the i com-
munity. Meanwhile, delete the j-th row and the j-th column of the information diffusion
matrix. N group communities are merged at the same time and delete n rows, n column,
which make the dimension of the information diffusion matrix decrease rapidly.
Continue to traverse the updated information diffusion matrix, recalculate the mean and
variance of the updated information diffusion matrix to find the value that is larger than
z, you can find many groups nodes can be combined at a time to improve the speed of
community merge greatly. According to the above principle of merger, until all
communities are merged into one community, the result of the merger is a tree.
Combined with the Barber definition for bipartite modularity as the standard of the
community division, when the Q value is maximum to stop community merger, the
community partition is the best result. The following Table 1 is the diagonal element
set 0 information diffusion matrix of 10 nodes after six times information diffusion. The
mean of, = 0.1026, std = 0.0861, z == 0.1887. Bold values in the Table 1 are the
multiple nodes found by > z value. But these values are not all that we should merge
the node pairs. Our strategy is merging two nodes to a community, so we first find the
maximum value in these value, S89 = 0.2986, delete the values that it is in the same

An Improved Community Detection Method in Bipartite Networks 263



row and column, then find the value of the second largest S31 = 0.2938. In this way,
you can find merger nodes at the same time for the first time: (8, 9) (3, 1) (7, 2).

The following Table 2 is the information diffusion matrix’s result by merging (8,9)
(3,1) (7,2).

From Table 2, we can see that 3 groups of communities are merged at the first time,
the above example in this paper is in order to illustrate the combined process, although
only 10 nodes, three groups communities have been combined in one time, so in large
data sets can be combined with more community. In large data set, this method can
merge more communities at the same time to make the dimension of the information
diffusion matrix decrease rapidly.

Table 1. Information diffusion matrix of 10 nodes

1 2 3 4 5 6 7 8 9 10

1 0.0000 0.1870 0.0979 0.1850 0.1367 0.0591 0.0149 0.0064 0.0185 0.0114
2 0.2805 0.0000 0.0979 0.1826 0.1360 0.0601 0.0163 0.0077 0.0207 0.0122
3 0.2938 0.1958 0.0000 0.1888 0.1340 0.0512 0.0095 0.0029 0.0112 0.0079
4 0.2776 0.1826 0.0944 0.0000 0.1381 0.0630 0.0176 0.0082 0.0222 0.0131
5 0.2051 0.1360 0.0670 0.1381 0.0000 0.0975 0.0596 0.0459 0.0841 0.0360
6 0.0886 0.0601 0.0256 0.0630 0.0975 0.0000 0.1343 0.1274 0.1999 0.0703
7 0.0223 0.2806 0.0047 0.0176 0.0596 0.1343 0.0000 0.1961 0.2778 0.0863
8 0.0097 0.0077 0.0014 0.0082 0.0459 0.1274 0.1961 0.0000 0.2986 0.0877
9 0.0185 0.0138 0.0037 0.0148 0.0561 0.1332 0.1852 0.1991 0.0000 0.0872
10 0.0341 0.0244 0.0079 0.0262 0.0719 0.1405 0.1727 0.1755 0.2617 0.0000

Table 2. The merged information diffusion matrix

(3, 1) 4 5 6 (7, 2) (8, 9) 10

(3, 1) 0.0000 0.1888 0.1340 0.0512 0.0047 0.0014 0.0079
4 0.0472 0.0000 0.1381 0.0630 0.0088 0.0041 0.0131
5 0.0335 0.1381 0.0000 0.0975 0.0298 0.0230 0.0360
6 0.0128 0.0630 0.0975 0.0000 0.0672 0.0637 0.0703

(7, 2) 0.0024 0.0176 0.0596 0.1343 0.0000 0.0981 0.0863
(8, 9) 0.0007 0.0082 0.0459 0.1274 0.0981 0.0000 0.0877

10 0.0039 0.0262 0.0719 0.1405 0.0863 0.0877 0.0000
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2.3 Algorithm Process
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3 Experimental Results

3.1 The Test of Southern Women Data Set

South African women’s network data set [23] by Stephen is an actual network which
consist of southern United States women’s activities. The bipartite networks are
composed of 18 women and 14 activities, the number 1–18 stands for women nodes,
19–32 stands for active nodes. If women take part in an activity, then the corresponding
node in the network will be connected, as shown in Fig. 1:

The experimental results show that the network is divided into four communities, in
which women 1–9 and 10–18 each are into a community, 19–26 and 27–32 are divided
into another communities. That is same as Davis’s original observations. The results of
several other algorithms is compared with this method and use modularity as a standard
of evaluation. The experimental results as shown in Table 3.

As is shown in Table 3, the method in both nodes respectively partition get the
maximum module value by comparing the results of the various partition algorithms.
The partition result is better than ACODC algorithm and is same as Davis’s original

Fig. 1. South women - activity network

Table 3. Women - events on both sides of network node partition results compared with Q
value

Algorithm Community partition results Q value

IPSF {1–9}{10–18}{19–26}{27–32} 0.5857
BRIM {1–6}{7, 9, 10}{19–26}{27–32}

{11–15}{8, 16–18}
0.4749

LPA {1–7, 9}{810–18}
{19–24}{25–26}{27, 29}{28, 30–32}

0.5666

MP {1–6}{7–10}{11–18}{19–24}{25–2}{29–32} 0.4364
ACODC {1–9}{10–18}{19–26}{27–32} 05856
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observations. Therefore, the method can effectively identify the bipartite networks
community structure and can obtain the accurate community partition and the high
quality Modularity. The community structure of this method on Southern Women -
activity network is shown in Fig. 2 below:

4 Conclusion

For bipartite networks community partition, an method for improving the efficiency of
community division in bipartite networks is proposed in this paper. Different from the
previous method, our method is based on Page Rank algorithm and the information
diffusion principle. In the community merge strategy, we proposed that determining a
threshold z enables multiple nodes to merge simultaneously to improve the efficiency
of community division. The experimental results show that the algorithm not only
accurately detect the bipartite networks community structure, but also obtain Ideal
community partition results. How to determine the value of z to further improve the
efficiency of community partition is left for our future work.
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Abstract. Community detection on large-scale complex networks has become
a popularly discussed topic with the development of the social network. In this
paper, we proposed a community detection algorithm based on the random walk
theory. We assume each node has the energy value and the random walk process
is considered as energy transfer. According to the transition probability matrix,
nodes transfer energy in the network. We divide two nodes which transfer the
most energy to each other into one community. The algorithm can obtain
accurate division results on small data sets. However, when we applied it to the
large-scale network, we find a problem that the sparse degree of matrix is
reduced during the energy transfer process. We set the threshold to keep the
energy matrix is still sparse in the process of transfer to solve this problem. We
conduct extensive experiments on real-word large network provided by Stanford
University and the results demonstrate the efficiency and effectiveness of our
proposed algorithm.

Keywords: Complex networks � Random walk � Power-law distribution �
Sparse matrix

1 Introduction

With the development of web computing, the scale of the social networks continuously
increasing is a very challenging problem to carry out community division for large
complex networks. The lack of reliable and real community that has been well divided
has become a block for community division on complex network [1, 2]. Experimental
data in this paper comes from the Stanford University and the data is effective and real
community division. So we can compare the community division results which use the
algorithm proposed in this paper to the real community structure. Recently, scholars
have devoted a lot of efforts in the analysis of the social network and network analysis
platforms have been developed such as Stanford University SNAP; Carnegie Mellon
University Pegasus, AutoMap IBM, Microsoft Research and so on. We utilize Pajek
which is an open source visualization of social network analysis software to analyze the
network structure.

PageRank algorithm is designed for Web system, the basic idea is to increase the
vale when a page link to another page. Inspired by the algorithm, we consider the nodes
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in the social network as web pages and consider the edge as web link. We assume that
each node has the energy value of 1 (theoretical basis) and energy matrix is obtained by
the node connecting with other nodes. According to the random walk theory, the stable
energy matrix is obtained after initial energy matrix iteration for X times. We iterate for
6 times because the whole community meets the small world model which is in line
with six degrees of separation theory [12, 13]. We find two nodes that send maximum
energy to each other in energy matrix and divide them into a community. Merging two
nodes can obtain the corresponding different community structures then calculate the
corresponding values of community evaluation index Q until the entire network is
divided a community. When we find the maximum Q value, the corresponding com-
munity division is the final result.

Analyzing cluster structure of complex networks by the random walk is suitable for
small and high precision network clustering analysis. For fine-grained community
network, it will not be able to give a better division and its operating efficiency is not
high [5, 14–16]. The energy matrix increases with the increasing scale of network.
Then the entire calculation time increases with the size of the network which is a
problem that a lot of classical algorithms face. We know that nodes of community in
the network are to obey power-law distribution [4]. That is, the degree of a few nodes is
high but the degree of most nodes is small in community. That is, the energy transfer
matrix is very sparse. However, during transmission of energy the sparse degree of
matrix is reduced, which affects the efficiency of community division. This paper sets
threshold to solve this problem so as to improve the computation efficiency of the
whole community partition algorithm. We conduct extensive experiments on classic
data sets such as the American University karate club, dolphin network, an American
football team and the results demonstrate the efficiency and effectiveness of proposed
algorithm.

2 Related Research

Community division has been studied unremittingly all these years and a particular
large number of effective approaches have been proposed. In this study we just focus
on the fundamental problem of non-overlapping and unknown the number of nodes in
community.

2.1 Community Division Methods

The method unknown the number of node in community is also called hierarchical
clustering method, which divides the network into several communities according to
the measurement values (or similarity, affinity, distance, etc.) of nodes. The existing
division methods: according to the way of community formation (add or remove
edges), the method can be divided into splitting method and cluster method. Newman
et al. proposed GN [6] algorithm which was a splitting algorithm. Its basic idea is to
continuously remove the edge with the maximum betweenness. Cluster method is to
calculate similarity between nodes of the social network then utilize the method of
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partial and greedy to obtain division results. Its basic idea is that: we assume that the
node in the network is an independent community and to find two communities to
divide continually until the entire network is divided into a community. Newman et al.
proposed a fast GN algorithm based on GN algorithm (FastGN) [7] which was the
cluster algorithm. Xiaowei Xu et al. Proposed SCAN which was based on structure
similarity [22, 25] and utilized the neighbor node as the standard to divide the
community.

2.2 Random Walk for Community Division

Dongen proposed a Markov clustering algorithm [20] which utilized the two matrices
to iterate to find the cluster of the node but the drawback is that the number of nodes is
less. Haijun utilized the random walk to define the distance between the nodes [21] and
indicated that the distance closer to the node was likely to belong to the same com-
munity. Pascal et al. proposed [10] walktrap algorithm which utilized the iterative
matrix to calculate the distance between the nodes then iteratively merging the closer
nodes after that algorithm utilized community module function to obtain the final
community. Xianghua et al. proposed [23] algorithm CD-TR and walk which utilized
the threshold random walk method to discover the core community. Yueping et al.
proposed the algorithm [24] to detect local community based on random walk which
can obtain the community structure without the use of global information by adopting a
new selection strategy.

3 Community Division Based on Energy Transfer

This chapter introduces the algorithm of PageRank and our community division
algorithm which is based on energy transfer and the evaluation indicators of com-
munity division. We also apply our algorithm to the large-scale network for community
division.

3.1 PageRank Algorithm

PageRank [19] algorithm was proposed and published by Larry Page and Sergey Brin
in 1998. The core of the algorithm is to calculate the score of the page and to rank. It is
based on the basic ideas that the more the users visit, the higher the quality of the web
page is. Therefore we calculate the frequency that the page has been accessed by
analyzing the topology consisting of hyperlinks. For each page Pi, its PageRank value
is defined as Formula (1).

Pagerank Pið Þ ¼ 1� q
N

þ q
X

Pi

pagerankðPiÞ
LðPiÞ ð1Þ
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In Formula (1), q is the damping coefficient and generally defined as 0.85; p1,p2,…,
pn are being studied pages; L( Pi) is the number of links to a page; N is the number of
all pages. The scores of each page are obtained by this formula.

3.2 The Basic Algorithm

In this paper, the basic idea of our algorithm is described below. The background of
large-scale network is undirected and unweighted graph. N = (V, E) denotes a complex
network where V is a collection of nodes and n is the number of the nodes, E is a
collection of edges and m is the number of the edges. The degree of the node in the
graph is denoted as Við Þ ¼ P

j
aij ; i ¼ 1; 2; . . .n:

Assume that each node has the initial energy and the nodes random walk along the
edge of the network N. Before every step the nodes are based on the transition prob-
ability to choose the next step. If the nodes are located at the position i and the next step
to reach its neighbor node j is defined as Formula (2). That is the transition probability.

Pij¼ aijP
k
aik

ð2Þ

After the initial matrix D (d1,…dn) transfer energy the energy transfer matrix is
denoted as Formula (3)

P ¼ D�1A ð3Þ

Definition: (Homogeneous Markov chain). Tt is homogeneous Markov chain when
transition probability of Markov chain P{X_(t + 1) = j│Xt = i} has nothing to do with
the time and we denoted it as Pij ¼ PfXtþ 1 ¼ jjXt ¼ ig.
Theorem: (Chapman-Kolmogotov equation). If 8s, t� 0 there are Pðsþ tÞ

ij ¼ P

k2s
PðsÞ
ik P

ðtÞ
kj

and its matrix form Pt ¼ P � P t�1ð Þ ¼ P � P � P t�2ð Þ ¼ . . . ¼ Pt: Based on the theory of
random walk we define iterative process as the Formula (4).

As ¼ As�1P; s ¼ 1; 2; 3. . .; 6 ð4Þ

In Formula (4), A1 is the background of the adjacency matrix; P is the background
of the energy matrix (transition probability matrix); expand the Formula (3) as follows.

P ¼

0 1
dðv1Þ � � � 1

dðv1Þ
1

dðv2Þ 0 � � � 1
dðv2Þ

..

. ..
. . .

. ..
.

1
dðvnÞ

1
dðvnÞ � � � 0
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If Pij 6¼ 0, there is a link between node i and node j and Formula (2) can be
expressed as Formula (5).

As¼A1P
s; s ¼ 1; 2; 3. . .; 6 ð5Þ

After the node has the energy through the energy matrix to transfer energy X times,
As is obtained and it is a stable and convergence energy transfer matrix. After obtaining
the energy transfer matrix, we extract the max value for each row to find the node j
respectively. That is, node i has passed its own max energy to the node j. Then continue
to extract maximum value in the max value of each row, namely find from node j to
separate the most energy of node i. In this way, we found a pair of node (i, j) which
transfer the most energy to each other. That is, node i and j have a strong tendency to
divide into a community compared with other nodes. We remove j from the matrix
directly after i and j are divided into a community. That is, the value of the i th row the
j th column is set to 0. But such a simple deletion can lead energy to loss, which will
have an impact on follow-up division, leading to results into serious error. We utilize
the thought of “line to take the most value, the column take the average” to extract the
pair of node (i,j) to merger. In this way energy efficiently pass through node i to node j
and produce accurate division result. We know the proposed algorithm is cluster of
ideas. Initial network has N nodes and each node is considered as a community. We
divide these nodes according to the algorithm proposed by this paper. Each division we
conducts a Q value calculation until N nodes are divided into a community or several
community. Extracting the largest Q value and the corresponding community division
results is the final community structure.

3.3 The Evaluation Indicators of Community Division

In 2004, Newman et al. [6] proposed a network module evaluation function for the
network clustering (Q function). Network is divided into k communities by some form
of division. Define a K*K symmetric matrix array E ¼ ðeijÞ, where the elements eij
represents the proportion that edges connection nodes coming from two different
communities of all sides in the network and the two nodes are located in the i th and j th
community. Set the sum of each element on the diagonal matrix Tre ¼ P

i
eii and it

gives edges connecting to a community inside nodes in the proportion of all edges in a
network. Defining the sum of the elements of each row (or a column) is aii¼

P
j
eij
and it

shows that the edges that connected to nodes of i th community accounting for all the
edges in the network. So define the module of measure standard [9] as Formula (6).

Q ¼
X

i

ðeii�a2i Þ ¼ Tre� e2
�
�

�
� ð6Þ

In Formula (6), | x | denotes the sum of all elements in matrix X. That is the
proportion of linking two nodes inside community minus any link of these two nodes.
Formula (7) is another kind of expression way of Formula (6) where nc is the number
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of communities; lc is the number of edges contained within the community c; dc is the
sum of degree of all the nodes in the community c; m is the total number of edges in the
network. Measure Q value satisfies the practical significance of the community divi-
sion, namely compared with the external nodes, linking internal nodes in the com-
munity is more closely. Corresponding division of community is the final result with
the maximum value Q.

Q ¼
Xnc

C¼1

lc
m
� dc

2m

� �2
" #

ð7Þ

3.4 Apply to Large-Scale Complex Networks

With the development of society, the real-life social networks tend to be large. For such
a huge social network, proposing a quick and efficient community division algorithm is
a hot topic [26]. We know that in real life networks are a power-law distribution,
namely the entire network is sparse. Utilizing this character, we can improve the
computational efficiency of the algorithm. Energy matrix As¼As�1P; s ¼ 1; 2; 3; . . .6
sparse degree will reduce gradually during the energy transfer. Some small energy
value in energy matrix after s iterations is meaningless in the community division. In
order to keep the sparse degree of matrix, we set the threshold h in the process of
energy transfer. If the value after matrix multiplication is less than this threshold, we
will set the value to 0. We utilize sparse matrix storage mode CRS [18] to calculate,
which is not only saves storage space, but also improving the efficiency of matrix
calculations.

We conduct block multiplication calculation after the matrix block storage. Firstly,
P i½ �½� denotes the i th row of matrix P and P½�½j� denotes the j th column of matrix P and
P i½ �½j� denotes the value where the i th row and j th column of matrix P.nzPðÞ denotes
the number of non-zero elements in the matrix P and nz(P[i][]) denotes the number of
non-zero elements of i th row in the matrix P accordingly, and nz(P[][j]) denotes the
number of non-zero elements of j th column in the matrix P. If matrix P meets
nzPðÞ ¼ OðnÞ, matrix is sparse. The matrix P2 is obtained by P multiplying P. Utilizing
sparse matrix storage and matrix multiplication as Formula (8) improved the efficiency
of large-scale iterative calculation of the energy matrix. Meanwhile, the iterative pro-
cess is calculated by the Formula (8), which can also reduce unnecessary computation
element and the elements will also be stored in accordance with the CSR format. At the
same time, the energy matrix P iterates s time to obtain the final energy matrix As. We
utilize matrix multiplication associative law to reduce the number of iterations, which is
not only improving the efficiency of the algorithm, but also it makes the algorithm to
work in a large social network division.

P i½ �½j� ¼
Xn�1

l¼0

ðA½i�½l� � B l½ � j½ �Þ ð8Þ
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In the existing large community of network dataset, there is no specific practical
community division result. We experimented on the classic small sample set. Corre-
sponding algorithm is described as follows:

4 Experiments

In order to quantitatively analyze the performance of the algorithm, we test it on a
real-world network (network of small-scale and large-scale) and give parameter
analysis

4.1 Setting the Threshold Value

Since the real network and the computer-generated networks with different topological
properties we choose to explore the threshold issue through three communities known
divided structure on real network, thereby quickly and efficiently perform complex
network of community division. Complex network node is a power law distribution,
and then the whole complex network of energy matrix is sparse. But after energy
transfer, sparse of matrix is gradually reduced. As shown in Fig. 1 where nz is the
number of non-zero elements of the matrix.
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In order to take full advantage of matrix sparsity to improve the operational effi-
ciency of the algorithm, we set value below the threshold to 0 to the node which
contributes a smaller energy value in the entire energy matrix transfer process. The
number of non-zero elements in matrix before setting the threshold shown in Fig. 2.
The number of non-zero elements in matrix after setting the threshold shown in Fig. 3.
Figures 2 and 3 denote the energy changes of energy matrix during the energy transfer
process. In this paper, energy transfer matrix iterates for six times (left to right, top to
bottom). In Figs. 2 and 3, abscissa denotes the energy transfer matrix energy value Pij

and ordinate denotes the number of Pij at the entire energy matrix. By comparing
Figs. 2 and 3, it can be seen that setting a threshold effectively maintains the charac-
teristics of matrix.

In Fig. 4, abscissa denotes iteration times of matrix and ordinate denotes the number
of non-zero after iterating. Star-shaped polyline indicates the number of non-zero ele-
ments during energy matrix in an iterative process before setting the threshold and it has

Fig. 1 Sparse degree of matrix

Fig. 2. Energy changes during the energy transfer process before setting the threshold
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reached the dense at 3th time; Dot-dash line indicates the number of non-zero elements
during energy matrix in an iterative process after setting the threshold. By setting the
threshold, the sparse matrix maintained in a constant state, improving efficiency for
large-scale network of community division algorithm. After several experiments, we
fthat the threshold is inversely proportional to the maximum degree and diameter of the
largest in the network and network.

4.2 Test Results of Sample Collection

In order to verify the performance of the algorithm we use currently five real networks
which have been widely used as test data sets. The following chart shows the specific
information that describes the data.

Fig. 3. Energy changes during the energy transfer process after setting the threshold

Fig. 4. The number of nonzero elements before and after setting the threshold value
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In view of the real complex networks in Table 1, we compare our algorithm to
classic GN [6], FN [18] and these three algorithms are based on Q as a function of the
objective function.

From Table 2, “–” indicates that memory overflow or the results is not running out
in 48 h. You can see that Q function value of GN algorithm in Karate and Dolphin
networks are better than FN and the algorithm of this paper. This paper Q value is the
same as the Karate real network structure and higher than the Dolphin (0.3722) and
Football (0.5816). But the Q values are relatively close. With the increase of the
amount of network data only the FN algorithm and the algorithm of this paper can
divide community and Q value is higher than that of FN algorithm.

Table 1. Experiment used in the real network

Name of network Number of nodes Number of edges

Karate 34 78
Dolphin 62 160
Football 115 613
Arxiv GR_QC 5242 4496
Com-DBLP 36692 183831

Table 2. Comparison of the clustering quality of this paper algorithm with FN and GN
algorithm

Q-values GN FN Our algorithm

Karate 0.4013 0.2528 0.3715
Dolphin 0.4706 0.3715 0.3867
Football 0.5996 0.4549 0.5819
Arxiv GR_QC _ 0.3902 0.4356
Com-DBLP _ 0.5791 0.6102

Fig. 5. Community division results on Zachary’s karate club
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In the above test the data sets such as karate, Dolphins, Football Network are
known community structure. The following is comparative analysis of the algorithm of
this paper and other algorithms in the community network in reference to the real social
network structure of the data set. The first is the classic test data set Zachary’s karate
club. Nodes in the network indicate club members and edges are established by
members of the relationship. In the past two years the club was eventually split two
new clubs and formed two distinct networks with community structure. Utilizing the
software of Pajek, we draw community division results by proposed algorithm shown
in Fig. 5. We can see Zachary’s karate club will be divided into node 3 on the left side
of the community by our algorithm.

The second test data set is Dolphin Network. The network consists of 62 nodes and
159 edges, which are divided into two communities by the algorithm of this paper and
the results are shown as Fig. 6.

Fig. 6. Community division results on Dolphin Network

Fig. 7. Community division results on the American football team
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The third test data set is the American football team and the results are shown as
Fig. 7.

Through the above experimental results, we can see that the algorithm proposed in
this paper can accurately carry out community division. Although FN algorithm can
divide millions of nodes, with the development of information technology, with hun-
dreds of millions of nodes of the complex network can be found everywhere (Table 3).
FN algorithm can’t deal with community division but the algorithm of this paper can
still be effective in community division.

5 Conclusion and Prospect

In this paper, we propose a method based on the idea of random walk and sparse matrix
in order to solve the problem of large scale community division. Through some classic
data sets known division results, the effectiveness of the algorithm is proved. At the
same time, the algorithm can be successfully carried out on large-scale network uti-
lizing that the nodes in complex networks is to obey the power law distribution and
sparse matrix multiplication calculation.

Simple on the machine to calculate a million - order matrix multiplication, the
efficiency is very low and even can’t be calculated. MapReduce is a data parallel
processing technology for massive data for parallel processing. Hadoop is an open
source implementation of MapReduce and it has received the attention of the industry
and academia. The next task is to apply the algorithm to the Hadoop platform to further
improve the computational efficiency of the algorithm.
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Abstract. Interval queries are widely used in social networks, informa-
tion retrieval and database domains. As an important query type, inter-
val query has been explored in depth by researchers long ago. However,
the works to study interval indexing and querying on cloud platform are
few. The paper analyzes the shortcomings of existing work of interval
indexing and searching on key-value store. To reduce the space overhead
and respond time, we propose a new index structure and correspond-
ing searching algorithms. The index structure takes full advantage of the
features of key-value store to improve the query performance. The exten-
sive experiments based on real and simulated data sets show that our
approach is effective and efficient.

Keywords: Interval query · Indexing · Searching · Cloud

1 Introduction

As an important query type, interval queries are widely used in social networks,
information retrieval and database domains. We present a sample scenario to
introduce interval query.

Scenario 1: The crawler records the multiple versions of web pages. Each
version marks the crawled timestamp and the URL of web page. Each version
has a lifespan from the current crawled timestamp to the successor crawled
timestamp. There are 6 web pages which only has one version in Fig. 1. Now
consider a query of form “find all the versions of all the web pages that existed
during a given time interval q”.

Interval query is similar with range query at a glance but different from range
query. The result set of interval query q is {v, w, x, y} from Fig. 1. The result set
of range query q is {v, x, y}. The result set of range query is a subset of the results
for interval query. The indexing and searching approaches for range query are not
appropriate for interval query. Besides, the intervals of the objects are implicit.
So proposing the effective indexing and searching methods for interval queries
is challenges. Specifically, the volume of interval data is exploding today. The
interval objects are stored and managed on the cloud platform. It is a intractable
task to respond interval query real-time from huge interval data.
c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 283–291, 2016.
DOI: 10.1007/978-3-319-47121-1 24
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Fig. 1. The sample of interval query

In this paper, we study the related works of interval indexing and querying on
key-value store and propose an solution to improve the performance of interval
queries. The main contributions of this paper are 3 folders:

(1) We propose a novel index named EIIQHBase which takes full advantages of
the characteristic of the cloud platform to support interval query efficiently.

(2) We present two new efficient algorithms to acquire the results for interval
query separately based on EIIQHBase.

(3) The experimental evaluations based on real and simulated data set are
shown that our approach exceeded the compared work both in space and
time complexity.

2 Background

2.1 Interval Query

Interval query is an important query type applied in many applications. The
goal of interval query is to find all the items from a data collection appeared
during a given time interval.

Define 1: Interval query. Each entity o in data collection D is represented by
binary group o =< id, I >, where id represents the identification of entity o, I is
an interval denoted by I = [begin, end] (begin ≤ end). Given a query q = [a, b],
the result of interval query is a data set O, for each o in O, o.I make one of the
tree query predicts as following is true. When a = b in query q, interval query is
transformed to Stabbing query .

begin ≤ a
⋂

end ≥ b (1)

begin ≥ a
⋂

begin ≤ b (2)

end ≥ a
⋂

end ≤ b (3)

From the definition 1, we can see that the entity set O = {v, w, y, z} as the
result for interval query q is returned.
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Define 2: Interval relationship. There are 5 relationships between the interval
data as following.

– Cover(CO): If the interval of the entity o satisfies the query predicate 1, we
review that o covers q, i.e. the entity w.

– LeftIntersection(LI): If the interval of the entity o satisfies the query predicate
2, we review that o intersect q at the left part of o, i.e. the entity z.

– RightIntersection(RI): If the interval of the entity o satisfies the query predi-
cate 3, we review that o intersect q at the right part of o, i.e. the entity v.

– Contain(CT): If the interval of the entity o satisfies both the query predicate
2 and 3, we review that o is contained by q, i.e. the entity y.

– NotIntersection(NI): If the interval of the entity o doesn’t satisfy the tree
query predicates, i.e. the entity u and x.

2.2 Indexing for Interval Query

As an important and popular query type, interval query is studied systemically
in Temporal DB [1]. Temporal DB provides the storage, updating and accessing
methods for temporal data. The work in paper [2] surveys the accessing methods
for temporal data. The represented indexes for interval queries are divided to 3
class: (a) B-tree variant, such as Time Index [3], Time Index+[4], Interval B-tree
[5] and TD-tree [6]; (b)R-tree variant, such as Segment R-tree [7] and 4R-tree
[8]; (c)The indexes extend Segment tree such as Segment R-tree [7].

The above access methods and techniques for interval query based on disk
are mature. However, few researchers study interval query on cloud. The paper
[9] is the first work about interval indexing and querying on key-value store.
Distributed Segment Tree(DST) [10] is a similar work to study range query
and cover query based on peer-to-peer distributed system. As the popular cloud
platform is based on master-slave architecture(such as Bigtable [11], HBase [12],
PNUTS [13], Cassandra [14], Dynamo [15]), and key-value cloud store has a
great majority among all the cloud platform. We focus our attentions on the
interval indexing and querying on key-value store and the main related work
is EPI+MRST [9]. Although EPI+MRST supports the effective indexing and
querying for interval query, the drawbacks of EPI+MRST are as following:

– The building costs of MRST is huge. We got the source code from the authors
of paper [9] and found that it is too difficult to build MRST for huge interval
data on key-value store. Besides, the space overhead of MRST is also enor-
mous.

– The maintenance of EPI+MRST is intractable as the different structure of
EPI and MRST.

– Many duplicate results from MRST and EPI increase the searching cost and
communicating cost.

To overcome the drawbacks of EPI+MRST, we present an index named EIIQH-
Base to improve the performance of EPI+MRST. We introduce the indexing and
storage structure of EIIQHBase in detail in Sect. 3.1, the algorithm for interval
querying on EIIQHBase are presented in Sect. 3.2.
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3 The New Solution for Interval Indexing and Querying

3.1 Index Structure of EIIQHBase

In EPI+MRST, the interval query q = [a, b] is decomposed into two sub-queries:
(1) one is range query qR = [a, b] to find all the item which has a relationship
with q is LI, or RI, or CT; (2) the other is covered query qC = [a, b] to find all
the item which covers q. Two sub-queries can be efficiently processed in parallel.

EIIQHBase is motivated from EPI+MRST but different with EPI+MRST.
For a given interval query q, there are 4 interval relationships (LI, RI, CT, and
CO) between the result element and q. We find that the result element which
has a LI or CT relationship with q can be acquired using a common structure
named LICT and the result element which has a LI or CT relationship with q
can be acquired using RICO structure. The storage structure of LICT and RICO
in HBase shown in Fig. 2. EIIQHBase is consisting of two tiers: the LICT, an
inverted index on the interval left endpoints, and the RICO, an inverted index
on the elementary interval.

(1) LICT: We store the LICT in one HBase table with one column family.
For each row in LICT, the rowkey is the interval left endpoints and the notation
id = end denotes each column with a column name of interval identifierid and a
column value of interval right endpointend.

(2) RICO: RICO is stored in another HBase table to implement the parallel
searching. To find the interval object which has a RI or CO relationship with
the query interval, the elementary intervals of all the intervals are used to form
the keywords of inverted index. To take full advantage of the characteristics of
HBase, the right endpoint of elementary interval as the rowkey of HBase table.
The inverted list of inverted index is consist of all the object whose interval covers
the elementary interval. For example, the second row of RICO with rowkey “7”
in Fig. 2 denoted the elementary interval [5, 7], the interval object u = [3, 7] and
w = [5, 22] cover the elementary interval [5, 7].

Fig. 2. The storage structure of EIIQHBase
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EIIQHBase is simple but helpful to utilize the sorted key of HBase to improve
the performance of interval queries. We custom the HBase scan operation to
avoid huge false positives for interval queries. The detail process of handling the
interval query on EIIQHBase is proposed in Sect. 3.2.

3.2 Interval Queries on EIIQHBase

Given a interval query q = [a, b], EIIQHBase customs two scan operation to
find all the items occur during q. Algorithms 1 and 2 propose the detail scan
operation to handle q = [a, b] in parallel.

Algorithm 1 customs and executes one scan operation on table LICT with
a and b as the start rowkey and the stop rowkey (line 4–5). The interval data
returned by the scan operation owns a LI or CT relationship with q. Another
scan operation on table RICO in Algorithm 2 also set the a and b as the start
rowkey and the stop rowkey (line 4–5). However, we only acquire the first row
of the scan operation to get interval data owned a RI or CO relationship with q.

Algorithm 1. Interval Query On LICT

Input: the interval query q=[a,b]; the index table LICT
Output: The result set R

1: List R = new ArrayList()
2: HTable LICT =(HTable) getHTablePool().getTable("LICT");
3: Scan scanLICT= new Scan();
4: scanLICT.setStartRow(Bytes.toBytes(a));
5: scanLICT.setStopRow(Bytes.toBytes(b));
6: ResultScanner rs = LICT.getScanner(scanLICT);
7: FOR (Result r: RS){
8: FOR (KeyValue kv: r.raw()){
9: R.add(kv.getQualifier());

10: }
11: }
12: rs.close();
13: RETURN R;

Algorithm 2. Interval Query On RICO

1: List R = new ArrayList()
2: HTable RICO =(HTable) getHTablePool().getTable("RICO");
3: Scan scanRICO= new Scan();
4: scanRICO.setStartRow(Bytes.toBytes(a));
5: scanRICO.setStopRow(Bytes.toBytes(b));
6: scanRICO.setCaching(1);
7: scanRICO.setMaxResultSize(1);
8: ResultScanner rs = RICO.getScanner(scanRICO);
9: FOR (Result r: RS){

10: FOR (KeyValue kv: r.raw()){
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11: R.add(kv.getQualifier());
12: }
13: }
14: rs.close();
15: RETURN R;

Known the storage structure and searching algorithms of EIIQHBase, we
review EIIQHBase and compare it with EPI+MRST [9]. EPI+MRST divide
an interval query into one range query and one cover query. The range query
executed on EPI gets all the item whose relationship with q is LI or RI or CT and
the cover query executed on MRST gets all the item whose relationship with q
is LI/RI or CO. There are duplicate items between range query and cover query.
However, all the item returned by EIIQHBase is desired and not duplicative.
Above all, EIIQHBase is superior to EPI+MRST in 3 folders:

(1) EIIQHBase is more efficient than EPI+MRST. EIIQHBase accesses less
items than EPI+MRST and saves the communicate cost and compute time.
The query performance of EIIQHBase exceeds EPI+MRST.

(2) The space overhead of EIIQHBase is less than EPI. The space overhead
of LICT is half of EPI as it only records one endpoint rather than two
endpoints. Although RICO stores one interval data several times, MRST
stores the total tree structure also space consumed.

(3) EIIQHBase is more flexible than EPI+MRST. The basic index of EIIQH-
Base is inverted index so that the mature techniques of inverted list and the
sorted key of HBase are used to improve the performance of interval query
on cloud. EIIQHBase takes full advantage of the characteristic of the cloud
platform.

(4) EIIQHBase reduces the maintenance cost compared to the combined index
EPI+MRST, especially MRST is difficult to build and update.

4 Experiment

We implement EIIQHBase using Java 1.6 version. All the experiments in this
paper are finished in a distributed cluster consisting of 8 virtual machines. Each
virtual machine has 8GB memory, 500G disk space. The distribute systems of
EIIQHBase is HBase-0.94.2 based on Hadoop-1.0.4. There are real and simulated
data sets to evaluate the performance of the index programs under different
influence factors.

Two kinds data sets coined “DMOZ” and “SIMU” are employed to study
the effect of interval lifespan and query selectivity on our approach. The former
is a real category information in 7 years from site “dmoz.org”, consisting of ≈ 2
million web pages, resulting ≈ 12 million intervals. The dataset coined “SIMU”
is consist of total ≈ 10 million web pages which is simulated to describe the
version change during 10 years, resulting ≈ 30 million intervals. We evaluate
both the space and time overhead of EIIQHBase compared with EPI+MRST.
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(a) index sizes (b) index building time

Fig. 3. Index size and index building time.

Index Size. Figure 3(a) presents the index size of EIIQHBase and EPI+MRST.
The index size of EIIQHBase is circa 2.4 GB and 6.0 GB for the DMOZ and
SIMU datasets respectively. The index size of EPIMRST is slightly larger than
EIIQHBase. RICO has an important contribution to the index size respect to
LIRT in EIIQHBase.

Index Building Time. Figure 3(b) depicts the index building time result for
DMOZ and SIMU. As is evident, the building/population of the MRST in
EPI+MRST consumes the most time. It is nearly more than EPI one order
of magnitude in SIMU dataset. The building time of LICT and RICO in EIIQH-
Base is similar with EPI. Building EPI+MTST is more time-consuming than
EIIQHBase. Above all, EIIQHBase is flexibly implemented on key-value store.

Respond Time. For query instances in our paper, we obey the rule of
EPI+MRST and use three sample of 100 queries selected randomly from SIMU
dataset to evaluate the respond time varying different interval span and three
sample of 100 queries over the DMOZ dataset with different selectivity.

Figure 4(a) depicts the respond time of EIIQHBase and EPI+MRST for stab-
bing queries over SIMU dataset. We can see that both indexes can respond stab-
bing queries in millisecond scale. Besides, the performance of EIIQHBase is 4
times of EPI+MRST. We extend the span of interval queries shown in Fig. 4(b)
and (c), we find that EIIQHBase exceeds EPI+MRST more than one order of
magnitude, especially while the interval span is large as the duplicate data is
huge.

We further survey the respond time of EIIQHBase and EPI+MRST, and
Fig. 5 illustrates the experimental results with different selectivity over DMOZ
dataset. We can see that EIIQHBase can respond most interval queries below
1 s but EPI+MRST require more than 10 s. Besides, the respond time of both
indexes increase linearly with the selectivity increase, but EPI+MRST has a
larger increase rate.

Above all, EIIQHBase reduces the space and time overhead compared with
EPI+MRST, and more efficient and effective than EPI+MRST.
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(a) stabbing queries (b) 1-week interval queries (c) 1-year interval queries

Fig. 4. respond time varying with interval span.

(a) 2% selectivity (b) 25% selectivity (c) 75% selectivity

Fig. 5. Respond time varying with selectivity.

5 Conclusion

Clouds and key-value stores are increasingly attracting attention for processing
complex, intensive and huge queries, such as the interval queries. We survey the
related work of interval queries on key-value store and few works are proposed
to respond interval queries efficiently on cloud. EPI+MRST is the first work
to research interval indexing and querying on key-value store. However, it is
difficult to build MRST in distributed environment. Besides, EPI and MRST
have many duplicate results which waste the cloud resource. So, we present a
novel index structure named EIIQHBase to improve EPI+MRST. EIIQHBase
divides the results for an interval query to two parts according to the interval
relationship and presents two sub-indexes to handle each part. EIIQHBase owns
the advantages of EPI+MRST but overcomes the drawbacks of EPI+MRST.
Last, we present extensive experimental results, with real-world and simulated
datasets, showing that our indexing and searching algorithms far outperform
EPI+MRST, both the space and time overhead have a significant reduce. As is
evident, our approach is more effective and efficient than the state of art.
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Abstract. Uncertainty can be expressed naturally by XML format,
however the existing SDI technologies for XML document cannot deal
with uncertain data. In this paper, a probabilistic index architecture
is proposed for indexing the XPath expressions which are described by
the users, and a algorithm for filtering probabilistic XML document is
proposed. Experiments are conducted to verify the feasibility and effec-
tiveness of our proposed index and algorithm. The result shows that the
novel method is efficient and can meet users’ requirements better.

1 Introduction

Document distribution technique is to solve the large scale growth of network
data, to reduce the utilization rate of effective information, then is distributed to
users with the taken information source document filtering. Many classic systems
Many classic systems select appropriate documents for distribution to users by
means of keyword matching, predicate contrasting and attribute weighted value,
such as Siena [1], Gryphon [2] and Elvin [3] systems. But a large number of unre-
lated documents are also returned to the user, the reason is that the document
structure does not meet the user requirements or the document description sub-
mitted by the user is not detailed enough [4]. Then XML (Extensible Markup
Language) appears as the standard of data exchange in the network, then, doc-
ument filtering technique, which is proposed based on XML document, solve
the problem that the document structure does not meet the user requirements.
Meanwhile, the XPath expression [5,6] appears as a technology for positioning
XML document’s cable element, then the document filtering system based on
XPath expression comes into being.

Many of the existing classic document filtering systems include XTrie [7] algo-
rithm based on string matching, XFilter [8] and YFilter [9] algorithm based on
finite state machine, NIndex [10] algorithm based on relation table and XPush
[11] algorithm based on stack structure. XTrie algorithm based on string match-
ing decomposes the user query, build a query index tree and index table, and it
makes document filtering completed by matching the document’s string in the
information source. The XFilter algorithm based on the finite state machine uses
the complex index structure and the improved finite state machine, and achieves
the effective filtering of the document through the state transition of the finite
c© Springer International Publishing AG 2016
S. Song and Y. Tong (Eds.): WAIM 2016 Workshops, LNCS 9998, pp. 292–302, 2016.
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state machine (FSM). XFilte cannot achieve multi-query document filtering for
only processing a single query, then the YFilter algorithm is proposed, and it
can achieve multi-query document filtering through the finite state machine.
NIndex algorithm stores multiple queries on the PXPETree, and it can achieve
document filtering through the model of query relational table. The XPush algo-
rithm achieves the document filtering based on the Twig model. Well-developed
XML document filtering technology is to determine the data, with the continuous
growth of the number of uncertain data, the problem of document distribution
for uncertain data is eager to be resolved, so it leads to the research of the XML
with uncertain data, the document filtering algorithm in this paper.

The contribution of our proposed algorithm can be concluded on the follow-
ing aspects. Firstly, we establish the two level index structure and index users’
query information and correlation, secondly, we use SAX event driven method
to analyze XML document containing uncertain data and complete the specific
query matching process. At last, we propose an efficient document filtering algo-
rithm for uncertain data to meet the user’s probabilistic query requirements.

2 Selective Distribution for Uncertain Data

2.1 Uncertain Data and Probabilistic XML Document

Many of the data in the document information are uncertain. Since the query
and storage of uncertain data make the original data get complex, so it is as far
as possible to avoid uncertain data. But in many special fields, it is impossible
to avoid uncertain data, so that the uncertain data attracts a lot of researchers’s
attention. Uncertain data is usually expressed in the form of a probability value,
moreover, it attaches a probability value with expression data (probability is
used to express uncertainty). Using two-dimensional form alone to store the
probability value information will cause the waste of space, so in this paper we
employee the XML format to express the uncertain data. In the document tree, a
probability value can be directly attached to the document tree as an attribute.

Probabilistic XML can naturally describe the semi-structured data with
uncertain information. Probabilistic document tree is a kind of data model, which
is used to describe the uncertain information. The probability attribute can be
set in probabilistic XML document tree. There are two kinds of nodes in the
XML tree, one is the ordinary node which represents element node in document
tree, and the other is the distribution node which represents the probabilistic
distribution among the uncertain elements.

2.2 XPath Expression of Probabilistic XML Document

With XML document and user query, it is not only to meet the query struc-
ture of the user query expression tree, but also to meet the query probabilistic
constraint, so that we can return this document to the user. The expression of
query is through XPath expression to determine whether to meet the ancestor
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descendant relationship. When the user submits a query request, it is autho-
rized to raise the threshold requirement to the accuracy of the results, when the
document meets the requirements of the structure and content of the user as
well as the threshold requirement, it will return query results. User threshold
requirements can be divided into two types: one is path query threshold, which
need to be given by users to set the threshold of a single path. The other is the
overall threshold query, since the threshold probabilistic value of the query, we
estimate the whole query tree of the XPath in this paper, and select specific
query results to return to users.

2.3 Document Distribution of Probabilistic XML

Document distribution is also called selective dissemination of information
(Selective Dissemination of Information, SDI), SDI is a mechanism which is
based on the needs of users to select the information for the user. There are two
input parts in the SDI system: one is the user’s submitted documents; The other
is the information document. User documentation is to describe the user’s query
and user’s information, and the information document in the SDI system will be
converted into XML document tree.

According to uncertain data, probabilistic XML document distribution is to
build a probabilistic index tree structure, to grant the user to determine the
threshold value of the definition of the authority, to achieve the results of the
user’s choice of the purpose. Document distribution as long as is the study of
the uncertain data contains XML document, will be submitted to the user of the
threshold value division, through the document containing the uncertain infor-
mation matching the user requirements, at the end the documents are returned
back to the users. The overall probability value can be calculated in XML docu-
ment parsing process, and the user’s threshold will enter the document filtering
engine with the user’s submission information. Probability value is used as a
constraint to determine whether the current document is consistent with the
user’s requirements in the process of filtering.

3 Probabilistic XPath Query Index: PXtrie

3.1 Probabilistic XML Document Filtering

XPath query expression is decomposed into small strings, through its relevance
to construct probabilistic PXtrie index tree T, while constructing the index
table corresponding to the PXtrie index table ST. PXtrie index structure can
be completed after the document filtering. First, the probability XML, the doc-
ument analysis, when the content of the analysis to the PXtrie index tree in the
matching of information, to determine whether to meet the current information
corresponding to the requirements, when the above two requirements are sat-
isfied, the probability of the sub string to determine whether to meet the user
threshold requirements. If there is a need for the user of the document, then the
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Fig. 1. Filtering probabilistic XML

user corresponds to the ST table returns, after the completion of the document
filtering, through the success matching of the query string to determine, the
document returned to the successful matching of the user, the specific matching
process is shown in Fig. 1.

3.2 Query Decomposition

Probability index PXtrie XPath query is based on the probability of string
matching document distribution structure, it uses an XPath expression of multi-
user query request to build an index. Given the efficiency and the widespread
availability of XTrie index, add on XTrie structure probability value attribute
implementation document filtering algorithm based on PXtrie index structure.
In order to describe the PXtrie index structure, this paper makes a detailed
description of the PXtrie index structure. For more than one user query into a
sub string query decomposition, and then integrated out the index structure of
the whole. User query decomposition can effectively improve the efficiency of doc-
ument search and match, and reduce the waste of storage space. And threshold
of user information through the construction of secondary indexes, the probabil-
ity index subtree achieve complete matching query processing. Under the PXtrie
index structure, the input content includes the user submits the documents infor-
mation; An information document information. The content of the output is a
collection of users that successfully match the current XML document. User
queries using XPath query expressions to express, and then decomposed into
several boy series, based on user sub string splicing implementation of eliminat-
ing the same user query information section. In order to maintain the ances-
tor descendant relation and the characteristic of the child string, the PXtrie
index table (ST table) corresponding to the PXtrie index tree is constructed.
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Fig. 2. Examples of query decomposition

Fig. 3. Examples of XPEs tree

The construction principle of PXtrie index tree: user the XPath expression of
the decomposed expression can contain only the child axis and descendant axis.
The detailed decomposition is shown in Fig. 2, where P1, P2, P3 are XPath
expressions from users with different requirements respectively.

3.3 PXtrie Index Structure

PXtrie index tree T not only labeled user query subtree integration results
but also contains the user’s probability threshold. In Fig. 2 the above queries
are shown, and we assuming that threshold requirements are respectively 0.7,
0.8 and 0.6. Figure 3 is constructed from the probabilistic PXtrie index tree
T. Figure 4 is a probabilistic PXtrie index table ST , where the P denote user
XPath expression. The S denote sub strings after the user query expression is
decomposed. The ParentRow denote father sub string of S (If the current sub
string is the root then the sub string of father is 0). The Rel Level denote the
relative length of sub string. The Rank denote sub string is the which child of
the sub string in parent. The NumChild denote sub string there are several
children. The Next denote point to the next same sub string for different users.
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Fig. 4. Index structure

The TV denote query threshold required by the user that represents the current
sub string.

Definition 1 The sub string pointer. Sub string pointer is PXtrie index tree
T and PXtrie index table ST the connection, we set sub string pointer P (Node)
in the PXtrie structure, user decomposition of sub string will by sub string pointer
P (Node) to point to the ST sequence table.

When p (node) is equal to zero indicates that the current position of the sub
string is not enough to constitute one of the user sub string. When sub string
is nonzero, the tag value representative of the corresponding sub string on table
row number, the left side of the internal nodes in T.

Definition 2 The maximum suffix pointer. The document node does not
con-form to the current string requirements, then jump to the most likely to
be in accordance with sub string up. The maximum suffix pointer Q (Node) is
constructed to mark the next most likely to match the success of the sub string,
the right side of the internal nodes in T.

Definition 3 Precision counter. When the document and the user query
matching, mark of determine whether the information document is in line with
the user’s requirements. Precision counter B (L, I), which: on behalf of the cur-
rent sub string, Z represents the current sub string where the XML document
level.

Initialization B (I, L) set 0, the user query to match the success of B (I, l)
for 1, sub- string of child sub string when the match is successful in a B (I, l)
plus 1, B (I, l) is equal to the number of children sub string plus 1 to complete
the number of the current user to complete the overall query.
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Definition 4 Successful match flag. Set up the successful match mark C (P,
L) for the complete query of the user, P denote to match users of success, L
denote sub string in XML levels of position. Initialize C (p, l) for 0, when value
of C (p, l) is equal to 1, denote the current user query has been successful.

4 Probabilistic XML Document Filtering Algorithm

When document filtering, the PXtrie search algorithm is designed for find the
needs of users. Algorithm input user query to build the PXtrie index tree T ,
PXtrie index table ST and wait to match the XML document, only when the
document contains the user query sub string, document can be returned to the
user. When PXtrie search algorithm complete, the sub string sequence number
will be returned. When all the user’s query sub string are satisfied, the user
can be placed in the return collection of the document. The search algorithm is
shown in Algorithm1.

In Algorithm 1 PXtrie query algorithm input three parts, including PXtrie
index tree, PXtrie index table and probability XML document, the output of
the algorithm is table set C. Firstly we initialize the result set C as is empty,
the current pointer refers to the node N in the T set, as it is the root node, and
then it parse the XML the document. When the tag is encountered, we increase
the current document level by 1, and in the index structure, we search the node
of current tag in T. If the current root node does not have t tag, the current
root node pointer does not move, and continue to parse the next start tag in the
document, from top to bottom, until the path tag from the root node label T
is found. If the T tag in the document is parsed, Node[i] points to the current
location, and the next start of the tag position N also points to the N’. The
probability value of current node sub string can be calculated and determined.
Finally, if a complete sub string be found, then jump to the matching function.
If N’ points to the root node, indicates that the current child string does not
exist in the PXtrie tree.

5 Experimental Results and Analysis

5.1 Experimental Platform

Through the analysis of artificial data, in this paper, we have carried out exper-
iments and tests on the probabilistic document distribution algorithm. In MyE-
clipse compiler environment, we use JDK 7 to achieve all of the algorithm, all
tests in PC of 62 bit Windows 7 operating system with a 2.10 CPU GHz, 2 GB
memory, 500 GB.

5.2 The Influence of the Document Width

In the test of the effect of the document width on the running time of the
algorithm, we can test the running time of different users in the algorithm by
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Algorithm 1. SEARCH (D, ST, T )
Data: XML document D, PXtrie index table ST and PXtrie tree T;
Result: The user documents XPath expression and the XML document D the

successful matching collection C.
begin1

Initialization C is empty;2

Set the Node[i] as the root node of the PXtrie tree T, i = 0 to Lmax;3

Initialization L=0;4

Initialize N as the root node of the PXtrie tree T;5

Initialize prob(t) is 1;6

Initialize B (I, l) precision counter for 0.C (P, l) successfully match the flag7

for 0;
if the start tag t of D has been parsed then8

L=L+1;9

N’=N;;10

while the tag t is not found and N is not a root node do11

N=Q(N);12

if In T there is a path label t from N to N’ then13

Node[l]=N’;14

N=N’;15

while N’ is not the root node do16

if P(N’)¿0 then17

C=CUMATCH(STP(N’)LB);18

N’=Q(N);19

else20

if In the search of D has encountered the end tag then21

B (I, L) of nodes in length within of the whole query sub string22

is set to 0;
root node of Node[i]=T;23

L=L-1;24

N=Node[l];25

/* return C */26

end27

controlling the size of the document, and we can draw the folded line shown in
Fig. 5 by comparison. When the current document depth is 10 layers, the size of
the document is 10 Mb,20 Mb,30 Mb,20 Mb, 50 Mb. And by the analysis of Fig. 5,
when the document width increases, the running time increases linearly, and the
increase of the number of users will result in the increase of the running time.

5.3 The Influence of the Document Depth

There is the influence of the depth of the document on the algorithm time in
Fig. 6, where the control of query document is 10 Mb, and experiments are car-
ried out at the layer of 5, 6, 7, 8, 9, and 10, respectively. In order to make the case
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Fig. 5. Examples of query decomposition

Fig. 6. Examples of query decomposition

comparable, we compare with different number of users, and from the experimen-
tal data of Fig. 6, the running time decreases with the increase of the document
depth and increases with the increase of user’s number, and the increase of
document depth makes the running time longer. The algorithm implements the
operation of redundant query of users, whenever the operation is successful, it
will stop the user’s search. When the document depth is increased, the possibil-
ity of finding users on the same branch in-creases, and there is the improvement
of the time efficiency for the decrease of residual search for the number of users.

5.4 The Influence of the Number of Users

The number of users is tested on the time of algorithm in Fig. 7, and the test is
carried out on a 10 layer document with 10 Mb. Running time increases when
the number of users is increased, but when the number of users always increases,
there is a logarithmic growth for time. It indicates that when the number of users
increases to a certain number, its influence on the time is stable. In order to
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Fig. 7. Examples of query decomposition

improve the operational efficiency of this algorithm, the processing optimization
of next step will be processed by the algorithm of parallel query.

6 Conclusions

In this paper, we propose a document filtering algorithm based on PXtrie index
structure for uncertain data, constructing probabilistic index structure is a con-
venient way to filter information for multi-user request. Filtering algorithm real-
izes document filtering of the threshold query requirements for user by querying,
matching, updating operation on the XML document with uncertain informa-
tion. We verify the availability and effectiveness of the probabilistic structural
document filtering algorithm by an example, and solve the problem of docu-
ment distribution with uncertain data. Finally, we conclude that the increase of
the number of users will increase the running time by the comparative analysis.
Thus, with the improvement of the document filtering efficiency with uncertain
data as the center, we will reduce the number of users in the PXtrie index tree
to go on the next research in this paper.
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Abstract. With the development of remote sensing, positioning and
other technology, a large amount of spatio-temporal data require effec-
tive management. In the current research status, a lot of works have
focused on how to effectively use HBase to store and quickly find struc-
tured spatio-temporal data. However, some spatio-temporal data exists
in the semi-structured documents, such as metadata that describes the
remote sensing products, under such context, the query is changed to
spatio-temporal query + semi-structured query (XPath), which is less
studies in previous works. In this paper, we focus on how to efficiently
and economically achieve semi-structured spatio-temporal data storage
and query in HBase. Firstly, the formal description of the problem is
presented. Secondly, we propose HSSST storage model using a semi-
structured approach TwigStack. On this basis, semi-structured spatio-
temporal range query and kNN queries are carried out. Experiments
are conducted on real dataset, comparing with MongoDB which need
higher hardware configuration, the results show that in moderate config-
uration of machines, the performance of semi-structured spatio-temporal
query algorithms are superior to MongoDB, thus it has advantage in real
application.

Keywords: Spatio-temporal · Semi-structured · HBase · Range query ·
KNN Query

1 Introduction

With remote sensing, telecommunications and other technologies’ development,
huge amount of spatio-temporal data are collected and exploited in various appli-
cations, which is a challenge to database community. Most previous works focus
on structured spatio-temporal data, i.e., spatio-temporal objects are formatted
in record < location, time, other attributes >, however, for retrieving remote
sensing data, the case is different, i.e., the objects in remote sensing can’t be
formatted in structured record, for instance, a satellite image. To retrieve eas-
ily, users usually use other textual data to describe the original data in remote
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Fig. 1. An example of spatio-temporal semi-structured data

sensing application, which is called meta data. Further, for convenient, the meta
data is usually in semi-structured format, e.g., XML or JSON, which is flexi-
ble to express. Thus, the retrieval work is transfered to retrieve spatio-temporal
semi-structured document (or object, each meta data file can be viewed as an
object), i.e., the problem is changed, it is not to simply query on spatio-temporal
data, it is spatio-temporal query + semi-structured query (such as XPath).

Figure 1 shows a remote sensing meta data sample, users can query remote
sensing objects by declaring spatio-temporal predicates and XPath predicate.
For instance, a query could be, given a spatial area R = (c, r), where c is
centroid, r is radius, find meta data documents which are satisfied with XPath
query /remote sensing [type = “Satellite Image” and //type = “CCD Camera”]
within R during recent two weeks, note that the XPath here is twig query.

A straight forward solution is to use MongoDB [1] to store each meta data
document as Mongo’s document, and build spatial index of MongoDB, and then
use Mongo’s query language to carry out the query execution. However, Mon-
goDB needs high-performance configure hardware to support efficient retrieval,
which would cost much in real application. In this paper, we argue that HBase
is a better solution to accomplish the query task, which is leveraged by the
distribution of machines.

To achieve our goal, we first study on how to store spatio-temporal and semi-
structured information into HBase, together, we propose HBase Semi-Structured
Spatio-Temporal (HSSST) model to realize our idea, and then we present range
query and kNN query algorithms to support the two retrieval operations. We
conduct experiment on real remote sensing dataset and the results show that
HSSST outperforms MongoDB, and is capable for real applications. Our contri-
butions are summarized as follows:
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– We propose semi-structured spatio-temporal query type, which is useful for
remote sensing application.

– We propose HSSST model to support storage and index of semi-structured
spatio-temporal data.

– We design range query and kNN query algorithms.

The rest of this paper is organized as follows. Section 2 reviews related works.
Section 3 formally defines the problem and prerequisites. Section 4 presents
HSSST structure. In Sect. 5, algorithms for range and kNN queries are pre-
sented. And we experimentally evaluate HSSST compared with MongoDB in
Sect. 6. Finally, Sect. 7 concludes the paper with directions for future works.

2 Related Works

MongoDB [1] is a scalable, high-performance, open source, document-oriented
database, classified as a NoSQL database. MongoDB can directly support spa-
tial data storage and indexing classes meet appropriate functional requirements,
such as: GeoJSON may be geospatial (2d) index on the spatial coordinate data
stored in the document on the (Legacy Coordinate Pairs) index, then calculates
Geohash value (Geohash geocoding is based on latitude and longitude). Other
NoSQL database does not directly support spatial data coding method, however,
it can be extended by Geohash method, in MongoDB, the dimension of time and
space dimensions combined with its own query is not supported.

Selecting a storage method of semi-structured temporal data should also con-
sider its conversion into other forms of data to application performance, Ope-
nAIRE [7] research data source metadata into Linked Open Data (LOD) method
to explore, compared HBase, CSV, XML into RDF conversion performance of
the three methods, the results showed the highest conversion efficiency map of
HBase.

Nishimura et al. [5] address multidimensional queries for PaaS by proposing
MD-HBase. It uses k-d-trees and quad-trees to partition space and adopts Z-
curve to convert multidimensional data to a single dimension, and supports
multi-dimensional range and nearest neighbor queries, which leverages a multi-
dimensional index structure layered over HBase. However, MD-HBase builds
index in the meta table, which does not index inner structure of regions, so that
scan operations are carried out to find results, which reduces its efficiency.

Hsu et al. [4] propose a novel Key formulation scheme based on R+-tree,
called KR+-tree, and based on it, spatial query algorithm of kNN query and
range query are designed. Moreover, the proposed key formulation schemes are
implemented on HBase and Cassandra. With the experiment on real spatial
data, it demonstrates that KR+-tree outperforms MD-HBase. KR+-tree is able
to balance the number of false-positive and the number of sub-queries so that it
improves the efficiency of range query and kNN query a lot. This work designs the
index according to the features found in experiments on HBase and Cassandra.
However, it still does not consider the inner structure of HBase.
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Han et al. [3] propose HGrid data model for HBase. HGrid data model is
based on a hybrid index structure, combining a quad-tree and a regular grid
as primary and secondary indices, supports efficient performance for range and
kNN queries. This paper also formulates a set of guidelines on how to organize
data for geo-spatial applications in HBase. This model does not outperform all
its competitors in terms of query response time. However, it requires less space
than the corresponding quad-tree and regular-grid indices.

HBaseSpatial, a scalable spatial data storage based on HBase, proposed by
Zhang et al. [8]. Compared with MongoDB and MySQL, experimental results
show it can effectively enhance the query efficiency of big spatial data and pro-
vide a good solution for storage. But this model does not compare with other
distributed index method.

3 Problem Definition and Preliminaries

In this section, we formally define the problem and query types, and then intro-
duce a classic XPath query algorithm, TwigStack.

3.1 Problem Definition

Generally, spatio-temporal semi-structured data (object or document) could be
formally modeled as < sid, (xl, yl, xu, yu), [ts, te], T >, where sid is identifier of
semi-structured data (object or document), (xl, yl, xu, yu) is the spatial range
window referenced or decribed by document or object sid, [ts, te] is the valid
period for (xl, yl, xu, yu) referenced or decribed by document or object sid, and
T is the semi-structured (e.g., XML or JSON) data (no spatio-temporal data is
contained) of document or object sid.

We formally define two spatio-temporal queries in the context of semi-
structured data:

(1) Range query (tqs, tqe, c, r, xq). Given a time period [tqs, tqe], a spatial range
Rq = (c, r), where c is the centroid, r is radius, and an XPath query predicate
xq, range query aims to find all spatio-temporal semi-structrued objects
(or documents) which satisfy the conditions, (xl, yl, xu, yu) ∩ Rq �= φ,
[ts, te]∩ [tqs, tqe] �= φ, and Predicate(T , xq) = true.

(2) kNN query (tqs, tqe, q, k, xq). Given a time period [tqs, tqe], a spatial point
q, an integer k, and an XPath query predicate xq, kNN query aims to find k
spatio-temporal semi-structrued objects (or documents) which are nearest
neighbors to q accordingly, and [ts, te]∩ [tqs, tqe] �= φ, and Predicate(T , xq)
= true.

3.2 TwigStack

TwigStack algorithm is an effective method to solve XML structural queries,
especially queries against the twig join. It uses region code to encode each node
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Fig. 2. An example of region code

in XML document, and then leverage stack with relationships in the code to
accomplish twig query on XMLs. In particular, for a non-leaf node ni in XML
document xd, the region code is in format (xid, enter code : exit code, l), where
xid is the identifier of xd, and enter code and exit code are sequence numbers
for arriving and leaving ni by a preorder traversal of the XML tree, respectively,
and l is ni’ level. Then for a leaf node nl in xd, the code is in format (xid,
enter code, l), and the notations are similar to non-leaf node, except there is no
exit code for a leaf node.

For example, Fig. 2 illustrates the tree format and region code for Fig. 1.
Assuming that the XML document identifier is 1, then region code for root
Remote Sensing is (1, 1: 24, 1), where number 24 is the sequence number after
visiting all nodes in XML. After encoding, given any two codes, the structural
relationship between the corresponding nodes can be determined, for instance,
such as spectrum (1, 12: 19, 3) and upper (1, 13: 15, 4), since 12 <13 <15 <19,
so spectrum is the ancestor of upper, further, the difference between two nodes’
levels is 1, so we can defer that spectrum is the parent node of upper. On the
contrary, there is no structural relationship between spectrum (1, 12: 19, 3) and
50 (1, 10, 4), due to that 10 is not covered by (12, 19).

Here, we use functions to represent operations in TwigStack.

(1) encodeNode(n): encode node n with region code;
(2) decom(xq): decompose XPath query xq into paths;
(3) queryPath(p): search the semi-structure data by path p;
(4) mergePath(R): merge temporary result set R into final result.

4 SSSH Model

In this section, we present HBase Semi-Structured Spatio-Temporal (HSSST)
model. First, we address how to store and index spatio-temporal data in HBase,
and then we add semi-structure information into the model.
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4.1 Spatio-Temporal Storage and Index

Usually, an HBase cluster is composed of at least one administrative server, called
Master, and several other servers holding data, called RegionServers. Physically,
a table in HBase is horizontally partitioned along rows into several regions,
each of which is maintained by exactly one RegionServer. In RegionServer, data
are organized into list-like structure called StoreFile, where each entry is pre-
configured with the same fixed size (usually 64 KB) and the size of a certain
number of entries is equal to that of the block of the underlying storage system.
The catalog table meta stores the relation {[table name]:[start row key]:[region
id]:[region server]}, thus given a row key, the corresponding RegionServer can
be found, and then the RegionServer searches the value locally on StoreFile.

Base on the above description, we can use the meta’s function to index data.
We use Hilbert curve to partition the whole space as the initial granularity.
According to the design rationale of HBase, the prefix of row key should be
different so that the overhead of inserting data could be distributed over Region-
Servers. And such design is able to satisfy this demand. Hilbert curve is a kind
of space filling curve which maps multi-dimensional space into one-dimensional
space. In particular, the whole space is partitioned into equal-size cells and then
a curve is passed through each cell for only once in term of some sequence,
so that every cell is assigned a sequence number. Different space filling curves
are distinguished by different sequencing methods. Due to information loss in
the transformation, different space filling curves are evaluated by the criteria,
locality preservation, meaning that how much the change of proximities is from
original space to one-dimensional space. Hilbert curve is proved to be the best
locality preserved space filling curve [2]. With Hilbert curve, any object in the
original space is transformed into [0, 22λ −1] space, where λ is called the order of
Hilbert curve. Figure 3 shows four Hilbert curves in two-dimensional space with
λ = 1, 2, 3 and 4.

Based on above descriptions, we use Hilbert cell value as row key in the
meta table to index spatio-temporal data as first level, thus, each record can be
placed into the corresponding region according to Hilbert value of spatial part
of the record. In particular, the following mapping structure is built in the meta
table (for simplicity, table name is omitted): {[start Hilbert cell, end Hilbert

Fig. 3. Hilbert curves
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Fig. 4. Overview of STEHIX

cell]:[region id]:[region server]}. Initially, assuming there are N regions across
M RegionServers, we can uniformly assign Hilbert cells to these regions, for
instance, the first entry could be {[0, ((22λ − 1)/N) − 1] : regionA : serverI},
and the second {[((22λ − 1)/N), (2 ∗ (22λ − 1)/N) − 1] : regionB : serverII}.

For retrieving local data efficiently, we design t-index to index StoreFile by
temporal dimension. In particular, t-index is a list-like in-memory structure,
each entry of which points to a list of addresses referring to key-value data in
the StoreFile. For building t-index, we use a period T to bound the length of
the list of t-index, and such consideration is based on the fact that there may
be some cycle for the spatial change of objects. The period T is divided into
several segments, each of which is corresponding to an entry in t-index. Each
entry points to a list of addresses referring to key-value data in StoreFile, whose
temporal component modulo T lies in the segment. Figure 4 shows an overview
of spatio-temporal storage and indexing architecture.

4.2 Semi-structure Data Storage

We encode semi-structure information with region code and combine the code
with spatio-temporal dimensions into HBase. In particular, firstly, we use func-
tion encodeNode() to encode each node in the tree, e.g., tn1 is encoded into ec1,
and we add tn1 into HBase as column qualifier, and ec1 as the value for the
corresponding cell.
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Table 1. Logical view for semi-structured data storage

hssst

space time tn1 tn2 . . .

rk1 (xl, yl, xu, yu) (ts, te) ec1 ec2 . . .

rk2 . . . . . . . . . . . . . . .

Table 1 illustrates an example of storing semi-structured data into HBase
combined with spatio-temporal dimensions, where rk1, rk2 and etc. are Hilbert
values indexed by meta structure, and hssst is used as column family, space and
time these two column qualifiers are spatial dimension and temporal dimension,
respectively, and the following is the tree nodes in the semi-structured data, and
their cells’ values are region codes, accordingly.

5 Query Processing

In this section, we present the query processing for range query and kNN query
for spatio-temporal semi-structured data in HBase.

5.1 Range Query

For a range query (tqs, tqe, c, r, xq), basic work flow is described as follows,
first, using Hilbert curve, a set of one-dimensional intervals Iq is calculated by
intersecting spatial predicate (c, r) with Hilbert cells, then according to mapping
relation in meta structure, the involved RegionServers are informed to search the
corresponding regions locally, utilized by t-index. After locating the correspond-
ing StoreFile, the entry of the StoreFile is fetched and TwigStack algorithm is
used to inspect whether the document or object is satisfied the XPath query.

Algorithm 1 describes range query processing for HSSST. In line 1, spatial
range (c, r) is regarded as parameter to retrieve the intersected Hilbert cell set
Iq, and the temporal predicate is converted into [0, T ] interval in line 2. In line 3,
function findRegions() finds the involved regions which intersect with Iq. From
line 4 to 14, each corresponding t-index is inspected to retrieve tempEntrySet
of StoreFile, and then xq is decomposed into paths (line 6), and for each path p,
XPath query execution is carried out to find candidate xFile (line 8), if xFile
is satisfied with query predicates, it is added into xFileSet (line 9 and 10), in
line 13, function mergePath() is invoked to form the final results.

5.2 kNN Query

For a kNN query (tqs, tqe, q, k, xq), basic idea is, proximity objects of point q
are constantly, incrementally retrieved until k results are found. In particular,
first, Hilbert cell h containing point q is located, then the corresponding t-index
is utilized to retrieve all records lie in h, meanwhile, neighbor cells of h are also
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Algorithm 1. Range Query Processing
Input:

(tqs, tqe, c, r, xq)
Output:

xFileSet //result list
1: Iq = toIntervals(c, r)
2: keyqs = tqs mod T , keyqe = tqe mod T
3: Regions=findRegions(Iq)

/*the following processing is executed separately in each region*/
4: for each region ∈ Regions do
5: tempEntrySet=t-index.searchIndex(keyqs, keyqe)
6: P=decom(xq)
7: for each p ∈ P do
8: xFile=queryPath(p, tempEntrySet)
9: if isSatisfied(xFile, tqs, tqe, c, r) then

10: xFileSet ← xFile
11: end if
12: end for
13: xFileSet = mergePath(xFileSet)
14: end for
15: return xFileSet

retrieved, and these records and Hilbert cells are all enqueued into a priority
queue where priority metric is the distance from q to record or Hilbert cell.
Then top element is constantly dequeued and inspected by TwigStack algorithm,
either being added to result list or being followed to retrieve neighbor cells to
be enqueued, until k results are found.

Algorithm 2 presents kNN query processing. The first line initializes a pri-
ority queue PQ where each element is ordered by the distance from q to the
element. The element can be Hilbert cell or semi-structured document or object
(we use document in the algorithm), and if it is a Hilbert cell, the distance is
MINDIST [6], other wise, the distance is the Euclidean distance from q to
geo-location of the document. In line 2, the Hilbert cell containing q is gained,
and is enqueued in line 3. From line 4, the procedure constantly retrieves top
element e from PQ (line 5) and processes it, in particular, if e is a Hilbert cell
(line 6), find the corresponding region rg from the meta table (line 7), and then
the corresponding t-index is searched to retrieve all the documents satisfying
temporal predicate (line 8), which are enqueued into PQ (line 9 to 11), after
that, the neighbor cells of e are obtained and enqueued into PQ (line 12 to 15);
other wise, i.e., if e is a document (line 16), and further e is inspected whether
satisfying xq predicate (line 17), if it does, which means e is a result, e is added
into Qlist (line 18), and the above procedure is looped until the size of Qlist
reaches k (line 19 to 21).
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Algorithm 2. kNN Query Processing
Input:

(tqs, tqe, q, k, xq)
Output:

Qlist //result list
1: PQ=null //initial a priority queue
2: h=coorToCell(q)
3: PQ.enqueue(h, MINDIST (q, h))
4: while PQ �= φ do
5: e=PQ.dequeue()
6: if e is typeof cell then
7: rg=findRegions(e)
8: RS=rg.findDocuments(e, (tqs, tqe))
9: for each doc ∈ RS do

10: PQ.enqueue(doc, dist(q, doc))
11: end for
12: CellSet=getNeighborCells(e.center)
13: for each cell ∈ CellSet do
14: PQ.enqueue(cell, MINDIST (q, cell))
15: end for
16: else if e is typeof document then
17: if isSatisfied(e, xq) then
18: Qlist ← e
19: if Qlist.size()=k then
20: return Qlist
21: end if
22: end if
23: end if
24: end while

6 Experimental Evaluation

We implement the algorithms and run them on real remote sensing dataset,
which consists of meteorologic data, oceanic data, imagery data and etc., and
contains about 1 million spatio-temporal semi-structured meta-data (document).

Our algorithms are implemented in Hadoop 2.5.1 and HBase 0.98.6, and run
on a cluster with size varied from 3 to 11, in which each node is equipped with
Intel(R) Core(TM) i3 CPU @ 2.40 GHz, 2 GB main memory, and 500 GB storage,
and operating system is CentOS release 6.5 64 bit, and network bandwidth is
10 Mbps. For comparison, we choose MongoDB, which is a document-oriented
database, it requires that most of the index is loaded in memory, thus accelerating
retrieval speed, however, such requirement increase the cost for hardware, and
in real application, it would cost more money than HBase case. And the setting
for MongoDB is Intel Xeon 3.60 GHz * 4 CPU, 32 G memory. According to
MongoDB design, each semi-structured documents are stored in MongoDB as a
document, and we use its own index structure to handle spatio-temporal query
associated with XPath query.
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6.1 Range Query

For evaluating range query, we first vary query selectivity which is defined as the
product of spatial range, temporal range and XPath’s selectivity over the whole
spatio-temporal range. A large selectivity means to select more documents. When
selectivity is increased, we can see from the results (Fig. 5(a)), the responding
time is also increased, which can be explained that a larger selectivity involves
more documents to be inspected and thus costs more time. For detail, the perfor-
mances of HSSST and MongoDB are similar, this is because that, the indexes of
two are tree-like structures, while the configuration for MongoDB is more higher
than HSSST, thus we can see our algorithm is efficient and effective.

And then, we vary HBase cluster number, Fig. 5(b) shows the results. Amaz-
ingly, our HSSST outperforms MongoDB when the number of cluster nodes is
increased.
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Fig. 5. Experimental results for range queries
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6.2 kNN Query

Next, we run kNN query to evaluate our algorithm. Figure 6 shows the results.
When k is increased, both responding time are increased, which can be explained
that a larger k would cause more cells and documents to be enqueued and
checked. Similarly, their performances are close to each other. And then we very
the cluster number for HBase, and the results prove that our method is capable
and efficient.

7 Conclusion

With further application of semi-structured data, more and more people will
pay attention to retrieve semi-structured spatio-temporal objects. This paper
originally proposes query problem on semi-structured spatio-temporal data in
HBase, which is a new challenge to database community. To address this prob-
lem, we propose HSSST model to store and index data in HBase, and two query
algorithms, range query and kNN query to accomplish the query. We compare
HSSST with MongoDB, a document-orient no-sql database, on real dataset, and
results show that our HSSST outperforms MongoDB and capable for real appli-
cations. In the future, we plan to utilize this idea to efficiently store and retrieve
graph data and apply to social networks.
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Abstract. Query response time often influences user experience in the
real world. However, the time of answering a SPARQL query with its all
exact solutions in large scale RDF dataset possibly exceeds users’ toler-
able waiting time, especially when it contains the OPT operations since
the OPT operation is the least conventional operator in SPARQL. So it
becomes essential to make a trade-off between the query response time
and the accuracy of their solutions. That is, partial answers can be pro-
vided for users to reduce the response query time within their tolerable
waiting time. In this paper, based on the depth of the OPT operation
occurring in a query, we propose an approach to obtain its all approx-
imate queries with less depth of the OPT operation. Although queries
are approximated in this method, it remains the “non-optional” query
patterns from users. This paper mainly discusses those queries with well-
designed patterns since the OPT operation in a well-designed pattern is
really “optional”. We remove “optional” triple patterns with less depth
of the OPT operation and then obtain approximate queries with different
depths of the OPT operation. Furthermore, we evaluate the approximate
query efficiency and solutions precision with the degree of approximation.
It shows that users can keep the balance between query efficiency and
solutions precision by changing the degree of approximation.

Keywords: RDF · SPARQL · Well-designed patterns · Approximate
queries

1 Introduction

Currently, there is renewed interest in the classical topic of graph databases
[13]. Much of this interest has been sparked by SPARQL: the query language for
RDF. Resource Description Framework (RDF) [7] is the standard data model in
the Semantic Web. RDF describes the relationship of entities or resources using
directed label graph. RDF has a broad range of applications in the Semantic
Web, social network, bio-informatics, geographical data, etc [15]. An example
in Table 1 has been given to describe the entities of Jon Smith and Liz Ben.
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Table 1. professor.rdf

Jon Smith workFor Semantic University

Jon Smith teachOf Liz Ben

Jon Smith rdf:type professor

Liz Ben rdf:type master

Liz Ben advisor Jon Smith

Liz Ben takesCourse Ontology

For example, in the first line, it describes that the person Jon smith works for
Semantic University. SPARQL [11] recommended by W3C has become the stan-
dard language for querying RDF data since 2008 by inheriting classical relational
languages such as SQL.

In the process of information retrieval, users’ tolerable waiting time is limited
[9]. Users also might have tolerable waiting time for querying RDF data. For a
SPARQL query, if it contains the OPT operation, it will take much time to query
optional pattern in SPARQL since OPT is the least conventional operator in
AND, OPT, FILTER, SELECT and UNION [14]. It has been shown in [10] that
the complexity of SPARQL query evaluation raises from PTIME-membership
for the conjunctive fragment to PSPACE-completeness when OPT operation is
considered. So it is important to make a trade-off between query response time
and accuracy of solutions, which is a traditional topic in databases [1]. Since
it is hard to obtain all exact solutions of a SPARQL query in a fixed time, a
natural idea to reduce the response time of SPARQL query is by removing some
“optional” parts of this query (i.e., occurrences of the OPT operator). Moreover,
we still expect to preserve its “non-optional” part of this query. For instance,
consider a pattern Q as follows:

Q = ((?x, rdf:type, professor) OPT ((?x,workFor, ?y) OPT (?x, teachOf, ?z))).

Here (?x, rdf : type, professor) is a “non-optional” pattern in this query
while both (?x,workFor, ?y) and (?x, teachOf, ?z)) are “optional” patterns.
Based on this natural idea, there are three possible new patterns with less OPT
operators as follows:

– Q1 = (?x, rdf : type, professor);
– Q2 = ((?x, rdf : type, professor) OPT (?x,workFor, ?y));
– Q3 = ((?x, rdf : type, professor) OPT (?x, teachOf, ?z)).

Clearly, we can find that Q1 and Q2 are ideal candidates which contain less
optional patterns with protecting “non-optional” patterns while Q3 is not since
(?x, teachOf, ?z) directly depends on (?x,workFor, ?y).

In 2015, Barceló, Pichler, and Skritek [2] proposed the notion of approxi-
mation (for short, BPS’s approximation) to characterize “partial answer”, that
is, an answer can be extended to a “maximal answer” (i.e., exact answer) of a



Efficient Approximation of Well-Designed SPARQL Queries 317

SPARQL query represented in well-designed pattern trees [8]. In this sense, the
evaluation problems of Q1 and Q2 are taken as the partial evaluation problems
of Q. However, we investigated that the BPS’s approximation did not provide a
fine-grained classification between Q1 and Q2. For users, they can’t judge which
one will lead to less query response time within tolerable waiting time.

In this paper, based on the depth of OPT operation occurring in a query, we
propose an approach to obtain its all approximate queries with less depth of the
OPT operation. We mainly consider the fragment of UNION-free well-designed
SPARQL patterns where the OPT operator is a really “optional” operation
[10] in characterizing a weak monotonicity [6]. Besides, the UNION-free well-
designed SPARQL fragment is indeed maximal among all fragments of LSQ [4]
- a linked dataset describing SPARQL queries extracted from the logs of public
SPARQL endpoints in our real world [12]. For simplification, we directly call
well-designed patterns instead of UNION-free well-designed SPARQL patterns.
The main contributions of this paper can be summarized as follows:

– Firstly, we provide the conception of OPT-depth. For a well-designed pattern
in OPT normal form, its OPT-depth can describe the depth of OPT operation
occurring in this pattern. Our approximation method is proposed based on the
OPT normal form via OPT-depth.

– Secondly, we treat a well-designed pattern in OPT normal form as a well-
designed tree, whose inner nodes are labeled by OPT operation. We apply our
approximation method by removing “optional” subtrees of a well-designed
tree.

– Finally, through comparison with the non-approximate queries on LUBM
dataset, the approximate queries lead to better performance.

The rest of this paper is organized as follows: Sect. 2 briefly introduces
the SPARQL and conception of well-designed patterns. Section 3 defines the
k-approximation queries. Section 4 presents the well-designed tree to capture k-
approximation queries and Sect. 5 evaluates experimental results. Finally, Sect. 6
summarizes the paper.

2 Preliminaries

In this section, we introduce RDF and SPARQL patterns and well-designed
patterns [10].

2.1 RDF

Let I,B and L be infinite sets of IRIs, blank nodes and literals, respectively.
These three sets are pairwise disjoint. We denote the union I ∪B ∪L by U , and
elements of I ∪ L will be referred to as constants.

A triple (s, p, o) ∈ (I ∪B) × I × (I ∪B ∪L) is called an RDF triple. An RDF
graph is a finite set of RDF triples.
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2.2 SPARQL Patterns

Assume furthermore an infinite set V of variables, disjoint from U . The conven-
tion is to write variables starting with the character ‘?’.

SPARQL patterns are inductively defined as follows.

– Any triple from (I ∪L∪V )× (I ∪V )× (I ∪L∪V ) is a pattern (called a triple
pattern). A Basic Graph Pattern (BGP) is a set of triple patterns.

– If P1 and P2 are patterns, then so are the following: P1 UNIONP2, P1 ANDP2

and P1 OPT P2.
– If P is a pattern and S is a finite set of variables then SELECTS(P ) is a

pattern.
– If P is a pattern and C is a constraint (defined next), then P FILTER C

is a pattern; we call C the filter condition. Here, a constraint is a boolean
combination of atomic constraints.

2.3 Well-Designed Patterns

The notion of well-designed patterns is introduced to characterize the weak
monotonicity [10].

A UNION-free pattern P is well-designed if the followings hold:

– P is safe, that is, each subpattern of the form Q FILTER C of P holds the
condition: var(C) ⊆ var(Q).

– for every subpattern P ′ = (P1OPTP2) of P and for every variable ?x occurring
in P , the following condition holds: If ?x occurs both inside P2 and outside
P ′, then it also occurs in P1.

For instance, the pattern Q in Sect. 1 is a well-designed pattern. However,
consider the pattern (((?x, p, ?y) OPT (?y, q, ?z)) OPT (?x, r, ?z)), it is not a
well-designed pattern since ?z occurs in both (?y, q, ?z) and (?x, r, ?z) but ?z
does not occur in (?x, p, ?y).

Note that the OPT operation provides really optional left-outer join due to
the weak monotonicity [10], which is an important property to characterize the
satisfiability of SPARQL [16]. For instance, consider the pattern Q in Sect. 1,
(?x,workFor, ?y) and (?x, teachOf, ?z) are freely optional.

3 Approximate Queries

In this section, we introduce our approximation method in the OPT normal
form.

3.1 OPT Normal Form

A UNION-free pattern P is in OPT normal form [10] if P meets one of the
following two conditions:
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– P is constructed by using only the AND and FILTER operators;
– P = (P1 OPT P2) where P1 and P2 patterns are in OPT normal form.

For instance, the pattern Q stated in Sect. 1 is in OPT normal form. However,
consider the pattern (((?x, p, ?y) OPT (?x, q, ?z))AND(?x, r, ?z)) is not in OPT
normal form.

Note that all patterns in OPT normal form have the following form1:

P0 OPT P1 OPT . . . OPT Pm; (1)

where P0 is an OPT-free pattern, that is, P0 contains only AND and FILTER
operations (called AF -pattern). In this sense, we use BGP (P ) to denote P0 and
O(P ) to denote {P1, . . . , Pm}, i.e., the collection of optional patterns occurring
in P .

Proposition 1 [10, Theorem 4.11]. For every UNION-free well-designed pat-
tern P , there exists a pattern Q in OPT normal form such that P and Q are
equivalent.

In the proof of Proposition 1, we apply three rewriting rules based on the
following equations: let P,Q,R be patterns and C a constraint,

– (P OPT R) FILTER C ≡ (P FILTER C) OPT R;
– (P OPT R) AND Q ≡ (P AND Q) OPT R;
– P AND (Q OPT R) ≡ (P AND Q) OPT R.

Since each UNION-free well-designed pattern is equivalent to a pattern in
OPT normal form by Proposition 1, we mainly consider all well-designed patterns
in OPT normal form in the following.

To further observe some features of patterns in OPT normal form, we consider
a complicated pattern P , where the OPT operation is deeply nested, as follows:

P = (t1 OPT (t2 OPT t3)) OPT (t4 OPT t5). (2)

Note that, in P, t1 is non-optional while t2, t3, t4 and t5 are optional. Further-
more, if we consider the subpattern (t2 OPT t3), t2 is non-optional while t3
is still optional. Analogously, if we consider the subpattern (t4 OPT t5), t4 is
non-optional while t5 is still optional. Now, if we observe the figure of P shown
in Fig. 1, t2 and t4 are on top of t3 and t4, respectively.

3.2 OPT-depth in OPT Normal Form

To characterize the different levels of optional patterns, we define OPT-depth of
patterns in OPT normal form.

1 We abbreviate ((P0 OPT P1) OPT . . . OPT Pm) as P0 OPT P1 OPT . . .
OPT Pm.
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t1 t2 t4

t3 t5

OPT OPT

OPTOPT

Fig. 1. The figure of OPT normal form

Definition 1 (OPT-depth). Let P be a pattern in OPT normal form. We use
dep(P ) to denote its OPT-depth as follows:

– dep(P ) = 0 if P is an AF -pattern;
– dep(P ) = max{dep(P1), . . . , dep(Pm)} + 1 if O(P ) = {P1, . . . , Pm}.

For instance, the OPT-depth of the pattern Q stated in Sect. 1 and the pat-
tern P in Eq. (2) is 2.

3.3 Approximate Queries

To define our approximate queries, we introduce an important notion called
reduction [10].

We say that a pattern P ′ is a reduction of a pattern P , if P ′ can be obtained
from P by replacing subpattern (P1 OPT P2) with P1, that is, P ′ is obtained
by deleting some optional parts of P . The reflexive and transitive closure of the
reduction relation is denoted by �. In this sense, for a pattern, its reductions
can be taken as “inexact” patterns, which can be obtained by reducing the OPT
operation. For instance, in Sect. 1, Q1 and Q2 are reductions of Q.

Inspired from the notion of reduction, we introduce our k-approximate pat-
terns.

Definition 2 (k-approximation). Let P be a pattern in OPT normal form
(P0 OPT P1 OPT . . .OPT Pm) and k be a natural number. The k-approximate
pattern of P (written as P (k)) can be obtained in the following inductive way:

– P (k) = BGP(P ) if k = 0;
– P (k) = P0 OPT P

(k−1)
1 OPT . . . OPT P

(k−1)
m if 1 ≤ k ≤ dep(P ) − 1;

– P (k) = P if k ≥ dep(P ).

Intuitively, approximate patterns are subpatterns obtained by reducing
their OPT-depths. For a well-designed query Q and its k-approximation query
Q(k), Q(k) is more closed to Q with higher value of k. In this sense, our approx-
imation generalizes reduction [10] in a fine-grained way. Since there exists the
unique OPT-depth for each OPT in OPT normal form, we have the following
proposition:

Proposition 2. Let P be a pattern in OPT normal form and k be a natural
number. P (k) exists and P (k) is unique.
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For instance, in Sect. 1, Q(0) = Q1 and Q(1) = Q2. In Eq. (2), P (0) = t1
and P (1) = ((t1 OPT t2) OPT t4).Q(0) and Q(1) are the reductions of Q.
Analogously, P (0) and P (1) are the reductions of P .

4 K-Approximation Computation

In this section, we propose a method to compute all approximate patterns based
on a redesigned parse tree called well-designed tree.

Now, we introduce the notion of well-designed tree.

Definition 3 (well-designed tree). Let P be a well-designed pattern in OPT
normal form. A well-designed tree T based on P is a redesigned parse tree, which
can be defined as follows:

– All inner nodes in T are labeled by OPT operations and leaf nodes are labeled
by AF -patterns.

– For each subpattern (P1 OPT P2) of P , the well-designed tree T1 of P1 and
the well-designed tree T2 of P2 have the same parent node.

For instance, given a pattern P 2 in OPT normal form,

P = ((((t1 AND t3) FILTER C) OPT2 t2) OPT1

((t4 OPT4 t5) OPT5 (t6 OPT6 t7))).

We write ((t1 AND t3) FILTER C) as p0 for short, which is the non-optional
part of P . The well-designed tree T is shown in Fig. 2. Some pruning strate-
gies can be applied to the well-designed tree to achieve k-approximation. After
removing optional subtrees from the well-designed tree, we get a k-approximation
spanning tree (KST for short) which is also a well-designed tree. We denote a
k-approximation spanning tree from well-designed tree T as KST (k)

T . In order to
obtain KST (k)

T , we define a special traversal method for the well-designed tree
based on the conception of OPT-depth, called Left-Deep Level Traversal. Before
defining Left-Deep Level Traversal, we provide a partial traversal approach called
Leftmost Traversal.

For a well-designed tree, Leftmost Traversal of this tree is by only traversing
the left subtree after visiting root node. For instance, consider T in Fig. 2, the
leftmost traversal of T is denoted by LT (T ) = {OPT1,OPT2, p0}. Left-Deep
Level Traversal of the well-designed tree is proposed as follows:

Definition 4 (left-deep level traversal). Let T be a well-designed tree. Left-
Deep Level Traversal denoted by LD(T ) is composed of levels. level(i) can be
obtained by leftmost traversing each node’s right children node (called candi-
date) in level(i − 1). Especially, level(0) = LT (T ).

2 We give each OPT operator a subscript to differentiate them so that readers under-
stand clearly.
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OPT1

OPT2

p0 t2

OPT3

OPT4

t4 t5

OPT5

t6 t7

Fig. 2. Well-designed tree

For each subtree t in the well-designed tree, the leftmost leaf node written
as LM (t) is the non-optional part of t. For instance, for the well-designed tree T

in Fig. 2, LM (T ) = {p0}. We construct KST (k)
T by removing the subtrees below

level(k − 1) from T . Particularly, KST (0)
T can be built by returning LM (T ).

In the process of building KST (k)
T , firstly we compute each node’s candi-

date in level(k − 1). Secondly we obtain the LM (n) for each OPT node n in
level(k − 1). Finally KST (k)

T can be constructed by replacing the leftmost nodes
with corresponding OPT nodes in T . We obtain the k-approximation query
through traversing on KST (k)

T . The process of building KST (k)
T is described in

Algorithm 1.

Algorithm 1. K-approximation Spanning Tree
Input: Well-designed tree T from pattern P , Leftmost list leftmost, k-approximation

with k
1: Initialize Candidate candidate with T, i ← 0
Output: K-approximation Spanning Tree
2: if k = 0 then return LM (T )
3: else if k ≥ dep(P ) then return T
4: else
5: while i �= k do
6: level(i) ← LT (candidate)
7: candidate ← GetCandidate(level(i))
8: for each node in candidate do
9: if node is OPT then

10: leftmost ← LM (node)
11: end if
12: end for
13: end while
14: Replace nodes in leftmost with corresponding OPT nodes in T . return T
15: end if
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OPT1

OPT2

p0 t2

t4

(a) 1-approximation

OPT1

OPT2

p0 t2

OPT3

OPT4

t4 t5

t6

(b) 2-approximation

Fig. 3. Approximation spanning tree (a) 1-approximation, (b) 2-approximation

Example 1. Consider the well-designed tree T in Fig. 2 from pattern P . The
LD(T )3 with candidates and leftmost list can be described as follows:

Level Traversal list Candidates Leftmost list

0 OPT1,OPT2, p0 OPT3, t2 t4,×
1 OPT3,OPT4, t4, t2 OPT5, t5 t6,×
2 OPT5, t6, t5 t7 ×
3 t7

In KST (0)
T , p0 is set as the root node without any child node. If we want to

obtain KST (1)
T , we can replace t4 with OPT3 in T based on level(0). Analogously,

KST (2)
T can be obtained by replacing t6 with OPT5 in T based on level(1). Since

dep(P ) = 3,KST (3)
T is regarded as T itself. Both KST (1)

T and KST (2)
T are shown

in Fig. 3.
P (1) and P (2) are shown as follows:

P (1) = ((((t1 AND t3) FILTER C) OPT2 t2) OPT1 t4),

P (2) = ((((t1 AND t3) FILTER C) OPT2 t2) OPT1 ((t4 OPT4 t5) OPT5 t6)).

5 Experiments and Evaluations

This section presents our experiments. The purpose of the experiments is to eval-
uate (1) the performance improvement of approximate well-designed SPARQL
queries, and (2) the appropriate k to reduce the users’ waiting time for solutions.

3 We use × to denote that for each non-OPT node n in candidates, there exists no
corresponding LM (n) in leftmost list.
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5.1 Experiments

Implementations and running environment. All experiments were carried out on
a machine running Linux, which has one CPU with four cores of 2.40 GHz, 32 GB
memory and 500 GB disk storage. All of the algorithms were implemented in Java
with Eclipse as our compiler. Jena [5] (Jena-3.0.1) and Sesame [3] (Sesame-4.1.1)
are used as the underlying query engines of approximate queries.

Dataset. We used LUBM4 as the dataset in our experiments to look for the
relationship between approximate query efficiency and k. LUBM, which features
an ontology for the university domain, is a standard benchmark to evaluate the
performance of Semantic Web repositories, In our experiments, we used LUBM1,
LUBM5 and LUBM10 as query datasets.

SPARQL queries. The queries over LUBM were designed as three forms in
AppendixA. Obviously, OPT nesting in Q3 is the most complex among three
forms. Furthermore, we built AND and FILTER operations in each query. All
of query patterns have k ranging from 0 to 4. Specially, since dep(Q1) is 1, we
regard k-approximate query as Q2 itself when k > 1.

Solutions precision. After approximating well-designed SPARQL queries, differ-
ent k leads to different solution precision which can be reflected by the amount
of variables in queries and the amount of solutions. Here we show the amount
of variables in k-approximation queries in Table 2 and the amount of queries
solutions over LUBM10 dataset in Table 3.

5.2 Efficiency of Approximate Queries

The variation tendencies of query response time shown in Figs. 4 and 5 are sim-
ilar. Query efficiency is promoted with lower response time when k is decreasing

Table 2. Amount of variables after approximation

k k = 0 k = 1 k = 2 k = 3 k =4

Q1 2 6 6 6 6

Q2 2 3 4 5 6

Q3 2 5 11 15 16

Table 3. Amount of solutions after approximation over LUBM10

k k = 0 k = 1 k = 2 k = 3 k = 4

Q1 1602 4797 4797 4797 4797

Q2 1602 1602 1602 4797 4797

Q3 1602 38478438 228797712 228797712 228797712

4 http://swat.cse.lehigh.edu/projects/lubm/.

http://swat.cse.lehigh.edu/projects/lubm/
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Fig. 4. K-approximation on Jena (a) Q1, (b) Q2, (c) Q3
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Fig. 5. K-approximation on Sesame (a) Q1, (b) Q2, (c) Q3

(approximation degree becomes larger). Furthermore, there has been a signifi-
cant increase in query efficiency when the dataset scale grows up. For instance,
we observe Q3, which corresponds to a full well-designed tree. When the dataset
is LUBM10, its query response time is more than an hour implemented by Jena
and Sesame without any approximation (Q(4)

3 ). Approximate queries can effi-
ciently reduce the query response time and users’ waiting time. We assume that
Q3 on LUBM10 comes from users, we can conclude that solutions of Q(3)

3 with 15
variables save 25 % query response time than solutions of Q(4)

3 with 16 variables.
Furthermore, there is no difference between the amount of solutions in Q

(3)
3 and

Q
(4)
3 . In this scene, it can be approximated as Q

(3)
3 with inexact solutions to

improve user experience.

6 Conclusion

In this paper, we have presented the approximation of well-designed SPARQL
patterns in OPT normal form based on the depth of OPT operation. Theo-
retically, our proposal k-approximation generalizes reductions of patterns in a
fine-grained way. The k-approximation provides rich and various approximate
queries to answer user’s query within a fixed time. Approximate queries always
remain the non-optional query pattern from users. Our experimental results show
that our approximation on the depth of OPT operation is reasonable and useful.
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In the future, we are going to handle other non-well-designed patterns and
deal with more operations such as UNION. Besides, we will extend the approx-
imation method to obtain other approximation queries.
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Appendix A SPARQL Queries

Here are the three SPARQL queries in Sect. 5, where Q1 is left-deep tree, Q2 is
right-deep tree and Q3 is full tree.

PREFIX rdf:〈http://www.w3.org/1999/02/22-rdf-syntax-ns#〉
PREFIX ub: 〈http://www.lehigh.edu#〉
Q1: SELECT * WHERE {{?X rdf:type ub:FullProfessor.?X ub:mastersDe

greeFrom ?x1} FILTER (?x1!=”〈http://www.University0.edu〉”) OPTIONAL
{?X ub:name ?x2} OPTIONAL {?X ub:telephone ?x3} OPTIONAL {?X ub:teac
herOf ?x4} OPTIONAL {?X ub:doctoralDegreeFrom ?x5} }

Q2: SELECT * WHERE { {?X rdf:type ub:FullProfessor.?X ub:mastersDegre-
eFrom ?x1} FILTER (?x1!=”〈http://www.University0.edu〉”) OPTIONAL { {?X
ub:name ?x2} OPTIONAL { {?X ub:telephone ?x3} OPTIONAL {{?X ub:tea
cherOf ?x4} OPTIONAL {?X ub:doctoralDegreeFrom ?x5}}}} }

Q3: SELECT * WHERE { {{{{{?X rdf:type ub:FullProfessor.?X ub:masters-
DegreeFrom ?x1} FILTER (?x1!=”〈http://www.University0.edu〉”)}
OPTIONAL {?X ub:worksFor 〈http://www.Department0.University0.edu〉}}
OPTIONAL {{?X ub:name ?x2} OPTIONAL {?X ub:emailAddress ?x3}}}
OPTIONAL {{{?X ub:telephone ?x4} OPTIONAL {?X ub:teacherOf ?x5}}
OPTIONAL { {?X ub:doctoralDegreeFrom ?x6} OPTIONAL {?X ub:
researchInterest ?x7}}}} OPTIONAL { { { {?Y rdf:type ub:GraduateStudent}
OPTIONAL {?Y ub:name ?y1}} OPTIONAL {{?Y ub:takesCourse ?y2}
OPTIONAL {?Y ub:telephone ?y3}}}OPTIONAL {{{?Y ub:emailAddress ?y4}
OPTIONAL {?Y ub:memberOf ?y5}} OPTIONAL {{?Y ub:advisor ?y6}
OPTIONAL {?Y ub:und- ergraduateDegreeFrom ?y7}}}} }
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