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Preface

The 9th International Conference on Knowledge Science, Engineering, and Manage-
ment 2016 (KSEM 2016) was the latest in the KSEM series, building on the success of
eight previous events held in Guilin, China (KSEM 2006); Melbourne, Australia
(KSEM 2007); Vienna, Austria (KSEM 2009); Belfast, UK (KSEM 2010); Irvine,
USA (KSEM 2011); Dalian, China (KSEM 2013), Sibiu, Romania (KSEM 2014), and
Chongqing, China (KSEM 2015). The series was initiated in 2006 by Prof. Ruqian Lu
from the Chinese Academy of Sciences, with the aim of providing a forum for
researchers in the broad areas of knowledge science, knowledge engineering, and
knowledge management to exchange ideas and to report state-of-the-art research
results.

KSEM 2016 was held in Passau, an ancient city located almost exactly in the
geographic center of Europe, close to the metropolitan area of Munich. Passau looks
back to more than 2,000 years of history and according to a statement attributed to
Alexander von Humboldt, Passau was referred to as one of the seven most beautiful
towns of the world. Passau is located at the confluence of three rivers, one of them
being the Danube, the second longest of Europe. The appearance of the town itself is
characterized by medieval, narrow allies and cobblestone streets, with buildings orig-
inating from the medieval times. The conference was hosted by the University of
Passau, founded in 1978 and being the youngest university in Bavaria. Nevertheless, it
has developed into one of the best academic addresses in Germany due to its high
academic standard as regularly confirmed by rankings.

Today, knowledge management is from a scientific perspective a highly heteroge-
neous field combining the influences and ideas of various disciplines. Therefore, the
main orientation of KSEM 2016 was influenced by the interdisciplinary character of
knowledge management. The conference provided space for discussions on scientific
as well as practice-oriented contributions and promoted the exchange of experiences,
ideas, and opinions among all participants. The topics covered a broad field of theo-
retical and practical contributions ranging from classification and clustering, text
mining and content analysis, knowledge management and systems, semantics and
ontologies, to neural networks, artificial intelligence, and recommendation systems.

KSEM 2016 attracted a total of 116 submissions from 28 countries all over the
world. The Program Committee members together with external reviewers contributed
238 reviews. As a result, 49 full papers were selected to be included in the proceedings
with a very competitive acceptance rate of 42 %.

Moreover, we were honored to have two prestigious scholars giving keynote
speeches at the conference, Prof. Bernd Krieg-Brückner, German Research Center for
Artificial Intelligence DFKI and University of Bremen, and Prof. Eric Tsui, Hong Kong
Polytechnic University. The abstracts of their talks are included in this volume.

KSEM 2016 would not have been possible without the contributions and efforts of a
large scientific community. We thank our authors for being willing to submit their work



to KSEM. We sincerely appreciate the large amount of valuable and timely reviews
from the members of the Program Committee, the members of three special session
committees, and helpful external reviewers. Moreover, we would like to express our
gratitude to the conference general chair, Prof. Martin Wirsing (University of Munich,
Germany), as well as to the conference general co-chairs, Prof. Zili Zhang (Southwest
University, China) and Prof. Dimitris Karagiannis (University of Vienna, Austria). We
are also grateful to the team at Springer led by Alfred Hofmann for publication of this
volume.

Many thanks also go to our sponsors, msg systems AG and 4process AG for their
kind support of KSEM 2016. The conference management system EasyChair was used
to handle the submissions, conduct the electronic Program Committee meetings, and
assist with the assembly of the proceedings.

The conference proceedings are dedicated to Prof. Ruqian Lu, Chinese Academy of
Sciences, Beijing, who founded the KSEM conference series. We feel very honored
that Prof. Ruqian Lu personally attended the conference and would like to cordially
thank him for his extraordinary contributions and the continuous support over the
years.

August 2016 Franz Lehner
Nora Fteimi
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Generic Ontology Design Patterns:
Qualitatively Graded Configuration

Bernd Krieg-Brückner

German Research Center for Artificial Intelligence DFKI,
University of Bremen, Bremen, Germany
Bernd.Krieg-Brueckner@dfki.de

Abstract. Formal Methods for provably correct systems have, alas, not (yet?)
achieved widespread application today. This is partly due to their inherent
sophistication that, apparently, can only be conquered by theoretically trained
scientists; but it is also due to a lack of methodological support, adequate
development tools, in particular for verification, and digestible training material
for the uninitiated. There should be better academic incentives for theoreticians
to develop tools and beginners’ training materials showing pitfalls and how to
overcome them.

For abstract modelling, ontologies seem to be a good compromise between
formality, with deduction as added value, and accessibility to the layman,
provided that sufficient methodological support and development tools are
available.

The objectives of this talk are to introduce Generic Ontology Design Pat-
terns as a methodological tool in abstract semantic modelling, and to illustrate
their use for qualitatively graded configuration in two application domains.

A Generic Ontology Design Pattern abstracts away from particular domains.
It serves initially as guideline for a design with a particular form or semantic
content. As a constrained development context, it only allows particular oper-
ations, with the possibility to automatically check for violation of semantic
constraints.

Several patterns are devoted to various kinds of abstraction. The method-
ology for qualitatively graded configuration supports grading at several levels of
qualitative abstraction. It is illustrated by configuration of mobility devices to
provide suitable assistance for persons with individual age-related impairments,
and configuration of food for persons with individual diet restrictions.



Re-wiring our Brain in the Cloud:
Opportunities and Challenges

in the Big Data era

Eric Tsui

Department of Industrial and Systems Engineering,
The Hong Kong Polytechnic University, Hong Kong, China

Eric.Tsui@polyu.edu.hk

Abstract. This talk will discuss the power of cloud computing and how a
knowledge cloud, which consists not only IT infrastructure but also connections,
people power and artificial intelligence, can support product and services
innovations via community building, crowdsourcing, ideation, micro-tasking
and human-machine cooperative problem solving. With its high connectivity,
massive repositories and scalability, the Cloud is naturally the home to Big Data.
The second half of the talk will showcase a range of Big Data achievements
from various industries including automobile, healthcare. transportation and
retail. Success in Big Data not only requires an analytical and intuitive mind but
often one also needs to let go exactness for approximations. Among other
things, one may need to bypass casual explanations and pattern matching to
fully exploit the power of Big Data. Despite the reported successes, many of the
existing enterprise applications and computer algorithms are not suitable for
processing data in the Big Data era; new algorithms need to be developed. This
talk will conclude with a sensible roadamp for organisations to embark on their
Big Data journey.
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Abstract. The text representation is fundamental for text mining and
information retrieval. The Bag Of Words (BOW) and its variants (e.g.
TF-IDF) are very basic text representation methods. Although the BOW
and TF-IDF are simple and perform well in tasks like classification and
clustering, its representation efficiency is extremely low. Besides, word
level semantic similarity is not captured which results failing to cap-
ture text level similarity in many situations. In this paper, we propose a
straightforward Bag Of Word cLusters (BOWL) representation for texts
in a higher level, much lower dimensional space. We exploit the word
embeddings to group semantically close words and consider them as a
whole. The word embeddings are trained on a large corpus and incorpo-
rate extensive knowledge. We demonstrate on three benchmark datasets
and two tasks, that BOWL representation shows significant advantages
in terms of representation accuracy and efficiency.

Keywords: Text representation · Word embeddings · Text classification

1 Introduction

One of most important works in text mining and information retrieval is text
representation. The text representation problem is to convert each document
into a feature vector. The Bag Of Words (BOW) represents each document by
a sparse vector with high dimensionality where each dimension corresponds to
the term frequency. An extension to BOW is the Term Frequency-Inverse Doc-
ument Frequency (TF-IDF) [17], where each dimension is weighted by term’s
inverse document frequency. Although the BOW and TF-IDF approaches are
commonly used and effective to some degree, its representation efficiency is low.
The dimensionality of each feature vector is the size of dictionary which can be
up to tens of thousands. Curse of dimensionality problem can arise while repre-
senting each document with a high dimensional vector as most algorithms used
to classify or cluster texts do not scale well to high-dimensional data.

Besides the representation efficiency, the BOW and TF-IDF representations
do not capture word level semantic similarity, that is to say the words with sim-
ilar meaning are considered independently. Those representations are incapable
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 3–14, 2016.
DOI: 10.1007/978-3-319-47650-6 1
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of handling some situations. To exemplify this, we use a same example that is
given by Kusner et al. [12]. Considering two sentences in two documents: Obama
speaks to the media in Illinois and: The President greets the press in Chicago,
in BOW based representations, they have no similarity although they express
almost the same thing which is illustrated in Fig. 1. In this case, word pairs:
(Obama, President); (speaks, greets); (media, press); and (Illinois, Chicago) are
semantically close words. They should not be considered independently. It is
natural to group those semantically close words and consider them as a whole.
In Fig. 1, if we consider each word pair as a whole and represent the two doc-
uments based on word pairs, the two documents are represented by two same
4-dimensional vectors while the BOW represents the 2 documents by two totally
different 8-dimensional vectors.

Fig. 1. A comparison of Bag Of Words representation and Bag Of Word Clusters
representation. All stop words are removed for both representations. All words are
lowercased.

Considering the importance of text representation, there have been numerous
works that attempt to represent texts in a low-dimensional space. The Latent
Semantic Indexing (LSI) [5] finds the low-dimensional feature space by applying
singular value decomposition to the BOW features. The Latent Dirichlet Allo-
cation (LDA) [2] and Probabilistic Latent Semantic Indexing (PLSI) [9] learn
words distribution over topics and topics distribution over the documents given
a collection of texts. Although they provide a more coherent text representa-
tion, they often do not improve empirical performance of BOW on tasks like
classification and clustering and their parameters require fine-tuning [12,13].

In this paper, we propose a Bag Of Word cLusters (BOWL) representation
for texts. As illustrated in Fig. 1, we group the semantically close terms and con-
sider those terms as a whole so that we can reduce dimensionality of BOW and
capture word level semantic similarity. To group the semantically close terms,
we exploit advantages of word embeddings which project each word into a low
dimensional feature space relative to the size of one-hot representation. The
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word2vec model [14] attracts much attention for its simplicity and effectiveness.
Empirical result shows that distance between two words reflects their seman-
tic similarity to a large extent. We perform clustering algorithm on the word
embeddings to group semantically close words.

We represent each text as a projection to the word clusters, namely bag of
word clusters. In BOW, each dimension is assigned with the corresponding term
frequency. In our BOWL representation, we propose a dynamic k-max weighting
method which borrows idea of pooling operation in convolutional neural net-
work [3]. The pooling in convolutional neural network performs a downsampling
operation along the spatial dimensions while our k-max weighting operation
downsamples each word cluster. Besides, we dynamically adjust value of k.

The empirical results show that our BOWL representation is effective in
text representation in terms of representation accuracy and efficiency. In text
classification and clustering tasks, our method outperforms LSI and LDA rep-
resentations in all cases and outperforms BOW and TF-IDF representations in
most cases while using a much lower dimensional space.

The BOWL representation has several attractive properties.

– It represents documents in low dimensional vectors effectively and takes word
level semantic similarity into consideration in a straightforward and high inter-
pretable way.

– It utilizes the word embeddings to group semantically close words. The word
embeddings are trained from a large corpus and incorporate extensive knowl-
edge naturally.

– Its parameter, number of word clusters, is more robust than parameters of
LSI and LDA. It means that our method requires much less work to choose
the parameter.

The remainder of this paper is organized as follows. We introduce related
work next. A more detailed explanation of our method is given in Sect. 3. We
conduct experiments and give analysis in Sect. 4. The last section is conclusion
of this paper.

2 Related Work

Many works consider the text representation as feature selection problem. They
select a subset of the term features based on some criteria such as information
gain, χ2 statistic (CHI) and mutual information [19]. In addition to single crite-
rion based feature selection, there are more sophisticated optimization methods
like Bayesian network-based selection [10] and genetic algorithms [15] to find
optimal feature subset. In contrast to feature selection methods where the orig-
inal features are preserved, feature extraction methods find correlation between
different words and combine existing features to create new features. The LSI
and LDA [2,5] and their variations [7,16] are typical feature extraction methods
for text representation. Jiang et al. [11] use graphs to represent documents and
extract frequent subgraphs to produce feature vectors for classification.
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There are new approaches to learn document representations. Stacked
Denoising Autoencoders (SDA) [6] and the faster mSDA [4] learn a high level
representations for text by deep neural networks. Xu et al. [18] use frequent words
to represent rare words which map the whole vocabulary to a smaller frequent
used word set. Kusner et al. [12] use word embeddings’ distances to measure the
documents’ distances. The difference between it and our method is that it only
measures distances between documents without representing documents with
vectors which can only be used by algorithms like KNN.

The idea of using word clusters to represent text was introduced by
Bekkerman [1] for text classification. It uses Information Bottleneck cluster-
ing to generate document representation in a word cluster space where each
cluster is a distribution over document classes. Like many feature selection and
extraction methods, it uses class labels to find features that are highly indica-
tive of categories. Those representations require much label information and can
only be used in a specific classification task. Our method requires no supervi-
sion information which makes it a more general representation and independent
of tasks.

3 Bag Of Word Clusters

The Fig. 2 gives architecture of our BOWL text representation which consists
of two parts. The left part is the word clusters finding and the right part is
weighting. Next, those two parts will be introduced respectively.

3.1 Word Clusters

To group words that are semantically close, it is necessary to learn their relations
from a large corpus. The word2vec [14] uses a simple neural network architec-
ture which consists of an input layer, a projection layer and an output layer to
learn the word vector representations that can predict the nearby words well.

Fig. 2. Architecture of bag of word clusters representation.
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The word2vec is extremely efficient due to its simple skip-gram model and hierar-
chical softmax so that we can train word embeddings on a large corpus. Relations
between words are encoded in the vectors e.g. vec(Czech) + vec(currency) ≈
vec(koruna) and vec(Berlin) − vec(Germany) ≈ vec(Paris) − vec(France).
Also, the distance between two word embeddings indicates their semantic close-
ness to a large degree. The Table 1 gives 8 most similar words of 4 words including
noun, adjective and verb in the learned word embeddings. It is feasible to group
semantically close words by clustering on word embeddings.

Table 1. Words with their 8 closest words

Beautiful Car Write Money

Lovely Cars Read Cash

Enchanting Truck Writing Funds

Gorgeous Driver Publish Monies

Pretty Driving Reread Bankroll

Delightful Chassis Wrote Embezzle

Charming Automobile Compose Repay

Alluring Vehicle Script Buy

Wonderful Toyotas Writes Debt

The K-Means algorithm is one of most common clustering methods due to its
efficiency and good performance. The K-Means algorithm requires a parameter,
number of clusters, which becomes the parameter of our BOWL representation.
The Table 2 shows 4 word clusters of 500 word clusters on the Amazon dataset,
which will be introduced in experiments section. Words within a cluster are
semantically close and cause the redundancy in indicating what a text is talking

Table 2. Words clusters

Cluster 1 Dog hounds terk kittens puppies puppy tiger pig dogs rabbit sled
shaggy yummy fur pony terrier pet monkey cats poodle leash
raccoon giraffe pets gorilla bear bull cat collie wolf grizzly poacher
paw monkeyshines

Cluster 2 Section nearest lines parallel platform underground connects connect
terminal main connecting link accessible elevated via extension
linking connected layout loop tunnel line connection branch
connections

Cluster 3 Avail mistakes remorse hesitation excuses intentions qualms regrets
mistake regret excuse

Cluster 4 Italian italians monte marino gaggia rome mussolini sicily ronco leone
venice mezzogiorno bologna italy milan crema grado bellagio
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about. Also, considering words within a cluster as a whole can take word level
similarity into consideration when measuring text level similarity. For example,
two texts talking about Italy, one uses word Italy mostly and another uses Rome
mostly, will have far distance while they are close content. It is more severe in
short texts as semantically close words rarely appear together in one short text.

3.2 Word Clusters Weighting

We consider each word cluster as one dimension in BOWL representation. Unlike
the BOW where each dimension corresponds to one word, the BOWL has to
consider frequencies of a number of words to weight each dimension. Like convo-
lutional neural network, we use the pooled feature to weight each word cluster.
For each word cluster, we perform pooling operation on word features (term
frequencies). Typical pooling operations are max pooling and mean pooling.
The max pooling uses max word frequency to weight each dimension while the
mean pooling uses mean word frequency to weight each dimension. Texts con-
tain noise, which can be incorporated by mean pooling as it takes all terms into
consideration. So, the max pooling is adopted by us.

We found that the max pooling has good performance when word clusters are
not large. When word cluster is large, i.e. the number of clusters is small, frequent
words can appear in most word clusters and dominate max pooling features.
Those frequent terms like many, great, play etc. contain less information. So, in
this paper, we propose a dynamic k-max pooling method to weight word cluster
feature, that is to say, to increase sample features when word clusters are large.
The summation of k maximum term features is used to weight cluster feature,
thereby reducing the dominance of frequent terms. As the size of word clusters
becomes small, the k should be small either to avoid incorporating noise. We use
the following empirical formula to determine the k by average size of clusters:

k = � |υ|
p ∗ √

n
� (1)

where the |υ| is size of vocabulary and n is the number of clusters. The p is
a parameter and is set to 1200 in our experiment. The k decreases as clusters
go smaller. The k reduces to 1, that is max pooling, when we use enough word
clusters to represent a text. The Fig. 3 shows classification accuracy of dynamic
k-max weighting compared with max weighting on 2 datasets. The classification
results get improved on both classifiers when sampling features according to
average size of word clusters. As the number of clusters increases, the k reduces
to 1 and two weighting methods become the same. It indicates that the dynamic
k-max weighting improves the text representation accuracy compared with max
weighting on very low dimensional BOWL representation.

4 Experiments

To evaluate the effectiveness of our word clusters based text representation, Bag
Of Words cLusters (BOWL), we use the BOWL representation in classification
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Fig. 3. Classification results of two weighting methods on 2 text datasets using 2
classifiers

and clustering tasks on three datasets. Also, we compare our text representation
with 4 commonly used text representations:

1. Bag-Of-Words (BOW). A vector of counts of terms that in the vocabulary.
2. Term Frequency-Inverse Document Frequency (TF-IDF) [17]. Weight the

bag-of-words representation by each word’s inverse document frequency.
3. Latent Semantic Indexing (LSI) [5]. Perform singular value decomposition on

the BOW representation to project the BOW representation to a semantic
feature space.

4. Latent Dirichlet Allocation (LDA) [2]. Posit that each text is a mixture of
a small number of topics and represent each text as distribution over those
topics. We use the LDA model in Gensim1 which is based on online stochastic
optimization [8] and use default parameters except the number of topics.

For classification task, we use both KNN and SVM algorithms on each rep-
resentation. For LSI and LDA, the parameter is the number of topics and for
BOWL, the parameter is the number of word clusters. We use part of the training
data as validation set to find the parameter that can result in best classification
in both KNN classifier and SVM classifier and retrain on the whole training data
with the best parameter.

For clustering task, we use K-Means as the clustering algorithm. To evaluate
clustering result, we use labels of the data. As clustering is an unsupervised task,
we do not use the validation set to find the best parameters.

We also evaluate robustness of parameters of LSI, LDA and BOWL.

4.1 Datasets and Preprocessing

All approaches are evaluated in 3 datasets. The Table 3 lists those datasets and
their characteristics including the size of the dataset n, the dimensionality of
bag-of-words representation and the number of categories.
1 https://radimrehurek.com/gensim/.

https://radimrehurek.com/gensim/
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Table 3. Datasets

Name n BOW Dim Categories

Reuters-21578 8609 25059 20

BBCSport 737 12328 5

Amazon 8000 19400 4

Fig. 4. Classification results on 3 text datasets using 2 classifiers, compared with 4
text representation methods

The Reuters-215782 is widely used test collection for text categorization
labeled by news topics. We use ModApte train/test split and keep documents
that belong to 20 major categories. The BBCSports dataset3 consists of 737
sports news articles from the BBC Sport website in five topical areas from 2004–
2005. The Amazon dataset4 is a set of customers’ reviews towards four prod-
uct categories, books, dvd, electronics and kitchen. For BBCSports and Amazon
datasets, we randomly split the whole dataset into train and test parts.

For all datasets, we remove stopwords and digits, and lowercase all words.
To avoid oversize BOW dimensionality and reduce noise, we additionally remove
words that appear in less than 2 texts in Amazon dataset. The LSI and LDA
take BOW representations of texts as input. For all representations, the vectors
are L2 normalized at last.

4.2 Word Embeddings

We use word2vec tool5 to train word embeddings on English Wikipedia dump
which includes more than 2 billion words. All words are lowercased. We use the
skipgram model with window size 5 and filter words with frequency less than 5.

2 http://www.daviddlewis.com/resources/testcollections/reuters21578/.
3 http://mlg.ucd.ie/datasets/bbc.html.
4 https://www.cs.jhu.edu/∼mdredze/datasets/sentiment/index2.html.
5 https://code.google.com/p/word2vec/.

http://www.daviddlewis.com/resources/testcollections/reuters21578/
http://mlg.ucd.ie/datasets/bbc.html
https://www.cs.jhu.edu/~mdredze/datasets/sentiment/index2.html
https://code.google.com/p/word2vec/
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After training, we got word vectors with dimensionality of 200 for more than 2
million words. For our BOWL representation, words that do not appear in the
word2vec model are discarded. For BBCSport and Amazon datasets, there are
less than 5 % words are discarded. There are about 10 % words are discarded
in Reuters-21578 dataset. It is worth mentioning that the corpus have some
influence on the final result. Generally, large corpus result in more accurate
word embeddings. Impure corpus can have some benefits. For instance, texts
that are mixed with different languages make the word embeddings capture the
similar semantic words in different languages like Milano and Milan.

4.3 Results

Classification. One of applications of text representation is text classification
and goodness of text representation determines classification accuracy to a large
extent. As the datasets contain multiple categories with unbalanced data, we use
Micro-averaged F1-score as the classification evaluation metric. The Fig. 4 gives
classification results on those datasets using KNN and SVM classifier where the
k is set to 5 for KNN classifier. Parameters, number of topics and number of clus-
ters, are chosen by using a validation set and are limited to 800. In the Reuters
dataset with KNN classifier, BBCSport dataset with SVM classifier and Amazon
dataset with KNN classifier, our representation achieves best performances. In
three other cases, the BOWL representation has competitive classification results
compared with BOW and TF-IDF. Meanwhile, the BOWL representation uses
less than 800 features where 95 % features are reduced relative to BOW and TF-
IDF which makes BOWL much more efficient. In terms of text representation for
classification, the LSI and LDA representations do not perform well and BOWL
representation outperforms them significantly. When we increase the number
of clusters to 3000, our method has better performance. The 3000 dimensional
BOWL representation has highest micro f1-score in almost all cases. Although
we use 3000 features, the size of feature space is only about 12 % of the size of
BOW feature space.

Clustering. A good text representation should have good performances on
different tasks. We also evaluate those representations on clustering task by K-
Means algorithm. As the K-Means cannot handle clusters with different sizes,
we select same amount texts for different categories. To speed up running, we
only select a subset of texts for each category. The result is average value on 5
runs of K-Means due to its slight randomness. We use the Adjusted Rand Index
(ARI) as the evaluation metric. The Rand Index (RI) is calculated by:

RI =
TP + TN

TP + FP + FN + TN
=

TP + TN
(
n
2

) (2)

where n is the number of texts. The TP is the number of text pairs that belong
to same category and assigned with same cluster label. The TN is the number of
text pairs that belong to different categories and assigned with different cluster
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Fig. 5. Clustering results on 2 text datasets

labels. The Adjusted Rand Index is adjusted RI to make sure have a value close
to 0 for random labeling and exactly 1 when clusterings are identical.

The Fig. 5 is the ARI scores for those representations on two datasets. Scores
for LSI, LDA and BOWL are best scores with dimensions limited to 800. Similar
with classification results, the BOWL representation has better results than
LSI and LDA, and competitive results with BOW. Unlike classification, our
representation outperforms TF-IDF significantly. When we use 3000-dimensional
vectors to represent texts, BOWL representation gets better ARI scores and
exceeds BOW significantly on BBCSport dataset. Besides, the representation
efficiency is much higher than BOW and TF-IDF.

Fig. 6. Classification results with different dimensionality of representation vectors
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Connection with LSI and LDA. BOWL shares some common elements with
LSI and LDA. They all project the BOW features to a latent feature space.
For LDA, latent features are distributions over topics. For BOWL, the feature
space is semantically close words which is less latent than LSI and LDA. We
prefer it concepts which is higher level than words and lower level than topics.
So, for BOWL it performs worse than LSI and LDA when dimensionality of
feature space is very limited. But when increase the dimensionality, the BOWL
representation has best result as in Fig. 6.

Also in Fig. 6, the parameter of BOWL is much more robust than LSI and
LDA. As the dimensionality increases, the performance of BOWL increases and
becomes stable gradually with little fluctuation while the fluctuation is more
intensive and the performance even decreases for LSI and LDA. It means it is
much easier for BOWL to choose the parameter. We assume the reason for this
is that the BOWL learns the feature space from a very large corpus by word
embeddings which is independent of current texts while LSI and LDA learn it
from current small size texts.

5 Conclusion

In this paper, we propose a straightforward Bag Of Word Clusters (BOWL) text
representation which groups semantically close words and considers them as one
dimension in the representation space. For each dimension, we use dynamic k-
max pooling method to weight. Words are grouped by performing clustering
algorithm on word embeddings which is trained from a large corpus. Unlike LSI
and LDA, our method finds the new feature space from much larger and indepen-
dent texts. Experiments on classification and clustering tasks show significant
advantages of BOWL in terms of representation accuracy and efficiency.
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Abstract. Clustering categorical sequences is currently a difficult prob-
lem due to the lack of an efficient representation model for sequences.
Unlike the existing models, which mainly focus on the fixed-length tuples
representation, in this paper, a new representation model on the variable-
length tuples is proposed. The variable-length tuples are obtained using
a pruning method applied to delete the redundant tuples from the suffix
tree, which is created for the fixed-length tuples with a large memory-
length of sequences, in terms of the entropy-based measure evaluating
the redundancy of tuples. A partitioning algorithm for clustering cate-
gorical sequences is then defined based on the normalized representation
using tuples collected from the pruned tree. Experimental studies on
six real-world sequence sets show the effectiveness and suitability of the
proposed method for subsequence-based clustering.

Keywords: Sequence clustering · Representation model · Variable-
length tuples · Pruning method · Entropy-based measure

1 Introduction

Data clustering has a wide range of applications and has been one of the essential
methods used in knowledge systems. In the past decades, it was studied exten-
sively in the statistics, machine learning and data mining communities, and a
number of clustering algorithms have been proposed [1,2]. However, most of them
are principally designed for attribute-value data, say, vector data. Currently, cat-
egorical sequences, such as speech sequences in natural language processing, are
widely used in real-world applications. Clustering such sequences is a difficult
problem due to the fact that the chronological order of symbols (categories)
that compose the sequences is very important for clustering tasks; this remains
a major obstacle in applying the traditional clustering algorithms [3–5].

c© Springer International Publishing AG 2016
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A widely accepted solution to the problem is using a tuples-based represen-
tation for sequences, which effectively equates to project each sequence onto the
new pattern space spanned by a set of tuples [4,6]. Roughly speaking, the tuple
of sequences is one kind of short subsequences; thus, the locally chronological
order of symbols can be preserved to some extent. Such a representation model
is somewhat similar to the Vector Space Model (VSM) for representing docu-
ments in text mining [7], where each term in the documents is considered as a
dimension and each document is typically represented as a vector of the term
frequencies. With the tuples-based representation, sequences are viewed as “doc-
uments” with the tuples representing their “terms”, and can thus be clustered
like the common vector data.

Obviously, the ability of the representation model to capture the structural
features hidden within sequences depends on the tuples chosen for the model.
The common method is the n-tuples (alternatively known as n-grams) approach
[4,8,9], which is the set of all possible tuples (grams) with their length fixed
at n. As choosing an appropriate tuple length is currently a difficult problem,
generally, one tends to use a large n, because small n likely breaks long sequence
patterns into small segments [10]. However, a large n would result in a huge
number of tuples which is exponential in the length. More importantly, with a
fixed length, all tuples of length n are collected without distinguishing between
significant and non-significant tuples [5], which challenges the traditional clus-
tering algorithms by the existence of many noisy features (tuples) or redundant
features (tuples) that do not contribute to clustering.

The popular approach adapting the algorithms to the high-dimensional data
is to eliminate these features by combining feature selection techniques, for exam-
ple, by removing those tuples whose frequency are less than the user-defined
threshold [10]. Clearly, such a threshold is difficult to determine. Another app-
roach is to perform subspace clustering on the high-dimensional data: examples
include entropy-weighting K-means (EWKM) [11], model-based projective clus-
tering (MPC) [12], etc. Note that such feature-weighting-based algorithms are
designed on the assumption that each of the dimensions (here, the tuples) span-
ning the new pattern space is independent of the others, which hardly holds in
the n-tuples representation for sequences: tuples that share the same preceding
subsequence may be highly correlated with each other.

In this paper, a new method is proposed to produce the variable-length tuples,
with a large number of redundant tuples removed. We propose a pruning method
for the purpose, by organizing the original n-tuples into a suffix tree, on which
those leaves corresponding to the redundant tuples are iteratively deleted in
terms of the information gain provided to their parent (i.e., the preceding tuples).
The remaining tuples in the pruned tree are then collected to create a normalized
representation model, with which a partitioning algorithm is defined for the
clustering task. We conducted a series of experiments on real-world categorical
sequences. The results show that the proposed method significantly outperforms
other mainstream methods.
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The remainder of this paper is organized as follows. Section 2 presents some
preliminaries and related work. Section 3 describes the new representation model
and the clustering algorithm. Experimental results are presented in Sect. 4.
Finally, Sect. 5 gives our conclusion and discusses directions for future work.

2 Preliminaries and Related Work

A categorical sequence is a linear chain made up of symbols, containing some
structural features. Figure 1 gives an example, where two sequences denoted by
s1 and s2 are shown. Both s1 and s2 are made up of 3 symbols “A”, “B” and “C”,
but they have different lengths, saying, 14 and 12, respectively. Clustering such
sequences is a challenging problem due to the difficulties in defining a mean-
ingful distance measure for sequences [1,4]. The existing measures fall in two
groups: alignment-based and alignment-free measures [6,13]. In the first group,
the distance is computed by an alignment algorithm, such as the well-known
edit distance and its approximate algorithms [14]. Generally, they have a high
time complexity. The alignment-free measures in the second group calculate the
distance between sequences based on statistical models [3,10], information the-
ory [9] or subsequences [5], without identifying the similar regions of sequences;
thus, they are computationally efficient.

Fig. 1. An example of categorial sequences made up of 3 symbols “A”, “B” and “C”.

To define an alignment-free distance measure for sequences, the tuple-based
representation has been widely used due to its simplicity [4,6]. Using the model,
each sequence can be transformed into a vector of tuple frequencies. Table 1
illustrates the 3-tuples representation for the sequences of Fig. 1, where each col-
umn corresponds to an unique tuple comprising 3 symbols and the digit in each
cell indicates the number of the tuple appearing in the sequence. Based on the
table, distance between sequences can be easily computed using Euclidean dis-
tance [9], Mahalanobis distance [15], etc. The common clustering methods can
also be easily applied to categorical sequences, such as the hierarchical cluster-
ing algorithms [9,10] aimed at organizing sequences into a tree of clusters and
the partitioning methods including the well-known K-means and its numerous
variants [1,11,12]. Since the aim is to generate flat clusters in this paper, we will
focus on the latter, that is, grouping sequences according to the occurrences of
the tuples given the number of clusters K.

As discussed previously, the number of tuples (i.e., the data dimensionality)
would be huge in practice, when the n-tuples representation is employed with
the length fixed at a large n. For example, the number of symbols composing a
speech sequence typically reaches 20 (see Sect. 4.1); therefore, there is a set of 20n
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Table 1. 3-tuples representation for the sequences shown in Fig. 1.

AAB ABA ABB ACA ACB BAA BAB BAC BBA CAC CBA

s1 1 1 1 1 2 1 0 2 1 1 1

s2 1 1 1 0 2 1 1 1 1 0 1

possible tuples. To cluster such high-dimensional data, one has to resort to the
unsupervised feature-selection techniques, implemented by the filter methods or
the built-in methods [1,12]. Subspace clustering, aimed at grouping data objects
into clusters projected in some subspaces, is one of the popular methods using
the built-in mechanism for feature selection. Examples include PROCLUS and
its variants [16], the entropy-weighting algorithm EWKM [11], etc. The goal of
a filter method is to choose an appropriate subset of the original features in the
preprocessing step before clustering, where some heuristic criteria are defined to
evaluate the significance of features [17]. Due to the huge number of admissible
subsets which is exponential in the data dimensionality, usually, both methods
choose the subset based on the assumption that the attributes are independent
of each other. In the conditional probability model (CPD) for sequences [10],
for instance, only the frequent subsequences (corresponding to the tuples) are
chosen, given a threshold defining the minimal frequency of the resulting tuples.

In the variable-length representation for the tuples proposed in this paper,
however, we focus on the identification of possibly redundant tuples. With the
redundant tuples removed, the correlations between features (tuples) are thus
reduced. Our efficient method for producing the new representation model is
based on the pruning strategy, while surmounting the independent assumption,
as described in the next section.

3 Sequences Clustering with Variable-Length Tuples

In this section, we propose a variable-length tuples representation for categor-
ical sequences, followed by a new K-means-type algorithm for clustering the
sequences. We begin by introducing the notation used throughout the paper.

3.1 Basic Notation

In what follows, the sequence set is denoted by S = {si|i = 1, 2, . . . , N} from
which K(1 < K < N) clusters are searched for. Here, si stands for the ith
sequence and N the number of sequences to be clustered. Let s be a categorical
sequence of length L, where each of the L symbols is one of the categories
∀x ∈ X, with X being the set of symbols and |X| the number of symbols.
Moreover, the K clusters are denoted by c1, . . . , ck, . . . , cK , each consisting of a
disjoint subset of S; therefore, S = ∪K

k=1ck. The set of K clusters is denoted by
C = {ck|k = 1, 2, . . . ,K}.
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A n-length subsequence, also called n-tuples, of sequence s ∈ S is a segment
of n consecutive symbols in s. Note that the length n is also referred to as
memory length in the case of Markov chain model for sequences [10]. Letting
t be a n-length tuple and #S(t) the number of t appearing in S, we denote
the set of n-tuples by T = {t|#S(t) > 0}; in other words, each of the tuples
should appear in at least one of the sequences in S. Based on the definitions, the
cardinality of T , i.e., |T |, is precisely the dimensionality of the data using the
tuples-based representation model. We denote D = |T | and td the dth n-tuples
of S, where d = 1, 2, . . . , D.

Each n-length tuple with n > 1 can be viewed as a combination of the
preceding (n − 1)-length subsequence and the ending symbol. According to this
view, the tuple t can be rewritten as t = δx, where δ denotes the preceding
subsequence of the ending symbol x. We denote the conditional probability of
x given its preceding subsequence by p(X = x|Y = δ), where X and Y are the
random variables associated with the symbols and the preceding subsequences.
To simplify the representation, we will use p(x|δ) to denote p(X = x|Y = δ) in
the following pages.

3.2 Variable-Length Tuples Representation

Given a large memory-length n, for example, n = 10, the resulting n-tuples
representation for sequences is generally in high dimensionality (recall that D ≈
|X|n). In this subsection, we aim at reducing the dimensionality by removing
the redundant tuples from T . For the purpose, we first organize the n-tuples
into a suffix tree, where each path (from the root to one of the leaf nodes of the
tree) corresponds to a tuple of length n. Here, the root of the tree is a virtual
symbol indicating the beginning of each tuple; thus, the height of the tree is
n+1, and the number of children for each node except the leaves is at most |X|.
Figure 2(b) shows a subtree created for the 3-tuples of the sequences s1, s2 in
Fig. 1; the tuples used have the same preceding symbol “A”, as Fig. 2(a) shows.

During the creation of the tree, each node (except the root) is attached
a value indicating its conditional probability with regard to its preceding

Fig. 2. Illustration of the pruning method for generating the variable-length tuples
(preceded “A”) from the sequences shown in Fig. 1
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subsequence. The conditional probability is estimated by the frequency esti-
mator. For example, according to Fig. 2(a), the number of the subsequence
“AC” appearing in the sequence set {s1, s2} is 1 + 4 = 5 and the total number
of tuples preceded “A” is 11; then, we estimate the conditional probability by
p(C|A) = 5/11, as the value attached to the node labeled “C” shows in Fig. 2(b).
Likewise, the conditional probabilities for the tuples “ACA” and “ACB” can be
estimated, i.e., p(A|AC) = 1/5 and p(B|AC) = 4/5, respectively.

The variable-length tuples representation for sequences can be derived based
on the n-tuples tree. This is achieved by pruning the tree using a post-pruning
method similar to that applied to decision-tree induction [1]. As Figs. 2(b) and
(c) show, with some leaves removed, the tree changes to accommodate both
2-tuples and 3-tuples. Since we aim at eliminating the redundant tuples, a crite-
rion should be defined to measure the redundancy of a subtree, and subsequently
to determine whether the subtree need to prune or not. Taking for example the
tree shown in Fig. 2(b) again, obviously, the leaf labeled “B” for the 3-length
tuple “AAB” can be deleted, because there is no information loss if it is replaced
with the shorter tuple “AA”. However, it is not the case for “AB”: lengthening
“AB” to “ABA” and “ABB” is able to obtain considerable information gain.
This observation suggests an entropy-based judgement for the redundancy eval-
uation. Formally, we first compute the entropy for the tuples having the same
preceding subsequence δ by

H(δ) = −
∑

x∈X
p(x|δ) × log2 p(x|δ) (1)

with

p(x|δ) =
#S(δx)
#S(δ)

.

Then, the redundant tuples are identified based on the following Definition 1.

Definition 1 (Redundant tuples). The tuples δx for ∀x ∈ X are redundant if
H(δ) < τ , where τ ≥ 0 is a threshold defining the minimal information gain.

Given the n-tuples tree, the pruning process begins by examining the leaf
nodes according to Definition 1; here, the symbols corresponding to the leaf and
its siblings are considered as ∀x ∈ X in the senses of Eq. (1). Once they are
identified being redundant, the leaves are deleted and their parent node changes
to the new leaf. The new leaves are then re-scanned to search for the redundant
subsequences of shorter length. With such an iterative pruning method, the 3-
tuples for the sequences in Fig. 1 can be reduced into a set of variable-length
tuples as shown in Table 2, by setting τ = 1.

Based on the D resulting tuples t1, t2, . . . , tD, we represent each sequence
with a D-dimensional vector according to the following Definition 2. Note that
each vector V s for the sequence s is normalized such that ||V s|| = 1, where || · ||
denotes the Euclidean norm of a vector. By the normalization, the frequencies
are smoothed to counteract the effect induced by the varying lengths of the
sequences as well as the tuples.
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Table 2. Variable-length tuples representation for the sequences shown in Fig. 1.

AA ABA ABB AC BAA BAB BAC BB CA CB

s1 0.224 0.224 0.224 0.670 0.224 0.000 0.447 0.224 0.224 0.224

s2 0.289 0.289 0.289 0.577 0.289 0.289 0.289 0.289 0.000 0.289

Definition 2 (Variable-length tuples representation). The variable-length
tuples representation for each sequence s ∈ S is the vector V s, given by

V s =< fs(t1), fs(t2), . . . , fs(td), . . . , fs(tD) > (2)

where fs(td) = #s(td) × (
∑D

d′=1[#s(td′)]2)− 1
2 with #s(td) being the number of

td appearing in s.
Now, the only pending factor of the representation model is the setting for

τ . Intuitively, the desired value of τ connects to both the number of symbols
composing the sequences (|X|) and the number of clusters K. In particular, τ
should be enlarged with a large |X| and a small K; thus, an obvious setting for
τ could be

τ = max{log2
|X|
K , 0}. (3)

According to Eq. (3), τ > 0 when |X| > K, which is often the case in practice.
In the case where |X| ≤ K, τ = 0 which means that it is not necessary to prune
the tuples tree. In this case, the variable-length representation degenerates to
the traditional n-tuples representation.

3.3 Clustering Algorithm

In this subsection, a partitioning algorithm is presented for clustering categori-
cal sequences based on the variable-length tuples representation discussed in the
previous subsection. The algorithm named KM-NVLT (for K-Means with Nor-
malized Variable-Length Tuples), as outlined in Algorithm 1, starts clustering
from transforming the sequences in S into vectors using the new representa-
tion (steps (1) ∼ (3)). Then, the algorithm groups the sequences in an iterative
process like the K-means clustering (Step (5)).

The aim of Step (4) in KM-NVLT is to build a robust condition for the
coming iterative process, by choosing a set of well-scattered sequences as the
initial cluster centers. The first two centers I1 and I2 are chosen according to
the following rule:

(I1, I2) = argmax(s,s′)∈S×S ||V s − V s′ ||2. (4)

Then, the remaining K−2 centers are selected based on the maximum-minimum
principle [9], i.e.,

Ik+1 = argmaxs∈S\{Ii|i=1,...,k}mini=1,...,k||M s − M Ii ||2 (5)

where k ∈ [2,K − 1].
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Input: the sequence set S, the number of clusters K and the memory-length n
Output: the set of resulting clusters C = {ck|k = 1, 2, . . . , K}
begin

(1) Generate n-tuples from the sequences in S, and create the n-tuples tree
using the method described in Sect. 3.2;
(2) Determine τ according to Eq. (3) and prune the n-tuples tree based on
Definition 1;
(3) Collect the variable-length tuples from the pruned tree, and represent
each sequence s ∈ S by the vector V s according to Eq. (2) and Definition 2;
(4) Choose K vectors for the initial cluster centers using Eqs. (4) and (5);
(5) repeat

(5.1) Generate c1, c2, . . . , cK by assigning each sequence s ∈ S to its
closest cluster center, in terms of the Euclidean distance between V s

and each cluster center;
(5.2) Recompute the center for each cluster ck by averaging the vectors
belonging to ck, where k = 1, 2, . . . , K.

until C is not changed.;

end

Algorithm 1. Outline of the KM-NVLT algorithm.

The time complexity for generating the variable-length tuples is O(n×|X|×
L), where L is the total lengths of the sequences in S. The time complexities
of the K-means-type clustering and the centers selection method are O(KND)
and O(N2D), respectively. Generally, |X| > K and n × L > ND; thus, for KM-
NVLT, the time complexity can be finally given as O(max{n × |X| × L, N2D}).

4 Experimental Evaluation

In this section, we evaluate the performance of KM-NVLT on real-world cat-
egorical sequences, and also experimentally compare the variable-length tuples
representation with a few other methods.

4.1 Sequence Sets and Experimental Setup

Six sequence sets for speech recognition are used. We obtained the sequence
sets from [18], namely locmelovoy, locmrlovoy, locmslovoy, locfjlavoy, locflauvoy
and locffpevoy, abbreviated to S1∼S6, respectively. Each sequence in the sets is
generated from the pronunciation of one of the five French vowels (“a”, “e”, “i”,
“o” and “u”) by binning the sound wave. So, the true number of clusters for the
sequence sets are known, i.e., K = 5. Details of the data sets are summarized
in Table 3. The average length of sequences in these sets varies from 560 to
approximately 1900, in order to evaluate the capability of different representation
models and clustering methods.

We used the K-means algorithm on the common n-tuples representation as
the baseline in the experiments. The algorithm is abbreviated KM-NT (for K-
Means with Normalized Tuples), which was implemented as a special case of our
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Table 3. Details of the real-world sequence sets

Dataset #clusters(K) #symbols(|X|) #sequences(N) Length(L) Average length

S1 5 20 50 [203, 1035] 560

S2 5 18 50 [226, 1253] 737

S3 5 20 50 [506, 1564] 924

S4 5 19 50 [405, 1986] 1088

S5 5 19 50 [581, 2382] 1570

S6 5 18 50 [701, 3753] 1899

KM-NVLT by fixing τ at 0. Based on the normalized n-tuples representation, we
also chose EWKM [11], a feature-weighting-based subspace clustering algorithm,
as the competing method. Its weighting parameter γ was set to the author-
recommended value 0.5.

Frequency-based feature selection method was also used to provide a refer-
ence point for comparison. For the purpose, the frequent n-tuples were collected
to create a reduced tuples set for each sequence set. Since it is difficult to deter-
mine the threshold for the frequencies, we selected those tuples whose frequency
is larger than 1 for the resulting representation. The vectors were finally normal-
ized using the same method to that of Definition 2. We will denote the K-means
algorithm applied to such a representation by KM-NFT (for K-Means with Nor-
malized Frequent Tuples).

Bisection K-means [9] was also chosen for comparison. For this algorithm,
we created a TF-IDF representation model for each sequence set, where IDF is
the abbreviation for the inverse document frequency popularly used in the text
mining community [7]. After assigning the n-tuples with the IDF weights, the
vectors were normalized. The bisection K-means with the TF-IDF representation
will be denoted as BKM-NIDF. The initial cluster centers for all the competing
algorithms were selected using the same approach as that of KM-NVLT (see
Step (4) of Algorithm 1).

4.2 Experimental Results

The performance of the algorithms is evaluated in terms of clustering accu-
racy (CA), which is computed as CA = 1

N

∑K
k=1 ak, where ak is the number

of sequences in the majority group corresponding to ck. Clearly, this measure
requires that the ground truth of the datasets be known, which is the case in
our experiments. Table 4 shows the clustering accuracy obtained by the five
algorithms on the six sequence sets, with the memory-length n set to 10 (the
performance with regard to different n will be examined in Fig. 3). The best
results are marked in bold typeface.

From Table 4, we can see that our KM-NVLT is able to achieve high-quality
overall results, outperforming the competing algorithms on all the six sequence
sets. In fact, only KM-NFT obtains comparable results on S1, S3 and S6, whereas
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Table 4. Comparisons of clustering accuracy (CA) obtained by different algorithms
(n = 10)

Dataset KM-NVLT KM-NFT EWKM-NT BKM-NIDF KM-NT

S1 1.000 0.980 0.620 0.720 0.620

S2 0.980 0.600 0.600 0.700 0.600

S3 1.000 1.000 0.660 0.640 0.660

S4 0.860 0.640 0.680 0.720 0.680

S5 1.000 0.780 0.620 0.680 0.620

S6 0.980 0.900 0.680 0.660 0.700

EWKM-NT and KM-NT perform poorly (note that both are based on the n-
tuples representation). We also observe that the clustering accuracies of EWKM-
NT and KM-NT are close, indicating that the built-in feature-selection scheme
used in the soft subspace clustering methods fails in distinguishing between
significant and non-significant tuples. BKM-NIDF, which makes use of the TF-
IDF representation, yields higher accuracy than EWKM-NT on most of the data
sets. This indicates that the IDF weighting method is able to identify significant
tuples to some extent.

Comparisons of the clustering accuracy with varying memory-length of tuples
are given in Fig. 3. It can be seen from the figures that our KM-NVLT achieves
robust performance accompanied by high clustering accuracy, along with the
increment of the memory-length n. Except the cases of KM-NFT on S1 and S3,
the competing algorithms yield instable results that are sensitive to the setting
of n. The good performance of KM-NVLT owes to the use of the pruning method
in producing the variable-length tuples with redundant tuples deleted, which, in
effect, improve the performance of the remaining features (tuples). Another gain
of the pruning method is to reduce the number of features for the clustering
algorithms, as Fig. 4 shows.

Figure 4 illustrates the number of resulting tuples in the traditional n-tuples
representation (used by EWKM-NT and KM-NT), the frequent n-tuples repre-
sentation used by KM-NFT and our variable-length representation. One can see
that the number of tuples are significantly reduced by using our pruning method.
The number can also be reduced using the frequency-based selection method;
however, the results are clearly dependent on the user-defined threshold, which
is difficult to estimate. The figures also show that, when the memory-length n
goes from 6 to 14, the numbers of resulting variable-length tuples remain approx-
imately unchanged on the six sequence sets. This result suggests that the optimal
length of tuples for the speech sequences is about 6. As the memory length sub-
stantially connects to the order of Markov chain model [10], our pruning method
might be helpful in estimating the order for such models.
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Fig. 3. Clustering accuracy of the algorithms with various memory-lengths of tuples.

Fig. 4. Comparisons of the number of tuples using different representation models.

5 Conclusion and Perspectives

In this paper, we proposed a variable-length tuples representation for categorical
sequence clustering, unlike the existing methods, which are generally based on
the fixed-length tuples (n-tuples) representation. We proposed to organize the
original n-tuples into a tree, in order to derive a pruning method to obtain
the variable-length tuples from the pruned tree. We defined an entropy-based
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measure to evaluate the redundance of tuples and to provide the basis for the
removal of redundant tuples. Using the resulting variable-length tuples, we also
proposed a K-means-type algorithm, call KM-NVLT, for categorical sequences
clustering. The experiments were conducted on six speech sequence sets, the
results show the effectiveness of the new representation for sequences and the
new algorithm for clustering.

There are many directions that are clearly of interest for future exploration.
One avenue of further study is to test KM-NVLT on more extensive sequence
sets, and to compare with other mainstream methods. Another efforts will be
directed towards extending the method to variable-order Markov chain model
for model-based categorical sequence clustering.
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Abstract. Different from the traditional images, 4D light field images
contain the scene structure information and have been proved that can
better obtain the saliency. Instead of estimating depth or using the
unique refocusing capability, we proposed to obtain the occlusion rela-
tionship from the raw image to calculate saliency detection. The occlu-
sion relationship is calculated using the Epipolar Plane Image (EPI) from
the raw light field image which can distinguish a region is most likely a
foreground or background. By analyzing the occlusion relationship in the
scene, true edges of objects can be selected from the surface textures of
objects, which is effective to segment the object completely. Moreover,
we assume that objects which are non-occluded are more likely to be the
foreground and objects that are occluded by lots of objects are back-
ground. Then the occlusion relationship is integrated into a modified
saliency detection framework to obtain the saliency regions. Experiment
results demonstrate that the occlusion relationship can help to improve
the saliency detection accuracy, and the proposed method achieves sig-
nificantly higher accuracy and robustness in comparison with state-of-
the-art light field saliency detection methods.

Keywords: Light field · Saliency detection · Occlusion relationship ·
Raw image · EPI image

1 Introduction

Saliency detection has been an important research direction in computer vision
which is aiming at locating salient pixels or regions in an image. Precise and
trustworthy saliency detection plays an important preprocessing role in many
computer vision tasks, including image segmentation [1], object detection [2],
image thumbnailing [3] and retargeting [4]. Due to the absence of the high-
level knowledge, almost all the 2D methods based on traditional images rely on
assumptions that appearance contrasts between objects and their surrounding
regions are high. This assumptions are called contrast prior and are used in many
saliency detection methods [5–10]. Besides contrast prior, boundary prior [8]
c© Springer International Publishing AG 2016
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has been used in many approaches [6,8,9]. Image boundary regions are mostly
identified as backgrounds and boundary priors are further used to enhance the
saliency detection. Although many methods suggest that the boundary prior is
effective, it has its own drawbacks.

We can’t easily assume that the salient object is not in the boundary and
the background is in the boundary. In many cases, this assumption is wrong. In
this paper, a more reliable prior, which consider the occlusion information, is
introduced to obtain the background and foreground measurement.

Saliency detection for light field images is first proposed in [9], which has
proved that light field image can obtain more information than the image cap-
tured by traditional cameras. Traditional cameras only capture color (RGB)
information, whereas the light field camera has capability of refocusing and
obtain the depth of the scene. In this paper, we explore the salient object detec-
tion problem by using a different input: the raw picture of the Lytro camera.
Lytro camera is a light field camera which mounts a lenslet array in front of the
sensor. It is the first commercial light field cameras and has 328 ∗ 328 spatial
resolution and 10∗10 angular resolution. A light field image can be viewed as an
array of images captured by a camera array. Specifically, it captures the scene
from different continues angels and we can obtain the parallax image. Like the
binocular images and RGBD images, parallax images can calculate the depth
information. However, the disparity estimation from parallax images has been
a difficult problem for a long time and various advanced methods have been
proposed. Moreover, light field images captured by Lytro camera are much more
difficult to obtain the accurate depth because the microlens are closely arranged
and the parallax images have a very small difference. Although the light field
cameras are difficult to obtain the accurate depth, it can benefit saliency detec-
tion in numbers of ways, like the capability of post-capture refocusing [11].

In this paper, we obtain a novel information from light field image called
occlusion relationship. The occlusion relationship is calculated using the Epipo-
lar Plane Image (EPI) from the raw light field image. Then we try to utilize
the occlusion relationship as a new feature to judge the foreground regions
and background regions. In other words, we utilize the occlusion relationship
to obtain a more reliable background measure instead of the boundary. More-
over, we modified the cellular automata methods [12] and combined the color
priors and background priors to calculate the salience object with our occlusion
relationship features from light field images and achieve comparable results with
the state-of-the-art methods.

2 Related Work

Saliency detection can be categorized into two categories, bottom-up
approaches [13–16] and top-down approaches. Bottom-up approaches usually
exploit low-level cues such as feature, colors and spatial distances to construct
saliency maps. Itti [17] propose a saliency model based on the neural network
which integrates three feature. Harel [18] propose a graph-based saliency mea-
sure. In [19–21], a saliency models based on Bayesian has been proposed which
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is exploiting low and mid level cues. Sun et al. [22] improve the Xie’s model by
introducing boundary and soft segmentation. Perrazzi [23] propose a contrast-
based saliency filter and calculate saliency detection by uniqueness and spatial
distribution of the patch on the image. Shen and Wu [24] combine lower-level
feature and higher-level feature to construct a model based on the low-rank
matrix recovery. Cheng et al. [5] utilize a soft abstraction method to remove the
image useless details and calculate salient regions. Goferman et al. [25] propose
a context-aware saliency algorithm to detect the image regions which represent
the scene based on the four principles of the human’s visual attention. [26] com-
pute the contrast of the center and surround distribution of features which is
based on the Kullback-Leibler divergence for salient object detection. In [27], a
graph-based bottom-up method is proposed using manifold ranking. Zhu [28]
construct a saliency object detection method based on boundary connectiv-
ity. Compared to bottom-up approaches, top-down approaches are task-driven
and require supervised learning with manually labeled ground truth. Zhang [29]
construct a Bayesian-based top-down methods. Judd [30] learned a top-down
saliency model object detectors such as faces, humans, animals, and text. [31]
propose a saliency model by jointly learning a conditional Random Field and
a dictionary. The bottom-up approaches of saliency detection are data-driven
and usually based on low-level visual information and more interesting in detec-
tion the local feature rather than a global feature. On the other hands, top and
down approaches of saliency detection are interesting in detect object easy to
obtain visual attention like human face and body. Consider the time complex-
ity problem, bottom-up approaches usually efficient than top-down approaches.
Our approach belongs to bottom-up approaches where we add an occlusion cues.
Early saliency detection method exploits center priors which expected to exhibit
a high contrast in the center. Koch and Itti [17] are the first to use the center
prior to detection saliency. After that, many methods computer the center prior
locally or globally. Local methods computer the difference within some nearby
pixels or super pixels. Global methods computer the difference into the whole
images by computer the power spectrum [32], color histogram [33], and so on.
Even if the use of center priors are proved effective, Wei [8] use background pri-
ors to calculate saliency detection and have been proved that background priors
are also effective methods. Zhu [28] observed the boundary connectivity as a
robust background measure and calculate the relationship between foreground
and background. In most approaches, they use the color character to judge fore-
ground or background. However, most images in the LF have similar color so
that these approaches can easily fail. Our approach calculates each EPI image
to obtain the occlusion relationship and combine the color contrast, background
prior to obtaining the saliency detection.

3 Occlusion Relationship Analysis Algorithm

In this paper, we present the 4D light field with L(s, t, u, v) representation where
(s, t) is the coordinate of the image in different views and (u, v) is the coordinate
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Fig. 1. Principle chart: the slope of the mutual occluded objects is different, the larger
slope is occluded by the smaller slope

of the main lens plane. ST plane and UV plane are two parallel planes and
L(s, t, u, v) represent the intersection of incoming light from a different view
perspective. Using L(s, t, u, v) representation is time-saving in computing raw
data and occlusion relation.

3.1 Hierarchical Relationship Model

Epipolar Plane Image (EPI) is constructed by collating multiple images taken
from the equidistant location along a line. EPI slice can be taken from parallax
image in equidistant location along a line. The point in parallax image maps to
a straight line in EPI slice. The slope of EPI line is proportional to its depth in
real space as Fig. 1 and adjacent EPI lines with different slope has an occlusion
relationship in real space. In Fig. 1, there are three objects A,B,C in front of
the Lytro camera, object A is the closest object to the camera which is more
possible to be the salience object and C is the farthest object to the camera
which has a little possible to be the salience object. Object A and B are closer
to the camera than C, so object C is occluded by the object A and B. As a
result, object A and B may be more salience because they shelter C. In EPI
slice, there are three trails and the largest slope represented to C and A has
the smallest slope. In other words, the smaller slope of the trail represents that
the point is closer to the camera and the larger slope of the trail represent that
the point is far from the camera. So, the object has smaller slope occluded the
object which has larger slope.

Based on the observations, we construct a specific feature to present whether
a pixel is occluded by other or shelter others. After obtained the EPI image, we
first apply Canny edge detection on the EPI slice. Then we curve fit all the point
on the line and obtain the slope of each line. Because of the texture, adjacent
trails may belong to the same object, so we fuse the adjacent trails which have
the same color feature as follows:
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(a) RGB image (b) occlusion relationship

Fig. 2. The scene image and the result of occlusion relationship image. The red point
represents the occlusion point and the green represents the occluded point (Color figure
online)

ti = ||ci − cj ||, (1)

where ||ci − cj || is the Euclidean Distance between the superpixel i and j in
CIELAB color space. We consider the superpixel i and j belongs to the same
object when ti < 10. Then we calculate the adjacent lines in the EPI lines using
their slope and the equation as:

Ti = si − sj , (2)

where si is the slope the line i. If the Ti < −0.15, we considered that the line i
occluded line i+1. using this equation, we can obtain the occlusion relationship.
Then collect all the relationship of each EPI slice and obtain the all occlusion
relationship of the origin image as Fig. 2.

3.2 Hierarchical Relationship Based on Lytro Camera

Images photoed by Lytro camera are stored in the .lfp file format as their RAW
data and we can not handle to extract parallax images directly. So we must
convert it into the files we can compute. In [34], we know the .lfp file format
contains a lot of information such as focal length and gamma parameter in the
file header. The RAW image file is a gray-scale image with BGGR Bayer pattern
to store different RGB channels values. We first demosaic the RAW image and
then estimate the rotation from the sensor and the micro-lens. After rotated the
image, we need to obtain each micro-lens image and calculate the epipolar image.
Due to the rotation, the total resolution of the image is less than 3280 ∗ 3280 and
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(a) image after rotation (b) segment raw image

Fig. 3. Obtain the micro-len image

the total number of micro-lens is 328 ∗ 328, so some micro-lens are 10 ∗ 10 and
some are less than 10 ∗ 10. We utilize the characteristics that there are a much
darker line between the adjacent micro-lens. We obtain each micro-lens image
using this method and then obtain the EPI image. The left image in Fig. 3 is
the image after rotation and the right image extracts the middle two micro-lens
image.

Because of each miro-lens has about 10 ∗ 10 pixels, we can obtain about
10∗10 parallax pictures. When we use the 10 pictures in the x direction, we can
obtain the EPI in x direction. Similarly, when we use the 10 pictures in the y
direction, we can obtain the EPI in y direction. So we can obtain the occlusion
relationship in both x and y direction. Traditional camera array can obtain
occlusion relationship in only one direction and we can obtain the occlusion
relationship in two directions easily.

3.3 Background Measure

We observe that foreground and background regions in natural images and
datasets are quite different. Foreground region tends to be in a small depth
and in the front of the image, on the contrary, background regions tend to be in
a high depth value and far from the image. It is intuitive cognition to the fore-
ground and background and we considered the occluded region as a background
point and occlude another region as a foreground point. To accurately measure
background regions and improve computational efficiency, an input image is seg-
mented into N small superpixels by the simple linear iterative clustering (SLIC)
algorithm [35]. The number background points and foreground points in each
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superpixel are accumulated and the background measure is defined as: Where
indicate the region belongs to a background and indicate the region belongs to
the foreground.

4 Saliency Detection

In this section, we detect the salience region of the image using background
measure combined with the RGB color information. We show how to use our
information to obtain the final salience result and compare with another meth-
ods. The rest salience detection frame is based on the existed cellular automate
method worked by [12] and we add the occlusion relationship cues into the
method in the first section to obtain a better salience result. To improve compu-
tational efficiency, we segmented the input image into N small superpixels using
simple linear iterative clustering(SLIC) [35] algorithm. We utilize the superpixel
instead of pixels to calculate saliency.

In [12], background seeds are image boundary and the K-means algorithm is
applied to divide it into 3 clusters based on the CIELAB color features. However,
if the background is complex, we cannot effectively select enough background
seeds and cannot obtain a reasonable result for global color distinctionm (GCD)
maps. We utilize the background pixels as background seed and then apply the
K-means algorithm to obtain the GCD map. GCD map is computed as: where
is defined as in [12], after calculated global color distinction maps, we calculated
global spatial distance (GSD) matrix.

Based on the GCD map and GSD matrix, the single-layer cellular automate
(SCA) method is used to calculate the salient regions. Each cell denotes a super-
pixel and the saliency value of each superpixel denotes its state and it is discrete.
Updating rule is the main point of the cellular automata and is defined as:

St+1 = C∗ · St + (I − C∗) · F ∗ · St, (3)

as in [12], the saliency map is computed after N1 times.

5 Experiment

We evaluate the proposed method on Light field (LF) datasets [9], which are
captured by Lytro camera and include 100 light field images with the estimated
depth map and salient region ground truth. We compare our method with state-
of-the-art saliency detection methods, including LF [9], MR [27], GS [8], SF
[23], wCtr [28]. LF [9] is based on the light field camera and MR [27] which
is used on Manifold Ranking, GS [8] which is used the geodesic saliency using
background priors, SF [23] which is used saliency filters to obtain the salient
region and wCtr [28] which is used on the background priors are all based on
the RGB space. In order to prove the effectiveness of the proposed occlusion
relationship, we also evaluate the saliency results using depth cues instead of
the occlusion relationship. We use depth map from select the most far from the
screen which has more great depth value. We sort all the depth values and select
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Fig. 4. Precision recall curve comparation with state-of-the-art methods

the maximum 20 % depth pixels as background points and use cellular automate
to obtain saliency detection.

We evaluate our saliency result with occlusion relationship cues and depth
cues to show the effectiveness of our light field cues. We can observe that the
depth cues is useful in the saliency detection because the depth cues help the
background priors more precisely. By contrast, the occlusion relationship is able
to detect the background more precise than the depth cues. The reason is the
occlusion relation can find the relatively background and is more precise than
the background in the all image.

The visual examples are showed in Fig. 5, we can see that the occlusion
relationship cues are able to improve the cellular automate method and highlight
the salience parts.

We follow the canonical precision-recall curve (PRC) to evaluate the accu-
racy of the detected saliency on databases of different dimension. For details
about PRC methods, we refer readers to [17] and the parameters setting in our
implement is the same as [36]. Figure 4 shows the result of the PRC comparison
architecture. Our method achieves the highest precision in most of the recall
range on all datasets. Occlusion relationship and depth cues can improve the
salience and our feature achieves a higher precision and recall rate compared
with using depth cues. The reason is that the depth cues always located at a
corner and our cues are around all the map.
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Fig. 5. Comparison of our saliency maps with state-of-the-art methods

6 Conclusion

We propose a bottom-up method to detect salient regions in light field images
through cellular automata method, which incorporates occlusion relationship
cues and background and foreground priors. The occlusion relationship is cal-
culated on the raw images and is showed that it is simple and effective. Based
on the EPI images, we can obtain the occlusion relationship and use this cues
to calculate the background and foreground. The information then extracts the
location of the possible background and foreground in the image. We evalu-
ate the proposed algorithm on large datasets and demonstrate promising results
with comparisons to several state-of-the-art methods. Furthermore, the proposed
algorithm is efficient. Our future work will focus on integration of multiple fea-
tures with applications to other vision problems in light field.
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Abstract. Research of linguistic metaphors is an important branch of natural
language processing. Applications (e.g. semantic understanding, machine
translation, and information retrieval) are affected if metaphors can not be
identified appropriately. This paper presents a three-phase method for recog-
nizing Chinese metaphor phrases from a large-scale corpus. First, we acquire the
context of every candidate phrase. Then hierarchical clustering is used to cluster
the phrases based on their contextual information. Finally, heuristic rules are
used on the clustering result to determine whether a candidate phrase is a
metaphor phrase. Experimental results show the method achieves a satisfactory
performance.

Keywords: Metaphor phrase recognition � Chinese metaphor phrase � Phrases
clustering

1 Introduction

Metaphors generally exist in human language, and they are an important research topic
in disciplines such as rhetorics and cognitive science. Metaphor processing has been
taken seriously as an important branch of natural language processing in recent years.
Metaphor processing has important applications in machine translation [1], effective
computing [2], text entailment [3] and so on.

There are a number of definitions of metaphors [4–6]. There mainly exist two
opinions behind the definitions about metaphors. The first idea is to treat a metaphor as
a kind of rhetoric, and the other idea is to regard metaphors as a cognitive phenomena.
In this paper, like most computer researchers, we analyzes metaphors from the per-
spective of cognitive linguistics. In cognitive linguistics, the metaphor is defined as the
figure of speech without a marking word. For example, “马路杀手” (road killer) refers
to the drivers who harm others life without driving skill on the road. The phase doesn’t
hint at the killer but the drivers who killed persons. “职业杀手” (professional killer)
refers to the persons who take a job as a killer. A metaphor contains two parts: target
domain (or target for short) and source domain (or source for short). The target is the
subject for which some attributes are to be borrowed from the source [7]. The source is
the object, from which the target borrows some attributes. The word which appears as
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the source domain in a metaphor phrase is referred to as the source word, such as “海
洋” (ocean), “杀手” (killer), “大军” (army).

Many metaphors tend to appear in the form of phrases in Chinese. When “海洋”
(ocean) and “知识” (knowledge) are combined into a phrase as “知识海洋” (knowl-
edge ocean), the phrase contains a metaphorical meaning. “知识海洋” (knowledge
ocean) means that the number of knowledge is huge like the volume of the ocean.

We find that the last word of a metaphor phrase is often the source word through an
analysis of a large number of Chinese metaphor phrases. The last word of a metaphor
phrase is called the tail word for short in our work. For example, “海洋” (ocean) in “知
识海洋” (knowledge ocean) is the tail word. Our previous experiments show that more
than 97 % tail words of Chinese metaphor phrases are source words. Therefore, we
focus on the case that the source word appears at the end of the metaphor phrase in this
paper.

This paper presents a method for acquiring metaphor phrases from a Chinese phrase
corpus. Taking the existing massive Chinese phrases as input, the goal is to recognize
the metaphor phrases. First, we acquire the context of every candidate phrase. Then a
clustering method is used to cluster the phases based on their context. Clustering results
show that most of the similar phrases are clustered together. Finally, heuristic rules are
used to filter out the clustering results to determine whether a phrase is metaphorical.
The method presented in this paper is based on Chinese noun phase. Whether the
method is applicable to other languages needs further research.

2 Related Work

Birke and Sarkar [8] presented a computational model called Trope Finder in order to
classify verbs in sentences as either literal or non-literal. Krishnakumaran and Zhu [9]
proposed three algorithms of “A is B”, “verb+noun” and “adj+noun” for distinguishing
between live and dead metaphors, and conditional probabilities combined with
WordNet are adopted in the algorithms [10].

Neuman et al. presented three rule-based algorithms to identify three expression
types of metaphors, i.e. “A is B”, “verb+noun” and “adj+noun” [11]. Based on
negating literalness they defined a set of rules for determining whether a particular
expression is literal. If an expression not literal, it is considered to be a metaphor.

Shutova and Korhonen [12] focused on the metaphors of the form “verb+noun”
based on semi-supervised learning. The method is based on the principle of clustering
by association. Shutova et al. also presented an approach to identifying “verb+noun”
metaphors [13]. The method first identifies metaphorical expressions in text and then
paraphrases them with their literal paraphrases.

Turney et al. presented an algorithm called Concrete-Abstract for the metaphor
classification problem [14]. By considering the abstractness level of words in a given
expression, they discovered that the nouns in a wide range of “adj+noun” metaphoric
expressions tend to be abstract and the adjectives tend to be concrete. Their method
ranks the abstractness level of a given word by comparing it to 20 abstract words and
20 concrete words. The abstract words are used as paradigms of abstractness while the
concrete words are used as paradigms of concreteness.
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Hovy et al. used SVMs with tree kernels to metaphor classification [15]. The
features contain the semantic aspects of each word and different tree representations of
each sentence.

Using translation dictionaries, a trained English model was applied to three other
languages (Spanish, Russian, and Farsi) with the features of abstractness and image
ability, word super senses and unsupervised vector-space word representations [16].
3,737 annotated sentences extracted from the Wall Street Journal domain are included
in the English training dataset.

Shlomo and Last presented a supervised learning approach to identifying three
major types of metaphoric expressions without using any knowledge resources or
handcrafted rules [17]. The method is called MIL (Metaphor Identification by Learn-
ing). A set of statistical features are learned from a corpus of a given domain. They also
used an annotated set of sentences, which contain candidate expressions labeled as
‘metaphoric’ or ‘literal’ by native English speakers.

Navarrocolorado and Tomás [18] presented a new unsupervised approach to
metaphor identification based on LDA. Assuming a correlation between topic models
and conceptual domains, the topics of each word are used to identify the semantic
inconsistency between a word and its context.

In the field of Chinese metaphor recognition, Wang presented a machine learning
model to identify the “noun+noun” type of metaphors based on the CCD dictionary
[19]. The model adopts the method of reasoning by similarity calculation. Zhao inte-
grated the synonymous information of Synonymy Thesaurus and the semantic infor-
mation of HowNet into CRF and ME in order to solve the problem of metaphor
recognition [20]. Xu [21] and Wang [22] built a statistical model of ME to identify the
“noun+noun” type of metaphors on the basis of artificial annotation corpus, respec-
tively. Xu presents the specific methods of feature extraction and model training.
Huang suggested tree pattern matching algorithms based on various dependency pat-
terns of metaphorical sentences acquired by a dependency parser [23].

It is observed that different source words of metaphor phrases have different con-
text. Therefore, it is difficult to build the classification model of “海洋” (ocean) by
utilizing the context of “杀手” (killer). Training corpora of classification methods must
be large enough so that it can cover all the source words. Meanwhile, it is difficult to
construct a large enough corpus because of the dynamic increase of source words.

3 An Empirical Analysis of Chinese Metaphor Phrases

We use the source word “杀手” (killer) as an example to explain the thought of our
method. “政府杀手” (governmental killer) is not a metaphor. “政府杀手” (govern-
mental killer) itself is a “killer”. The hypernym of “政府杀手” (governmental killer) is
“杀手” (killer). A governmental killer means a person or organization hired by a
government who carries out the activity of killing some people. However, the “电脑杀

手” (computer killer), which is not a “killer”, refers to viruses or other harmful things to
the computer. Through the analysis of the corpus for “政府杀手” (government killer)
and “电脑杀手” (computer killer) we find that “政府杀手” (governmental killer) is
always collocated with words such as “谋杀” (murder), “枪杀” (shooting), or “犯人”
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(criminals). This kind of collocations reflects the original meaning of “杀手” (killer).
We refer to those collocated terms as words originally related to “杀手” (killer).
However, the context of a metaphor phrase may not contain any originally related
word. An example is shown in Fig. 1.

In the context of the example, terms related to “computer” frequently appear; that is
to say, the source word often co-occurs with the word set related to its original meaning
when it does not show the metaphorical meaning in Chinese phrases and the context
has some certain commonality. Therefore, we try to identify the metaphor phrases or
non-metaphor phrase by using the commonality of the context.

First, we retrieve every phrase with our search engine and collect its context
information. Second, we cluster the phrases with the context information, and try to
identify the metaphor phrases and none-metaphor phrases, which relied on a few
heuristic rules to be presented shortly.

10 million phrases were randomly extracted from our Chinese phrases corpus, and
examples are “知识海洋” (knowledge ocean), “政府杀手” (government killer) and
“电脑杀手” (computer killer). After word segmentation, we manually picked out 1021
head words which could be used as source words, some of which are shown in Table 1.

4 Clustering of Chinese Metaphor Phrases

4.1 Search of Phrases

We generally search a vocabulary K by Google. Meanwhile, in order to retrieve more
original meaning information related to source word in the context as much as possible,

……”
Translation:
This “Computer killer” could “kill” your desktop in ten seconds, and…

Fig. 1. An example of the context of “电脑杀手” (computer killer)

Table 1. Tail words

安全带

(safety belt)
长廊

(long corridor)
东西 (thing) 共同体

(community)
画廊 (art
gallery)

顾客

(customer)
平台 (platform) 冬瓜 (wax

gourd)
平原 (plain) 画面 (frame)

城楼 (gate
tower)

冠军

(champion)
旅馆 (hotel) 键盘

(keyboard)
开水 (boiled
water)

巴士 (bus) 都市

(metropolis)
豆腐 (bean
curd)

古墓 (ancient
tomb)

话剧 (modern
drama)

海洋 (ocean) 沙漠 (desert) 大军 (army) 杀手 (killer) 天空 (sky)
长度 (length) 花瓶 (vase) 间谍 (spy) 天堂 (heaven) 宫殿 (palace)
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we not only directly search for the source word itself, but also its synonyms. For
example, when we retrieve “撒哈拉大沙漠” (Sahara), the retrieval terms should be:
“撒哈拉大沙漠”(Sahara) + “沙漠”(desert) + “戈壁” (gobi).

We extract the webpage fragments of the top 100 search results by our search
engine. Every fragment contains a or two sentences about the item. Then we combine
the 100 fragments into a document. At the same time, a stop words table is used to filter
out some words, such as “网页快照” (snapshot), “图片” (images), “网页” (web) and
so on. The final document is called the original meaning document of vocabulary K.
We will use this document to replace vocabulary K and acquire the similarity of these
documents using clustering method.

In addition, we construct a query with the source word itself and its synonyms, and
its retrieved original meaning document is also used to cluster. For example, the
original meaning document acquired by retrieving “desert” + “gobi” also participates
in the cluster.

4.2 Similarity Computation

We already prepare the original meaning document and the next problem is how to
calculate the similarity which is used to cluster the source word. We use the sim(D1,D2)
to calculate the similarity. sim(D1,D2) is the cosine distance between two documents
which is often used in text computation tasks. The definition of formula is as follows.

simðD1;D2Þ ¼ COSðD1;D2Þ ¼ d1 � d2
jjd1jj � jjd2jj ¼

Pk
i¼0 ðwðtiÞ � wðtjÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼0 wðtiÞ2
q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm

i¼0 wðtjÞ2
q ð1Þ

wðtÞ ¼ tft � idft ¼ tft � logðN=ntÞ ð2Þ

||d1|| denotes the length of documents D1. ||d2|| denotes the length of documents D2.
w(t) calculated by the TF-IDF formula denotes the feature weights of the vector. tft
denotes the frequency of t. N denotes the number of the whole documents. nt denotes
the number of the documents which contain word t.

This measure is not empirical in evaluating the similarity. So we prepared another
two scores as follows, and compared their performance with sim(D1,D2). Experimental
results in Sect. 6 demonstrate that sim(D1,D2) outperforms others evidently.

sim1ðD1;D2Þ ¼ D1 \D2=D1 [D2 ð3Þ

sim2ðD1;D2Þ ¼ DðD1 jjD2ÞþDðD2 jjD1Þ
¼

X

wi

pðwi jD1Þ � log pðwi jD1Þ=pðwi jD2Þ þ pðwi jD2Þ � log pðwi jD2Þ=pðwi jD1Þ ð4Þ

sim1(D1,D2) is the Jaccard distance. |D1\D2| denotes the number of the words both
in D1 and D2 without repetition. |D1[D2| denotes the number of the words in D1 or D2
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without repetition. In sim2(D1,D2), D(D1||D2) is the Kullback-Leibler divergence of D1

and D2.

4.3 Clustering Algorithm and Evaluation Criteria

We use the bottom-up hierarchical clustering in order to respond to the problem that we
do not know the proper number of the clusters. When the distance between the clusters
is greater than or equal to a threshold value, the clustering is terminated.

We use the purity of the clustering result in [24] to evaluate the effect of clustering.
The definition is as follows. Given a clustering result C and a class-label system A,

pca ¼ f ðc; aÞ=f ðc; �Þ ð5Þ

The symbol a is a class label in A. The symbol c is a cluster in C. f(c,a) is the
number of the elements of c which is labeled a. The symbol ‘*’ is the wildcard. Then
the entropy of c is computed as follows.

Ec ¼ �
X

a2A
pca � logðpcaÞ ð6Þ

The formula to calculate the final purity is as follows.

EðCÞ ¼
X

c2C
j c j � Ecð Þ=jCj ð7Þ

If the number of elements in a cluster is equal to 1, it is meaningless; it will not be
used to calculate the purity. This work only considers the clusters in which the number
of elements is greater than 5 (called big clusters). Meanwhile, we give another eval-
uation indicator in order to get better evaluation of the clustering result, called the
big-cluster probability, as shown below.

BCPðCÞ ¼ jBCj=jCj ð8Þ

where |BC| denotes the number of big clusters in a clustering result, and |C| denotes the
number of all clusters.

5 Heuristic Rules for Metaphor Phrase Recognition

After the clustering, we have to automatically label all clusters as “metaphor” or
“non-metaphor”. Comprehensive analysis of the clustering results indicated that a
cluster may contain non-metaphor phrases, and correct metaphor phrases often get
together. We introduce several heuristic rules to further recognize phrases in clusters
and to label clusters as “metaphor” or “non-metaphor”.

First, we introduce attribute rules. Attribute rules take advantage of the attributes of
the source word to recognize a metaphor phrase. We find that a Chinese phrase is
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usually the hyponym of its tail word, and the hyponym inherits the attributes from the
hypernym. A metaphor phrase does not have all the attributes of the source word
because the metaphor phrase is not the hyponym of its source word. The metaphor
phrase and its source word generally do not have common attributes.

We used our search engine to extract attributes of a phrase. We have accumulated a
lot of attribute words about the source word [25]. Table 2 shows some attribute words
of the five experimental source words. Given a phrase P and an attribute word B of the
source word of P, we construct two queries “P的b” (b of P) and “P的*b” (*b of P), and
then put the queries to our search engine. If the average number of the returned results
is greater than a threshold T*, we think P has the attribute b. Experiments show that the
best value of T* is 30. The average number of the returned results is computed by the
following formula.

TðP;BÞ ¼

P

bi2B
freðP; biÞ

jBj ð9Þ

where B is the attribute word set of the source word of P, fre(P,bi) denotes the number
of the returned search results using the queries constructed with P and bi.

The attribute rule says: Given a P, and B is the attribute word set of the source word
of P, if T(P, B) < T*, P is a metaphor.

For example, as shown in Table 2, the attribute word set of “沙漠”(desert) includes
“面积” (area), “温度” (temperature), and “降雨量” (rainfall capacity). “撒哈拉大沙

漠” (Sahara) is the hyponym of “沙漠”(desert). We constructed the queries “撒哈拉大

沙漠的面积” (area of Sahara) and “撒哈拉大沙漠的温度” (temperature of Sahara)
based on the attribute words “面积” (area) and “温度” (temperature) of the source
word “沙漠”(desert). Then we put the queries to our search engine: “撒哈拉大沙漠的

面积” (area of Sahara) returned 1030 results. “撒哈拉大沙漠的温度” (temperature of
Sahara) returned 647 results. “爱情沙漠” (love desert) is a metaphor phrase, whose
source word is “沙漠” (desert). “爱情沙漠” (love desert) is not the hyponym of “沙漠”

Table 2. Some attribute words of the five experimental source words

Source
word

Attributes of the objects denoted by the source word

海洋

(ocean)
面积 (area), 水深 (depth of water), 深度 (depth), 宽度 (width), 水温 (water
temperature), 地理位置 (geographical location)

大军

(army)
战场 (battlefield), 敌人 (enemy), 战斗力 (fighting capacity), 伤亡人数

(number of casualties), 任务 (task), 使命 (mission)
杀手

(killer)
动机 (motivation), 武器 (lethal weapon), 任务 (task), 长相 (appearance), 身高

(stature), 特征 (characteristic)
沙漠

(desert)
面积 (area), 气候 (climate), 降雨量 (rainfall capacity), 分布 (distribution), 主
要植被 (main vegetation types), 生态特征 (ecological characteristics), 植被

(vegetation), 生态环境 (ecological environment),
天空 (sky) 云层 (clouds), 监测 (monitoring), 特征 (feature), 预报 (forecast)
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(desert). It does not have the attributes “面积” (area) and “温度” (temperature). Queries
of “爱情沙漠的面积” (area of love desert) nor “爱情沙漠的温度” (temperature of
love desert) returned no results. This means “爱情沙漠” (love desert) is a metaphor
phrase.

Now, we introduce other useful heuristic rules for metaphor recognition and cluster
labeling. The heuristic rules are acquired by observation of a large number of exper-
imental results. Through the results of 30403 Chinese phrases’ word segmentation and
POS, we present the POS rules and Discontinuous-character rules. Through the
observation of the clustering result in Sect. 4, we introduce the cluster labeling rules.

First of all, we present the microscopic-structure of phrases. We define a phrase as
phrase = w1w2…wn, where n denotes the number of words segmented by our seg-
mentation tool. We introduce more heuristic rules as follows.

(1) POS rules. If the POS of wi is not a noun, verb, adjective or discriminative, the
phrase is not a metaphor.

(2) Discontinuous-character rules. If there are consecutive discontinuous characters
in the phrase, then the phrase is not a metaphor.

(3) Cluster labeling rules.
a. If 50 % or 8 of candidate phrases in a cluster are metaphorical, all the phrases

in the cluster are metaphorical; that is, the cluster is labeled “metaphor”. The
others are labeled “non-metaphor”.

b. If a cluster contains the source word itself, all the phrases in the cluster are not
metaphorical; that is, the cluster is labeled “non-metaphor”.

6 Experimental Results

In our experiments, we chose “海洋” (ocean), “杀手” (killer), “大军” (army), “沙漠”
(desert) and “天空” (sky) to evaluate our method. We randomly selected 315 phrases
which ends with one of the five source words. The set of phrases contains 160
metaphor phrases and 155 non-metaphor phrases, as shown in Table 3.

Tables 4, 5, 6, 7 and 8 present the evaluation results of the five clustering results.
Experimental results demonstrate that sim(D1,D2) is much better than other scores.

Table 3. The distribution of metaphor phrases and non-metaphor phrases

Source word Number of metaphor phrases Number of non-metaphor phrases

海洋 (ocean) 35 24
大军 (army) 40 39
杀手 (killer) 37 23
沙漠 (desert) 33 29
天空 (sky) 15 40
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Figure 2 shows the 12 clusters of the clustering result of “大军” (army). The
clustering result indicates that the metaphor phrases and non-metaphor phrases can be
well separated.

In cluster 1 which is labeled as “non-metaphor” using the heuristic rules, most
phrases are non-metaphorical phrases, and two exceptions are “记者大军” (army of
journalists) and “皇马大军”(army of Real Madrid Club de Fútbol). In cluster 2 which
is labeled “metaphor”, all phrases are metaphor ones, which are commonly used in
China.

It is interesting to note that one-phrase clusters tends to be metaphorical, and the
exceptions are “项羽大军” (The Army of Xiang Yu) and “古罗马大军” (The Army of
Ancient Rome).

The following performance measures are calculated: precision, recall, and
F-measure. Table 9 shows the performance of our method. “大军” (army) and “沙漠”
(desert) get the best two F-measure. All the source words have higher precision. But
they have relatively low recall. The reason is that, when we put the method into
practice, we only consider the clusters whose number of elements is greater than 5, and
discard smaller clusters which are generally difficult to be labeled with the rules. This
method is based on the context of the source word. If there are more context, the recall
will be higher. Nevertheless, the results demonstrate the effectiveness of our method.

Table 4. The evaluation of the clustering
result of “大军”

|C| E(C) BCP(C)

sim(D1,D2) 12 0.15 67.7 %
sim1(D1,D2) 14 1.56 42.5 %
sim2(D1,D2) 17 −1.35 40.6 %

Table 6. The evaluation of the clustering
result of “天空”

|C| E(C) BCP(C)

sim(D1,D2) 35 1.35 34.8 %
sim1(D1,D2) 40 1.37 30.4 %
sim2(D1,D2) 37 1.52 32.3 %

Table 7. The evaluation of the clustering result
of “沙漠”

|C| E(C) BCP(C)

sim(D1,D2) 17 0.54 68.3 %
sim1(D1,D2) 19 1.21 60.3 %
sim2(D1,D2) 18 1.19 65.8 %

Table 8. The evaluation of the clustering result of “杀手”

|C| E(C) BCP(C)

sim(D1,D2) 23 0.18 29.1 %
sim1(D1,D2) 25 0.54 20.2 %
sim2(D1,D2) 27 1.13 25.7 %

Table 5. The evaluation of the clustering result
of “海洋”

|C| E(C) BCP(C)

sim(D1,D2) 13 1.12 74.5 %
sim1(D1,D2) 15 1.57 67.5 %
sim2(D1,D2) 15 1.43 69.1 %
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7 Conclusion

We observed that a Chinese phrase is usually the hyponym of its tail word and the
phrases with the same tail word have similar context. With the features we have
observed, we presented a metaphor phrase recognition method based on phrase clus-
tering and heuristic rules. A hierarchical clustering method was used to cluster the
phases based on their context, and heuristic rules were used to label the clustering
results to determine whether a phrase is metaphorical. The results showed our method
is more effective and satisfactory.

Fig. 2. The clustering and labeling results of the source word “大军” (army)

Table 9. Performance of metaphor phrase recognition

Source word Precision Recall F-measure

海洋 (ocean) 87.1 % 75.6 % 80.9 %
天空 (sky) 76.3 % 70.3 % 73.2 %
沙漠 (desert) 92.4 % 83.1 % 87.5 %
大军 (army) 91.8 % 81.1 % 86.1 %
杀手 (killer) 83.3 % 70.1 % 76.1 %
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There exist some problems in our work. First, we need an automatic source word
extraction method, and the number of attribute words is still small. Metaphor phrases
are easier to be distinguished from the phrases with more attribute words. Also, there
are some names of people and brands in the phrase library which have a negative
influence on the metaphor recognition process. All these problems will be solved in the
future.
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Abstract. Knowledge acquisition from text is an important research of artificial
intelligence. In this paper, we present a method of acquiring knowledge from
Chinese records of events of cyber attacks based on a semantic grammar. In
order to parse the sentences in the records, the method first identifies Chinese
noun phrases in the records, and then use the semantic grammar of the
cyber-attack domain to parse the records. Finally, knowledge is extracted from
the parsing trees. Experimental results show that our method for noun phase
identification has a good performance, and the precision of knowledge acqui-
sition reaches a high level of 90 %.

Keywords: Cyber attack records � Knowledge extraction � Noun phrase
identification � Semantic grammar

1 Introduction

Knowledge acquisition from text (KAT) is an important research of artificial intelli-
gence. It automatically or semi-automatically transforms natural language text into
computer-understandable knowledge.

As we know, cyber attacks occur every second all over the world, and severe
attacks are formally recorded in text for further analysis. In this paper, we present a
method for extracting knowledge from text records of cyber attacks – a special of
knowledge acquisition from text.

At present, methods for acquiring knowledge from text are mainly either based on
machine learning methods or lexico-syntactic patterns. In the line of machine learning
methods, there are a great number of famous systems [6], e.g. TextRunner [4], NELL
[5] and OMCS [7]. But all of them deal with English text. And our work is similar to
them, but deals with Chinese text.

Another important point that we want to highlight is that we are pursuing a method
for high-precision knowledge extraction, and we also rely on lexico-syntactic patterns
as well.
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However, in Chinese text processing, methods based on lexico-syntactic patterns
are have two limitations. First, incorrect identification of noun phrases (NP) causes
pattern matching to output wrong structured information [11–13]. This is a common
problem! Second, lexico-syntactic patterns have little semantic information, and
therefore often cause the pattern matcher to output mistaken structures (e.g. trees or
key-value pairs).

The main aim of this work is to achieve a knowledge extraction method with a high
precision. Therefore, our method mainly relies on a manually designed semantic
grammar, in addition to heuristic and statistical analysis. The method is in the same
spirit of lexico-syntactic patterns, but those patterns are specially designed, called
semantic patterns [1].

A semantic pattern is different from a syntactic one in several important aspects.
First, in a semantic pattern, each unit is associated with a thematic role and a type as
well, which is similar to FrameNet [2, 3, 8–10]. This will help the parser determine
whether the pattern can match an input sentence. Second, the semantic category of
patterns has a few knowledge templates or predicates which will help the parser output
the knowledge in a formal way.

We have developed a preliminary knowledge extractor called NkiExtractor to parse
the input text using the semantic patterns, and to generate the knowledge from the
parsing trees [1].

The outline of the paper is as follows. Section 2 describes a hybrid method of
Chinese noun phrase identification (which is an important part of text parsing). Sec-
tion 3 presents the process of extracting knowledge from records of cyber attacks.
Finally, Sect. 4 concludes our work.

2 Chinese Noun Phrase Identification Before Knowledge
Extraction

As we all know, Chinese is very complex. The sentence should be segmented into
Word/POS pairs at first. But the inaccuracy of segmentation generally makes the
sentences difficult to be parsed correctly. Therefore, noun phrase (NP) identification is
an inevitable process before parsing, and NP identification has a critical influence on
the speed and correctness of parsing. So, in this section, we solely focus on the problem
of NP identification.

In Chinese noun phrase identification, the main difficulties include:

1. Word Segmentation Problems.
Word segmentation tools often misbehave in some special situations, and this
causes a lot of problems in our practice, as will be presented shortly in Sect. 3.1.

2. Boundary Problem.
Some Chinese noun phrases contain collocation information, and these collocation
can be serve for extracting boundaries. For example, in the phrase “在/p 后期/n 维

护/v 方面/n (in the later maintenance)”, “在/p” is the left boundary of the NP, and
“方面/n” is the right boundary of the phrase.
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3. Nominality Problems of VN and NV.
Some Chinese noun phrases are in the structure of N+V or V+N. It is often hard to
determine whether they are NPs or whether the verb V is the main verb. For
example, “运行/v 内存/n” could mean RAM, or literally “executes memory” in
which executes is a verb. This problem represents one of major ambiguities in
Chinese text.

2.1 Postprocessing of Chinese Word Segmentation

Chinese word segmentation is itself a research direction, and there are a number of
tools on the Web [14, 15]. But these tools still have quite a number of flaws or
limitations which sometime severely affect identification of Chinese noun phrases. In
this section, introduce three common postprocessing tasks.

Firstly, Chinese has a special kind of words called idioms. These words’ POS tag is
“/i”. But unfortunately, Chinese idioms are sometime mistakenly segmented. For
example, the Chinese idiom “身临其境 (you didn’t be one place but you seem to have
experienced the same experience by yourself)” is often mistakenly segmented as “身/
Ng 临/v 其/r 境/Ng”. We solve this task with an idiom dictionary of 50286 idioms.

Secondly, brackets may often cause problems in Chinese processing. Typical
brackets of Chinese are “ ”,《 》, < >, {} and []. However, the words in the brackets
are usually segmented. For example, “《玩偶之家》” (Doll’s House) is the name of a
book. It often mistakenly segmented as “《/w 玩偶/n 之/u 家/n 》/w”. Our postpro-
cessing task is to merge the whole words.

Finally, Chinese sentences may contain long English phrases, ASCII strings,
numbers and so on, and these are wrongly segmented during word segmentation. For
example, the long ASCII string “TCLL40F3320-3D (a machine model)” is wrongly
segmented as “TCLL/nx 40F/n 3320-3D/nz”. For such a problem, we merge the
segmented string together to its original.

2.2 Identifying Boundaries of Noun Phrases

As we have mentioned above, an effective way to identify a noun phrase is to identify
its left and right boundaries; that is, if we can determine the boundaries, the noun
phrase can be easily determined. In Chinese processing, there are several work about
NP identification, but the precision is rather low [16]. In this paper, we introduce a
hybrid method which handles the NP identification from three different perspective.

2.2.1 Collocation-Based Boundary Identification
In Chinese, there are a lot of fixed collocations, which are good boundaries for noun
phrases. Because we use the FSTD framework (i.e. Framework of Semantic Taxonomy
and Description, which will be introduced in the next chapter) to parse the sentences.
We extract a lot of fixed collocations from the grammatical rules of FSTD, as partly
shown in Table 1.
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2.2.2 Suffix/Prefix-Word Based Boundary Identification
Some noun phrases contain headwords or suffix words. A headword is a word that
presents a kind of things. Using these words, some NPs can be identified precisely.

In our work, we use more than 5 million Wiki entries of Baidu Baike [17] and a
dictionary of synonyms developed by Harbin Institute of Technology [18]. Every
Baidu Baike entry is viewed as a phrase. The dictionary of synonyms is used to extend
the extracted headwords.

The procedure is shown in Table 2 as follows.

In step 2, we calculate the similarity by using the coding schema of the synonym
dictionary. A code is made up of five levels and eight bits which contains number or
letter. The coding schema is shown in Table 3.

Table 1. Part of collocations extracted from FSTD

Collocation Means in English Collocation Means in English

按…方法 According to … method 在…情况下 in…situation(case)
作为…回报 in return for… 用…方式 Use…(method)

Table 2. The algorithm of extracting prefix/suffix

Algorithm: Extracting Prefix/Suffix
Step 1: From the 5 million segmented Baidu Baike entries, we count the frequencies of prefix
and suffix words. Then we set the words whose frequency is more than 500 as candidate
words.

Step 2: From the candidate words, we find the synonym for each candidate word based on the
synonym dictionary. Then put synonyms into the candidate words whose similarity is more than
0.8.
Step 3: Output all the candidate words.

Table 3. The coding schema of the synonym dictionary

Coding bit 1 2 3 4 5 6 7 8
Coding
examples

D a 1 5 B 0 2 =\#
\@

Level Level
1

Level
2

Level
3

Level
4

Level
5

In the table, “=“ denotes “equal”; “#” denotes “unequal”, but the
relevant; “@” denotes “independence”, meaning that there are no
synonyms and relevant words in the dictionary.
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The similarity between W1 and W2 is defined as follows.

sim W1;W2ð Þ ¼ differLevel W1;W2ð Þ � 1
5

�WeightðW1;W2Þ

In the formula, differLevel W1;W2ð Þ is the level at which W1 and W2 begin to have
different coding bits. “5” is the maximum of level. We denote the longest common
prefix of the codes of W1 and W2 as LCPC(W1;W2).

Weight W1;W2ð Þ ¼ 0; if W1 or W2 is end with 0@0

wdifferLevel W1;W2ð Þ � n�kþ 1
n ; other

�

In the formula, n denotes the number of codes which are prefixed with LCPC
(W1;W2). k denotes the difference between the code bit of W1 at the
differLevel W1;W2ð Þ and the code bit of B at differLevel W1;W2ð Þ. wdifferLevel W1;W2ð Þ
denotes the weight of a level. wdifferLevel A;Bð Þ is calculated mainly rely on manual and
experience.

Part of prefix and suffix words are shown in Table 4.

2.2.3 Rule-Based Noun Phrase Identification
In addition to the two methods above, we rely on the semantic patterns in our FSTD to
help identify noun phrases. In a semantic pattern, there are some collocations.

Noun phrases identified by both boundaries are precise, as our observation has
shown. But one single boundary is often uncertain. So we determine the effectiveness
of a single boundary using Baidu Baike entries. We define the evaluation formula as

S ¼ frquent Bð Þ
Nm

Nm denotes the most frequent word that Baidu Baike entries contain, frquent Bð Þ
denotes the frequence of boundary B.

Table 5 lists a few more boundaries in our FSTD.

Table 4. The portion of prefix/suffix

Prefix Means in English Suffix Means in English

中国 China 公司 Company
北京 Beijing 学校 School

Table 5. Four cases of boundaries in FSTD

Boundaries in semantic patterns Literal translation in English

<把将介词词类 > N<叫作中心词类> <Name>N<As>
RN < 被介词词类 > <称为中心词类> RN<Be><Called>
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2.3 Handling Problems of N+V and V+N Phrases

Although the methods mentioned above can effectively identify noun phrases, the most
cases of noun phrases are phrases of the form N+V or V+N. In Chinese, there are some
researches about the N+V and V+N structures. In their research, they listed some word
pairs that have the structures. Our work is extending word pairs. We extract word pairs
of the N+V structure and V+N structure from Baidu Baike entries to a candidate set.

For the whole process, the step of obtaining the candidate set is relatively
straightforward: it just extracts the data which have satisfy the two structures. And the
verification process includes two methods. One is based on the synonym dictionary
[18], and the other is based on Baidu Baike entries.

The verification process based on Baidu Baike entries uses the Witten-Bell back off
method [19]. We define the word pair is “w1w2”, then

P w2jw1ð Þ ¼ c w1w2ð Þ
c w1ð Þþ n w1ð Þ þ

nðw1Þ
c w1ð Þþ n w1ð Þ

c w2ð Þ
N

Pb w2jw1ð Þ ¼ nðw1Þ
c w1ð Þþ n w1ð Þ

c w2ð Þ
N

c w1w2ð Þ denotes the total times of “w1w2” in the corpus (Baidu Baike entries),
c w1ð Þ denotes the times of w1 in the corpus, c w2ð Þ denotes the times of w2 in the
corpus, N is the number of entries, and n w1ð Þ denotes the number of the different words
after w1.

If “w1w2” satisfies the condition

log P w2jw1ð Þð Þ � log Pb w2jw1ð Þð Þ\K

w1w2 will be deleted.
Through all of the above process, we finally retain the result of V+N structure and

N+V structure as shown in Table 6.

2.4 Experiments

Because some of the intermediate results have been mentioned above, here we directly
give the results of the recognition in sentences.

We randomly selected 150 sentences from the corpus, including news, film and
finance. At first, we evaluate the results of noun phrase identification using accuracy,
recall and F1 values. Our results are all calculated manually. The result is shown in the
Table 7.

Table 6. The results of the V+N structure and N+V structure

V+N structure N+V structure

Number 78264 53507

60 F. Fang et al.



Note that we pay more attention to the results of the sentences that have multiple
verbs. So we selected 80 matching sentences. The result is shown in Table 8.

It should be noted here that some of the results are also correct even though the
sentence contains multiple words. Because in the Chinese exist the sentence contains
multiple (pivotal sentences and serial-verb sentence).

In the result, the most errors are modal verbs and a complete word is divided into a
number of words during segmentation.

At present, the existing NP identification methods are divided into two categories.
One is statistical method (such as the maximum entropy, the longest phrase identifi-
cation, etc.). The other is method based rules (our method). Statistical methods are used
in a mathematical way. These methods have highly interpretability, but their accuracy
is not high. Especially when the data is sparse. Our method based on rules has high
accuracy, and we also use entries of Baidu Baike and a dictionary of synonyms. The
shortcoming is that we need artificial intervention.

3 Parsing Chinese Records of Cyber Attacks Using the FSTD

In recent years, our research group has been developing a Framework of Semantic
Taxonomy and Description (FSTD) [1]. It aims to extract knowledge from text with a
high precision. In this section, we will introduce the FSTD from the perspective of
extracting knowledge from cyber attack records.

3.1 The Cyber Attack FSTD

3.1.1 Basic FSTD
A key concept of FSTD is semantic category. And there are two semantic categories,
i.e. event and state. A semantic category is represented as a frame with slots as follows
in Fig. 1 [1]:

So far, we have 5120 semantic categories with about 31100 predicates in FSTD.

Table 7. The result of noun phrase identification

Type Accuracy Recall F1 values

Value 89.72 % 87.97 % 88.84 %

Table 8. The result of noun phrase identification

Type Error number Error rate Accuracy

Value 13 16.25 % 83.75 %
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3.1.2 Some Semantic Categories for Cyber Attack Analysis
We apply FSTD to cyber attack text analysis. This can attain better results. FSTD has a
few specially-designed semantic categories, and they are used to parse and extract
knowledge from records of cyber attacks. Before we present examples of such cate-
gories, we introduce an attack model which are used in designing the FSTD templates,
as shown in Table 9.

Based on the attack model, we design a few templates for representing extracted
knowledge, as shown in Figs. 2 and 3.

Definition: Informal interpretation of semantic category in natural language.
Rules: A rule is a semantic pattern. A semantic category may have multiple 
patterns for parsing sentences whose meaning is the same as that of the 
category. Semantic patterns are used to parse those sentences. The left-hand 
side of a pattern is a non-terminal which represents the semantic category. The
right-hand side is a sequence of units, which may be a non-terminal or a 
synset(i.e. A set of words with the same meaning), and some of the units can be 
optional.
Predicate: Predicates are relations, and they can be of the is-a, part-of, and 
temporal relations, and organize various categories into a network.
Template: Templates lead to the parser to encode the knowledge after parttern 
matching.
Example: illustrative sentences contain the semantic category word.
Preconditions: Conditions for an event of the category to occur to or a state to 
be true.
Effects: Something produced after an event of the category occurs or a state of 
the category is true.
Axioms: Formal formulae which constrain the current and other semantic 
categories.

Fig. 1. Notions in FSTD

Table 9. The attack model

Contents Explanation

timeOfAttack The time of the attack happened
attacker Agent who launched the attack, including individual and organization
targetOfAttack Attack target that the attacker chose, e.g. a system, website, or network
attentionOfAttack Attacker’s intention, e.g. protesting against a government and

information interception
typeOfAttack E.g. DDOS, data leakage, and webpage tampering.
effectOfAttack effect, e.g. information lose and system paralysis…
scopeOfAttack The scope impacted by the attack
processOfAttack The process of the attack
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3.2 The Procedure of Knowledge Extraction

We parsed the attack sentences by using the NkiExtractor[1]. In this work about
extracting knowledge from Chinese records of cyber attacks, we identify noun phrases
in segmented records at first. This process will help the parsing process. It can improve
the parsing speed and accuracy. The knowledge extraction process consists of two
parts, the text parsing process and the extraction process. The procedure is shown as
Fig. 4.

Fig. 2. The content of “CategoryOfTampering”

Fig. 3. The content of “CategoryOfAttack”
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3.2.1 The Procedure of Parsing
The main purpose of the parsing process is to parse the cyber attack records by the
network attack FSTD. The cyber attack FSTD has been created before and we have
introduced it in Sect. 3.1.

The whole parsing procedure mainly includes the following four steps. The pro-
cedure is shown as Fig. 5.

Fig. 4. Procedure of knowledge extraction

First of all, we segment the cyber attack texts.
Then we identify the noun phrase in the texts after the segmentation 
processing. The main method about NP identification we used has been 
mentioned in the second chapter. After analyses for the preliminary experiment
results, we find out that the word segmentation errors have a great influence on 
the parsing results. So in order to ensure the speed and accuracy of parsing, NP 
identification before parsing is an inevitable process. Besides, the NP 
identification results also have an influence on the final parsing results.
Therefore, we will also focus on the NP identification.
Next, we use the improved robust Earley algorithm [20] to parse the texts on
the basis of the cyber attack FSTD.
Finally, we will get the parsing trees from the sentences.

Fig. 5. Procedure of parsing
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3.2.2 The Procedure of Extraction
After generating parsing trees in the parsing process. The next step is to extract
knowledge from parsing trees. Of course, the knowledge extraction is also rely on the
definition of templates in the FSTD.

The whole extraction procedure mainly includes three steps. The procedure is
shown as Fig. 6.

3.3 Experiments

The cyber texts are parsed by NkiExtractor. An example of a specific text and the
acquired knowledge is shown below in Fig. 7.

In the cyber attack FSTD, we have 91 semantic categories with 527 rules. We used
the corpus about cyber attack one department provided. We selected 201 paragraph
with 1518 sentences as training data to design grammar. And we left 32 paragraph with
195 sentences as test data to calculate the accurate rate. We propose three metrics for
result:

– Accuracy of Entity’s name: The accuracy for the extraction of the attacker, the
attack target and the attack type.

XX DoS YY ZZ

Content: Hacker group "anonymous" attacked XX website using XX DoS in the "green Rights Act". 
Purpose is to protest the YY Navy to build the WW system in ZZ city    

Result:
Attacker: Hacker group "anonymous"

XX Attack target: XX website
DoS Attack type: DoS

YY ZZ Attack intention: protest the YY Navy 
“WW to build the WW system in ZZ city

Fig. 7. Example of knowledge extraction (because we use the corpus is secret data provided by
one department, the example hidden the name).

We first search a parse tree for the nodes that correspond to semantic categories. 
Then, we get the rules used in the parse tree and retrieve the knowledge 
templates corresponding to the rule. 
At last, we fill knowledge templates with the words in the sentence which match 
the tree nodes, yielding all knowledge tuples.

Fig. 6. Procedure of extraction

Knowledge Extraction from Chinese Records of Cyber Attacks 65



the number of correct entity names
total number of entity names

– Accuracy of entity’s attribute: The accuracy for the extraction of the attack time, the
attack intention, attack process and so on.

the number of correct entity attributes
total number of entity attributes

– Accuracy of entities’ relationship: The accuracy for extracting sentences about
attack from all text.

the number of extracted sentences
total number of sentecne

The result is shown below in Table 10.

The experimental results show that our method can extract knowledge from the
attack records with high accuracy. The efficiency is also high. Although the experi-
mental results show that the accuracy rate is high, but there still are some errors.

The main reasons of the errors include: (1) errors caused by word segmentation;
(2) errors caused by noun phase identification, and predicate verbs; (3) errors caused by
lack of rules in the categories.

4 Conclusion

In this paper, we presented a method to parse Chinese records of cyber attacks to
extract knowledge from them. Because of the complexity of the Chinese language, and
in order to better parse the records, we first performed Chinese noun phrase identifi-
cation, and used the NkiExtractor to parse the records to knowledge templates.

Table 10. Result of knowledge extraction

Type Total Correct numbers Error numbers Accuracy

Accuracy of Entity’s name 129 122 7 94.57 %
Accuracy of entity’s attribute 111 105 6 94.59 %
Accuracy of entities’ relationship 130 121 9 93.08 %
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Through experiments, we can see that our method about noun phrase identification
has a good performance, and the record parsing and knowledge extraction have a high
precision.

Of course, there are some problems in our works. (1) The noun phrase identification
may pass the errors to the knowledge extraction; (2) In noun phrase identification, we
do not consider the pivotal sentences and serial-verb sentences; and (3) our rules (or
semantic patterns) in FSTD can not cover all the sentences of the records and machine
learning is required to automatically enrich the rules. All these problems are our future
research tasks.
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Abstract. In this paper, we introduce a novel method for aggregating
multiple topic models to produce an aggregate model that contains top-
ics with greater coherence than individual models. When generating a
topic model a number of parameters must be specified. Depending on
the parameters chosen the resulting topics can be very general or very
specific. In this paper the process of aggregating multiple topic mod-
els generated using different parameters is investigated; the hypothesis
being that combining the general and specific topics can increase topic
coherence. The aggregate model is created using cosine similarity and
Jensen-Shannon divergence to combine topics which are above a sim-
ilarity threshold. The model is evaluated using evaluation methods to
calculate the coherence of topics in the base models against those of the
aggregated model. The results presented in this paper show that the
aggregated model outperforms standard topic models at a statistically
significant level in terms of topic coherence when evaluated against an
external corpus.

Keywords: Topic models · Semantic coherence · Ensemble methods

1 Introduction

In the modern era of computing and with the advent of big data we have unri-
valled access to massive data that would have been unimaginable in the past.
A challenge faced is extracting the underlying information from massive data.
Of particular interest to researchers is how to extract this information from
textual data. Textual data is hard to analyse due to their varied syntactical
structures and semantics, one method that attempts to identify the underlying
topical structure of textual data is topic models such as latent Dirichlet alloca-
tion (LDA) [3].

Topic models are a type of statistical model that can quickly find the latent
topics within large collections of documents. When generating a topic model
some parameters need to be set, effecting on the topics output by the model. If
there is no prior knowledge of the corpus being modelled, setting the number
of topics to generate too low will result in very broad topics containing mostly
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common words and stopwords. If the number of topics is set too high, they will
be very granular and overfitted to the corpus. Other parameters specified when
using some topic models such as alpha and beta Dirichlet prior values in LDA
are crucial to the model and can have a noticeable effect on the quality of the
model [18].

In order to help avert the very general or very specific topics that could be
generated using non-optimal initial parameters, we propose a novel method of
aggregating topic models. Under this method, a user defines a set of different
parameters and multiple topic models are generated using these parameters; the
topics which are found to be similar amongst these models are then aggregated.
The main contribution of this proposed approach is the post-processing of topic
models to increase topic coherence. This has the advantage of allowing very
granular topics that may only be produced in a model with many topics to have
a presence in a topic model which is more representative of the corpus as a
whole. The proposed method is also advantageous as it requires no changes to
the underlying topic model’s generative method.

The overall coherence of the topics produced from the proposed aggregate
model (AGGM) will be assessed using both intrinsic and extrinsic measures. The
use of an intrinsic coherence measure allows us to verify that the models topics
accurately represent the contents of the corpus used to generate the model based
on word co-occurrences (WCO). Using extrinsic coherence measures allows for
the checking of the produced topics against a corpus of general English docu-
ments to make sure that the topics are generally coherent in everyday language,
similar to how a human observing the topics would decide if they are coherent or
not. Additionally, the statistical significance of the AGGM will also be calculated
with regards to the base model.

2 Related Work

There has been little research in the area of combining multiple topic models
and topic model ensembles. One ensemble method for topic models is not related
to textual data but is used on medical data to predict risk of disease [13]. In this
ensemble, each model is trained with a dataset such as poverty level, gender, age
and race. The topics discovered in each model are then combined into a single
matrix. This combined topic matrix is then used to infer a topic distribution
over new patients to predict their disease risk.

Another piece of research on topic model ensembles uses the co-occurrence
of document-word tuples and their assigned topic [14]. This method assumes a
vector of document-word tuple topic assignments. The corpus is then split into
sub-corpora and the topic assignment vector for each sub-corpus is combined into
one vector. This is then used to infer topic distributions over documents. This
method is used on both LDA and latent semantic analysis (LSA) ensembles; in
the tests on both real and synthetic data, the LDA ensemble outperforms LSA in
terms of perplexity, however, the LSA ensemble outperforms the LDA ensemble
in terms of efficiency.
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The application of classic ensemble methods to topic models has been
researched little. The boosting ensemble method has been applied to topic mod-
els with good results and generalisation ability due to LDA mapping features to
topic space rather than word space [20]. The boosting method for topic models
was enhanced by integrating a supervised hidden Markov model, improving the
accuracy [21].

A method for generating a pachinko allocation model (PAM) has also been
proposed [9]. This method utilises correlations between topics to create a directed
acyclic graph. This results in a tree-like structure where leaves are words from
the vocabulary and interior nodes show correlation between the child nodes.
Other similar work in this area includes hierarchical topic models [2]. In this
model a document is generated by creating a route from the root node to a leaf
node. Where the root is very general words and the further the tree is traversed,
the more specific words get. This method assumes that the corpus falls into
a hierarchical structure of topics. This also has the advantages of being able
to easily accommodate growing corpora and having nonparametric priors. It is
similar to the work presented in [7].

The idea of using similarity measures to compare topic models has also been
studied in the past. Cosine similarity has been used to compare the top words
in topics [19]. Jensen-Shannon (JS) divergence has also been used to assess the
similarity of documents based on their topic distributions [6]. These works use
the similarity measures for evaluation. A method for modelling consensus topics
across a range contexts has also been proposed [15]. This method implements a
co-regularisation framework to create pseudo-documents using a centroid-based
regularisation to make topics from different contexts agree with each other based
on a set of general topic distributions. This allows for context specific topics to
be bridged together using the general topics.

The closest piece of previous work to this paper uses the process of self-
aggregation of short text during the model generation stage of a topic model
[12]. This process integrates clustering of text before the topic modelling process
begins. This assumes that each document only comes from one latent topic. This
allows for the creation of larger pseudo-documents to be used in the topic models
generative procedure.

The main difference between the work presented in this paper and the work
discussed in this section is that the proposed method focuses on post-processing
of topics after the models have been generated. This has the advantage of not
relying on arbitrary manipulations of the underlying topic model structure,
resulting in a less complex model structure requiring no context specific infor-
mation. This method also allows for leniency in model parameter selection. As
stated previously, a set of parameters needs to be defined before the models are
generated. If one of these parameters results in topics that are very different
to other models’ topics, they are unlikely to be aggregated with other topics;
resulting in them not having an effect on the aggregate topics.
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3 Topic Modelling

Topic modelling originates with LSA. However, when applied to an information
retrieval task, it is often known as latent semantic indexing [5]. LSA utilises a
document-term matrix and singular value decomposition to find similar docu-
ments, making the assumption that words which frequently appear together are
related. Two notable disadvantages of LSA are that the model is based around
the bag-of-words method and that it struggles with polysemy. This means that
word order in documents is abandoned and that it cannot distinguish between
the different meanings of a single word. For example, crane can refer to both a
bird as well as a piece of construction machinery.

LDA has helped to eliminate the polysemy difficulties by introducing a prob-
abilistic element to the model but it continues to struggle with the bag-of-words
assumption, abandoning all sentence structure when creating the model [3].

In this paper, the topic model that will be utilised when creating the base
models in experiments is LDA. LDA is a generative probabilistic model that finds
latent topics in a collection of documents by learning the relationship between
words (wj), documents (di), and topics (zj). The data used by an LDA model
is input in bag-of-words form, word counts are preserved but the ordering of the
words is lost. The generative process for document di assumes the following:

– There is a fixed number of topics K.
– Each topic z has a multinomial distribution over vocabulary φz drawn from

Dirichlet prior Dir(β).
– i ∈ {1, . . . , M} where M is the number of documents in the corpus.
– Dir(α) is the document-topic Dirichlet distribution.

The following is the generative process for document di:

1. Choose θi ∼ Dir(α).
2. For word wj ∈ di:

(a) Draw a topic zj ∼ θi.
(b) Draw a word wj ∼ φzj

.

3.1 Topic Coherence Measures

Topic coherence can be defined as how interpretable a topic is based on the
relationships between the words within the topic itself. Topic coherence measures
aim to quantify the quality of the latent topics discovered by a topic model from
a human-like perspective in order to ensure a high degree of semantic coherence.
Much research has been performed in statistical topic model evaluation [16,
17], however, it has been found that these methods are not always reflective of
how humans view the topics [4]. It was shown that metrics based on word co-
occurrences and mutual information approaches are more representative of how
humans would evaluate a topic [11]; for this reason, these approaches are used
in this paper.
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Intrinsic topic coherence measures utilise word co-occurrences in documents
from the corpus used to train the model [10]. The intrinsicness of this method
allows for better judgement of the coherence of a topic based on the training
documents. It is measured on a scale of 0−1, a result closer to 1 means that the
model correctly identified words that occur together frequently in documents as
a topic. However, this does not guarantee that they make semantic sense or that
they are interpretable by a human; it means that the topics represent the corpus
they were generated from.

Extrinsic topic coherence measures require the use of an external corpus
to calculate the observed coherence. One approach to calculating extrinsic topic
coherence utilises pointwise mutual information (PMI) [11]. This metric is extrin-
sic in nature as it calculates the PMI between the top N words in a sliding
window using an external corpus such as a Wikipedia dump file (a plain text
version of every article present on Wikipedia). The calculation can be seen in
(1). Where p(wi, wj) is the probability of two words co-occurring in a document,
p(wi) and p(wj) is the probability of word wi and word wj occurring in the
document, respectively.

PMI(wi, wj) = log
p (wi, wj)

p (wi) p (wj)
(1)

Research into using the PMI has found that it has a high degree of correla-
tion with a human’s evaluation of topic coherence, however, a normalized version
of the PMI approach results in an even higher level of correlation with human
judgement (NPMI) [8]. Using PMI with an external corpus allows for the calcu-
lation of how frequently words in the topic occur together; because an external
corpus is used, it can be seen as how humans would interpret the topics from
everyday language.

4 Aggregating Topic Model Outputs

One problem with trying to aggregate topic model outputs in an ensemble-like
style is that unlike conventional classifier ensembles that have a finite set of
possible classes (C1, . . . , Cn), topic models have an infinite number of outputs
that are unknown until the model has been created. For this reason, the proposed
aggregation method must adjust to the multitude of outputs it may face.

In the field of information retrieval there exists many methods for measuring
similarity; these methods include cosine similarity, Pearson correlation coeffi-
cient, and the Jaccard index. The Jaccard index could be used to find similar
topics by simply calculating the similarity coefficient between the top N words in
two given topics. Gaining a high value from the result of the Jaccard index shows
that there is indeed some similarity between the topics. However, the downside
is that a threshold for similarity needs to be set via introspection as there is no
fool proof method of statistically assessing the similarity threshold. Previously,
there has been research regarding using JS divergence and Kolmogorov-Smirnov
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divergence to assess the similarity of topic probability distributions [1] within
the topic model’s the phi (topic-word) distribution.

To perform the aggregation cosine similarity and JS divergence will be used
to assess the similarity of topics’ Phi distributions. Both methods will then be
evaluated for performance. The cosine similarity allows for more flexibility in
setting the similarity threshold and is also not invariant to shifts in input as
opposed to measures such as Pearson correlation coefficient which is invariant to
input shifts. The upper and lower bounds for cosine similarity are 1 for complete
similarity and 0 for complete dissimilarity. The process for aggregating topics
will now be described. Firstly, the user will define a set of parameters that will
be used to generate the base models for this technique. A threshold for similarity
will then need to be set using grid search with development sets of data to see
which threshold produces the most coherent topics on average; although this
may be seen as computationally expensive, on modern hardware these tuning
experiments using a subset of data are relatively quick to execute and easy to
run in parallel. Then each topic from each of the other models will be compared
to the base topics in a pairwise method for similarity. If the cosine similarity of
the two topics is above the threshold then they will be combined, the method
for combining the similar topics is to simply calculate the mean probability of
each word in the Phi distributions. It should be noted that the number of topics
in the base model does not increase or decrease, nor does the number of words
in the topic as the alphabet for each model is the same. Equation (2) shows the
combination process for cosine similarity, where ϕ̂k is an aggregated topic, n is
the number of similar topics, M is the number of models, Ti is the number of
topics in a model, ϕ(i,j) is the phi distribution for topic Tj in model Mi, ϕx is
the xth phi distributions from the base model, and γ is the similarity threshold.

ϕ̂k =

M∑

i=1

Ti∑

j=1

n

{
ϕ(i,j), if

ϕ(i,j)·ϕx

‖ϕ(i,j)‖‖ϕx‖ ≥ γ

0, otherwise
(2)

JS divergence allows for the symmetric measurement of similarity between
distributions. Using the base 2 logarithm, the JS divergence has the bounds
0 ≤ DJS(P ‖ Q) ≤ 1 where 0 indicates complete similarity and 1 is com-
plete dissimilarity. The JS divergence is a symmetrised and smoothed version of
Kullback-Leibler (KL) divergence, using the average KL divergence for each Phi
distribution to the average of each Phi distribution. It is shown in (3) where P
and Q are distributions and M is the average of distributions P and Q, that is
M = 1

2 (P + Q).

DJS(P ‖ Q) =
1
2
DKL(P ‖ M) +

1
2
DKL(Q ‖ M) (3)

The process for using JS divergence to create aggregate topics can be seen in
(4) using the same notation as (2). The main difference is that the JS divergence
result should be ≤ γ as opposed to cosine similarity where the result should
be ≥ γ.
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ϕ̂k =

M∑

i=1

Ti∑

j=1

n

{
ϕ(i,j), if DJS(ϕ(i,j) ‖ ϕx) ≤ γ

0, otherwise
(4)

4.1 Choosing Similarity Threshold

An important aspect of this method for aggregating topic models is the choice
of similarity threshold. The overall problem attempting to be solved can be
viewed as optimising the semantic coherence of topics by finding the optimal
similarity threshold and sliding window size. The sliding window size is directly
related to calculating coherence as it sets the window size for calculating word
probabilities. For example, if the word co-occurrence probability for word wi and
word wj was calculated using a sliding window of size 50 words, then as long as
the words occur at least once in the 50 word window it will count as the words
having co-occurred, irrelevant as to whether they are in different sentences or
paragraphs. However, if a lower window size such as 10 is used, it is stricter as
it limits where the words can co-occur. This allows for more confidence that the
words actually occurred together in the same context.

In this paper a grid search will be used over a set of similarity thresholds
and a set of sliding window sizes. A small subset of the full dataset will be used
for finding the optimal values. The grid search will then allow for topics to be
aggregated and the coherence calculated using the Cartesian product of the set
of similarity thresholds and set of sliding window sizes. Although methods such
as Bayesian optimisation can be used to optimise parameters, it is unnecessary
for this task which can be easily parallelised despite suffering from the curse of
dimensionality. This makes grid search a feasible option without overcomplicat-
ing the problem by using more complex methods.

5 Experimental Setup

The following section contains experiments conducted to assess the performance
of the proposed aggregated topic model. Each experiment will use LDA with 2000
iterations of Gibbs sampling. The method for deciding the similarity threshold
for each experiment will be detailed, and comparisons of how the aggregated
model compares to the base models used to create the aggregated model will
be presented. The topic coherence test consists of extrinsic PMI. The reference
corpus used for the extrinsic test will be the English Wikipedia. This corpus was
chosen as Wikipedia has over five million articles, therefore it will be a good refer-
ence of general English language; the average document length of the Wikipedia
dump was 133.07 words. An intrinsic coherence test will also be performed to
measure how well topics capture the structure of the underlying corpus.

The data used to generate the models in the following experiments is a set of
Associated Press articles supplied with David Blei’s lda-c package1. The corpus
contains 2246 documents and 34977 tokens after removal of stopwords.
1 Available at: http://www.cs.princeton.edu/∼blei/lda-c/.

http://www.cs.princeton.edu/~blei/lda-c/
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Fig. 1. Average coherences for topics in the base models and AGGM in experiment 1

The first experiment will consist of creating models of different topic num-
bers and aggregating the similar topics; this will show how the model performs
aggregating general topics and specific topics. The second experiment consists
of aggregating models with different Dirichlet priors; this experiment will show
what effect different priors have on aggregating multiple models.

5.1 Models Created with Different Numbers of Topics

This experiment consists of creating ten models each with a different number
of topics T = {10, 20, 30, 40, 50, 60, 70, 80, 90, 100} and an alpha prior of 50/T .
Using different numbers of topics allows for representations of the corpus at dif-
ferent granularity levels, for example, 10 topics provides a very general overview
and 100 provides a very specific set of topics. An aggregated model that combines
similar topics from multiple models using different numbers of topics could pro-
duce a more coherent set of topics due to the output containing a mix of general
topics, as well as specific topics.

The first step in generating the AGGM is to choose the similarity thresh-
old at which similar topics will be combined. Grid search will be used on small
development sets of data at different similarity thresholds, starting at 0.1 and
increasing to 0.9 in increments of 0.1. The sliding window size will also be changed
at intervals of 10 words from 10 words to 100 words, as well as using the whole
document as the window. The grid search found the optimal similarity threshold
according to PMI is >0.7 for cosine similarity and <0.5 for JS divergence. Note
that cosine similarity thresholds are in the form >n as the value for complete
similarity is 1, whereas JS divergence thresholds are <n as complete similarity
is 0. This means that JS divergence is more lenient in the topics that it aggre-
gates, resulting in many more similar topics being combined, allowing for the
combination of general and specific topics. Cosine similarity has a higher simi-
larity threshold meaning that not as many topics will be combined, however, JS
divergence achieves a higher topic coherence.

Following the tuning experiments, the full experiment was run using JS diver-
gence as the similarity measure as the grid search found it to have the highest
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coherence; and a similarity threshold of <0.5, the results of this experiment for
extrinsic and intrinsic coherence tests can be seen in Figs. 1a and b, respectively.
It should be noted that when the coherence of base models and AGGMs are
compared, the same sliding window size is used for each model. In this exper-
iment m1 is the base model, m2 − m10 are the other models to be compared,
and m̂ is the AGGM. Any model can be the base model, m1 was chosen in
this experiment arbitrarily. Also, if a different model was chosen as the base,
the same topic similarity comparisons would be made; the only difference of
using m1 over the other models in this case is the number of topics in the final
AGGM. As Fig. 1a shows, the AGGM has an extrinsic PMI value of 0.75, this
is higher than any of the model used to create it. This shows that the AGGM’s
topics are more coherent based on general English language. The AGGM also
has the highest intrinsic coherence. This means the AGGM’s topics have been
complemented with additional relevant topic words leading to topics that are
more representative of the corpus.

This experiment results in some differences between the base model topics’
top words and the AGGM’s top words. A comparison between the base model
and AGGM is visible in Tables 1a and b, respectively. In t1 the AGGM has addi-
tional words including “Nicaragua” and “Contra”; this supplemented the words
from the base model, “united” and “states”. It would be logical to connect these
words through the Nicaraguan Revolution, when the United States supported the
Contra forces in a campaign against the Sandinista National Liberation Front.
Another major change can be seen in t7 where the AGGM contains more words
about medical research and disease, whereas the base model includes some less
relevant words such as “children”, “percent” and “space”. Additionally, t8 sees
the addition of the words “index” and “exchange”, this makes it more obvious
that this topic is about stock markets and finance. The AGGM also allowed
for subtle changes such as the addition of Jackson in t6, which refers to Jesse
Jackson, the opponent of Michael Dukakis in the 1988 Democratic presidential
primaries.

5.2 Models Created with Different Parameters

This experiment consists of creating ten models each with a different alpha
Dirichlet prior value α = {1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0} and fixed
number of topics T = 10. Using different alpha Dirichlet priors will have a
noticeable effect on topic distribution. A high alpha value means that documents
are likely to have a mixture of many topics with no single topic being dominant.
A low alpha value results in very few and in some cases, only one, topics being
in the document.

As with experiment 1, the first step in generating the AGGM is to set the
similarity threshold at which similar topics will be combined. The same method
of grid search will be used for this experiment. This grid search found the optimal
similarity threshold according to PMI to be >0.9 for cosine similarity and <0.1
for JS divergence. This grid search is more stringent in the similarity of topics
to be aggregated. Experiment 1 was more lenient in the topics it would combine
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Table 1. Comparison of topics from the base model and AGGM with noticeable
changes

(a) Base Model

t1 t6 t7 t8

government bush health percent
united president people market
states house children year

military dukakis percent million
aid campaign study prices

panama bill report billion
china state program dollar

president senate aids rose
year democratic years oil

rights congress space stock

(b) AGGM

t1 t6 t7 t8

government bush aids percent
aid dukakis health market

military campaign disease dollar
rebels president drug stock
states house study year
united jackson medical prices

nicaragua bill virus trading
panama senate research index
contra republican blood rose

president democratic hospital exchange

by using lower similarity thresholds. The results in this experiment mean that
only very similar topics will be combined; this may lead to less of a change in
the AGGM topics as less will be aggregated.

Following the tuning experiments, the full experiment was run using JS diver-
gence as the similarity measure and a similarity threshold of <0.1, the results of
this experiment for extrinsic and intrinsic coherence tests can be seen in Figs. 2a
and b, respectively. It should be noted that when the coherence of base models
and AGGMs are compared, the same sliding window size is used for each model.
In this experiment m1 is the base model, m2 − m10 are the other models to be
compared, and m̂ is the AGGM. As Fig. 1a shows, the AGGM has an extrin-
sic PMI value of 0.7, this is much higher than any of the model used to create
it. This shows that the AGGM’s topics are much more coherent based on gen-
eral English language. The AGGM also has the highest intrinsic coherence. This
means the AGGM’s topics have gained additional relevant topic words leading
to topics that are more representative of the corpus.

In terms of how the underlying topics changed in the AGGM, there were not
as many changes as in experiment 1, however, the few changes that did occur
improved topic coherence. For example, in m1 there is a topic about Mikhail
Gorbachev, the Soviet Union and the United States; in the AGGM this topic
was supplemented with the words “east” and “Germany”; this makes the topic
more clearly about the Berlin wall and tensions between the West and East
towards the end of the Cold War. The other major difference between base model
topics and aggregate topics was in one about finances. The base model contained
units of money such as “million” and “billion”; as well as words to do with the
workforce, such as “workers” and “business”. The AGGM’s equivalent topic also
contained the words “industry” and “company”. Experiment 2 is interesting as
its topics seen less changes than experiment 1, but the few changes resulted
in increases in topic coherence. This could be because some topics in the base
model were quite specific, but were generalised more in the AGGM.
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Fig. 2. Average coherences for topics in the base models and AGGM in experiment 2

6 Results

The results show that aggregating models does increase the coherence of topics.
Figures 1a, b, 2a and b show that the model with the lowest number of topics or
highest alpha prior (m1 from both experiments) are normally the most coherent
topic but after aggregation, the aggregate topic is the most coherent. This could
be because m1 is usually the most general model, therefore when evaluated
extrinsically the words would have a high probability of co-occurring as they are
not specific. What is also interesting is the fact that the AGGM also has the
highest intrinsic coherence, meaning that combining elements of more specific
models into the general model allows for a greater representation of the modelled
corpus.

It was found that to maximise coherence the sliding window size had to be set
to the size of the document being analysed. Using the full document size is not
detrimental to results as the average document length is 133.07 words, which is
only 33.07 words more than the second highest average coherence sliding window
size of 100.

Additionally, it was found that the results of both extrinsic experiments had
a correlation of 0.98 and the results of the intrinsic experiments had a correlation
of 0.94; this suggests that both methods of aggregation have a similar effect on
the final result.

A paired t-test was performed to compare the topic coherence for the base
model and best AGGM from each experiment; this is advantageous as it takes
into account the difference between base models and AGGMs, as well as the mean
values to assess if there is a statistically significant difference in topic coherence
after aggregating the similar models. The significance level is 0.05. In the first
experiment there is a significant difference in the topic coherence for the base
model (μ = 0.386, σ = 0.179) and AGGM (μ = 0.736, σ = 0.224); t(9) = 7.173,
P = 0.0000523. In the second experiment there is also significant difference in the
topic coherence for the base model (μ = 0.253, σ = 0.17) and AGGM (μ = 0.64,
σ = 0.229); t(9) = 12.03, P = 0.00000075. These results show that aggregating
the output of multiple topic models can increase the topic coherence.
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7 Conclusion and Future Work

This paper proposed a novel solution for aggregating topic models that can
improve the coherence of the topics produced. The experiments conducted show
that it is possible to improve the coherence by performing this topic model aggre-
gation. Through the experiments we discovered that after creating a number of
models with different numbers of topics or different parameters and applying the
aggregation technique, the coherence is improved. This may be because when
models are created using different numbers of topics they create a mix of general;
as well as more focused, specific sets of topics as the number of topics increases.
The advantage of this is that the AGGMs have more general topics which leads
to the AGGM being more representative of the corpus it was generated from as
shown by the intrinsic coherence results.

The results of experiment 2 were also interesting as despite having less
changes in the AGGM than experiment 1; there was a noticeable difference
in coherence. This suggests that aggregation allows for more general topics, and
that any form of generalisation results in a higher topic coherence. An important
point to note is that although the top N words in a topic may not appear to
change much in some cases; the underlying word distribution in the topics will
change after the AGGM is formed.

The proposed aggregation technique shows that it outperforms standard topic
models in topic coherence but it can still be improved. For example, by clustering
the corpus into subsets and generating models using these subsets. The topics
generated from these subsets when aggregated could provide a good mix of gen-
eral topics, as well as specific topics. This work could also be furthered by cre-
ating aggregated topics from different types of topic models. Another important
area of further work is to present the base models and AGGMs to humans and
have them to rank the topics. This will allow for the correlation of the coherence
of the aggregated model with human opinion.
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Abstract. Bilingual word embedding, which maps word embedding of
two languages into one vector space, has been widely applied in the
domain of machine translation, word sense disambiguation and so on.
However, no model has been universally accepted for learning bilingual
word embedding. In this work, we propose a novel model named CJ-
BOC to learn Chinese-Japanese word embeddings. Given Chinese and
Japanese share a large portion of common characters, we exploit them in
our training process. We demonstrated the effectiveness of such exploita-
tion through theoretical and also experimental study. To evaluate the
performance of CJ-BOC, we conducted a comprehensive experiment,
which reveals its speed advantage, and high quality of acquired word
embeddings as well.

Keywords: Bilingual word embedding · Distributed representation ·
Common characters · Chinese-Japanese

1 Introduction

Due to the boost of social network, massive text data are generated every day,
reaching an enormous bulk beyond human’s reading ability. Therefore, there
is now an urgent need of high-quality knowledge extraction from text, which
is often associated with natural language processing (NLP) techniques. Word
embedding, originally referred as distributed representation, was proposed by
Hinton [1], whose basic idea is to denote word as low-dimension and real-valued
vector. A favorable feature of word embedding is that the trained vectors can
reflect the similarity among words. Such merit led to the popularity and thus
broad applications of word embedding, in which Word2Vec1 by Google has been
extensively used in text mining, text segmentation, synonym discovery, etc.

Bilingual word embedding, as a specific form of word embedding, maps vec-
tors of two different languages into the same vector space. Bilingual word embed-
ding directly depicts the internal relatedness among words of two different lan-
guages, and is therefore believed able to facilitate many NLP tasks. Actually
1 https://code.google.com/archive/p/word2vec, accessed date: March 17, 2016.
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many research efforts have strengthened such belief, as bilingual word embed-
ding has been successfully applied in machine translation [2], word sense disam-
biguation [3] and so on. Despite its advantages, bilingual word embedding is still
at its initial stage, without commonly accepted approaches.

In this paper, we propose a model CJ-BOC for learning Chinese-Japanese
word embedding, based on CBOW (short for continuous bag-of-words), one of
the two models given in [2]. The exploitation of common Chinese characters
shared by Chinese and Japanese is the main difference distinguishing CJ-BOC
from CBOW, whose validity is well demonstrated according to both theoreti-
cal and empirical study. In our experiment, CJ-BOC significantly outperformed
sentence-aligned approaches in terms of the quality of word embedding.

The contributions of our work are: 1. We analyze and demonstrate why com-
mon characters shared by Chinese and Japanese are effective for learning word
embedding, from a view of information theory; 2. Based on the exploitation of
common characters, we design a novel model for learning Chinese-Japanese word
embedding; 3. We conduct a comprehensive experiment to verify the effectiveness
and efficiency of our approach.

The rest of this paper is structured as follows: Sect. 2 reviews the related
work, Sect. 3 introduces common characters, and Sect. 4 elaborately introduces
our model CJ-BOC. In Sect. 5, we present our experimental results. Finally in
Sect. 6, we conclude this paper and give the future work.

2 Related Work

Distributed representation, now commonly referred as word embedding, was
firstly proposed by Hinton [1]. Compared with the one-hot representation in
early works of NLP and information retrieval, distributed representation can
better reflect the relatedness among words. Due to this unique merit, recent
years have seen vast research efforts on word embedding.

One typical framework for learning word embeddings is neural network lan-
guage models (NNLM) proposed by Bengio et al. [4], which uses back propa-
gation to train each word embedding and parameter of the model. NNLM has
been widely applied [5]. As an open source framework, Word2Vec provides mul-
tiple models, including H-Softmax, NEG, CBOW, and Skip-Gram, and is known
for its fast training speed, as well as the quality word embeddings learned from
it. By exploiting the advantages of both global matrix factorization and local
context window methods, Pennington et al. [7] proposed a model named GloVe.

In 2013, Mikolov et al. presented a work [2] which obtained English and Span-
ish word embedding separately, and then generated English-Spanish embeddings
using a linear mapping between vector spaces of both languages. Compared with
traditional monolingual word embedding, bilingual word embedding is still at its
initial stage. On the other hand, bilingual word embedding directly depicts the
internal relatedness among words of two different languages; theoretically, such
merit enables bilingual word embedding to facilitate machine translation, or
even fully replace word mapping matrix or dictionary in traditional machine
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translation approaches. The experiment result of [2] provided solid proof, which
achieved an accuracy of around 90 % for English-Spanish word translation, with
the help of bilingual word embedding. In light of this, bilingual word embedding
has recently been applied successfully to machine translation [2], named entity
recognition, word sense disambiguation [3], etc.

BilBOWA by Gouws et al. [8] is a model for learning bilingual word embed-
dings. An outstanding advantage of BilBOWA is it eliminates the need of word
alignments or dictionaries; and in an English-German cross-lingual classification
task, BilBOWA achieved a speedup as high as three orders of magnitude.

As for non-alphabet-based languages like Chinese and Japanese, word embed-
ding (and other NLP research as well) is also basically studied at the word level.
But the individual character of a word actually often has semantical mean-
ing itself. By taking the rich internal information of composing characters into
consideration, Chen et al. [9] proposed a new model called character-enhanced
word embedding model (CWE), and outperformed approaches that neglect such
internal information. Another interesting fact of Chinese and Japanese is: both
languages share a large portion of common characters. Through these common
characters, Chu et al. [10] successfully constructed a Chinese-Japanese parallel
corpus, which is highly accurate.

3 Common Character

3.1 Chinese and Japanese Characters

Chinese characters were invented over 4000 years ago, and have been spread
with Chinese culture to neighboring countries like Korea, Japan, Vietnam, etc.
Combined with the native languages of these countries, Chinese characters have
become part of their writing systems. Early Japanese writing system was copied
from Chinese characters, which made both countries able to understand the
literature of each other. Through the years, Chinese characters were gradually
integrated with Japanese native languages, and later formed a writing system
with Chinese characters (kanji), hiragana and katakana combined.

There are three Chinese character systems currently, including traditional
Chinese (in Hong Kong, Macau, Taiwan), simplified Chinese (in mainland China,
Singapore, Malaysia, etc.), and Japanese Kanji. The latter two were indepen-
dently simplified from traditional Chinese. Most Chinese characters in these
three systems can be reciprocally corresponded, with the same shape or slight
variances only. In Table 1 we can see 4 groups of corresponding Chinese char-
acters with basically the same meanings. Therefore in real-world applications,
most Chinese characters in a specific system can find their corresponding charac-
ters in other systems. For example, Chu et al. [11] proposed a Chinese character
table involving traditional Chinese, simplified Chinese and Japanese.

Japanese vocabulary is categorized into several types: kango, wago, gairaigo,
etc. Kango was either borrowed from Chinese or constructed from Chinese roots.
As for wago, some of them are purely made up of Chinese characters, and there
are also some mixed by Chinese characters and kana (hiragana and katakana),
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Table 1. Examples of common characters in Simplified Chinese, Traditional Chinese,
and Japanese Kanji.

also a few wholly formed by kana. According to the Shinsen Kokugo Jiten
Japanese dictionary, kango comprises 49.1 % vocabulary and wago makes up
33.8 %.

Hence roughly 80 % of Japanese words contain Chinese characters. A plausi-
ble conjecture is that the meanings of these Chinese characters are equivalent or
somehow related to their meanings in Chinese. Sufficient works have been done
to compare Chinese and Japanese words formed by common Chinese characters,
which provide solid proof for this conjecture. Due to space limits, we skip these
details here, but there can be totally 4 cases: wzh = wja, wzh > wja, wzh < wja,
and wzh ≈ wja, in which wzh and wja denote the meaning count in Chinese and
Japanese. An example for wzh ≈ wja is that the word means “opinion”
in both Chinese and Japanese. Moreover, it also means “dissatisfied” in Chinese,
and “suggest” in Japanese.

3.2 From a View of Information Theory

From the above comparison between common characters in Chinese and
Japanese, we can figure out the difference between Chinese/Japanese and west-
ern writing system. To be more specific, in Chinese or Japanese, a word can be
constructed either by multiple Chinese characters, or by only one, since every
Chinese character can solely make sense. Take the Chinese character to
illustrate, which can be either a word itself or part of a word in both Chinese
and Japanese. In either case, means one of “sky”, “heaven”, “day”, and
so on.

Word embedding essentially vectorizes the semantics of a word, and actually
has been studied on Chinese characters. Consider a Chinese character Czh in
a Chinese article, and its corresponding character Cja in Japanese; the seman-
tic difference of Czh and Cja in their respective contexts can be depicted using
mutual information, a concept measuring the dependency among random vari-
ables. Mutual information is defined as follows:

I(Czh;Cja) =
∑

x∈Czh

∑

y∈Cja

p(x, y)log
p(x, y)

p(x)q(y)
(1)
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Mutual information is non-negative and symmetric; given a condition Z about
the distribution between Czh and Cja, conditional mutual information is:

I(Czh;Cja|Z) = Ep(x,y|z)log
p(x, y|z)

p(x|z)q(y|z)
(2)

In this paper, we let the condition Z be Czh ∈ Szh, Cja ∈ Sja, in which Szh and
Sja are a Chinese and Japanese sentence respectively in Chinese-Japanese trans-
lation. Through qualitative analysis, we can conclude that for common Chinese
characters in corresponding Chinese and Japanese sentences, the probability of
semantic equivalence is notably high. In subsequent experiments, to prove this
conclusion, we will estimate the conditional mutual information of some Chinese
characters within a certain amount of translated sentences.

4 Model

In this section, we first introduce the widely used model CBOW, and also some
extensions on it. Then we present our own model named CJ-BOC.

4.1 CBOW

Mikolov et al. in [12] proposed continuous bag-of-words model (CBOW), where
the optimization goal is to maximize a probabilistic language model as follows:

L(S) =
1
N

N∑

i=1

p(wi|Context(wi)) (3)

We use Context(wi) to denote the context of wi here:

Context(wi) = {wi−K , . . . , wi−1, wi+1, . . . , wi+K} (4)

K is the window length here, which can be tuned in the model. The probability
of each word in a given context can be computed using a softmax function:

p(wi|Context(wi)) =
exp{x̄i

T · xi}∑
xj∈W exp{x̄i

T · xj} (5)

in which x̄i is the average word embedding of the context:

x̄i =
1

2K

∑

xj∈Context(xi)

xj (6)

To better illustrate CBOW, we present its sketch as shown in Fig. 1. In the
sentence (Our homeland is like garden), we set the
window length to 2; when learning the word , there are totally 4 words
used for updating it, two of which following it and the other two before it.

In addition, CBOW can also be combined with Skip-gram, negative sam-
pling and other methods for improvement. Such combination can be found in
Word2Vec, and hence we do not elaborate here.
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Fig. 1. An example of CBOW, in which the windows length is 2.

4.2 Bilingual CBOW

Now we consider CBOW in the scenario of bilingual word embedding. Generally,
training bilingual word embedding requires a large corpus for each language,
and also a relatively small parallel corpus acquired from strict translation and
sentence-level alignment. The two monolingual corpora are trained to obtain the
relatedness among words within a language, while the parallel corpus is used to
calibrate the trained vectors between two languages.

Word-Aligned Method. The original CBOW can be extended to cater the
bilingual scenario, with some extent of modifications. Two approaches are com-
monly used for such extension, one of them based on machine translation. This
approach uses toolkit like GIZA++2 to align parallel sentence-pairs on word
level; by doing this, for each word, we can find its corresponding word. When
two words reciprocally corresponded are trained, their respective contexts are
used. For example, for sentence-pair 〈Szh, Sja〉, where Szh = {wzh,1, . . . , wzh,N}
and Sja = {wja,1, . . . , wja,M}, a pair of aligned words is 〈wzh,i, wja,j〉, and the
objective function for training wzh,i is:

L(Szh) = 1
N

N∑

i=1

{
p(wzh,i|Context(wzh,i, Szh))

+ p(wzh,i|Context(wja,i, Sja))
} (7)

Using existing tools, the advantage of this approach is context can be optimally
selected; this ensures an optimal training result, when data and other compo-
nents of the model are fixed. However, a severe drawback of this approach is
running the machine translation tools usually takes long time. Therefore, the
training of model is unacceptably slow, leading to intractability in applications.

Sentence-Aligned Method. A simple modification can be made to avoid the
above problem:

L(Szh) =
1
N

N∑

i=1

p(wzh,i|Context(wzh,i, Szh)) + p(wzh,i|Sja) (8)

2 http://www.statmt.org/moses/giza/GIZA++.html, accessed date: June 11, 2016.

http://www.statmt.org/moses/giza/GIZA++.html
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In other words, all words in Sja are introduced as the context of wzh,i in training,
which obviously brings a large portion of noise in. However, based on this idea,
some works have achieved satisfying results. One of them is BilBOWA [8], which
reached a comparable level with state-of-the-art approaches after some mod-
ifications on the aggregation process. More importantly, the model is trained
comparably fast with training monolingual word embedding.

4.3 Our Model: CJ-BOC

As has been mentioned, common Chinese characters of Chinese and Japanese
are semantically similar or related. Inspired by the above extensions, we further
exploit this feature and propose a CBOW-like model: Chinese-Japanese Bag of
Characters model (CJ-BOC). In our proposed model, the objective function is:

L(Szh) = 1
N

N∑

i=1

{
p(wzh,i|Context(wzh,i, Szh))

+ λ · p(wzh,i|Context(wzh,i, Sja))
+ μ · p(wzh,i|Sja)

}
(9)

λ and ν here are both parameters of the model, and Context(wzh,i, Sja) can be
acquired via common character matching:

Context(wzh,i, Sja) =
⋃

wja∈CC(wzh,i,Sja)

Context(wja, Sja) (10)

CC(·) here is character matching, which means:

CC(wzh,i, Sja) = {wja|wja ∈ Sja, c ∈ wzh,i, c ∈ wja} (11)

We use c to denote common character, and the function CC(·) is to find all
words sharing common characters in Sja for wzh,i. Then the contexts of all
these words are used for training wzh,i. We illustrate an example in Fig. 2.

and are a parallel
sentence-pair, meaning “Spring is coming, and cherry blossom is coming out”.
The model detects the Chinese character in , which
is identical to in Japanese. Therefore, these two characters
share their respective context during training.

Our method is apparently better than sentence-aligned method, which can
be verified through qualitative analysis. Theoretically, our method introduces
extra noise compared with word-aligned method, since multiple common Chinese
characters with different meanings may co-exist even in the same sentence. But
according to our subsequent experiments on mutual information, we can see
that the noise ratio is actually minor, owing to the intrinsic nature of parallel
sentence-pair. We also introduce the character information as auxiliary, which,
to some extent, provides more information than word-aligned method.
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Fig. 2. An example of CJ-BOC, window length is 4, common character is .

5 Experiments and Analysis

5.1 Datasets and Experiment Settings

In our experiment, the parallel corpus is from [10], which includes Chinese-
Japanese sentence-pair generated from wikipedia (both Chinese and Japanese
version). We mainly used train.ja and train.zh in this dataset, both including
126811 lines of text. In both files, each line is a complete sentence, which is par-
allel to the sentence in its corresponding line of the other file. As preprocessing,
we performed word segmentation on the two files using MeCab3 for Japanese
and Jieba4 for Chinese before experiments. Parameters were tuned to ensure the
segmentation on both languages were almost equally grained.

In our experiment, we took sentence-aligned method (Sen-AM) as the base-
line, to comparably demonstrate the performance of our CJ-BOC. Both methods
were implemented in C language5. Suppose there are N sentences in total, each
of which containing k words, and each word consists of p characters; if the win-
dow length is w, and training a word costs O(M) time, the theoretical worst-case
time complexity of Sen-AM should be O(k2N + kMN), while our CJ-BOC has
a worst-case time complexity of O(p2k2wN + kMN). Since p, k and w are typi-
cally small, there is no notable difference between CJ-BOC and Sen-AM in terms
of asymptotic worst-case complexity. To improve learning, we turned on both
hierarchical softmax and 10-word negative sampling, which Mikolov proposed in
Word2Vec. We set the window length to 5; λ and μ in CJ-BOC were 0.7 and 0.3
respectively. We used a Linux PC to run the experiment, which has a 2.6 GHz
CPU and 8 G memory. Using Sen-AM and CJ-BOC to train the above parallel
corpora, the time consumptions are 112.962 s and 178.022 s respectively; we can
see that using CJ-BOC here only brought 63.5 % extra training time, compared
with Sen-AM. Both methods finally generated 25219 word embeddings in Chi-
nese and 22749 in Japanese, which will be used in subsequent experiments in
Subsects. 5.3 and 5.4.

3 http://taku910.github.io/mecab, accessed date: May 12, 2016.
4 https://github.com/fxsjy/jieba, accessed date: August 2, 2015.
5 Our source code is available at https://github.com/jileiwang/cjboc.

http://taku910.github.io/mecab
https://github.com/fxsjy/jieba
https://github.com/jileiwang/cjboc
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5.2 Estimating Mutual Information

Before evaluating the effect of word embedding, we first conducted an exper-
iment to estimate the mutual information of common Chinese characters. We
did this experiment, hoping to support our method from an information theory
perspective. The process was as follows:

(1) Select a Chinese character ch, and retrieve its meaning in Chinese and
Japanese according to Xinhua and Kojien dictionary respectively. Suppose ch
has respectively n and m meanings in Chinese and Japanese, which are denoted
as (x1, . . . , xn) and (y1, . . . , ym).

(2) Randomly choose M sentences with ch in both languages independently,
and count the frequency of it with each meaning: (a1, . . . , an) and (b1, . . . , bm).
The meaning of ch in each sentence is acquired using manual annotation. If
ch appears k times in a single sentence, each of the appearance is deemed to
contribute a 1

k frequency to its corresponding meaning.
(3) Take the frequency of each meaning as the estimation of its appearance

probability: p(xi) = ai

M and p(yj) = bj
M .

(4) For the conditional probability p(xi|Z), p(yj |Z), and p(xi, yj |Z), extract
N parallel sentence pairs both of which include ch, and mark its semantics.
Similar to steps 2 and 3, frequency is taken as an estimation of probability.

(5) Exploit the above information to calculate conditional mutual informa-
tion:

I(X;Y |Z) = Ep(x,y|z)log
p(x, y|z)

p(x|z)q(y|z)
(12)

(6) Given the unconditional joint probability:

p(xi, yj) =
|Z| · p(xi, yj |Z) + |Z̄| · p(xi, yj |Z̄)

N2
(13)

where |Z| = N and |Z| + |Z̄| = N2. We assume in this unconditional situation,
a Chinese sentence may correspond to any Japanese sentence in the corpus, and
vice versa. To be more specific, given this independency, we can thus compute
p(xi, yj |Z̄) = p(xi)p(yj).

(7) The unconditional mutual information can be computed using the above
information.

To illustrate, we selected two representative common characters
with M = 78 and N = 54, and
with M = 83 and N = 51. The results are

show in Table 2.
An intuitive conjecture, based on experiences, is that conditional mutual

information should be greater than unconditional mutual information. Table 2
somehow provides evidence for this conjecture, as we can see that conditional
mutual information of these two representative characters are significantly larger
than the corresponding unconditional mutual information. This indicates in a
sentence-pair of parallel corpus, a pair of common Chinese characters are likely to
be equivalent semantically. Therefore, in our CJ-BOC, the extraction of context
using common Chinese characters is rooted in solid theoretical base.
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Table 2. Mutual information.

5.3 Cross-Lingual Synonym Comparison

In translation, some word in the source language can actually correspond to
multiple words in the target language, and we can also find one-to-one corre-
spondence of words between source and target language. To avoid ambiguity,
we randomly selected 15 one-to-one corresponding word-pairs 〈wzh, wja〉, and
for each pair, we: (1) compute the cosine distance d between wzh and wja;
(2) compute the cosine distance between wzh and every Japanese word in the
corpus Cja, and obtain the rank of d among them; (3) conduct similar operations
as in (2) on wja and every Chinese word in the corpus Czh.

Some of the selected words have common characters, while some do not. Two
examples are given in Table 3.

Table 3. Examples of word-pairs and their experimental results.

For the rank of each word, we compute its relative rate among all words as
below:

rate = (1 − rank − 1
total word num

) × 100% (14)

None of the words in these word-pairs is ambiguous, which makes it apparent
that both cosine distance and the rate are favorable to be large. The averaged
results for all word-pairs are shown in Table 4. From Table 4, we can see obvious
superiority of CJ-BOC compared with Sen-AM.

Table 4. Average of cosine distances and rates of 15 word-pairs.

Method Cosine Distance Rate wzh → Cja Rate wja → Czh

Sen-AM 0.1404 92.8 % 94.0 %

CJ-BOC 0.4682 97.6 % 96.3 %
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5.4 Cross-Lingual Analogical Reasoning

Analogical reasoning [13,14] tries to figure out the potential analogy among
word embeddings. Take a frequent question in IQ test as an example, what is
the answer of The expected answer
is , which is deduced as: according to
analogical reasoning. The closest word embedding to x is retrieved as the answer,
which indicates a single successful task if it is .

Given several related words from different languages, cross-lingual analogi-
cal reasoning works as follows: , we hope that the
relatedness between Japanese words and could
help us find the Chinese character through .

Among the 4 words in cross-lingual analogy tasks, the number of Chinese
word to the number of Japanese word can be 2 to 2, 1 to 3 or 3 to 1. For the 2 to
2 case, Mikolov in [2] mentioned that, even the word embeddings were trained
independently within their own language (i.e., not in a cross-lingual manner),
the trained embeddings could still capture good features. So we do not consider
this case in our experiment. Instead we selected 72 groups of 1 to 3 or 3 to 1
cross-lingual analogy tasks, with the input format being {A : B :: C : D}. We
computed the vector V = B − A + C, and just as we did in experiment 2, we
calculated the cosine distance d between V and D; besides, we also figured out the
cosine distance between every pair 〈V,D′〉 (D′ is from the corpus of D), obtained
the rank of d among them, and then transformed its rank to the corresponding
rate. We averaged the results to make them comparable: the average Cosine
distance of Sen-AM and CJ-BOC is 0.2309 and 0.3882 respectively; while Sen-
AM has a rate of 85.8 %, roughly 10 % lower than that of CJ-BOC, which is 95.3.
Based on these results, we can conclude that the quality of our word embedding
is obviously higher than that of Sen-AM.

6 Conclusion and Future Work

In this work, we first reviewed the background of word embedding and bilin-
gual word embedding, and then demonstrated the semantical equivalence and
relatedness among common characters of Chinese and Japanese. In addition, we
performed theoretical derivation and empirical study on the common charac-
ter, from a perspective of information theory. In light of the feature of common
character, we proposed our CJ-BOC model based on CBOW, which can learn
Chinese-Japanese word embedding efficiently. According to our experiments on
task of bilingual analogical reasoning, the word embeddings generated using CJ-
BOC were obviously better than those of sentence-alignment methods.

As for future work, our research could possibly move on towards two direc-
tions: (1) the exploitation of common character should not be limited by the
model. In other words, apart from the NNLM-based Word2Vec, we can also use
methods like GloVe instead. (2) [9] actually provided a promising idea, which
is to train word embeddings and character embeddings at the same time. And
such combination could further verify the characteristics of common characters.
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Abstract. Most online news websites have enabled users to annotate
their sentiments while reading the news. Different from traditional users’
feedbacks such as reviews or ratings, those annotations are more intuitive
to express the sentiment of the users. Topic model is proved more effec-
tive to analyze the text information, however, most existing topic models
focus on either extracting static topic sentiment or tracking topics over
time but ignoring sentiment analysis. In the paper, we propose a joint
topic-sentiment over time model (JTSoT) to detect the topic-sentiment
shift and track the topic evolution over time. The critical challenge is
how to balance the relationship among the topic, sentiment and time.
The topic is represented as a Beta distribution over time and a Dirichlet
distribution with respect to the sentiment. We evaluate our method on
the real-world news dataset. The experimental results show that we have
achieved high correlation between the topic and sentiment, better inter-
pretable topic evolution, and higher document sentiment classification
result and perplexity.

Keywords: Topic models · Joint topic-sentiment over time model ·
Topic-sentiment shift · Topic evolution

1 Introduction

Topic model and sentiment analysis are two active research fields in natural
language processing as well as data mining. Some online news websites, such
as Baidu and Sina, allow users to annotate different types of sentiments after
reading news to express their personal sentiment. From these news and sentiment
annotations, we may get more accurate analysis about topic and sentiment. Some
useful works have been done in this aspect [1–5], but most of these works just
extract sentiments of topics in a static way, ignoring the dynamic property of
text data. Other works [6–8] focus on analyzing the evolution of topics without
considering the sentiment. Motivated by this observation, we propose a novel
LDA-based [9] approach to extract topic-sentiment from text as well as the
evolution of topics over time.

The proposed model mainly has 3-level output: document-topic, topic-
sentiment-word and topic evolution over time. The process of modeling topics
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 97–109, 2016.
DOI: 10.1007/978-3-319-47650-6 8
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is affected not only by the word co-occurrence but also the sentiment and time.
Here the topic is presented as a Beta distribution over time and has a Dirichlet
distribution with respect to sentiment. So it can get the relationship between
topics and sentiments and the evolution of topics over time. All of these can be
extracted simultaneously without any post-processing.

The contribution of this paper can be summarized as follows. First, time is
jointly modeled with topics which can capture the evolution of topics over time
by representing topic as a beta distribution over time. Generally speaking, we
considered multi features including time factor, which makes the model more
reliable in practice. Secondly, we can detect topic and sentiment simultaneously.
Finally, we carry out extensive experiments to demonstrate the efficiency of our
approach and analyze the association among topic, sentiment and time. Based on
a ground-truth evaluation framework, we compare our model to other art-of-art
models, such as TOT [6] and eToT [10].

The remainder of this paper is organized as follows. In Sect. 2, we briefly
review several representative works related to our method. Section 3 mainly
presents our approach in detail. We show the data preparation and discuss the
experiment results in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Related Work

We mainly analyze the existing work from two aspects containing topic models
and topic sentiment analysis. We will briefly discuss these related works and the
relationship between them and the proposed model in this paper.

2.1 Topic Models

Topic models are hierarchical Bayesian models of discrete data, becoming a
widely used approach for exploratory and predictive analysis of text. There are
many different kinds of topic models have been proposed [6,7,9,11,12], among
which LDA [9] is a probabilistic extension of latent semantic indexing (LSI) [13]
and probabilistic latent semantic indexing (pLSI) [14].

Documents are usually collected over time, such as online discussion, news,
consequently these contents may evolve and change over time. To this end, sev-
eral topic models have explored different topics and their evolvements over time.
Topics over Time (TOT) [6] is a LDA-based model for capturing the topics
evolvement over time and associates each topic with a Beta distribution over
time. Besides, Dynamic Topic Model (DTM) [7] has used state space model to
model the change of topic-word distribution over time. Wang et al. [15] replace
state space model with Brownian motion which is actually a continuous gener-
alization of state space model. Another dynamic topic model is Topic Tracking
Model (TTM) [8] tracking consumer purchase behaviors. Different from DTM, it
replaces Gaussian distribution with Dirichlet distribution to use Gibbs sampling
to estimate the parameters.
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2.2 Topic Sentiment Analysis

There exists many works about sentiment classification [16–18] without consid-
ering the mixture of topics in the text. Joint Sentiment Topic model (JST) [2,19]
has been developed to extract topic under different sentiment label by inserting
a sentiment layer before the topic layer based on LDA. Reverse-JST [2], JTS [20]
and JTV [21] are a variant of JST where the order of sentiment and topic layers
is inverted. There also exists some different models like Aspect-and-Sentiment
Unification Model (ASUM) [22] and Sentiment-LDA [1].

Besides, the issue of modeling topic-sentiment evolution is explored recently.
Topic sentiment trend model (TSTM) [23] extends a new layer to capture the
temporal dimension based on TSM [3]. He et al. [24,25] introduce Dynamic-
JST based on the previously proposed JST model to capture the qualitative
topic evolution over time. Time-aware Topic-Sentiment (TTS) [26] is proposed
to analyze topic-sentiment evolution over time by modeling time jointly with
topics and sentiments. However, in our approach the topic is presented as a
Beta distribution over time which is different from TTS. The emotion Topic Over
Time (eToT) [10] can uncover the latent relationship among news, emotion and
time directly. At the same time, emotion-based Dynamic Topic Model (eDTM)
is proposed to explore the state space model for tracking the dynamics of topics
where the model at each timestamp is derived from the model at the previous
one.

From these observations, we mainly insert a sentiment layer after topic layer
and regard time as an attribute of topic to avoid the dependence of time span.
More details will be discussed subsequently.

3 Joint Topic Sentiment over Time Model

In this section, we will explain the details of joint topic sentiment over time
(JTSoT) model to model topic-sentiment association as well as the topic evolu-
tion over time.

For social sentiment analysis, users’ sentiments about a document are mainly
decided by their sentiments towards to the topics of the document. We extend
LDA model to a four layers model by adding sentiment layer and time layer to
capture sentiment and time respectively as shown in Fig. 1.

Besides, documents from the news dataset must be annotated with time
(day, month, year). Time is first discretized and each document d has a discrete

Fig. 1. Graphical representation of JTSoT model
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Table 1. Notations in JSToT

D Number of documents

V Vocabulary size

K Number of latent topics

S Number of sentiments

α, β, η Dirichlet parameters

ψ Beta parameters

θ Documents distribution for topics

φ Topics distribution for words

nd Number of words in document d

nd,k Number of words in document d assigned to topic k

nk,l Number of words assigned to topic k and sentiment l

nv,k,l Number of word v assigned to topic k and sentiment l

timestamp t and a distribution over sentiment s. Next, we will explain our solu-
tion to model the topic-sentiment-time association. The notations in the rest of
this paper are given in Table 1.

3.1 Generative Process

JTSoT is a generative model of words, sentiments and timestamp. Its generative
process corresponding to the graphical model shown in Fig. 1 is as follows:

(1) Draw K ∗ S multinomials φz,l ∼ Dir(β)
(2) For each document d, draw a multinomial θd ∼ Dir(α), then for each

word wd,i in d:
(a) Draw a topic zd,i ∼ Multi(θd)
(b) Draw a multinomial distribution sd,i ∼ Dir(ηzd,i

)
(c) Draw a word wd,i ∼ Multi(φzd,i,sd,i

)
(d) Draw a timestamp td,i ∼ Beta(ψ

zd,i
)

By examining the generative process of JTSoT model, we assume all words
in a document share same sentiments distribution s and same timestamp t with
the document.

3.2 Inference

The solution to estimate the parameters in topic models [2,5] is to use Gibbs
sampling. The detailed inference via Gibbs sampling on LDA is presented in [27].

(a) Joint distribution: The joint probability of words, topics, sentiments and
timestamp can be factored based on Bayes conditional independence rule as
follows:

p(w, t, s, z|α, β, η, ψ) = p(w|s, z, β)p(t|z, ψ)p(s|z, η)p(z|α) (1)
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The first term is obtained by integrating over φ.

p(w|s, z, β) =

(
Γ (

∑V
v=1 βv)

∏V
v=1 Γ (βv)

)K·S ∏K

z=1

∏S

l=1

∏V
v=1 Γ (nv,z,l + βv)

Γ
(∑V

v=1 nv,z,l + βv

) (2)

The second term in Eq. (1) directly associates topics with time. Due to the
versatile shapes of Beta distribution, we select it. The timestamp range of the
data needs to be normalized to range from 0 to 1. Given a topic z, the probability
of a observed timestamp t can be calculated as Eq. (3).

p(t|z, ψ) =
∏D

d=1

∏Nd

i=1

(1 − td,i)
ψzd,i,1−1(td,i)

ψzd,i,2−1

B
(
ψzd,i,1, ψzd,i,2

) (3)

We assume each topic has a latent distribution with respect to sentiments. The
number of each sentiment of each document in the news dataset can be observed.
We assume that each topic z has a Dirichlet distribution ηz with respect to
sentiment. Given a topic, the probability of a observed sentiment distribution s
can be calculated as follows:

p(s|z, η) =
∏D

d=1

∏Nd

i=1

Γ
(∑S

s=1 ηzd,i,l

)

∏S
s=1 Γ

(
ηzd,i,l

)
∏S

s=1
s

ηzd,i,s
−1

d,i,s (4)

where s is the vector of proportion of sentiments, S is the number of categories of
sentiments which is the same with the size of vector ηz. The rest term of Eq. (1)
is obtained in the same way by integrating over θ depicted in [26].

(b) Posterior distribution: In the Gibbs sampling procedure, what
we need to calculate is the posterior distribution p(sd,i = l, zd,i =
k|w, t, s¬d,i

, z¬d,i
, α, β, η, ψ) where ¬d,i

denotes the quantity of data that excludes
the word wi of current document d. Posterior probability can be derived from
joint probability as follows:

p(sd,i = l, zd,i = k|w, t, s¬d,i
, z¬d,i

, α, β, η, ψ) ∝
nd,k,¬d,i

+ αk
∑K

z=1 (nd,z + αz) − 1

nwd,i,k,l,¬d,i
+ βwd,i

∑V
v=1 (nv,k,l + βv) − 1

(1 − td,i)
ψk,1−1(td,i)

ψk,2−1

B (ψk,1, ψk,2)

⎛

⎝
Γ

(∑S
s=1 ηk,s

)

∏S
s=1 Γ (ηk,s)

·
∏S

s=1
s

ηk,s−1
d,i,s

⎞

⎠ ηk,l
∑S

s=1 ηk,s

(5)

where sd,i,s is the sth sentiment proportion of the word wi of document d. After
each iteration of Gibbs sampling, we update ψ and η as follows:

ψk,1 = tk

(
tk(1 − tk)

St2
k

− 1
)

(6)

ψk,2 =
(
1 − tk

)
(

tk(1 − tk)
St2

k

− 1
)

(7)
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ηk,l = sk,l

(
sk,l(1 − sk,l)

Ss2
k,l

− 1

)

(8)

where tk and St2
k are the sample mean and the biased sample variance of the

timestamps of words belonging to topic k, respectively. Similarly, sk,l and Ss2
k,l

are the sample mean and the biased sample variance of the lth sentiment of words
belonging to topic k. After finishing iterations, we can get the distribution θ and
φ as follows:

θd,k =
nd,k + αk

∑K
z=1 (nd,z + αz)

(9)

φk,l,i =
ni,k,l + βi

∑V
v=1 (nv,k,l + βv)

(10)

(c) Gibbs sampling algorithm: The Gibbs sampling procedure of JSToT is
given in Algorithm 1.

Algorithm 1. Inference on JTSoT
Require: α, β, ψ, η
1: Initialize matrices θ, φ
2: for i=1 to max Gibbs sampling iterations do
3: for all documents d ∈ [1, D] do
4: for all words w ∈ [1, Nd] do
5: Exclude word w associated with lth sentiment and topic k from document

d and update count variables
6: Sample a topic and a sentiment for word w using Eq. (5)
7: Update count variables with new topic and sentiment
8: end for
9: end for

10: Update the parameters ψ and η
11: Update the matrices θ and φ
12: end for

4 Experiment Results

In this section, we evaluate the performance of our approach by comparing it
with other methods in perplexity and document classification. The parameter
settings for the whole experiments in this paper are consistent. Following with
the settings in [10], the hyperparameters α and β are empirically set to 50/K and
0.01. Meanwhile, all results are obtained after 500 iterations when the algorithm
achieves converge.
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Fig. 2. Sentiment category of news

4.1 Data Preparation

The experiment dataset was collected from the Sina News1 from August 21, 2012
to November 11, 2013 [10] which contains 7504 news with 4844594 sentiment
annotations. After reading these news, readers can annotate their sentiments
including “shocked”, “happy”, “sad”, “touched”, “novel” and “angry”. For the
process of word segmentation needed in Chinese, the JieBa Tokenization2 is
needed and all stopwords are removed. Besides, in order to express the results
analysis, we translate the Chinese news expression into English [10].

Here we analyze the sentiments probability of each document and choose the
max sentiment probability as the sentiment category of each document. Different
sentiment categories document and their proportion distribution are shown in
Fig. 2. We can find that “happy” and “angry” categories are more than others.

4.2 Analysis of Topic Sentiment Distribution and Topic Time
Distribution

We have illustrated that the proposed model mainly can discover the relationship
among topic, sentiment and time. Different topics have different sentiment dis-
tribution and time distribution. Here we choose several topics to analyze their
distribution p(s|z) over six sentiments shown in Fig. 3 and their distribution
p(t|z) over timestamp shown in Fig. 4.

From Fig. 3, we can find that topic 1, topic 2, topic 4 have similar distribution
over sentiments, where the sentiment “touched” has the highest probability.
However topic 3 has a more uniform distribution over sentiments. We can also get
some information from the topic sentiment word distribution φk,l,i. We mainly
analyze the events that words of each topic can express and the time distribution
of topic. Topic 1 involves a event report that a couple constantly saved the people
trapped in the flood on April, 2013 and topic 3 mainly comes from some simple
background reports. Topic 2 and topic 4 also illustrate social event reports about
“return money found” and “offer help” respectively. However, the distributions of
topic1, topic 2 and topic 4 over timestamp are very different and the distributions

1 http://news.sina.com.cn/society.
2 http://www.oschina.net/p/jieba.

http://news.sina.com.cn/society
http://www.oschina.net/p/jieba
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(a) topic 1 (b) topic 2

(c) topic 3 (d) topic 4

Fig. 3. The distributions of different sentiments in 4 different topics

of topic 2 and topic 3 are smoother in Fig. 4. The topic 1 mainly happened from
January, 2013 (timestamp 0.4) to April, 2013 (timestamp 0.6) which reported
some events containing words “accident”, “save” and “hospital”. The topic 4 and
topic 6 also have higher probability during this period. So we can demonstrate
that time has an important effect on topic analysis.

4.3 Document Sentiment Classification

Except analyzing the relationship among topic, sentiment and time, we can apply
our model to solve the document sentiment classification problem. According to
the above data preparation shown in Fig. 2, we conduct a six class-classification
problem on the news dataset. Here we can predict the sentiment s∗ of each docu-
ment d by calculating the highest generation probability as s∗ = arg maxsp(s|d),

Fig. 4. The distribution of 8 topics over different time
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Table 2. Classification accuracy

Method Accuracy Max accuracy Min accuracy SE

LDA-SVM 0.5993 0.6125 0.5875 0.008658

LDA-XGBoost 0.6378 0.6502 0.6283 0.007993

eToT 0.6835 0.7025 0.6575 0.015937

JTSoT 0.7037 0.7205 0.6825 0.014905

where p(s|d) ∝ ∑
z

∏
w∈d p(w|s, z)p(s|z)p(z). In this experiment, we mainly

choose LDA-SVM, LDA-XGBoost, eToT as the baselines. We regard the doc-
ument topic distribution as the features of document based on LDA when we
set the topic number as 100 and use SVM and XGBoost [28] as the classifiers
respectively. We run the classifiers five times using different 80−20% partitions of
train-test sets. Besides, we run eToT and JTSoT at five different topic numbers,
k ∈ {20, 30, 40, 50, 60}. The experiment results in terms of classification accuracy
are shown in Table 2. The JTSoT can perform better than other baselines and
the JTSoT and eToT can get max classification results when the topic number is
set 50. Above, the standard error (SE) is defined as the standard deviation of the
sampling distribution of the test data. The SE values in Table 2 are calculated
according to their accuracy on five different results. The SE value presents the
stability of classification accuracy. Because the results of eToT and JTSoT are
influenced by the topic numbers, their stability is worse than other baselines.
But eToT and JTSoT are weakly supervised classification methods rather than
supervised SVM and XGBoost.

4.4 Perplexity Analysis

Here we use the perplexity criterion to measure the performance of the pro-
posed topic model to fit a new held-out data. The lower the perplexity is, the
less “perplexed” the model of the unseen data is, the better the generalization
performance is. Perplexity is used to measure the likelihood of the test corpus
given the proposed model parameters [29]. For a set of test document M , the
perplexity is defined as:

perplexity(Dtest) = exp
{

−
∑

d

∑
w∈d ln p(w)

∑
d |d|

}
(11)

Where Dtest represents the test dataset and the |d| is the length of document
d. The probability of each word can be calculated as p(w) =

∑
k

∑
l p(k, l, w) =∑

k

∑
l p(w|k, l)p(l|k)p(k).

We computer the perplexity under estimated parameters of JTSoT model
and compare it with those of eToT, ToT and LDA on news dataset. Here we run
these models 5 times at different topics and select the average values to show in
Fig. 5. The results show that the JTSoT outperforms better in the experiment.
Besides, the change of perplexity of these methods is not too sensitive to the
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Fig. 5. Perplexity for different topics (lower is better)

Table 3. Example of topic 5 extracted by JSToT under different sentiments

Topic 5

Shocked Happy Sad

w p(w|k, l) w p(w|k, l) w p(w|k, l)

Whu 0.005733 edible 0.001305 bag 0.002522

kill 0.004712 solatium 0.001287 kill 0.002091

capable 0.004366 relief 0.001205 comrade 0.001861

neighbor 0.004035 price 0.001186 Nanhai 0.001825

official 0.003825 fan 0.001136 muddy 0.001805

secretary 0.003505 homes 0.001132 partner 0.001765

lest 0.003435 writer 0.001087 sub-health 0.001672

embezzle 0.00331 space 0.001065 fisherman 0.001532

income 0.003325 drinks 0.000869 stunned 0.001386

Garnet 0.003015 interview 0.000652 wave 0.001261

Touched Novel Angry

w p(w|k, l) w p(w|k, l) w p(w|k, l)

Germany 0.001769 farmyard 0.022556 bridge 0.001704

safety 0.001676 apologize 0.015037 statue 0.001661

refugee 0.001632 Mansion 0.014255 arrest 0.001383

advanced 0.001585 sexy 0.013565 choke 0.001337

deeds 0.001532 drain 0.012986 cheongsam 0.001314

bomb 0.001415 populace 0.011346 scrap 0.001278

baby 0.001235 connotation 0.011146 powerless 0.001245

Jew 0.001147 in love 0.010625 ride 0.001199

Outpatient 0.1129 bed 0.009725 foraging 0.001129

exhaust 0.001061 relax 0.007518 hill 0.001083
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change of topic number and the JTSoT reaches the minimal value when topic
number is set to 50.

4.5 Case Study

In this subsection, we mainly extract topics from the dataset without subjectiv-
ity detection and evaluate the effectiveness of topic sentiment captured by the
model. The distribution of words given topic and sentiment was estimated using
Eq. (10).

A word is drawn from the distribution over words conditioned on both topics
and sentiments unlike the LDA model that a word is drawn from the topic-word
distribution. So we analyze the extracted topics under six different sentiments.
Here we select to show the top 10 ranked words of topic 5 under six sentiments
in Table 3.

We can observe that the “Whu (Wuhan university)” and “kill” can help us to
target a social event on August, 2013, which was a young pregnant woman killed
a university faculty member on the highway, so the most possible sentiment is
“shocked” when users read the news. Besides, “Germany”, “Jew”, “bomb” and
“refugee” mainly come from a report on October, 2013 that Daozhi Lin entrusted
by a Jew and his family tried their best to protect the books during World
War II. These results can illustrate the effectiveness of JTSoT in detecting the
relationship between topic and sentiment.

5 Conclusion

In this paper, we proposed the joint topic sentiment over time model (JTSoT)
which can track the evolution of the topic and discover the relationship between
the topic and sentiment. It is demonstrated that JTSoT can outperform the
state-of-the-art models in terms of perplexity and document sentiment classifi-
cation. The proposed model can automatically and accurately detect the expres-
sion on the news dataset.

Acknowledgement. This work was supported by Natural Science Foundation of
China (No. 61170192).
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Abstract. Classifying sci-tech compound named entities, such as the
names of patents and projects, plays an important role in enhancing
many high-level applications. However, there are very little work on this
novel and hard problem. Traditional sequence labeling strategies can-
not apply on sci-tech compound entities due to heavy cost of human
annotation and low data redundancy. This paper concludes three intrin-
sic characteristics of sci-tech compound entities, and further proposes
a generic and unsupervised framework named SCSegVal to address the
problem. Our SCSegVal consists of two components: text splitting and
segment validating. We reduce the best split of a text to the problem of
maximizing the stickiness sum of segments. The construction of indica-
tive words used in segment validating is reduced to the classical mini-
mum set cover problem. Experimental results on classifying real-world
science-technology entities show that SCSegVal achieves a sharp increase
comparing with the classical supervised HMM-based approach.

Keywords: Named entity recognition · Unsupervised algorithm · Seg-
ment stickiness · Minimum set cover problem

1 Introduction

As an classical information extraction task, Named Entity Recognition (NER)
aims at locating and classifying elements in text into predefined categories such
as the names of persons, organizations, locations, expressions of times, quantities,
monetary values, percentages, etc. However, much less work have been done
on classifying a novel and common type of named entity, referred to as sci-
tech compound named entity, which is usually complicated professionalism that
consists of multiple continuous words in text. Typical compound named entities
are the name of drugs, chemicals, projects, papers.

Sci-tech compound NER, on one hand, plays an important role in many
applications, such as intellectual property protection [29], open source intelli-
gence analysis [30], scholar data discovery and machine translation. We believe
c© Springer International Publishing AG 2016
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that employing compound NER in higher-level applications will enhance perfor-
mance.

We first make a detail observation of the structure of sci-tech compound enti-
ties, and conclude three unique characteristics. Based on our observations, we
propose a novel unsupervised segmentation and validation framework, named
SCSegVal to achieve the recognition of compound entities. We first split a given
text into several segments, and then validate whether each segment is our inter-
ested compound entity. The split of texts and the validation of segments are
two main technical challenges. The overview of SCSegVal framework is listed in
Fig. 1.

To address the first challenge, we introduce word stickiness to quantify the
tightness between two words. Based on word stickiness, we further introduce
segment stickiness to quantify the compactness degree of a segment (essentially
a text). We reduce the best split of a text to the problem of maximizing the
stickiness sum of segments on dynamic programming algorithm. To address the
second challenge, We reduce the construction of the indicative whitelist to the
classical minimum set cover problem, and also design a dynamic programming
algorithm to address the problem. Experimental results show that our approach
achieves 82.6 % precision, 79.65 % recall and 81.1 % F1-measure in average, which
is much higher than the classical supervised HMM-based approach.

The rest of the paper is organized as follows. We review related work in
Sect. 2. We explain our observed characteristics in Sect. 3. Sections 4 and 5
describes the text splitting and segment validating component of SCSegVal
framework respectively. In Sect. 6, we present experimental results. Finally, We
give conclusions in Sect. 7.

2 Related Work

Research on NER starts at 1990s. Prior NER work mainly focus on identifying
the names of persons, organizations, locations etc., which can be classified into
two category: rule-based [2,18] and stochastic-based [1,21]. There exists burgeon-
ing specific NER tasks wg such as query log NER [7], biomedical NER [6,33],
chemical NER [24], social network events NER [10–12,12,16,17], which take
advantage of “gregarious” or unique charismatic property of twitter to find the
popular phrase. Those approach take advantage of manual annotation and data
redundancy between n-gram collocations. They are unrealistic for sci-tech com-
pound entities due to labor cost and low redundancy of collocated constituted
entities.

Our work is also related to NLP task of quality phrase (multi-word semantic
unit) mining [15] and word sequence segmentation. Extracting quality of multi-
word semantic units from unstructured text [3–5,15] is diverse in applications [14,
26,27] and has been gaining increasing attention of NLP community. Different
from NER, quality phrase mining focus on making segmentation on original
sentence to get precise extracted phrases without caring its specific category.
Earlier work of multiword phrase segmentation use predefine POS pattern or



112 Y. Yan et al.

leverage annotated to learn rules on POS-tagged dataset [22,31]. Those types
of methodology is not generic in domains and dependant on expensive manual
notation, which make it challenging to their widespread application.

Despite great efforts have been made on NLP task of named entities recog-
nition and multiword segmentation, most of them focus on shorter length of
phrases and simple structure of single entities. The problem of compound enti-
ties consisting of collocated multiple entities, noun phrases, conjunctions and
prepositions which has more complicated inner structure and has longer length,
is still remain unsolved.

3 Characteristics of Compound Entity

We observe that compound entities have three novel characteristics that are
significantly different from traditional named entities, such as person names.

Observation 1 (Multi-Constituent Compound): each compound entity
consists of multiple different constituents, e.g. noun entities in many different
fields (entities in the biology, chemical or computer field etc.) and even auxiliary
words. Many noun entities, such as “hybrid rice” in “research and application
in two-line hybrid rice”, are Wikipedia terms.

Observation 2 (Limited Missing POSes): the number of Part-Of-Speech
(POS) types in compound entities does not increase even when the num-
ber of compound entities is very large. As the total number of POS types is
fixed, and some POSes are highly unlikely to appear in compound entities,
such as be verbs (be/is/are/am/was/were etc.) and demonstrative pronouns
(you/me/I/my/him/her etc.). We denote P as the set of all POS types in com-
pound entities, and p(w) as the POS type of its constituent word or tagged
entities w. We also denote P as the complementary set of P, namely the set of
POS types do not appears in any compound entity.

Observation 3 (Multiple Indicative Words): we note that people usu-
ally follow strong linguistic laws when naming compound entities. For example,
project names usually have their own indicative words, such as “research”, “sys-
tem”, “application” etc. Those indicative words occurs much more frequently
than other non-indicative words. Moreover, most compound entities have more
than one indicative words. And a text without any indicative word is very
unlikely to contain any compound entity. Note that personal names and other
traditional named entities do not have this characteristic. In this paper, we
denote W as the set of indicative words extracted from compound entities.

4 Text Splitting

4.1 Problem Statement

Given a arriving raw text t, the problem of text splitting is to split t into a
variable number of segments (denoted as m): t = s1s2 · · · sm. Each segment
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Fig. 1. Overview of GenricSegVal

consists of one or more continuous words or basic entities in t. As for our text
splitting problem of compound NER, we add constraint conditions that (1) the
maximum length of a segment is u, namely any segment has no more than
u words; (2) each segment has no such two words that the POS type of one
appears in some compound entities and that of the other does not appear in
any compound entity. The main reason of the first constraint condition is that
compound entities do not contain an infinite number of words. Adding the second
condition is inspired by Observation 2.

To obtain the optimal segmentation, we use the following objective function,
where C is the function that measures the stickiness of a segment or a text:

max
s1,s2,...,sm

C(t) =
m∑

i=1

C(si) (1)

s.t. C1. 1 ≤ |si| ≤ u,∀i C2. I(wj) = I(wk),∀i,∀wj , wk ∈ si

where t = s1s2 · · · sm

For any word w in si, I(w) = 1 if p(w) ∈ P and I(w) = 0 if p(w) ∈ P.
Segment stickiness is a quantification of the semantics compactness degree of

a segment. Segment stickiness is composed by word stickiness. A high stickiness
score of segment s indicates that it is not suitable to further split segment s as
it is compact enough.

If the word length of text t is l, there exists O(2l) possible segmentations. It is
inefficient and outweighes benefits to enumerate all of them and get the optimal
segmentation. Inspired the work in [11–13], we design a dynamic programming
algorithm to address the problem, as shown in Algorithm 1.

The main idea is to recursively conduct binary segmentations and then eval-
uate the stickiness of the resultant segments. Given any segment s from t (s
can be t itself or a part of t) and suppose s = w1w2 · · · wn, we try to conduct
a binary segmentation by splitting s into two adjacent segments s1 = w1 · · · wj

and s2 = wj+1 · · · wn by satisfying:

max
s1,s2

C(s) = C(s1) + C(s2) (2)

s.t. C1. n − u ≤ j ≤ n − 1 C2. I(wk) = I(wn),∀j + 1 ≤ k ≤ n
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Algorithm 1. Text Splitting Algorithm
Input:
a text t of l words: t = w1w2 · · · wl; u: the maximum length u of each segment;
v: set S(s) of top v segmentations for each segment s
Output:
the optimal segmentation t = s1s2...sm

1 set S(ε) = {ε} for a null text or segment ε;
2 C(ε) = 0;

3 for i = 1 : l do

4 initialize set S(si) = ∅ for si = w1w2 · · · wi;

5 for j = i − 1 : 0 do
6 split si into two shorter sub segments s1i = w1 · · · wj and s2i = wj+1 · · · wi;
7 /* when j = 0, s1i = ε */

8 if i − j ≤ u and I(wj+1) == I(wi) then
9 calculate C(s2i );

10 foreach Sj ∈ S(s1i ) do
11 /* Sj is a known good segmentation of s1i */
12 concatenate Sj and s2i to form a new segmentation S of si;

13 add S to S(si);

14 C(S) = C(Sj) + C(s2i );

15 else
16 break;

17 sort S(si) and keep only the top v segmentations of si;

18 return S ∈ S(t) with the highest score as the optimal segmentation;

To reduce the computation complexity and the memory cost, for each segment
we only store the top v segmentations during the dynamic searching process
(line 14 in Algorithm 1).

The complexity of Algorithm 1 is O(luv log(uv)), where l is the average word
length of texts, u is the upper bound of segment length, and v bounds top
segmentations of a segment. We observed that in our data, u = 30 is a proper
bound as the maximum length of a segment, which alleviate cost of the time-
consuming iteration operation for solving all possible segmentations. We also set
v = 15 so that the segmentation only focuses on high-quality segments and are
not stuck by trivial ones, which leads to a complexity of O(l).

4.2 Segment Stickiness

In Algorithm 1, an open question to be addressed is computing the segment
stickiness function of C. Our segment stickiness is based on word stickiness,
which is used to quantify the tightness between two words. Two words with high
word stickiness should be put into the same segment. Another factor influence
the stickiness of a segment is the word length of the segment. Two words with
long distance should not be put into the same segment. And a segment with long
word length should be further split. Thus, in this paper we define the stickiness
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of a segment s as follows:

C(s) =

∑

∀w1,w2∈s

C(w1, w2)

|s| (3)

where C(w1, w2) is the word stickiness between words w1 and w2.

4.3 Word Stickiness

As mentioned above, the stickiness between two words is a quantification of
the tightness between them. Based on the intrinsic characteristics of compound
entities and with the help of encyclopedia knowledge bases, we introduce three
tools to describe that which two words should be tightly tied together: special
marker based stickiness, Wikipedia term based stickiness and POS2Vector based
stickiness.

For two words w1 and w2, the stickiness between them is defined as:

C(w1,w2) = (Csm(w1,w2) + Cwt(w1,w2)) × Cp2v(w1,w2)

where Csm(w1,w2), Cwt(w1,w2) and Cp2v(w1,w2) represent the special marker
based stickiness, Wikipedia term based stickiness and POS2Vector based sticki-
ness between w1 and w2 respectively.

Special Marker Based Stickiness. In most texts, special markers in pairs,
such as quotation marks, are used to emphasize or note some special phrases
that may consist of multiple words. Thus, two words in the same pair of special
markers should be given high stickiness. In this paper, for a segment s and two
words w1 and w2 in s, we use Ds(w1, w2) to represents the word distance from
one to the other in s, and Isms (w1, w2) to indicates whether w1 and w2 are in the
same pair of special markers in s. We define the special marker based stickiness
between w1 and w2 as:

Csm(w1, w2) = eDs(w1,w2) × Isms (w1, w2) (4)

E.g., the text “Our | paper | at | IJCAI2015 | ‘Bayesian | Active Learning | for |
Posteriori Estimation’ | studies | the | bayesian | setting | when | the likelihood
| is | expensive | to | evaluate”. “|” denotes the delimiters separator basic enti-
ties and words. The word “Active Learning” and “Posteriori Estimation” are
both in quotation marks. Their connection should be stronger than other words
pairs which is not both in quotation marks like “studies-setting” or “Bayesian-
likelihood”.

Wikipedia Term Based Stickiness. As compound entities usually contain
Wikipedia terms, in this paper for a segment s and two words w1 and w2 in s,
we introduce s′ as segment of s that lies between w1 and w2 and function Iwt(w)
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to indicates whether word w in a Wikipedia term. We define the Wikipedia term
based stickiness between w1 and w2 as:

Cwt(w1, w2) =

∑

w∈s′
Iwt(w)

|s′| − ∑

w∈s′
Iwt(w) + 1

× Iwt(w1) × Iwt(w2) (5)

Here, we add one at denominator to avoid arithmetic overflow.

POS2Vector Based Stickiness. For compound entities, their POS (Part-Of-
Speech) sequences also present some statistical characteristics. Moreover, the
data on POS types are more dense than that on words, because the number of
POS types is much less than that of words. As stated in Observation 2, some
POSes rarely occurs in compound entities. In other word, these scarce POSes
should have more distances with other POSes. The main idea of computing such
POSes’s distance is embedding each POS type into latent vector, and measur-
ing the POS2Vector based stickiness between two words based on the cosine
similarity for the vectors of their POS types.

In this paper, for any two words w1 and w2, we introduce vector of POS type
(denoted as

−−→
p(w)) and define the POS2Vector based stickiness between w1 and

w2 as:

Cp2v(w1, w2) =
1 + Sc(

−−−→
p(w1),

−−−→
p(w2))

2
=

1 +
−−−→
p(w1)·

−−−→
p(w2)

|−−−→
p(w1)|×|−−−→

p(w2)|
2

(6)

The vectors of POS types are obtained by using the POS sequences of texts
as the inputs of Word2Vector tool [19].

5 Segment Validating

Based on our observed characteristics of compound entities, this paper adopts
two main validating restriction to check whether segment s is a compound entity.
First, the POS type of any word in segment s should not be in P. Second, segment
s should contain at least one indicative word.

Note that given satisfying segmentation is not enough, although sci-tech com-
pound entities are included in the segmentation result. Driven by the observation
that sci-tech compound entities contains multiple indicative words, we use indica-
tive words to determine whether given segments are sci-tech compound entities.
Relaxing the restrictions on the construction of indicative words in W will cause
over-matching for compound named entities, and tightening the restrictions will
lead to low recall rate of compound entities. The reason we don’t use tradi-
tion term frequency and tf-idf is that purely selecting word with high frequency
words will recognize other unrelated words such as stop words, preposition, etc.
as indicative words, and size of indicative words is dependent on manual setting.
We define the problem of constructing indicative words as follows. Given a set
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of compound entities R = {r1, r2, . . . rm}, and word set W = {w1, w2, . . . , wn}
which consists of all the words in at least one member in R. We want to find a
minimum subset of the indicative words set Ψ ⊆ W , which satisfies the following
two limitations at the same time. First, Ψ covers R, implying that any compound
entity in R should contain at least one word in Ψ . Second. |Ψ | is the least.

Our problem of constructing indicative words can easily reduced to the clas-
sical minimum set cover problem. Thus it is NP-hard. In this paper, we design a
dynamic programming algorithm to address the problem. Before describing the
algorithm, We first introduce some useful symbols. We construct a n×m boolean
matrix M , whose each row represents an element in W and each column repre-
sents an element in R. If the i-th word wi appears in the j-th compound entity
rj , then Mij = 1, otherwise Mij = 0. We then introduce a binary operator �
with a boolean matrix as the first argument and a word as the second argument,
its result is also a boolean matrix. The operational result of M �wj is removing
corresponding row i and all the column j where mij = 1. For example, assuming
compound entity phrase set P = {p1, p2, p3} get four entities after traditional
POS, which is noted as W = {w1, w2, w3, w4}. And M is a 4× 3 boolean matrix
as shown in Fig. 2. The output M � w2 is a 3 × 2 boolean matrix, the w2 row
and the r2 column from non-zero elements m22 are removed from M.

Fig. 2. Binary operator �

We use the function F with a boolean matrix as the input to get the minimum
number of indicative words, and the function G with a boolean matrix as the
input to get the optimal set of indicative words. Then we can infer that:

w = min
wi

{F (M � wi) | 1 ≤ i ≤ n} (7)

F (M) = F (M � w) + 1, G(M) = G(M � w) ∪ {w}
Based on above equations, we can design a dynamic programming algorithm to
address the problem of constructing indicative words sets.

6 Experimental Results

6.1 Experimental Setup

In our experiments, we compare our work with the classical HMM-based app-
roach that widely-used in traditional NER. To our knowledge, there are neither
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handy solutions nor available benchmark datasets for our proposed compound
entity recognition. We collect 1119 sci-tech compound entities supported by the
National Natural Science Foundation of China in 2014, as existing compound
entities to get approximate results of P, W and obtain the embedding vector
for each POS type. We collect 1869 web texts that each contains one or several
sci-tech compound entities won the National Science and Technology Progress
Award between 2005 and 2014 (referred to as NSTPA). Each of them contains
one or several compound sci-tech entities. We select such dataset for the reason
that it contains sci-tech compound entities from many fields, such as chemistry,
physics, agriculture etc., which is rich in diversity of fields compared with pre-
vious work, such as gene and protein entity, [20,32], disease entity [9], chemical
compound [28], etc. To compare with the HMM-based approach, we have to label
the words in texts with our designed 40 hidden states Due to the heavy cost of
manual annotation, we only label 681 texts of NSTPA (refer as 681-NSTPA) as
the baseline dataset for comparison and utilize 10-fold cross-validation for the
train/test split. Even so, we still employ 4 volunteers and spend 2 weeks on label-
ing the texts in 681-NSTPA. We also collect 766 web texts that each of them do
not contain any compound named entity from Sougou Lab Data [25] (referred
to as SOUGOU). All the 2635 texts constitute T as the training set to evaluate
our work. All the word segmentation and POS tagging operations are conducted
with the widely-used ICTCLAS [8] tool.

We evaluate our approach on the metrics of precision rate, recall rate and F-
measure. For the i-th element ti in T , the precision rate is Pr(ti) =

∑
j

|L(eij ,êij)|
|êij |

where eij is the j-th real compound entity in ti, êij is the j-th predicted com-
pound entity for ti, function L gives the longest common substring between eij

and êij . Similarly, the recall rate is denoted as Re(ti) = |L(eij ,êij)|
|eij | . Here, if eij and

êij are null, Pr(ti) = Re(ti) = 1; if eij is null and êij is not null, then Pr(ti) = 0
and Re(ti) = 1; if eij is not null and êij is null, then Pr(ti) = 1 and Re(ti) = 0.
Then for text set T , its average precision rate is defined as the sum of precision
rates of its elements divided by the size of T , namely Pr(T ) =

∑

ti∈T Pr(ti)

|T | ;
its average recall rate is defined as the sum of total recall rates of its elements
divided by the size of P , namely Re(T ) = Σti∈T Re(ti)

|T | . F-measure is the harmonic

mean of precision and recall. In this paper, F1(T ) = 2×Pr(T )×Re(T )
Pr(T )+Re(T ) .

6.2 Effects of Parameters in This Paper

Segment Maximum Length: As the name suggests, the maximum length of
each segment, namely parameter u, is used to limit the upper bound of segment
length. Small value of parameter u will split a text into too many segments, and
large value of u will enlarge the searching space of Algorithm 1 and lead to high
time cost.

Figures 3(a) and 4(a) show the precision rate, recall rate and F1-measure
of SCSegVal on classifying compound entities for different segment maximum
lengths. From the two figures, we observe that the precision rate decreases and
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(a) segment maximum length (b) top v segmentations (c) window size

Fig. 3. Changes of precision, recall and F1-measure on segment maximum length, top
v segmentations and window size on 681-NSTPA

(a) segment maximum length (b) top v segmentations (c) window size

Fig. 4. Changes of precision, recall and F1-measure on segment maximum length, top
v segmentations and window size on NSTPA

the recall rate increases with u. When segment maximum length is 34, we both
get the highest F1-measure on two dataset, 81.1 % on 681-NSTPA and 80.5 % on
NSTPA When segment maximum length is 34, we get the highest F1-measure on
dataset 80.5 % on NSTPA and 81.1 % on 681-NSTPA. At the time, the precision
rate and the recall rate are 82.6 % and 79.65 % on 681-NSTPA respectively, and
80.8 % and 80.2 % on NSTPA. We note that the changes is very little when u ≥ 30
on both datasets, which implies that after reaching a certain threshold value,
enlarging u will have little effectiveness on enhancing precision, recall and F1-
measure, but only increase the time and memory cost.

Top v Segmentations: During the dynamic searching process in Algorithm 1,
we only keep the top v segmentations for each segment to reduce the time and
space cost. Figures 3(b) and 4(b) show the precision rate, recall rate and F1-
measure of SCSegVal on classifying compound entities for different values of v.
We observe that precision, recall and F1-measure change simultaneously at only
a few values of v, and remain stable in most of the time. In the overall trend,
recall rate and F1-measure increase with v, precision rate first declines slightly
and then increases. The reason of this phenomenon is that Algorithm 1 gives a
near optimal segmentation.

Sliding Window Size: In our description above, we assign the stickiness for
any two words in a text no matter how great the distance between them is. In
fact, we can set a sliding window, and add a limitation that only assigning the



120 Y. Yan et al.

stickiness for two words in a window. Figures 3(c) and 4(c) show the precision
rate, recall rate and F1-measure of SCSegVal on classifying compound entities
for different sliding window sizes. We observe that in the overall trend precision,
recall and F1-measure first increase with sliding window size, and remain stable
after a certain threshold value. When sliding window size is 10, we get the highest
F1-measure of 81.10 %, where the precision rate is 82.59 % and the recall rate
is 79.65 % on 681-NSTPA. On NSTPA, our SCSegVal can achieve highest 80.5 %
in F1-measure, 80.8 % in precision rate and 80.2 % in recall rate when sliding
window size is 10. The results demonstrate the reasonableness of setting a sliding
window.

6.3 Comparison with HMM-Based Approach

For HMM-based approach, we use widely-used features such as POS tag [23],
context hint words and border indication as observation states and define 40
hidden states to capture the complicate structure of compound entities. Table 1
presents some representative hidden states. For SCSegVal, the values of para-
meters u and v are set to 30 and 15. We calculate the stickiness for any two
words in a text no matter how great the distance between them is. The set of
indicative words W contains 44 words.

Table 1. Comparing with HMM-based approach on experimental sets

Methodology Recall Precision F1-measure

HMM on 681-NSTPA 48.83% 47.76% 48.29%

SCSegVal on 681-NSTPA 79.65% 82.60% 81.10%

SCSegVal on NSTPA 80.2% 80.8% 80.5%

SCSegVal on SOUGOU 100% 55.22% 71.15%

Table 1 shows the experimental results of SCSegVal and HMM-based app-
roach on our experimental sets. We can find that SCSegVal gives exciting results
on classifying compound entities. Specifically, SCSegVal achieves 79.65 % in
recall rate, 82.6 % in precision rate and 81.1 % in F1-measure on 681-NSTPA;
80.2 % in recall rate, 80.8 % in precision rate and 80.5 % in F1-measure on NSTPA;
100 % in recall rate, 55.22 % in precision rate and 71.15 % in F1-measure on
SOUGOU. The results of our SCSegVal approach are much higher than that of
the classical HMM-based approach. It is important to note that SCSegVal is
unsupervised and we do not need to label training samples for SCSegVal.

7 Conclusion

This paper proposed an unsupervised framework named SCSegVal to address
the problem of sci-tech compound NER. We note that sci-tech compound enti-
ties have distinct and intrinsic characteristics that are different from traditional
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named entities. SCSegVal consists of two components: text splitting and segment
validating. We reduce the best split of a text to the problem of maximizing the
stickiness sum of segments, and design a dynamic programming algorithm to
address the maximizing problem. The construction of indicative words used in
segment validating is reduced to the classical minimum set cover problem, and
addressed also with a dynamic programming algorithm. Experimental results
on classifying sci-tech entities show that unsupervised SCSegVal surpasses the
classical supervised HMM-based approach on precision, recall and F1-measure.
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Abstract. The advent of Web 2.0 has enabled users to share their opin-
ions via various social media websites. People’s decision-making process
is strongly influenced by online reviews. Predicting the helpfulness of
reviews can help to save time and find helpful suggestions. However, most
of previous works focused on exploring new features with external data
source, such as user’s profile, semantic dictionaries, etc. In this paper,
we maintain that the helpfulness of an online review can be predicted
by knowing only word embedding information. Word embedding infor-
mation is a kind of word semantic representation computed with word
context. We hypothesize that word embedding information would allow
us to accurately predict the helpfulness of an online review. The experi-
ments were conducted to prove this hypothesis and the results showed a
substantial improvement compared with baselines of features previously
used.

Keywords: Automatic helpfulness voting · User preference · Helpful-
ness classification

1 Introduction

The internet contains a wealth of reviews and opinions on any topics. User-
generated contents come in various forms and sizes, objective opinions and sub-
jective opinions. Postings in internet forums and user comments in websites are
the important sources of information. The decision-making process of people is
affected by the opinions of others in the information age [4]. When a person
wants to change a job, he or she will start by searching for reviews and opinions
written by the employees and former employees regarding the companies in his
or her wish list. However, the number of reviews is often very large, which causes
lots of reviews and opinions to be unnoticed, even though some of them are very
helpful. As a result, predicting the helpfulness of a review is very important.

Many websites rank reviews by their published time, product rating, user vot-
ing, etc. Compared to sort by published time and product rating, the user voting
method seems to be better and more helpful, since its results are cumulative from
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 123–133, 2016.
DOI: 10.1007/978-3-319-47650-6 10
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lots of visitors. For example, in Amazon.com, they employ a voting system to
collect the feedback by asking “was this review helpful to you? Yes/no”. It would
be useful to rank reviews based on the quality as soon as these reviews are shown.
This would save lots of time on surfing the web-pages and finding helpful reviews.
However, user voting mechanisms are controversial, including the imbalance vote
bias, the winner cycle bias and the early bird bias [14]. These kinds of bias show
that voting system is not the best choice for ranking user-generated contents.

Previous works approximate the ground truth of helpfulness from users’ vot-
ing results. If there are X of Y users who consider a review to be helpful, then
the helpfulness score is X/Y. However, it is hard to collect the right value of
Y. For example, when a user opens a product details page with many reviews,
he just read the basic information about the product and leaves. It’s hard to
decide whether we should add 1 to all the reviews in this page. In addition, the
review voting itself can be influenced by many factors, such as page structure
adjustment, review recommendation, etc.

In this paper, we model the problem of predicting review helpfulness score
as a regression problem and analysis performance of different features used in
previous researches. Many researches [3,5,10,18,25,26] focus on exploring new
features to model review sentences, then gain better results on the task. However,
novel features are limited by the data resources, language of sentence, third-party
tools, etc. In order to overcome these limitations, word embedding features are
introduced to model sentences. Experimental results show that word embedding
features outperform other features used in previous research. From the point view
of dimensionality reduction, we also compared the Unigram features with Latent
Semantic Analysis (LSA) to other features. Result showed that LSA technology
with unigram features gain better performance.

The following section discusses related works about review helpfulness pre-
diction. The definition of helpfulness prediction and the format of data used in
our experiments are given in Sect. 3. Details about features used in our approach
are introduced in Sect. 4. Experiments and evaluation metrics are described in
Sect. 5. In Sect. 6 we discuss and analysis the results. We conclude and present
directions for future research in the last section.

2 Related Works

Presenting the helpful content to visitors is an important component for any
content-centric websites. Engineers of such kind of website have been committed
to improve the click rate of reviews, either using normal ranking mechanism or
carefully improved mechanism. Consequently, there has been plenty of researches
on various aspects of ratings and the quality of review contents.

Some of them focus on finding the most helpful features for predicting
the quality of review content [9,10,14,20,25]. Meanwhile, there are also some
researches focus on exploring new algorithms [5,13,22,26,27].

In the research of Kim et al. [9], lexical, structural, syntactic, semantic and
meta-data related features were used for automatic helpfulness prediction. Text

http://www.amazon.in
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surface features and unigrams are proved to be the most helpful features and
widely used in later researches.

Zhang and Varadarajan [27] built a regression model by incorporating a
diverse set of features, and achieved highly competitive performance of utility
scoring on three real-world data sets. Their experiments also proved that the
shallow syntactic features turned out to be the most influential predictors.

Liu [14] worked on how to detect low quality reviews. They introduced fea-
tures to model the informativeness, subjectiveness and readability of a review
and classified them into high or low qualities.

Yang et al. [25] hypothesized that helpfulness is an internal property of text
and introduced LIWC and INQUIRER semantic features to model the review
text. Their experiments showed that two semantic features could accurately
predict helpfulness scores and greadly improve the performance compared with
features previously used.

RevRank is an unsupervised algorithm to ranking helpfulness of online book
reviews [22]. They first constructed a lexicon of dominant terms across reviews,
then a virtual core review based on this lexicon was created. They used the
distance between the virtual review and each real review to determine overall
helpfulness ranking.

Hong et al. [5] developed a binary helpfulness classification system. The sys-
tem used a set of novel features based on needs fulfillment, information reliabil-
ity and sentiment divergence measure. Their system outperformed some earlier
researches with the same dataset.

Lee and Choeh [13] proposed a helpfulness prediction neural network model
and made use of products, review characteristics, and reviewer information as
features. This is the first study to predict helpfulness using neural networks. The
authors proved that their model outperform the conventional linear regression
model analysis in predicting helpfulness.

Rong Zhang et al. [26] proposed a comment-based collaborative filtering app-
roach which captures correlations between hidden aspects in review comments
and numeric ratings. They also estimated the aspects of comments based on
profiles of users and items, the model outperformed baseline system in Chinese
review dataset.

Srikumar [10] proposed a predictive model extracts novel linguistic category
features by analysing the textual content of review. He made use of review meta-
data, subjectivity and readability related features for helpfulness prediction. He
proved that the proposed linguistic category features were better predictors of
review helpfulness for experience goods.

3 Task Definition

In this section, we defined the task of review helpfulness prediction (RHP), and
we introduce the data format of Amazon.com reviews. This data have been suc-
cessfully used in related review helpfulness prediction tests. All the data analysis,
illustrations and experiments are based on the dataset.

http://www.amazon.in
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Table 1. An example of reviews in Amazon dataset

Tag Value

Member id A1004AX2J2HXGL

Product id B00064LJVE

Date January 13, 2005

Number of helpful feedbacks 5

Number of feedbacks 15

Rating 1.0

Title Into the woods

Body M. is a hack, a second-place magician in a high school
talent show. He’s drawn comparisons to Hitchcock and
Spielberg - in the same sentence no less? Resting on
the laurels of exactly ONE good movie, he manages
to eek out a career for himself. Since THE SIXTH
SENSE, his movies have gotten progressively worse.
UNBREAKABLE was fair at best. An interesting idea
with a dull, rumbling ride to the conclusion. SIGNS
was a very rough movie to watch. The characters were
cookie-cutter samples of human emotion and conflict
- toss in a guy in an alien suit and you have what
exactly?...

3.1 Task of RHP

The task of RHP aims to automatically predict the helpfulness score of a specific
product’s reviews. In this task, in order to eliminate the interference of external
information, only text information is considered rather than any other human
interaction information, such as user background, user level etc. The RHP should
assign a high score to a review which gains a high manual voting score and assigns
a low value to a review which gains a low manual voting score.

Therefore, given a set of reviews, the RHP should output a score list of each
review’s helpfulness score. We treat this as a regression task of reviews regarding
their helpfulness.

3.2 Amazon.com Data Format

We use the Amazon review data which was prepared for Opinion Spam Detection
[6]. This dataset provides 5.8 million reviews about products sold in Amazon.
Each review contains product number, date, number of helpful feedback, number
of feedbacks, rating, title and body. An example of reviews in this dataset was
shown in Table 1.

In this paper, we only consider the body part of each review as the available
local resources for RHP. The ‘body’ part gives the content of a review. Other
items, such as ‘title’, ‘ratings’, are not totally available in this dataset for each

http://www.amazon.in
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Fig. 1. Word count distribution in the corpus

product. In order to avoid dealing with missing information, we do not use the
title and other fields which are optional in this experiment. The length of ‘body’
part of reviews in this dataset is various. Word count distribution about review
sample in the corpus is given in Fig. 1.

4 Features

To make the experiment reproducible, only text-based features are used and
discussed in this work. Text surface features [9,15,17,24], Unigram features [1,9,
24], Part-of-speech (POS) features [9,10,15] are widely used in previous research
work, then we considered them as baselines.

4.1 Surface Features

Following previous researches [24,25], text surface features used are shown in
Table 2. These features have proven effectiveness and are easy to implement for
a new corpus.

4.2 Unigram Features

It is proved that the unigram feature is a reliable feature for review helpfulness
prediction in previous work [25]. After removing all the stop words and word
frequency lower than 10, we build a word dict. Each review is represented as a
word vector, in which the value is TF-IDF weight.

In addition, for getting the semantic features and saving the training time,
we also employ the LSA [11] technology to perform dimensionality reduction of
vector space. Each review represented with unigram features is re-represented in
a lower dimension vector space.
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Table 2. The description of surface features

Number Feature description

1 The number of sentences in the review

2 The number of words in the review

3 The average length of sentences

4 The number of exclamation marks

5 The percentage of question sentences

6 The ratio of uppercase to lowercase characters in the review text

4.3 POS Features

The efficiency of part of speech (POS) features has been proved in previous
research and there is not much difference among ways of implementing of POS
features, which made it to be a reasonable feature in RHP. We use the following
POS features: number of Noun words, number of Adjective words, number of
Verb words, and number of Adverb words.

4.4 Word Embedding Features

We use the Genism tool1 to learn the word embeddings from the provided 5.8 M
Amazon product reviews, with the following settings:

1. we removed non-english reviews, which reduces the corpus to 5.5 M reviews.
2. we used the skip-gram model with window size 5 and filtered words with a

frequency less than 10.

We use word embeddings of size 100, which means the dimension of output
vector is 100. This setting is same with default settings of other tools, such as
word2vec. The details of computing word embedding features are introduced in
previous researches [16,19].

5 Experiments and Results

We empirically evaluate our approach, described in Sect. 4, by comparing the
performance of different features combination. Below, we describe our experi-
mental setup, choose evaluation metric, present our results and analyze different
features’ performance.

5.1 Evaluation Setup and Evaluation Metrics

In order to predict the helpfulness score of reviews, we focus on reviews with help-
ful feedback voting in the Amazon dataset. For removing duplicate reviews in the
dataset, we use Hong’s [5] deduplication method to filter the redundant reviews.
There are too many reviews without voting information or feedback information.
For this, we filter out the reviews with feedbacks count lower than 100.
1 http://radimrehurek.com/gensim.

http://radimrehurek.com/gensim
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Fig. 2. Distribution of review ratings

The final dataset involves 19,030 reviews on 9805 products. The distribution
of review ratings is shown in Fig. 2. To obtain the helpfulness voting score, we
follow the annotation of review quality defined by Liu [14]. On the basis, we
tested each group of feature combination on the whole dataset.

In the training process, we use three regression methods including Linear
Regression (LR), Linear Support Vector Regression (LSVR) and Support Vector
Regression (SVR)[21]. In the evaluation process, we run 10-fold cross validation.
The original Amazon ratings are not used as ground truth, because the ratings
are stared by their author for the product not for the review text.

In our experiment, we use the Root Mean Square Error (RMSE) metric to
evaluate the performance.

5.2 Results

In this experiment, we test the performance with single feature groups described
in Sect. 4 and results are shown in Table 3. Different combinations of features
are also tested and results are shown in Table 4.

Table 3. RMSE of single feature

Features LR LSVR SVR

Surface features (SF) 0.314 0.591 0.341

POS features (PF) 0.323 0.349 0.337

Unigram features (UF) 0.376 0.283 0.343

LSA+ Unigram features (LUF) 0.245 0.252 0.285

Embedding features (EF) 0.248 0.254 0.250
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Feature Performance. The first group of results is baselines of this experi-
ment. As described in previous researches, SF features focus on statistics infor-
mation and they are used as the baseline.

The second group of results is about Unigram features with LSA technology
and word embedding features. From the results, LUF gains better performance
than word embedding features. However, the difference between them is not
large. Compared to Unigram features without LSA, the LUF improves the per-
formance a lot. The word embedding features also perform better than Unigram
features.

Table 4. RMSE of feature combinations

Features LR LSVR SVR

SF + PF 0.305 0.324 0.318

UF+ SF 0.363 0.280 0.331

UF+ PF 0.365 0.282 0.343

UF+ SF+ PF 0.362 0.280 0.331

LUF+ SF 0.244 0249 0.278

LUF+ PF 0.245 0.251 0.285

LUF+ SF + PF 0.243 0.249 0.278

EF+ SF 0.243 0.249 0.246

EF+ PF 0.247 0.253 0.250

EF+ SF+ PF 0.242 0.248 0.246

UF+ SF+ PF+ EF 0.357 0.274 0.294

LUF+ SF + PF + EF 0.238 0.241 0.249

The first group in Table 4 is about combinations of UF, SF and PF, we use
them as feature combination baselines.

The second group shows the performance about LUF with other features.
Compared to combinations about Unigram features, this group makes notable
improvements (about 13 %).

The third group shows the performance about word embedding features with
other features. From the results, combinations with EF show better performance
than UF combinations with UF and LUF. This can verify the efficiency of EF
features.

The last group in Table 4 shows combinations with all the features. From the
results, combinations with LUF, SF, PF, and EF perform better than UF, SF,
PF and EF. The results show than LUF can improve the performance again. In
addition, this combination shows the best performance among all the combina-
tions.
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Table 5. Model performance

LR LSVR SVR

Single feature 4 1 0

Feature combination 8 4 0

Regression Model Performance. Furthermore, we try to find the relation-
ship between features and the underlying model of helpfulness prediction. For
the result of each feature in Table 3 and each feature combination in Table 4, we
count the best performance of three regression models. The statistical results are
shown in Table 5. Linear regression gets the best in both single feature and fea-
ture combination results. Linear SVR also performs better than SVR. It shows
that linear relation exists between these features and helpfulness of reviews.

6 Conclusions and Future Work

Until now, the helpfulness of reviews has been well studied with kinds of fea-
tures, including Unigram features, text structural features, part-of-speech fea-
tures, semantic features etc. However, features used in previous research so far
produce results that are too unreliable to become a basis of a discourse-level pre-
diction. We assert that the helpfulness of an online review should be predicted
with its hidden structural information and lexical information. In this paper,
we first give the definition of review helpfulness prediction, and then introduce
word embedding features to predict the helpfulness score. Our experiments show
that the word embedding features can lead to a substantial improvement over
previous features. In addition, we test the LSA technology on Unigram features
and the results show that LSA can lead to a substantial improvement over Uni-
gram features. As a result of different features combinations, we try to analyze
the hidden relationship between features and helpfulness of a review.

In the future, we will test the prediction performance on different corpus and
try to do prediction with deep learning [12]. Convolutional neural network (CNN)
has been proved to be efficient in modeling sentences [8], text categorization
[7,23] and machine reasoning [2]. Further, we will investigate how to bring CNN
into this research and predict the helpfulness of reviews.

Acknowledgments. This work is supported by the National Natural Science Foun-
dation of China (No. 61370137, 61272361) and the 111 Project of Beijing Institute of
Technology.
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Abstract. The study of similarities and dissimilarities between human faces has
been very active research topic for decades. The human face is composed of
several textural representations, carrying discriminating information from one
another mainly due to variations in age, gender, and facial expressions. Based on
study and analysis of different facial features, the development of an accurate and
efficient gender recognition system is an ultimate requirement for different useful
applications such as surveillance, design of entrance and exit protocols at
shopping malls, browsing of gender specific advertisement material on internet,
etc. The gender recognition is essentially a binary classification process in which
an input image is reported either true or false gender of the person in question. In
this paper, we propose a knowledge based gender recognition system using
histogram of oriented gradients (HOG) and local binary descriptor (namely LBP,
Brisk and FREAK) based features, which can be used in robotics etc. To the best
of our knowledge, it is the first time that Brisk and FREAK based features are
used for the gender recognition problem. To evaluate our proposed system, we
use standard IMM gender database (of 240 images) to extracted features and train
(and test) the K nearest neighbors (KNN) classifier. Our results show that the
proposed gender recognition system outperforms the existing methods when
tested on above mentioned database, by giving accuracy as high as 90 % for
FREAK features, and 94.16 % for HOG feature, improved by 6.5 %.

Keywords: Histogram of oriented gradients � Local binary pattern � Binary
Robust Invariant Scalable Keypoints � Fast retinal keypoints descriptor

1 Introduction

The human face depicts discriminatory information about the gender that person. This
makes gender estimation from face a proficient and resourceful process [1]. The gender
estimation has extreme connectivity with the two dimensional (2D) facial information
and three dimensional (3D) shape of the face. Most of the gender estimation studies are
based on processing of 2D information than retrieval and processing of their 3D
counterpart mainly due to increased computationally cost and complexity involved in
the latter.
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The development of an accurate and efficient gender recognition system is an
ultimate requirement for a number of useful applications such as surveillance, design of
entrance and exit protocols at shopping malls, browsing of gender specific advertise-
ment material on internet, etc. [2]. The computation time and complexity of gender
recognition system can be reduced by excluding data for the gender we are not dealing
at any time slot e.g. counting males in any video clip. Many researchers have previ-
ously reported their work on gender estimation using facial image based features.
Mozaffari et al. [2] have proposed the use of combined features based on appearance
and geometry of facial images. These features were relying on physiological difference
between men and women faces to perform gender classification using Euclidean dis-
tance classifier.

Ko et al. [3] have used a combination of local binary pattern (LBP) and minimum
distance classifier to extract the true age label for input human face images. The authors
have divided images into two groups (1) below 50 years, and (2) above 50 years. The
extracted features from local binary patterns and active appearance model were then
combined and used to classify the gender of test images by using Euclidean distance
classifier.

Bekhouche et al. [4] have proposed a method for estimating gender from facial
images. Without applying any preprocessing, the raw images were used for extraction
of features through multi-level local phase quantization (ML-LPQ) method to produce
texture based feature. These features when passed on to SVM classifier, resulted into an
accuracy of 79.1 % on group images database.

Yaoyu Tao [5] has proposed the use of Fisher face for gender estimation using the
linear discriminate analysis. The mean faces and unified mean faces of both genders
were generated for gender classification using linear discriminant analysis.

In this paper, we propose the use of HOG, Brisk, Freak and LBP features. İt is a
knowledge based gender recognition system that works by estimating gender labels by
preprocessing input images, extracting features, and classifying through KNN. The
preprocessing of an input image involves detection of facial region and cropping of
detected face. The cropped image is then converted into grayscale and contrast
enhancement is achieved by histogram equalization. We have evaluated our proposed
system on standard IMM dataset. Results and comparisons to the other estimation
systems are presented in Sect. 4.

2 Existing Methods

2.1 Feature Selection

Descriptors have wide range of applications e.g. stitching two images requires proper
pattern matching, reconstructing images and object recognition. Binary descriptors
work with three basic components; (1) sampling points (2) pattern for sampling
(3) orientation compensation. It works by applying a Gaussian kernel for smoothing the
image and then random point pairs are compared [12]. These descriptors work with
Hamming distance rather than Euclidean distance, which make these descriptors effi-
cient in terms of time.
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Histogram of Oriented Gradients (HOG). Histogram of oriented gradients is a
feature descriptor that is widely used in image processing and computer vision. It
counts occurrences of gradient orientation in an image or within a detection window
[16] (Fig. 1).

Fig. 1. HOG feature extraction by splitting area of interest (ROI) in adjacent, non overlapping
cells
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HOG works as follows;

• Divide an input image into cells (adjacent but non-overlapping) of size N × N [17].
• Calculate gradient orientation for each pixel in a cell.
• Group cells into lock of sizes [2 × 2] (overlapping blocks).
• Compute histogram of gradient directions for each cell of the input image.
• Normalized histograms of cells are actually block histogram.
• Concatenated normalized histograms provide descriptor.

Local Binary Pattern (LBP). LBP is a textural descriptor. It is used extensively for
the detection and classification of textures [5]. To classify a pattern as a member of a
class we first need to convert bitmap of textural image into grayscale [14]. Divide
image into windows of size n × n. The pixel at location [1, 1] inside a window is
labeled as central pixel as shown in Fig. 2. Compare intensity value of each neigh-
boring pixel to its central pixel. If gray level value of neighboring pixel is greater than
central pixel, replace the pixel value with one, zero otherwise. This will lead us to LBP
for pixel [1, 1], which is converted to decimal value for ease of calculation. A his-
togram is constructed from the LBP values of the entire image and it provides a feature
vector that portrays textural properties of that image.

LBP has major role in facial recognition due to the textural variations between
human faces. Similar is the case with textural variations across genders, which makes
LBP applicable for gender recognition. A simple equation describing the working of
LBP is;

Fig. 2. Calculating LBP for central pixel located at window position [1, 1] (decimal equivalent
in lower left section)
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LBP ¼
Xp�1

p¼0
s gp� gcð Þ2p; while s xð Þ ¼ 1; x� 0

0; x\0

�

ð1Þ

In Eq. 1 p is the number of neighboring pixels distributed at equal distance at a
circle of radius R around the center pixel. The grey level intensities of center and
neighboring pixels are denoted as gc and gp respectively.

Binary Robust Invariant Scalable Keypoints (Brisk). Brisk is a binary descriptor
that works to take full advantage of the descriptiveness by cautious selection of
comparison of brightness [6]. It takes a small region around a sampling point and
smoothes it through Gaussian smoothing. Sizes of Gaussian filters follow a standard
deviation of σ for each sampling point. Brisk descriptor takes smoothed intensity for
each short pair and compares smoothed intensity of first point in a pair to a second. If
intensity of first is larger than the second one then it a 1 to the resultant bit of the
descriptor, otherwise a zero. It works on Hamming Distance rather than Euclidean. It is
fast in terms of computational power [7].

Fast Retinal Keypoints (FREAK). Fast Retina Keypoints (FREAK) follows a fixed
sampling pattern instead of working with randomly distributed pairs. Processing of
images by human eye is the basic motivation behind FREAK. Lower resolution is
captured at periphery and higher resolution at middle of vision [15]. Light spreads from
inside to the outer corners of retina. Similar Mechanism is followed in FREAK
descriptor [8]. Sampling points are distributed on concentric circles, centered across
keypoint. Radius of circles follows standard deviation according to the layer. Circles
closer to the keypoint have denser distribution of sampling points. Concatenation
decreases as we move away from keypoint. This is the reason behind the increased
description accuracy of FREAK. It has improved pair selection mechanism.

2.2 LBP+SVM

Local binary pattern uses pixels neighborhood for calculation of binary values. An
image divided into block, used for extracting LBP feature for four neighborhood and
taking radius equivalent to one by Makinen et al. [9]. Input images were also filtered
with 8 neighbors LBP. Extracted features when classified with SVM provided a
recognition rate of 79.17 %.

2.3 Neural Network

Active appearance model is used for shape fitting. Superimposition of AAM model on
input images helps in selecting feature points. Selected features while used with neural
network after histogram equalization provided an accuracy of 81.74 % [9]. Back
propagation method was used.
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2.4 SVM

Histogram equalized features were also classified with SVM classifier in the literature
[9]. This method provided an accuracy of 83.38 %.

2.5 Threshold Adaboost

Researchers combined discrete adaboost with haar-like features [9]. Used Haar-like
features secured an accuracy of 82.60 %.

2.6 Neuro-Fuzzy System

A neuro fuzzy system with two inputs and single output was proposed by Mousavi
et al. [10]. Output shows the probability of being a male face. Images with a probability
greater than 75 % were labeled as male faces and those with less probability were
recognized as female faces.

3 Proposed Methodology

Proposed work extracts features for input test images after preprocessing. Prepro-
cessing involves detection of face from an input test image, cropping facial region from
upper left corner of forehead to the upper right corner and deep down to the lower edge
of chin, resulting a rectangular image. It converts image from RGB to grayscale and
after histogram equalization images are resized at [180 × 160]. Resized images are
used to extract features and classified using KNN classifier. Section below describes
each preprocessing stage, in detail. Figure 3 provides a generalized block diagram of
proposed estimator.

Preprocessing: Pre-processing is performed to make images properly aligned and
resized. This would eliminate errors that can cause due to misalignment and un-even
dimensions.

Face Detection is primary step that involves detection of area of interest from an
image. Detection provides a boundary around the face that helps in cropping the
images. Cropped images are converted to grayscale images and then it performs his-
togram equalization for contrast enhancement. Detected and cropped facial image is
converted into grayscale and after histogram equalization features are extracted from
input image.

Feature Extraction: The histogram equalized image is used for feature extraction.
Our proposed work extracts a number of features from input images after splitting them
into cells.

Histogram of oriented gradients (HOG) descriptor counts occurrences of gradient
orientation in an image or from a specific segment of image, basically called region of
interest. HOG feature extraction works by splitting an image into cell and calculates
gradient orientation at each image pixel with in a cell. At second step, histogram of
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each orientation with in a cell in computed. At final step, histograms from each cell are
concatenated in a single feature vector. Proposed estimation system extracts HOG
features for frontal cart images (cropped and resized image after face detection).

Similarly local binary descriptors are used for feature extraction. LBP features are
extracted for eight neighborhood at a radius equivalent to one. A concatenated LBP
feature vector is obtained for complete image. Brisk and FREAK features are extracted
for regions containing more texture based information. Resulting feature vectors are
used for classification of human gender. Recognition rates of above discussed features
are given in results section.

4 Classification

After extracting desired features, the KNN classifiers trained and tested for human
gender recognition problem. The KNN classifier takes K number of closest training
samples around an input test image and most probable class of training samples is
assigned to the test image. In our case, we are working with three nearest neighbors.
When the extracted features from input image are passed on to KNN, the distance is
calculated from training samples on the basis of extracted features, and three closest
neighbors are computed Class with more probability among three training samples is
assigned to input test image.

Fig. 3. Block diagram of proposed gender estimator to for input test image depicting three major
steps involved in recognition (pre-processing, feature extraction and classification)
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5 Results

The proposed gender recognition system was tested using standard IMM database [11].
The database contains 240 images (198 male and 42 female faces, featuring 7 females
and 33 males) [13]. These are JPEG images of size 640 × 480. The images were split
through random shuffling of the database to provide randomness in image selection for
testing and training purposes. After performing the above mentioned shuffling, it is
very likely that images featuring same person will go to different datasets (training and
testing). The shuffled images were divided into two datasets, training and testing
datasets. During the training and testing phases, features were extracted for each image
and stored in their respective feature vectors (column vectors) with accurate age labels
before passing them to the classifier.

Proposed work suggests use of Histogram of oriented (HOG), Local binary pattern
(LBP), brisk and FREAK features for recognition of gender. More than one imple-
mentations of each feature descriptor are provided.

To the best of my knowledge, it is the very first time that Brisk and FREAK
features are used for gender recognition. Proposed recognition system extracts Brisk
and FREAK features for complete preprocesses image (frontal cart). Out of the
extracted feature points, it selects ten strongest feature points to extracts feature.
Reason behind selecting strongest features is minimizing computation time, yet
maintaining accuracy. Strongest selected regions include area around eye, on forehead
and cheeks. These are regions that carry most of the textural information helpful in
gender recognition. FREAK features results an accuracy of 89.2 % (Fig. 4).

Proposed work extracted LBP and HOG features for whole frontal cart image, and
classification through KNN provided an accuracy of 85.8 % and 94 %, respectively.
Similar features are also extracted by dividing an input image into a grid of 4 × 4 and
calculating LBP and HOG features for each separate image from the grid of 16 images
(Shown in Fig. 5). Extracted features from each grid section are concatenated in a
feature vector and classified through KNN.

LBP feature extraction is also implemented by taking three distinct regions on
human face. For region selection, first it takes a cropped image and locates eye and
nose in the certain image. Left and right eye pixel coordinates are used for calibrating

Fig. 4. Selected Brisk (a) and Freak points (b) for an input image
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an image. Saying that coordinates for left and right eyes are (xl, yl) and (xr, yr),
respectively. Then β gives the angle of rotation for calibrating input image (given in
Eq. 2).

b ¼ tan�1 yl� yrð Þ
xl� xrð Þ ð2Þ

Calibration makes sure that eyes are perfectly aligned lies at equal distance from the
boundary of an image. Rotated image is used for selecting regions, including regions
below left and right eyes and on nose. Three cropped images are created from above
mentioned selection and LBP analysis is performed for all three images. Mean is
calculated from each LBP vector, separately (i.e. right eye, left eye and nose) and
concatenated in a row vector for each image (shown in Fig. 6). This module of
implementation provides an accuracy of 86 %.

Fig. 5. Splitting an input image (a) into grid of 4 × 4 = 16 images each of size [45 × 40] (b)

Fig. 6. Three separate images are generated from one facial image for extraction of LBP
features
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Results shown in Table 1 are computed for two folds cross validation. Experiments
are also conducted for leave one out and ten folds cross validation. Results are shown
in Table 2. Best results are achieved with two folds. All experiments are conducted for
three nearest neighbors.

Proposed gender recognition system outperforms state of the art gender estimation
techniques by providing a recognition rate of 94.16 %. Comparison of our proposed
work in terms of accuracies to gender recognition techniques from literature is provided
in Table 3.

IMM dataset provides an un-equal class level distribution. Performance of proposed
system is tested over FG-Net database to overcome the said limitation. It is standard

Table 1. Accuracies obtained though proposed work for two folds cross validation

Methods Classification accuracy (for two folds cross validation)

Brisk 85.8 %
FREAK 90 %
LBP (for frontal cart) 84.83 %
LBP (for three selected regions) 86.5 %
LBP (for Grid 4 × 4) 83.75 %
HOG (for frontal cart) 94.16 %
HOG (for Grid 4 × 4) 92.5 %

Table 2. Accuracies obtained though proposed work for ten folds cross validation

Methods Accuracy (10 fold) Accuracy (leave one out)

Brisk 83.79 % 84.25 %
FREAK 85.14 % 87.5 %
LBP (for frontal cart) 82.47 % 85.83 %
LBP (for three selected regions) 81.15 % 82.5 %
LBP (for Grid 4 × 4) 82.75 % 83.44 %
HOG (for frontal cart) 86.55 % 92.53 %
HOG (for Grid 4 × 4) 85.64 % 90.83 %

Table 3. Recognition rates for of state of the art algorithms

Methods Classification accuracy

LBP+SVM [9] 83.79 %
Neural network 85.14 %
SVM 82.47 %
Threshold Adaboost 81.15 %
Neuro-fuzzy [10] 82.75 %
Proposed method (HOG+KNN) 94.16 %

Facial Texture Analysis for Recognition of Human Gender 143



dataset of 1002 images, featuring 82 individuals. Accuracy of proposed system for
FG-Net dataset is given in Table 4 along with the accuracies of state of the art gender
recognition algorithms.

Both of the gender recognition techniques used subsets of the database for
experimental evaluation, while the proposed method is trained and tested using com-
plete database of 1002 images. That is why the accuracy of proposed method is less
than the two referenced methods.

6 Conclusion

In this paper, we have proposed a gender recognition system that exploits local binary
descriptors, Brisk, FREAK, and HOG features. To measure the accuracy and compare
different results, we trained and tested our classifier (KNN) on publically available
standard IMM dataset. The database images were divided into two subsets (training and
testing subsets) by using two fold, ten fold and leave one out cross validations. It has
been shown that the proposed gender recognition system can achieve a maximum
recognition accuracy of 94.16 % using HOG features as compared to accuracy of
87.5 % as achieved by one of the best existing approaches.
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Abstract. The citation-based measure is known unpredictable. How-
ever, it is used quite often in the cases when quantitatively evaluat-
ing the academic impact is required. With the development of social
networks, it is natural to ask the question: is there any trustworthy model
which is able to provide quantitatively analysis of the academic impact
with a huge amount of relevant information instead of peer-review only
before the prevalence of social media? Many efforts have been devoted
to provide the standard academic evaluation indicators, but they are
either inadequate to be fully qualified or unable to become the universal
applicable measure. In this paper, we propose a systematic approach,
named Attenuation Mechanism, to quantitatively analysis the academic
evaluation based on four estimated factors. It would bring new insights
into how the academic impact takes place and the influence it has (either
short term or long term). The extensive experiments on real academic
search datasets show that the proposed model can perform significantly
better than the baseline models in different areas and different disci-
plines.

Keywords: Attenuation-Mechanism · Quantitative analysis · Academic
evaluation

1 Introduction

Academic evaluation is a difficult subject which makes everyone convinced and
has the general applicability, but this is a work which must be carried out. As
the government, research institutions, funding agency and individual scholars
need the academic evaluation indicators to make a fair evaluation to personal
or academic institutions. Academic evaluation was almost entirely depended on
Peer-review in the past, because there were no other trustworthy indicators.
Currently, this situation has been changed, academic evaluation is increasingly
depending on the quantitative indicators. There are many tangible indicators of
academic evaluation, one indicator stands out in its frequency of use: citations
[1–10], from the Hirsch-index [4] to the g-index [11], from impact factors [2]
to eigen factors [12]. Those quantitative indicators lead to the following two
problems that may hinder its popular use.
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First, the impact factor (IF) [2], conferring a journal’s historical impact to
a paper, in fact, it’s value reflects the ratio of the several published papers and
the citations (frequency) during that two years. In normal journals, reference
frequency data will not be ups and downs. In addition, there are some good
reviewed papers in certain areas in that two years. Otherwise there are some
non-academic factors, such as excessive self-citation, and those indicators can not
conduct a comprehensive evaluation to individual academic standards, because
the paper’s impact factor (IF) [2] is not mean the influence of the paper itself,
but the impact factor of journal which the paper published in.

Second, Papers published in the same journal citations a decade later acquire
widely different number of citations, from one to thousands (Fig. 1) [1,2,14] and
the number of citations [1–10] collected by a paper strongly depends on the
paper’s age [1–4], and the number of citations from the early seminal paper is
not high. It was reported by Egghe Leo. He studied the 75 Nobel prize winners’
papers and founded that more than 10 % of papers have never been invoked. At
the same time, although some articles published in the journals lower impact fac-
tors, but it was widely cited. Hence, the early impact [11–14] have no much value
[1,2,14]. Frequently lost in this debate is the fact that comparison of different
papers is confounded by incompatible publication, citation, and/or acknowledg-
ment traditions of different disciplines and journals. Hence, we have to recognize
the fact that the impact factor (IF) to foresee lasting impact on the papers has
well-known limitations.

For better understand the academic researcher’s academic ability, the
Hirsch-index was proposed by JorgeHirsch (University of California, San
Diego physicist) in 2005, the Hirsch-index takes into account the researcher’s
citations and the number of articles, but by the essence of Hirsch-index’s calcu-
lation process, the Hirsch-index’s evaluation capacity is still uncertain. There
were, hence, a number of crucial flaws in the Hirsch-index, one of those flaws is
the Hirsch-index based on different search databases, such as WebofScience,
Scopus, GoogleScholar, often don’t provide the same Hirsch-index, For this
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Fig. 1. Citation history of papers shown in Fig. 3 that acquired the same citations
10 years after publication, illustrating the different long-term impact despite impact
factors.
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Fig. 2. Hirsch-index of papers shown in Fig. 3 that acquired the same Hirsch-index
10 years after publication, illustrating the different long-term impact despite Hirsch-
index.

situation is caused by the database’s coverage and the different disciplines and
the retrieval’s degree is widely vary from different databases. Often, the molec-
ular biology and medicine are much higher than other disciplines and journals.
Another concern flaw about the Hirsch-index is that there has no distinction
between the actual contribution of the authors (Fig. 2). For example, author A
and author B are the close collaborators, the two authors A and B have co-
published the papers, co-authored 20 articles those citation has over 20 times.
At this time both the Hirsch-index is 20, on the surface seems quite level of
scientific research. However, in this 20 articles, the author A is the first author
of 15 articles, and the author B is the first author of only 5 articles. Clearly, the
author A should make a greater contribution than author B. So, Hirsch-index
tend to the large research team advantageous, and the multiple partners share
the higher Hirsch-index (large experimental discipline’s Hirsch-index coop-
eration on combat is higher than ordinary man or a small group of academic
disciplines), this situation confusing the actual contribution of different authors.
So we propose the Attenuation-Mechanism to solve above problems.

2 Related Work

In this section, we briefly review some representative works related to quantita-
tive analysis academic evaluation. There are some works on quantitative analysis
on academic evaluation. For example, Barabasi and Albert proposed preferen-
tial attachment that captures the well-documented fact that highly cited papers
are more visible and are more likely to be cited again than less-cited contribu-
tions [15,16] in a science paper in 1998. In 2011, Medo, Cimini and Gualdi’s
paper published in PRL (PhysicalReviewLetters) proposed a Agingmodel that
captures the fact that new ideas are integrated in subsequent work; hence, each
paper’s novelty fades eventually [17,18]. And the Fitness model that proposed
by Bianconi and Barabasi in a EPL (EurophysicsLetters) paper in 2001 shows
that the inherent differences between papers, accounting for the perceived nov-
elty and importance of discovery [19,20]. The Fitness model bypass the end
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Fig. 3. Yearly citation cti for 200 randomly selected papers published between 1973
and 2016 in the Cell corpus.

to evaluate a paper’s intrinsic value and view fitness are a collective measure
capturing the community’s response to a work [12–14]. Because these three ele-
ments, preferential attachment, aging, fitness were released in the empirical,
and these three elements was proved that independent to each other, so these
three elements were multiplied together by Barabasi in 2013, The team’s results
based on the analytical analysis pointed out the ultimate influence of the paper
(referenced throughout the life cycle to obtain the sum) was only related to
fitness, and the basic relationship is proportional to exp(lambda) [1–6,14]. The
inherent difficulty in addressing this problem is well illustrated by the citation
history of papers extracted from the Cell corpus, consisting of 20035 papers
published between 1973 and 2016 and spanning all areas of Cell (Fig. 3). The
fat-tailed nature of the citation distribution 43 years after publication indicates
that, although most papers are hardly cited, a few do have exceptional impact
(Fig. 3) [9–13]. This impact heterogeneity, coupled with widely different citation
histories (Fig. 1), suggests a lack of order and hence lack of predictability in
citation patterns.

3 Attenuation-Mechanism

We start by identifying four fundamental factors that drive the quantitative
analysis academic evaluation of individual papers:

The temporal relaxation function Pi(t) captures the fact that new ideas are
integrated in subsequent work [10,11,13,14]. Hence, we can capturing the decay
rate of paper i by Pi(t) which can be measured directly from real data. Given
that a paper i’s citation is driven by four independent forces, that are difficult
to separate from each other, by needing to control the influence of these factors,
isolating the temporal decay, we finding that the relaxation function is best
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approximated by a lognormal function:

Pi(t) =
1√

2πσit
exp[− (ln t − μi)

2

2σi
2

] (1)

where t is time; μ indicates immediacy, governing the time for paper i to reach
its citation peak; and σ is longevity, capturing the decay rate. This attenuation
function reflects the process that papers citations from the post to achieve the
ultimate influence. However, the lognormal function does not reflect to the
complexity that the paper i to achieve its ultimate impact of intermediate, in
other words, the attenuation model for predicting the ultimate impact of the
paper i does not have the versatility and stability. For example, a group of papers
that within a 5-year span collect the same publish time and the same number of
citations are founded to have widely different ultimate impacts (Figs. 1 and 2).

Therefore, we propose the breakpoint-time function δ of a paper i to control
a paper i’s attenuation stability. For example, paper A’s δ is 0.2, and paper B’s
δ is 0.4, then, even if the two papers have the same reference numbers or the
paper B’s final quote numbers is higher than the paper A’s quote numbers, we
also believe that the paper A’s stability is higher than the paper B, because the
paper B owns smaller δ, and we use the following simple model to characterize
δ, and to make modifications to some papers by the complexities of a paper i:

bi(t) = δ =
tm − tn
t − t0

(2)

where
ctm(i) = ctn(i) = 0 (3)

is the cumulative citations distribution, and we use ct(i) to description paper i’s
probability to be cited. The proposed model offers a journal-free methodology
to evaluate the complexity of the papers. To illustrate this, we selected three
journals with widely different disciplines: Physical ReviewB (PRB) (in 1992),
Proceedings of the National Academy of Sciences USA (PNAS), Nature, J
Environ Monit (JEM) and Cell. We measured for each paper published by δ,
obtaining their distinct journal-specific breakpoint-time distribution. Then we
selected all papers with δ ≈ 0.2 and followed their citation histories. As expected,
they follow the same distribution.

Then, we consider the level of journals impact factor influence on the papers
attenuation, although the journals’ level do not reflect the real ultimate influence
of a paper i, even sometimes lead to the incorrect ultimate influence to paper i,
but in our paper, we refer to the existing journal impact factors, and found that
the real academic literature data (KddCup2016) and the long-term influence
meet an exponential relationship between the degree of attenuation and these
papers whose journal level is β.

Finally, we propose the energy loss function during a paper i’s attenuation
according to different journals, called inelastic attenuation, to help us to under-
stand the mechanisms that influence the evolution of the attenuation of a paper i.
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In this paper, the quality factor q (Fig. 4), is presented to represent the energy loss
mechanism, which is defined as a hysteresis curve on a circulating energy loss and
the ratio of the total energy of the reciprocal:

q = 2π
sum[1 − bi(t)]

T
(4)

where T is the paper’s total time. The larger the quality factor q, the energy loss
is smaller, so the papers decay process of inelastic attenuation characterized by

zi(t) = A exp(−μiβ

2qθ
) (5)

where θ is the inelastic attenuation factor which can be fitted by using the least
square fit method.
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Fig. 4. The different quality factors in different journals

Combining these above four factors, we can get the probability that a paper
i is cited at the time t after publication by attenuation mechanism as

ct
i = m[e

βλi
A Φ(

ln t−μi
σi

)δ − 1] (6)

where
Φ(x) ≡ (2π)−1/2

∫ x

−∞
e−y2/2dy (7)

is the cumulative normal distribution, m is a global parameter measures the
average number of cell paper’s references each new paper contains (Fig. I1) [14],
and A is a normalization constant. Ultimate impact (c∞) [14,15] represents the
total number of citations a paper i acquires during its lifetime [14–16]. By taking
the t → ∞ limit in Eq. 6, we obtain the papers attenuation process

c∞ = m(e
βλiδ

A −1) (8)

Using the Eq. 6 for each paper, the model is expected to generate a citation
history that resemble the real citation of. We show in (Fig. 3) an example of
randomly selected 200 papers published between 1973 and 2016, finding excellent
agreement between the model and the empirical data.
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Fig. 5. The references of Cell corpus per year and the cumulative citations of Cell
corpus

4 Experiments

4.1 Datasets

The dataset used in the paper was released by KDD CUP 2016. The data set is
massive after unzipped. PostgreSQL database is used to extract the particular
Cell dataset to be used in our experiment. The detailed dataset can be found
at: https://kddcup2016.azurewebsites.net/DataAbstract, and the Cell dataset
consists of all papers published in the Cell journals from 1973 to 2016 (Fig. 3). We
can count some important properties of Cell dataset, for example, the references
of Cell dataset per year (Fig. 5) and the cumulative citations of Cell dataset
(Fig. 5). The dataset is comprised of over 20,000 papers with citations. The data
is unique in its longitudinal nature, spanning over 45 years. Therefore, it is ideal
for understanding the paper’s attenuation process.

4.2 Baseline Algorithms

To show the high performance of Attenuation-Mechanism, we compare our
method against the following models:

– Logistic Model: The logistic function is widely used to model population
growth and product adoptions, with applications in many fields. In the context
of citations one could view a paper as a new product, whose adoption leads
to an increase in citations. Each paper is characterized by a different increase
rate r and a total number of citations c∞ that captures the differences in
impact [11–14]. In the rate equation formalism this can be described as

dct
i

dt
= ric

t
i(1 − ct

i

c∞
i

) (9)

yielding

ct
i =

c∞
i

1 + e−ri(t−τi)
(10)

https://kddcup2016.azurewebsites.net/DataAbstract
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where c∞
i ,ri and τi correspond to ultimate citation, longevity, and immediacy

of paper i.

– Bass Model: One of the most famous models in marketing and management
sciences is the Bass model [21]. The Bass model assumes the adopters of a
product are influenced by two aspects: mass media and word of mouth. The
innovators correspond to people who cite the paper spontaneously, little in
influenced by how many people have already cited the paper. At the same
time, a papers citations are driven by word-of-mouth diffusion (the imitators).
Mathematically, this can be expressed as

dct
i

dt
= (p + qct

i/c∞)(c∞ − ct
i) (11)

where p characterizes innovators, reflecting an influence that is independent of
current citations (ct

i), and q reflects the imitation part of the model. Solving
(11) yields

ct
i = c∞ 1 − e−(p+q)t

1 + q
pe−(p+q)t

(12)

– Gompertz Model: The Gompertz model [22], named after a Anthropologist
called Benjamin Gompertz, was first proposed to model human mortality. In
this context, early citations pave the way for new citations and drive the cita-
tion dynamics, hence the rate of research develop increases at an exponential
rate. This can be formulated as

dct
i

dt
= qct

i ln(c∞/ct
i) (13)

yielding,
ct
i = c∞e−e−(a+qt)

(14)
In (14), a sets the displacement in ct

i, while q characterizes the growth rate of
citations.

4.3 Results on Cell Data Set

In this part, we randomly selected 40 papers from Cell as our validation data
set, and we compare our Attenuation-Mechanism with other models, Bass, Gom-
pertz, Logistic. Figure 6 show the results find that the Attenuation-Mechanism
for the selected papers published between 1973 and 1988 is consistent with three
models. The Y-axis of Fig. 6 represents the number of citations (short for “c”)
of a particular paper. The Attenuation-Mechanism which fits the real tendency
make a sharp distinction to other models in 1988 called differentiator point,
and the Attenuation-Mechanism has the largest number of salient point that
means the Attenuation-Mechanism has better stability than the baseline models
between 1990 and 2003.

From Fig. 3, we can get the conclusion that our Attenuation-Mechanism
allowing us to collapse the long-term impact of papers from Cell into a single
curve. As shown in Fig. 7, Attenuation-Mechanism the selected papers published
between 1973 and 2016.
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5 Conclusion

In this paper, we introduced a mechanism called Attenuation-Mechanism which
can be used to quantify academic papers long-term impact efficiently. The exper-
imental results demonstrated that the proposed model can outperform the base-
line models significantly in terms of accuracy. In this paper, we only considered
the research papers with their citations represented by the IF. We found the
experimental results on some particular journals such as Science, Cancer Letters
are lower than expected. Currently we do not know the underlying reasons. We
will consider different document type of each paper indexed by the Web of Sci-
ence to extend our experiment. Parameter tuning is worth considering in order
to enhance the whole performance.
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Abstract. We examine how the aspects of IT leveraging competence [i.e., the
effective uses of project and resource management systems (PRMS), organiza‐
tional memory systems (OMS), and cooperative work systems (CWS)] and the
social capital (SOCI) influence the performance [i.e., product effectiveness (PDT)
and process efficiency (PCS)] by the coordination capability (COOR) and absorp‐
tive capacity (ACAP) under the uncertainty and complexity in the new product
development (NPD). We find the IT leveraging competence positively affects
COOR and ACAP, the links of SOCI-COOR, SOCI-ACAP, COOR-PCS, and
ACAP-PDT are positive, neither uncertainty nor complexity has the moderating
effect on the COOR-PCS link, the uncertainty negatively moderates the ACAP-
PDT link, but the complexity has no moderating effect on this link. Our findings
reveal why the NPD teams may have difficulty achieving high levels of perform‐
ance and why these teams may vary in their ability to create the value from their
COOR and ACAP.

Keywords: IT leveraging competence · Social capital · Project characteristics ·
Uncertainty · Complexity · New product development

1 Introduction

The new product development (NPD) is a strategic process wherein the firms integrate
disparate inputs from the R&D scientists, engineers, and marketers to jointly develop
and launch the new products [1]. The firms are in a position where NPD is no longer a
strategic option but a necessity [2]. Under the rapidly changing technologies and
customer needs, the firms must continuously introduce the new products to maintain
pace with the changes [3].

Recent literature has found the influences of IT capability (a firm’s ability to effec‐
tively acquire, deploy, and leverage its IT resources.), social capital (the actual and
potential resources embedded in the relationships among actors, SOCI), coordination
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capability (a firm’s ability to manage the dependencies among its various resources and
activities, COOR), and absorptive capacity (a firm’s ability to identify, assimilate, trans‐
form, and apply the valuable external knowledge, ACAP) on the NPD prospect.

Although much is known regarding the effects of IT capability, social capital, coor‐
dination, and absorptive capability on NPD performance, far less is known regarding
their interactions to impact NPD performance [i.e., product effectiveness (the extent to
which the new product is successful by some external criteria like quality and innova‐
tiveness, PDT) and process efficiency (the extent to which the NPD project adheres to
budgets and schedules, PCS)]. Although isolated organizational capabilities are
valuable, they may not be effective as single assets, particularly for complex activities
such as NPD [4]. Thus, we regard IT capability and social capital as the effective organ‐
izational complements to a firm’s processes for coordinating organizational activities
and absorbing external knowledge. In addition, an extensive literature distinguishes
between uncertainty (the newness of technologies employed in the product development
effort to the development organization) and complexity (the nature, quantity, and magni‐
tude of organizational subtasks and subtask interactions posed by the project) dimen‐
sions of NPD project characteristics that affect performance [5]. When faced with the
burning debates regarding the strategic potential of IT, our study is an attempt to address
this issue and therefore refine and extend comprehension of the link among IT capability,
social capital, coordination capability, absorptive capacity, project characteristics, and
performance in NPD.

We organize this paper as follows: the next section presents a review of theory and
hypotheses. The following section shows our methodology. The final section discusses the
implications, limitations and suggestions for future research, and conclusion of our work.

2 Theory and Hypotheses’

2.1 IT Leveraging Competence in NPD

In accordance with Pavlou and El Sawy [7], IT leveraging competence in NPD denotes
the ability of NPD teams to effectively use IT functionalities to support IT-enabled NPD
activities. The NPD teams should know what IT functionalities offer, understand when
to use them, and do so effectively by utilizing their specific IT functionalities.

The IT tools that NPD teams commonly use include project and resource management
systems (PRMS), organizational memory systems (OMS), and cooperative work systems
(CWS) [7]. PRMS are designed for scheduling management, resource allocation, and task
assignment [8]. OMS are IT tools for knowledge coding, sharing, directories, and retrieval
[9]. CWS provide IT functionalities designed for real-time communication and group
collaboration across time and space, such as conveyance, presentation, and convergence
systems [10]. Therefore, IT leveraging competence in NPD is a three-dimensional construct
that reflects how effectively these three IT tools are leveraged [11].
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2.2 Coordination Capability

Coordination capability (COOR) signifies a firm’s ability to manage the dependencies
among its various resources and activities [12]. Okhuysen and Bechky suggest that
coordinating mechanisms emerge through the accomplishment of three conceptually
discrete but practically intertwined characteristics of interdependent organizational
activity: accountability, predictability, and common understanding [13]. Accountability
emerges from people’s efforts to identify who is responsible for what task within the
organizational output. Predictability emerges as actors anticipate the elements of an
output and know when they are likely to occur within a pattern or sequence of tasks.
Common understanding is accomplished when actors develop shared perspective on the
goals and outputs of work.

Regarding PRMS [7], first, it provides an effective way to identify available
resources and access real-time project data, thereby enabling better resources allocation.
Second, its scheduling and time management functionality helps NPD managers effec‐
tively appoint NPD workers to relevant tasks and monitor the performance of NPD
workers. Third, it provides real-time information on project status and enables aggregate
project portfolios, thereby contributing to better synergies identification and synchron‐
ically collective activities.

Regarding OMS [7], first, it provides the functionality for the creation of knowledge
directories, thereby enabling easy access to project information and best practices from prior
projects. Second, its knowledge networking functionality enables communication forums
and knowledge communities that help NPD teams discuss new product ideas. Third, it also
helps NPD teams locate relevant expertise through visualization IT technologies.

Regarding CWS [7], first, its conveyance functionality enables data-based collabo‐
ration, content management, and sharing ideas. Second, its presentation functionality
fosters NPD teams to transform their tacit ideas into graphic images. Third, its conver‐
gence functionality can clarify assumptions, elicit tacit knowledge, and construct
product histories by enabling NPD teams to work together and review product designs
in real time. This functionality supports NPD teams’ brainstorming, converging ideas,
finding solutions for new products, and reaching group consensus.

Consequently, IT leveraging competence in NPD can foster accountability, predict‐
ability, and common understanding, which underlying a team’s COOR. Hence:

H1: IT leveraging competence is positively related to coordination capability in NPD.

2.3 Absorptive Capacity

Absorptive capacity (ACAP) denotes the dynamic capacity existing as two subsets of
potential and realized ACAP (PACAP and RACAP) [14]. PACAP, which includes
knowledge acquisition and assimilation, captures efforts expended in valuing, acquiring
and assimilating new external knowledge. RACAP, which contains knowledge trans‐
formation and application, encompasses deriving new insights and consequences from
the combination of existing and newly acquired knowledge and incorporating trans‐
formed knowledge into operations.
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It leveraging competence is proposed to influence PASAP. PRMS improve the
competence of NPD teams in knowing the true availability of people, skill, and resources
to enable appropriate task assignment, and in analyzing and measuring work, tasks, and
resources by task assignment and resource management, thus enabling knowledge
acquisition and assimilation. OMS makes NPD teams more competent in acquiring
product-related knowledge by storing, archiving, retrieving, sharing, and reusing project
information and best practices. It also enhances the competence of NPD teams in artic‐
ulating, interpreting, and synthesizing new and stored knowledge by facilitating easy
access to stored knowledge, thus enabling knowledge assimilation [7].

IT leveraging competence in NPD is also proposed to influence RACAP. OMS help
retrieve knowledge that was previously created and internalized for use, thus enabling
knowledge exploitation [7, 15]. CWS can enhance the problem solving capability of
NPD work units and the units’ ability to generate new thinking [15], thereby enabling
knowledge transformation. It can also enhance the ability of NPD work units to pursue
new product initiatives and find new solutions [16], thus enabling superior knowledge
exploitation. Therefore, it is hypothesized that:

H2: IT leveraging competence is positively related to absorptive capacity in NPD.

2.4 Social Capability

Social capability (SOCI) is the sum of the actual and potential resources embedded
within, available through, and derived from the network of relations possessed by an
individual or social unit [17]. Nahapiet and Ghoshal identified three distinct dimensions
of SOCI as structural, relational, and cognitive [17].

The structural dimension of SOCI refers to the overall pattern of connection between
actors [17]. The close social interactions permit people to know one another, to share
vital information, to create a common understanding related to task issues or goals and
to gain access to others’ resources. As Sparrowe et al. theorized [18], information sharing
and exchange can enhance cooperation and mutual accountability.

The relational aspect of SOCI represents the type of personal relationships people
have developed with one another through a history of interactions [17]. Among SOCI’s
key attributes is the level of trust among actors [17]. Trusting relations facilitate collab‐
orative behaviours and collective action in the absence of explicit mechanisms to foster
and reinforce those behaviours [19].

The cognitive dimension of SOCI refers to those resources providing shared repre‐
sentations, interpretations, and systems of meaning among parties [20]. SOCI’s cogni‐
tive dimension represents the fact that, as individuals interact with one another as part
of a collective, they are better able to develop a common set of goals, and a shared vision
for the organization [17]. When a shared goal is present in the network, project team
members have similar perceptions regarding how they should interact with one another.

According to these arguments, SOCI can enable accountability, predictability, and
common understanding among participants of interdependent organizational activity,
which leads to the emergence of coordinating mechanisms [13]. Therefore, we propose
the following hypothesis.
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H3: Social capital is positively related to coordination capability in NPD.

As Zahra and George noted [14], social integration leads to knowledge assimilation,
occurring either informally or formally. Informal mechanisms are advantageous for
exchanging ideas, but formal mechanisms tend to be more systematic. Formal social
integration fosters information distribution as well as interpretation collection and trend
identification. Research has shown that organizational structures promote interaction,
encouraging problem solving and creative action [21]. Firms that build such connect‐
edness by social integration mechanisms tend to make their employees aware of the
types of data that constitute their PACAP.

Connectedness develops trust and cooperation and fosters commonality of knowl‐
edge [22]; it encourages communication and improves the efficiency of knowledge
exchange through units [23]. Thus, connectedness allows units to transform and exploit
new external knowledge [14]. Moreover, connectedness reduces the likelihood of
conflict regarding goals and implementation [24]. Thus, connectedness facilitates the
transformation and exploitation of newly acquired knowledge and develops a unit’s
RACAP. Therefore,

H4: Social capital is positively related to absorptive capacity in NPD.

2.5 New Product Development Performance

New product development (NPD) intrinsically regards integrating multiple functional
departments to launch a new product through idea generation, product design, manu‐
facturing ramp-up and marketing deployment [3].

In the broader capabilities’ view of resource-based theory, performance entails a
firm’s ability to achieve a competitive advantage that ultimately is measured by superior
financial returns but that, in the shorter run, is gauged in terms of improved efficiency,
market share or position, or breaking into new arenas [25]. This is similar to NPD, where
performance is a combination of product effectiveness (PDT) and process efficiency
(PCS) [11, 27]. PDT is the extent to which the new product is successful by some external
criteria, such as quality and the level of innovativeness [26]. PCS measures the extent
to which the NPD project adheres to budgets and schedules [26]. Several studies
suggested that harmony between quality and cost of product is a key aspect of NPD team
performance [28].

Insufficient coordination between the teams tends to cause rework on certain work
products [27]. Such rework can become problematic, particularly in later development
phases, and often entails delays and additional development costs. Accordingly:

H5: Coordination capability is positively related to process efficiency.

In accordance with Zahra and George [14], firms with well-developed PACAP tend
to be more proficient at continually improving their knowledge stock by recognizing
trends in their external environment and internalizing this knowledge, thereby over‐
coming certain of the competence traps. Zahra and George distinguish between the
timing and cost dimensions of being proficient [14]. The timing dimension denotes that
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a developed PACAP improves the effectiveness of changes track in the industries and
facilitates the deployment of production and technological competencies. The cost
dimension signifies that a developed PACAP reduces the investments in changes of
resource positions and operational routines. In addition, Zahra and George noted that
RACAP tends to influence performance through product and process innovation [14].
RACAP’s transformation capabilities foster the development of new perceptual schema
or changes to existing processes through the process of bisociation. RACAP’s exploi‐
tation capabilities take this a step further and convert knowledge into new products [28].
Therefore, we conclude:

H6: Absorptive capacity is positively related to product effectiveness.

2.6 Project Characteristics

An extensive literature distinguishes between uncertainty and complexity dimensions
of NPD project characteristics that affect performance [5]. The project uncertainty,
measured by product newness, market newness, technology newness, and process tech‐
nology newness, denotes the newness of technologies employed in the product devel‐
opment effort to the development organization [6]. The project complexity, measured
by technology interdependency, object novelty, and project difficulty, signifies the
nature, quantity, and magnitude of organizational subtasks and subtask interactions
posed by the project [6].

Following Grote [31], the greater the uncertainty and complexity, the greater the
information quantity that must be processed during project execution in order to achieve
high levels of performance. Hence, NPD teams face more difficulties and spend more
time when developing products with a higher level of novelty [30]. As Sheremata noted
[21], uncertain projects increase the coordination need that results in higher costs. NPD
cycle times and costs increase with product newness due to greater uncertainty and
complexity [32]. Besides, higher project uncertainty and complexity imply high varia‐
bility in and unpredictability of exact means to accomplish the project, in turn resulting
in poorer project outcomes. Thus, a higher level of uncertainty and complexity is
expected to have a negative effect on the quality of project outcome [29]. Accordingly,
we have the following hypotheses:

H7: The level of project uncertainty negatively moderates the relationship between
coordination capability and process efficiency.

H8: The level of project uncertainty negatively moderates the relationship between
absorptive capacity and product effectiveness.

H9: The level of project complexity negatively moderates the relationship between
coordination capability and process efficiency.

H10: The level of project complexity negatively moderates the relationship between
absorptive capacity and product effectiveness.
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2.7 Research Framework

As shown in Fig. 1, the model proposes that there are two key areas for which the process
of establishing NPD performance can be understood i.e., PDT, and PCS. Within these
two key areas, constructs such as IT leveraging competence, SOCI, COOR, ACAP, and
project characteristics, emerge. What is said above is a description of these constructs
and a discussion on their interrelationships.

3 Methodology

3.1 Data Collection Procedure

In this survey, all of the items were measured with 7-point Likert scale (1 = strongly
disagree, 7 = strongly agree). The measurements used in this study were primarily
derived from the previous studies appears as in Appendix A, available if needed.

After pre-test, two rounds of survey were conducted by distributing the survey
instrument in the form of questionnaire to the production managers of 770 electrical
manufacturing firms in Taiwan from Jan 1 to March 31, 2012. These firms were listed
in the directories of the 2012 top 2000 firms in Chinese Credit (Taiwan’s leading credit
company). The exclusion of 3 invalid questionnaires resulted in a total of 121 complete
and effective responses for data analysis. The total response rate is 16 %. Each respondent
was asked to provide their opinions about project A and B because we hope to obtain
the responses from projects with different performance and thereby we got two samples
from single questionnaire, consequently, there are 242 samples in this study. To examine
the possibility of nonresponsive bias, a Chi-square test was conducted to compare early
and late respondents on the research variables. Responses from the first mailing were
65 questionnaires. The late respondents were 56 questionnaires after a follow-up
mailing. The results revealed no significant differences (p > .05) between the early and
late respondents suggesting that non-response bias is not a problem in this study [33].
Appendix B shows the non-response analysis results, available if needed.

Fig. 1. Research framework
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3.2 Analysis of Measurement Model

Our main data analyzing tool is the partial least squares (PLS), a component-based tech‐
nique for structural equation modeling, because this study includes both formative and
reflective constructs. The formative and reflective indicators require different approaches and
criteria for validating reliability, convergent validity, and discriminant validity [34].

Formative constructs: We modeled the indicators of IT leveraging competence (2nd-
order) and absorptive capacity (2nd-order) as formative measures since these indicators
are not expected to have covariation within the same latent construct and they are causes
of, rather than caused by, their latent construct [34]. Diamantopoulos and Winklhofer
(2001) propose that the formative items should correlate with a “global item that
summarizes the essence of the construct” [35]. PLS item weights, which indicate the
impact of individual formative items [36], can be multiplied by the item values and
summed, as noted by Bagozzi and Fornell [42]. In effect, our results in a modified
multitrait, multimethod (MTMM) matrix of item-to-construct and item-to-item corre‐
lations similar to that analyzed by Bagozzi and Fornell as well as Loch et al. [37]. The
resulting matrix, showing item-to-construct correlations as grayed out cells, appears as
in Appendix C, available if needed.

Loch et al. suggest that the convergent validity is demonstrated if the items of the
same construct correlate significantly with their corresponding composite construct
value (item-to-construct correlation) [37]. This condition has been met in our study, as
all items correlated significantly (p < 0.01) with their respective construct composite
value. The results, therefore, indicate an acceptable level of convergent validity.

The discriminant validity can be established if the item-to-construct correlations are
higher with each other than with other construct measures and their composite value
[37]. This condition is also met in our study. In a sense, very high reliability can be
undesirable for the formative constructs because the excessive multicollinearity among
the formative indicators can destabilize the model [34]. To ensure that the multicolli‐
nearity is not a significant issue, we assessed the VIF (variance inflator factor) statistic.
If the VIF statistic is greater than 3.3, the conflicting item should be removed as long as
the overall content validity of the construct measures is not compromised [38]. For our
formative measures, we find the VIF values of both IT leveraging competence and
absorptive capacity to be 1.000 and 1.591. In summary, the results suggest that all indi‐
cators have VIF statistics lower than 3.3.

Reflective constructs: The convergent validity is demonstrated if (1) the item loadings
are in excess of 0.70 on their respective factors and (2) the average variance extracted
(AVE) for each construct is above 0.50 [39]. These conditions have been met in our
study. Gefen and Straub also contend that the discriminant validity is demonstrated if
(1) the square root of each construct’s AVE is greater than the inter construct correla‐
tions, and (2) the item loadings on their respective constructs are greater than their load‐
ings on other constructs [39], available in Appendix D, available if needed. These
conditions have also been met, thereby demonstrating that the independent construct
indicators discriminate well. The composite reliability scores equal to or greater than
0.70 are regarded as acceptable [39]. So the composite reliability scores of these
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reflective variables are acceptable, available in Appendix E, available if needed. Our
validation results suggest that all reflective measures demonstrated satisfactory relia‐
bility and construct validity and all formative measures demonstrated satisfactory
construct validity and no significant multicollinearity. Therefore, all of the measures
were valid and reliable.

3.3 Assessment of Structural Model

The structural model aims to examine the relationship among a set of dependent and
independent constructs. In this section, we tested the amount of variance explained and
the significance of the relationships. Additionally, a bootstrap re-sampling approach is
suggested in order to estimate the precision of the PLS estimates [41]. Following this
suggestion, a bootstrap analysis with 500 bootstrap samples [42] and the original 242
cases were performed to examine the significance of the path coefficients. The result of
our structural model analysis is presented in Table 1.

Following Henseler and Fassott [40], we have used the product-indicator technique
to test the moderating relationship included in our research model (H7, 8, 9, 10). As in
regression analysis, the predictor and the moderator variables are multiplied to obtain
the interaction term. Chin et al. recommend the standardization of the product indicators
[41]. In our study, the coefficient of Task uncertainty × ACAP → Production E (–0.169)
is statistically significant. The R-square for this interaction model is compared to the R-
square for the baseline model, which excludes the interaction term [42]. The difference
in R-square assesses the overall effect size ƒ2 for the interaction effect. The effect size
ƒ2 can be calculated as ƒ2 = (R2 included − R2excluded)/1 − R2 included. Values of 0.02,
0.15 and 0.35 indicate that the interaction term has a low, medium, or large effect on the
criterion variable. In our case, the H8 of interaction term achieves a ƒ2 value of 0.024.
Therefore, hypothesis 8 is supported.

4 Discussion

4.1 Implications

We did not find the uncertainty to negatively moderate the relationship between coordina‐
tion capability and process efficiency. In addition, we failed to demonstrate the moderating

Table 1. Structure model
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effects of complexity on the link between coordination capability and process efficiency, as
well as the link between absorptive capability and product effectiveness. Although
managers are often tempted to undertake simple NPD projects, this study shows that
projects with a higher level of uncertainty and/or complexity do not necessarily lead to poor
performance. Managers should resist the temptation to fall back on me-too products.
Managers should be encouraged to undertake breakthrough projects even if such projects
increase the level of uncertainty and/or complexity. The competitive advantage is gained
often by doing difficult tasks better than the competition.

In addition, investing in the creation of SOCI inside the NPD team eventually creates
performance. NPD performance depends on the employees’ complementary capabilities
and the ability to manage the social interactions to achieve common goals. To effectively
leverage investments in human resources, it may be imperative for NPD teams to invest
in the development of SOCI to provide the necessary conduits for their participants to
network and share their expertise. NPD teams that neglect the social side of individual
skills and inputs and do not create synergies between their human and SOCI are unlikely
to realize the potential of their members to realize superior performance. Thus, a team’s
efforts at hiring, training, work design, and other human resource management activities
may need to focus on not only strengthening their members’ specific technological skills/
expertise but also developing their abilities to network, collaborate, and share information
and knowledge.

4.2 Limitations and Suggestions for Future Research

First, our survey research was conducted at the production managers of 770 electrical
manufacturing firms in Taiwan. Such a focus helped to account for corporate-, industry-,
country-, and cultural-specific differences that might have otherwise masked significant
effects. Empirical studies in a wider variety of organizations within different industries
and countries are necessary to further generalize the findings.

Second, our construct measures were perceptual, based on key informants. We relied
on perceptual measures because strategic capabilities are difficult to capture with self-
reported survey responses. The measures of IT leveraging competence, SOCI, COOR,
ACAP, uncertainty, and complexity in NPD may not be perfectly captured with primary
data. Future research could use objective third-party assessments for these capabilities.

Third, it is possible, however, to measure IT leveraging competence beyond NPD or
other specific processes. In this study, the IT leveraging competence construct is based on
IT functionalities specifically used for NPD. Future research could develop a generalizable
measure of IT leveraging competence that is not dependent on context-specific tools.

4.3 Conclusions

Our study provides an empirically grounded framework simultaneously linking
various aspects of IT leveraging competence, SOCI, COOR, ACAP, uncertainty, and
complexity to performance in NPD. This framework shows how NPD project teams
need to combine their IT leveraging competence and SOCI to improve COOR and
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ACAP under uncertainty and complexity for superior performance. This framework
also provides a structure for future research, probing through more specific ques‐
tions regarding the capabilities-performance link.
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Abstract. Platforms increasingly utilize crowdsourcing to offer knowledge
intense services such as medical diagnostics while retaining low costs. The
increased interest elevated the adoption of established theories for user accept‐
ance, risk avoidance and motivational influencing factors. We propose a combi‐
nation of elements from existing concepts, extended by newly identified factors,
to postulate a novel theoretical model. Our analysis of a survey with 349 respond‐
ents reveals new constructs based on users’ perception of risks and features. We
found that risks and features are significantly interrelated and both influence
perceived usefulness, the technology acceptance model’s most important
construct. Usefulness is diminished by perceived risks while it is increased by
crowdsourcing features. Additionally, external motivation yields important influ‐
ence factors. The revealed interrelations are discussed and should be accounted
for in future research and implementations.

Keywords: Information adoption · Medical platform · Crowdsourcing

1 Introduction

Crowdsourcing leverages the increased availability of people over the internet and is
defined as the “act of taking a job traditionally performed by a designated agent and
outsourcing it to an undefined, generally large group of people” [1]. Recently, the
concept of crowdsourcing has generated significant interest in both practitioner and
academic communities. Building on user participation, crowdsourcing benefits highly
from the diffusion of digital mobile technology [2] and crowdsourcing based platforms
gain popularity in most areas [3], including health [4, 5]. Crowdsourcing tools have
proven to be able to produce results of high quality for comparatively low costs [6].

In healthcare, the utilization of crowdsourcing is still lower than in other sectors of
today’s digital society [7]. There are positive examples such as Fold.it; a game which
uses crowdsourcing to predict protein structures. Besides similar applications that are
designed for a specific task, crowdsourcing is still primarily used for data collection and
is accordingly specified as method to enable public involvement by the United States
National Library of Medicine [8]. Crowdsourcing is seen as an important approach in
the vision of “Health 2050” to realize improved healthcare such as personalized medi‐
cine while decreasing costs [9]. Identifying factors that hinder or assist the approaches
applicability could be an essential step to reach those goals.
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Following this, the aim of this paper is to develop a theoretical model of perceived
risk and feature richness and analyze their impact on perceived usefulness of medical
diagnosis platforms. The following research questions are the basis of this paper:

1. What factors influence the perceived usefulness of crowdsourcing based platforms
for medical diagnosis?

2. How are corresponding influence factors interrelated?

The presented study was conducted by combining a literature review on user adop‐
tion of information with a survey. Hence, the paper is structured in 3 sections: (Sect. 2)
Theory; we conceptualized a theory based model, (Sect. 3) Analysis; we created a fitting
survey and performed an exploratory analysis to identify useable constructs which we
used to designed a final structured equation model to test interrelations and confirm our
hypotheses, (Sect. 4) Conclusion; we reflect on our findings and their implications.

2 Theory

2.1 Perceived (Information) Usefulness

Perceived usefulness is the most relevant construct of models for user acceptance of
technology. User acceptance of technology or respectively the adoption of information
is of high importance for the successful utilization of a technology. The most widely
recognized and exhaustively validated model of behavioral intention is the Technology
Acceptance Model (TAM) [10], where acceptance is explained by the user’s attitude
and the perceived usefulness. The perceived ease of use influences both the attitude and
usefulness positively. In later models like TAM2 or Venkatesh’s Unified Theory of
Acceptance and Use of Technology (UTAUT), attitude was omitted as other constructs
were included. Both TAM and UTAUT were successfully tested in healthcare settings,
as shown by Yarbrough and Smith, who conducted an extensive review of technology
acceptance among physicians [11], and Holden and Karsh, who analyzed the models
past and future in health care [12].

As a common pattern among all studies, perceived usefulness is the only construct
whose paths towards dependent constructs are always significant [12]. Furthermore,
perceived usefulness is included in TAM and all of its successor models. The central
TAM and UTAUT constructs as well as their paths and the amount of studies which
found those paths to be significant are summarized in Fig. 1.

In our research, we primarily analyze how crowdsourcing based medical information
are adopted. In a similar endeavor, Sussman and Siegal analyzed how knowledge
workers are influenced to adopt advice [13]. They showed that the perceived (informa‐
tion) usefulness is an important moderator of information adoption. Since we focus on
perceived usefulness, we also include perceived ease of use as it is the main construct
influencing perceived usefulness in the introduced acceptance models. We hypothesize
that the relation holds true for medical platforms, too:

Hypothesis 1: Perceived Ease of Use influences Perceived Usefulness.

Adoption Factors for Crowdsourcing 173



2.2 Risks

For more than a decade already, patients and physicians regularly consult the internet
for health advice. While the Internet is eligible to disseminate information, problems
like misinformation or confidentiality arise and are even more relevant in the context of
health information [14]. Perceived risks have been shown to be a determinant of peoples’
trust towards anonymous online health information and are therefore likely to be impor‐
tant adoption factors [15]. Implementing crowdsourcing in healthcare also transfers risks
of social interaction into an already delicate environment.

Sims et al. developed DocCHIRP (Crowdsourcing Health Information Retrieval
Protocol for Doctors), which uses a system of push notifications to help solve medical
problems by crowdsourcing [16]. After the system’s trial run of about 244 days, they
analyzed log files and conducted a short online survey, where they identified potential
risks that arise on crowdsourcing based medical platforms. In the first place, “distracted
doctoring” was repeatedly mentioned as potential risk. If physicians use medical plat‐
forms, especially if they access it on a mobile device, it is likely that they spread their
attention. Hence, neither the digital problem nor the local, on-site problems receives the
required rigor. The “unwillingness to expose personal knowledge gaps” describes the
worry about personal drawbacks of asking questions on public platforms. Lastly,
“responsibility issues” result from the different roles between patients and physicians
on the platform and between physicians on the platform and physicians in contact with
their patients, who are actually liable. Consequently, users are motivated by different
incentives and have to consider different repercussions.

A common drawback of electronic health records and a barrier to the use of health
platforms in general are “privacy concerns” [17]. While the handling of personal health
information already was an issue for patients at the beginning of telemedicine in the
early 1990s [18], technological progress and social methods such as crowdsourcing
amplified them to being a core concern of patients nowadays [19].

In addition to health specific risks, we analyzed characteristics and effects of crowd‐
sourcing in general. Surowiecki named two dominant crowdsourcing risks [20]. “Group‐
thinking” can occur which is a dysfunctional dynamic that leads users towards

Perceived
Usefulness

Perceived
Ease of Use

Behavioral
Intention 
To Use

Attitude

TAM + UTAUT

TAM

UTAUT
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Fig. 1. TAM and UTAUT constructs with count of significant paths based on Holden and Karsh
[12].
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supporting an already popular opinion instead of forming their own decision. The second
risk is “biased results” and originates from the characteristics of the contributing crowd.
Due to self-selection processes, a group might consists of people with a specific mindset,
which counteracts the benefits of heterogeneous groups.

The mentioned risks relate to different risk facets. We will try to extract risk
constructs and describe common characteristics. We formulate the following hypoth‐
esis:

Hypothesis 2: Risk influences Perceived Usefulness.

2.3 Features

Opposing to risks, features provide benefit to platform users. Accordingly, the analysis
of features is important to effectively implement health information platforms. In
different situations, patients’ feature preferences vary, depending on their actual needs
[17]. Multiple studies have shown that the feature richness is linked to the perceived
usefulness of related medical platforms and should be considered as a starting point
during design processes [21, 22]. In addition to specific features of medical platforms,
implicit features of crowdsourcing based platforms have to be considered.

Estellés and González did an extensive review on crowdsourcing literature and
extracted three main elements which are further divided into a total of eight character‐
istics [1]. Looking for similarities among those characteristics, we derived two features:
“large user base” and “monetary rewards”. A core characteristic of crowdsourcing is the
composition and size of the crowd; a “large user base” increases the likeliness that
members of the crowd have the required knowledge or capability to solve a given
problem. Furthermore, Sims et al. found that crowd size is directly related to each user’s
sustained use and engagement [16]. For both the participating crowd and the initiator,
the benefit gained through the platform is an important characteristic. On platforms
where the crowd consists of amateurs and professionals, a “monetary reward” for contri‐
butions is the most frequent feature [1].

While some risks are due to difficult resolvable psychological processes [20], privacy
concerns are either technology induced or due to human ruthlessness. Technology
induced risk can be handled comparatively straightforward, by implementing security
features. “Anonymity” is an important feature to avoid bad personal consequences for
contributing thereby exposing knowledge gaps or being ashamed of personal problems.
Personal health information is highly sensitive and there are strict laws enforcing certain
levels of data protection [23]. Designing a platform with features for “privacy protec‐
tion” is therefore not only advantageous but legally required. Furthermore, anonymity
and privacy are regularly asked for by users of medical platforms [16, 23]. Given the
direct relation between those features and risks, we formulated the following hypothesis:

Hypothesis 3a: Features influence Perceived Risk.

Existing systems are the third source we used to extract possible features from.
Looking at SERMO and CrowdMed, one of the big differences is their restriction system.
A platform can be open for everyone or restrict certain functions for specific groups, i.e.
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SERMO allows only certified physicians to contribute. The two features “posting
medical cases restricted to physicians” and respectively “answering medical cases
restricted to physicians” could help to depict the users desired restriction system.
Involving the not risk related features, we hypothesize:

Hypothesis 3b: Features influence Perceived Usefulness.

2.4 Motivation

Medical platforms, like all crowdsourcing platforms, rely on user participation [24].
Motivation is considered a key element that has to be understood to implement
successful crowdsourcing platforms [25]. Yang and Lai integrated constructs of moti‐
vation factors to examine knowledge sharing behavior [26].

“Intrinsic motivation” describes the internal satisfaction that an individual receives
by a certain behavior. To intrinsically motivated individuals, enjoyment is more impor‐
tant than monetary gains or extrinsic rewards. On the opposite, “extrinsic motivation”
is goal-oriented. Activities are performed to obtain a specific return, primarily money
or reputation. While intrinsic motivation is generally positively related to knowledge
sharing intentions, an extrinsically motivated person might not share his knowledge, if
he perceives it to be valuable. In addition to those two traditional measurements, they
also integrate self-concept-based motivation factors. A person’s inherent standard is the
main reason to pursue an activity, if that person’s motivation is based on the “internal
self-concept”. A behavior has to align with their internal standards, to trigger a positive
feedback. For persons whose motivation is based on “external self-concept”, an activity
should match with expectations of a reference group and the resulting feedback triggers
a feeling of affiliation. Internal self-concept motivation can lead to very high participa‐
tion because positive feedback increases the confidence in their knowledge and thereby
amplify the related internal standard, which can result in a self-enhancement loop. For
external self-concept based users, the platforms overall success is important and that
they find a way to connect to its community.

The different types of motivations that drive users could on the other side influence
how they perceive a platform. Therefore, we hypothesize

Hypothesis 4: Motivational Factors influence Perceived Usefulness.

3 Analysis

3.1 Survey

All measurement items are either taken from validated constructs or extracted from
former studies in the area of medical platforms. The resulting items were discussed with
a private physician and a software developer, who are in charge of developing a hospi‐
tal’s medical information system and can therefore be seen as practical domain experts.
Initially, they were asked to come up with possible risks on their own. Both lists over‐
lapped respectively with three or five risks of those we identified, only “Distracted
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doctoring” was not proposed by neither of the two experts. Afterwards, our items were
revealed, discussed and refined. In the end, the experts agreed on all items which were
accordingly integrated in the survey as Likert-type scales.

A first version of the survey was created and pilot tested with six persons, two of
each occupation. We found no major issues and only did some minor adjustments to
wordings in the instructions and explanations. After being double-checked, we imple‐
mented the final survey as online survey, using the Google Forms platform. Since
crowdsourcing is almost exclusively done online [1], an online survey is a suitable
instrument to reach our target audience.

We used hospital and university mailing lists, social networks and personal referrals
to distribute the survey link among practicing physicians, medical students and people
without any medical education. To the last group, people without medical education,
we refer as patients. The assignment of participants to a group is based on a direct
question in the survey. Participants were animated to forward the survey. In total, we
gained 349 completed and useable answers to our survey, which is a large sample for
comparative studies. As shown in Table 1, all three groups are of similar size and there
are slightly more female participants in our sample.

Table 1. Demographic overview of the sample

Total 349
Physicians 95 27,2 %
Medical students 144 31,5 %
Patients 110 41,3 %
Female 213 61,0 %
Male 136 39,0 %
Age 7 groups, most 20–30

3.2 Data Screening

To ensure that the data is useable, reliable and valid for testing causal relationships, data
screening was performed prior to analysis. First, we checked for missing values as those
could cause problems with factor analysis or represent a bias.

In a next step, we controlled for outliers. Since our survey only uses Likert-scales,
univariate extremes cannot occur. Therefore we only checked for unengaged respond‐
ents, using patterns such as “1, 1, 1, 1” or “1, 2, 3, 4” to answer all questions; neither
was found. Excluding multivariate outliers would not be reasonable since it is not
possible to justify the removal of data points that do not fit a not yet validated theory.

The assumption of normal distribution is a requirement of most statistical methods.
To ensure the applicability of those methods later on, we checked our data for skewness
and kurtosis. All items were within the thresholds of ±1.5 for skewness and ±3 for
kurtosis, except item 1 of internal self-concept which scored marginally above 3.
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3.3 Constructs

After we ensured the reliability, we look for patterns in the data to determine correlations
and derive constructs. An exploratory factor analysis (EFA) is performed to prepare
variables for a clean structural equation modeling (SEM) [27]. We use principal axis
factoring (PAF) as factor extraction method, which accounts for co-variation and there‐
fore extracted factors fit the statistical approach of SEM. Furthermore, PAF generally
outperforms other methods and is especially well suited for relatively simple factor
patterns and to recover weak factors [28]. To assess the suitability of the data for factor
analysis, we calculate the Kaier-Meyer-Olkin (KMO) measure of sampling adequacy
and Bartlett’s Test of Sphericity [29]. As shown in Table 2, the KMO of 0.777 is close
to meritorious and clearly above the threshold of 0, 5, and the Bartlett’s test is significant
(<.05). In conclusion, there are relations among the variables and a meaningful factor
analysis can be performed.

Table 2. KMO and Bartlett’s test

Initial EFA Final EFA
Kaiser-Meyer-Olkin measure of sampling

adequacy
.777 .785

Bartlett’s test of sphericity Approx. Chi-
Square

3833,862 3619.589

df 435 325
Sig. .000 .000

Cumulative variance explained 52.9 % 55.4 %

Our factor analysis initially results in a total of 10 extracted factors which explain
about 53 % of the variance contained in the model. There are no strong thresholds
regarding the required amount of explained variance but, as a rule of thumb, values
above 50 % are considered sufficient [30]. In the resulting pattern matrix, the constructs
which we adapted from existing theories, such as perceived usefulness or motivational
factors, occur as expected. Only internal self-concept appears to have cross loadings on
other motivational factors. After the kurtosis issue, those cross loadings are the second
warning sing regarding the internal self-concept construct.

For our newly introduced risk and feature items, two clean constructs already
emerged. R1 – R4 load onto one factor and F2 and F3 load onto another factor. Few
cross loadings exist between risk and feature items and items we adopted from theory.
For example, F1 and R5 slightly load on a common factor with perceived usefulness.
Since we do not want to expand existing constructs, we exclude them from the factor
analysis. The first analysis of all risk and feature items reveals a third new factor where‐
upon F1, F4 and F5 load. Furthermore, a fourth factor absorbs small loadings from
multiple risk and feature items. To reach a clean pattern matrix and therefore distinctive
constructs, we iteratively remove items with low communalities. The communality
describes the extent to which an item correlates with all other items and low communality
therefore indicates candidates for removal [27]. After successively removing R6, F6 and
R5, only F5 loads on two factors and is therefore removed.
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In the end, we extracted three new constructs: A large user base (F1) and anonymity
(F4) are described in theory as being essential to successfully use crowdsourcing for
medical purposes and the analysis shows that users value the importance of those
features. Consequently, F1 and F4 build the construct “Importance of Crowdsourcing
Features”. “Importance of Restrictive features” consists of answer restriction (F2) and
post restriction (F3) and the constructs importance is supported by implementations on
existing platforms. Looking at the differences between excluded and included risks, we
identified intention as possible separator. While R5 and R6 are only problematic if a
person acts intentionally malevolence, R1 - R4 are based on psychological processes
and organizational issues and therefore form the construct of “Perceived Unintentional
Risk”. Combining our newly identified constructs with the adapted ones, we end up with
a total of eight constructs, as shown in Table 3.

Table 3. Overview of items, related constructs and their theoretical source(s)

Item Construct Source
(F1) LargeUserBase Importance of Medical

Crowdsourcing
Features (IoCF)

Features
Estellés-Arolas and González-

Ladrón-de-Guevara (2012)
[1]

(F4) Anonymity

(F5) PrivacyProtection
(F6) MonetaryReward
(F2) AnswerRestriction Importance of

Restrictive Features (IoRF)(F3) PostRestriction
(R1) Distraction Perceived

Unintentional Risk (PUR)
Risks
Sims et al. (2014) [16]
Frost and Massagli (2008)

[20, 31]

(R2) PopularityEffect
(R3) Responsibility
(R4) BiasedResults
(R5) HideKnowledgeGap
(R6) UploadConcerns
E1 – E3 Perceived Ease of Use (PEoU) TAM

Davis (1989) [32]U1 – U3 Perceived Usefulness (PU)
Int1 – Int3 Intrinsic Motivation (Int) Motivational

Factors
Yang and Lai (2010) [26]

Ext1 – Ext3 Extrinsic Motivation (Ext)
Esc1 – Esc3 External Self Concept (ESC)
Isc1 – Isc3 Internal Self Concept (ISC)

To further validate our measurement model, a confirmatory factor analysis was
performed. Cronbach’s alpha (Cr. α) yields results around 0.7, with the exception of
IoCF which has a very low value. While Cronbachs alpha is one of the most commonly
used criterions, it tends to be underestimated in PLS models and therefore researchers
should rely on the average variance extracted (AVE) and composite reliability (CR)
instead [33]. For AVE all constructs yield values above the recommended threshold of
0.5. Similar, CR constructs yield results very close to or above 0.7. The combination of
all criteria, which are listed in Table 4, indicates the construct reliability and validity of
our measurement model.
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Table 4. Construct Reliability and Validity

Construct AVE CR Cr. α
Int Internal Motivation 0.84 0.94 0.90
Ext External Motivation 0.79 0.92 0.87
ISC Internal Self Concept 0.57 0.80 0.64
ESC External Self Concept 0.70 0.87 0.78
IoCF Importance of Crowdsourcing Features 0.54 0.67 0.22
IoRF Importance of Restrictive Features 0.74 0.85 0.64
PEoU Perceived Ease of Use 0.74 0.89 0.82
PUR Perceived Unintentional Risk 0.52 0.81 0.67

3.4 Structured Equation Model

Using the previously identified constructs, we created a structured equation model to
check our initially formulated hypothesizes. Besides the established relation between
PEoU and PU, we analyzed the influence of IoCF, IoRF and PUR on PU as well as
relations among risk and feature constructs. Furthermore, we calculated multiple models
including all combinations of constructs for motivational factors. Of all calculated
models, only the relation between Ext and PU was significant.

In our analysis, we found that risks and features are not only directly influencing PU
but PUR and IoRF load significantly onto a second order construct, which we called
“Perceived Risk”. The underlying assumption is that the perception of risk is a combi‐
nation of theoretical worst-case scenarios and implemented counter measurements. The
more users are aware of risks, the more they value restrictive features that help to prevent
or at least mitigate those risks. This finding is in line with the theory of avoidance of
information technology threats (TTAT) [34], where perceived threat and perceived
avoidability form users’ behavior.

To assess the fit of our structural model, we calculated Stone-Geisser’s Q2 and the
variance inflation factors (VIF). As shown in Table 5, all VIF values are below 5, which
indicates the absence of multicollinearity and the Q2 values of dependent constructs are
above 0. This means that every endogenous construct can be predicted by its preceding
factors, indicating a relatively high explanatory power of the model [35].

Table 5. Explanatory power of the model

PUR IoRF IoCF PEoU Ext PUR PR PU
Q2 0.01 0.36 0.18
VIF 1.02 1.02 (PR)

1.00 (PUR)
1.02 1.01 1.02

While the R2 (0.26) and respectively the Q2 (0.18) of PU seems to be low at first
sight, this value has to be relativized as we deliberatively focused on extending existing
models which already reveal other influence factors. Therefore, we excluded already
validated influence factors such as social influence or effort expectancy. It can be
assumed that adding established factors would drastically increase those values.
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Our results show significant correlations for all hypothesized relationships between
the latent constructs. As shown in Fig. 2, five paths are highly significant at p < 0.001,
one path is significant at p < 0.01 and one path is moderately significant at p < 0.05.
Respectively, t-values are ranging from 2.03 to 20.5. While the influence of PUR on PR
(γ = 0.92) is stronger than the influence of IoRF (γ = 0.27) both are significant. The
influence of PEoU (γ = 0.30) on PU is highly significant as predicted by technology
acceptance theory. More interestingly, we found new significant relations between PU
and Ext (γ = 0.24), IoCF (γ = 0.26), and PR (γ = –0.10).

4 Conclusion

We started our research by identifying influence factors for perceived usefulness which
are therefore important drivers of adoption. Based on literature and existing systems,
we hypothesized a model combined of new influence factors and factors adopted from
existing adoption theories. All hypotheses are at least partially confirmed and the derived
relationships in our model are significant at different levels.

The newly found relations have not yet been described in literature. The correlation
between PR and PU is the only negative one in our model which is adequate, given the
negative characteristic of risk. To increase the likeliness that crowdsourcing based
information are adopted by users, the perceived risk related to those information has to
be reduced, for example by providing quality indicators such as displaying contributors’
experience level. A platform that implements crowdsourcing methods should not only
implement features to restrict contribution but also make those features visible to their
users. While previous studies showed the importance of various motivation factors to
trigger contribution, we showed that extrinsic motivation influences the perceived
usefulness for medical platforms. This relation might differ among various types of
platforms and further research would be needed. For example, to analyze the proportion
of career related influences in comparison of expert advice leading users towards such

PUR

IoRF

IoCF

PR

PEoU

PU
R2 = 0.26

Ext

0.24***

0.30***

-0.10*

0.27**

0.15***

0.92***

0.26***
H1

H4

H3b

H3a

H2

Fig. 2. Effects and Hypothesizes in the structured equation model
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platforms. Our findings further suggest that crowdsourcing platforms should offer
anonymity, if the context could be sensitive or potentially embarrassing. Furthermore,
users’ are aware that the effectiveness of crowdsourcing generally increases with the
amount of participants and therefore value a large user base.

This study looks at validated models and integrates them with newly derived
constructs into a model to analyze perceived usefulness of crowdsourcing based medical
diagnoses platforms. Our stakeholders include scholars, both types of potential users,
physicians and patients, and platform providers. We pursued our study with similar sized
groups of all stakeholders in respectively suiting contexts to facilitate a representative
result with useable implications. Because knowledge platforms, including those with
medical purpose, are on the rise [36], the findings of this study are likely to become even
more relevant in the future. For future research, it could be interesting to shed light at
the specific risk perceptions of each stakeholder and derive implications for customized
implementation recommendations.

From a theoretical point of view, the understanding of impact factors for the adoption
of crowdsourcing based information is extended. As our dependent construct – perceived
usefulness – is one of the most relevant constructs for various adoption models, this
study spawns into a broad field of adoption and acceptance research, not only for knowl‐
edge platforms but for all kinds of crowdsourcing based applications and tools. Besides
the newly created constructs (PUR, IoRF, IoCF and PR), the identified significant rela‐
tions are the central scientific contribution of this research. In TTAT, the authors also
argue that adoption and avoidance of threats are qualitatively different phenomena and
using only one approach is not sufficient. Integrating both elements in one model can
therefore help to improve interrelations of those models and help to lead towards a more
holistic understanding.
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Abstract. Crowdsourcing emerged as an efficient human-powered con-
cept to tackle the problem of labeling complex tasks that computer
programs still cannot solve. Amazon’s Mechanical Turk is one of the
most popular platforms that allows to gather labels from human work-
ers. These labels are then aggregated in order to estimate the true labels.
Considering that not all labelers are experts, their answers may be imper-
fect and consequently unreliable. In this paper, we propose a novel label
aggregation method based on the belief function theory. The proposed
method grants a strong framework that does not only allow to reliably
aggregate imperfect labels but also to integrate labelers expertise for
more accurate results. To demonstrate the effectiveness of the proposed
method, experiments are conducted on real datasets. The results show
that our method is a promising solution in the crowd labeling domain.

Keywords: Crowdsourcing · Uncertainty · Label aggregation · Belief
function theory · Reliability · Combination rules

1 Introduction

Crowdsourcing is today one of the most powerful concepts that allows solv-
ing tasks that cannot be computerized, such as image categorization, document
transcription and data collection, through the use of human intelligence. This
concept was introduced by [1] as the act of outsourcing to a large number of
people in the form of an open call. It was defined later [2] as “The act of tak-
ing a job traditionally performed by a designated agent and outsourcing it to
an undefined generally large group of people in the form of an open call”. One
of the most popular crowdsourcing platforms today is the Amazon’s Mechan-
ical Turk (AMT). It enables employers (requesters) to post batches of small
jobs known as Human Intelligence Tasks (HITs). Labelers (Turkers) can then
browse among existing jobs and complete them for a monetary reward set by
the employer. However, a major issue in such crowdsourcing systems is the rela-
tively low result quality since they combine the efforts of numerous anonymous
workers with different levels of reliability. Because of the tedious tasks and the
low payment, errors can occur even with serious workers. In some cases, work-
ers turn out to be “spammers” as they submit arbitrary answers in the aim to
c© Springer International Publishing AG 2016
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gather the maximum rewards. As a solution, AMT give employers the possibil-
ity to require qualification tests to choose the most reliable workers and block
spammers. However this method increases the cost and do not guarantee that the
chosen workers will provide correct answers. Therefore, employers must resort to
certain strategies to increase labels confidence such as redundancy that consists
in assigning each task many times and aggregating labels in one of the existent
aggregation methods. Several methods have been proposed [5,11,12] that try to
effectively aggregate labels. However, none of them is able to model uncertainty
in labelers answers.

In this context, we propose a novel method, the belief label aggregation
(BLA), based on the belief function theory. This latter is known as a powerful
framework that deals with uncertain and imprecise information and that enables,
thanks to its related operations, to take into account the reliability degree of each
source of information (i.e. labeler). Indeed, this theory has shown its efficiency
for classifying workers and identifying experts [19]. In this work, we investigate
labels aggregation besides of considering reliability degrees of crowd providing
them. In fact, our method consists in a first step, in estimating the reliability of
each labeler by comparing his answers to answers generated by majority voting
then, with the discounting operation of the belief function theory, the reliability
of each labeler is computed. In the final step answers are aggregated using the
combination with adapted conflict rule (CWAC) [7] that is based on both the
conjunctive [15] and Dempster combination rules [3] within the belief function
framework. The CWAC has the ability to better manage the conflict induced
when combining different sources of information.

The remainder of this work is structured as follows: Sect. 2, surveys the
related work of label aggregation methods. In Sect. 3, belief function theory
notions are presented. Later in Sect. 4, our proposed method is detailed and
experimentation results are illustrated in Sect. 5. Finally, Sect. 6 concludes this
paper and states future work.

2 Label Aggregation Methods

One of the most important technical challenges of crowdsourcing is label aggrega-
tion [13]. Label aggregation techniques take as input a set of all labelers’ answers
on a given set of questions. Every question has a true label that each aggregation
method attempts to accurately estimate. Methods can either be non-iterative as
they compute the final aggregated value of each question separately or iterative
aggregating many questions at the same time in a sequence of computational
rounds [9].

The family of non-iterative methods includes the majority voting approach
[10], in which the label with highest votes is selected as the final aggregated
value. Based essentially on majority voting, the Honeypot (HP) method [11]
suggests that unreliable workers are removed in a preprocessing step. For that,
HP includes randomly some gold standards (i.e. questions whose true label is
already known) into original questions. Workers who fail to answer a certain
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number of these questions are neglected and removed. Then, the final label is
estimated by majority voting with the remaining workers. Another non-iterative
technique is proposed in [5] that offers a framework called Expert Label Injected
Crowd Estimation (ELICE). It also uses gold standards, but to estimate the
reliability degree of each worker by calculating the ratio of his answers which
are similar to true labels of gold standards. Then, the difficulty level of each
question is estimated by the number of workers who correctly answer a given
number of the gold questions. The final label is obtained by the aggregation of
all labels, each weighted by the worker expertise and the question difficulty.

The Expectation Maximization (EM) technique [14] figures among the iter-
ative methods. It measures label probabilities in two steps. The first is the
expectation (E) step that consists in estimating label probabilities weighting
the answers of workers according to the current estimation of their reliability
degree. The second is the maximization (M) step in which EM re-estimates the
reliability degree of workers based on the current probability of each label. This
iteration reaches an end when all label probabilities are unvaried. There is also
the Iterative Learning [12] which is a belief propagation based method for anno-
tation aggregation that can be even used to estimate question difficulty and the
labeler reliability degree.

Despite their advantages, the major drawback of iterative methods is the
high running time since reaching convergence requires going through a lot of
steps [9].

Besides, to deal with the imperfect information occurring in crowd labeling,
it is important to model the answers uncertainty to obtain more accurate results
in the aggregation step. For this purpose, we propose to adopt the belief function
theory.

In the next section, we present the main concepts of belief function theory
that we employed in our proposed method.

3 Belief Function Theory

The belief function theory (also known as the Dempster-Shafer theory or evi-
dence theory) was introduced by Dempster [3] in the context of statistical infer-
ence then it was formalized by Shafer [4] as a model to represent beliefs, pop-
ularized and developed by Smets under the name of Transferable Belief Model
[8]. The belief function theory is often presented as a generalization of the prob-
ability and the possiblity theories and has the ability to distinguish between
ignorance and equiprobability.

3.1 Basic Belief Assignments

Let Ω = {ω1, . . . , ωk} be the frame of discernment of exhaustive and finite set
of mutually exclusive events associated to a given problem. 2Ω is the power set
of Θ, it includes all the possible subsets and formed unions of events, and the
empty set which matches the conflict. The piece of evidence provided by a source
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of information is represented by a basic belief assignment (bba) also called belief
mass, defined as a function from 2Ω to [0,1] verifying:

∑

A⊆Ω

mΩ(A) = 1. (1)

m(A) is the piece of belief supporting exactly the subset A of the frame of
discernment. A is considered as a focal element when m(A) > 0.

Since the belief function theory models several types of imperfection, special
bbas were defined. In particular, we have:

– certain bba: the case where there is exactly one focal element that is a singleton.
m(ωi) = 1 for one particular element of Ω.

– vacuous bba: the case where bba models the state of the total ignorance. Ω is
the unique focal element: m(Ω) = 1.

– categorical bba: the case where the bba has a unique focal element A.
– simple support function: the case where the evidence only supports a subset

A of Ω, i.e., focal elements are {A, Ω}.
– normalized bba: the case where m(∅) = 0.

3.2 Discounting Operation

Sometimes, the reliability of information formalized with a bba provided by a
source of information cannot be fully trusted. The discounting operation intro-
duced by Shafer [4] enables to weaken a belief mass by a constant called the
discount rate α ∈ [0,1] such as (1 − α) is the degree of reliability of a source.
Accordingly, the belief mass becomes:

{
mα(A) = (1 − α)m(A) ∀A ⊂ Ω,

mα(Ω) = α + (1 − α)m(Ω).
(2)

3.3 Combination Rules

The conjunctive rule of combination (CRC) [15]. allows to combine two bbas
induced by distinct and reliable sources of information. It is defined as the
orthogonal sum of two bbas m1 and m2, whose focal elements are all the possi-
ble intersections between pairs of focal elements of m1 and m2 respectively. It is
defined as:

m1 ∩©m2(A) =
∑

B∩C=A

m1(B)m2(C) (3)

The mass assigned to the empty set quantifies the degree of conflict between the
two bbas.

Dempster’s rule of combination [3]. is the normalized alternative to the con-
juctive rule as it does not support the existence of a mass on the empty set.
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Indeed, the mass of the empty set must be reallocated over all focal elements in
the case where m1 ∩©m2(∅) �= 0. It is defined as:

m1 ⊕ m2(C) =

⎧
⎨

⎩

m1 ∩©m2(C)
1 − m1 ∩©m2(∅)

ifA �= ∅,∀C ⊆ Ω

0 otherwise.
(4)

The combination with adapted conflict rule (CWAC) [7]. is an adaptive
weighting between the two previous combination rules. It operates in the same
way as the conjunctive rule when the bbas are contradictory (it keeps the con-
flict) and as the Dempster’s rule when the bbas are similar (redistributes the
conflict on all focal elements). It is formulated as follows:

m ↔©(A) = (m1 ↔©m2)(A) = d(m1,m2)m ∩©(A) + (1 − d(m1,m2))m⊕(A), (5)

where d(m1,m2) is a distance measure introduced by Jousselme [6] expressing
the degree of dissimilarity between two sources of information:

d(m1,m2) =

√
1
2
(m1 − m2)td(m1 − m2), (6)

where d is the Jaccard index defined by

d(A,B) =

{
0 if A = B = ∅,
|A∩B|
|A∪B| ∀A,B ∈ 2Ω .

(7)

In the general case, when dealing with more than two bbas, a synthesis between
all distances have to be made. For this, we use the maximal value of the set of
distances and thus the value of D may be defined by:

D = max[d(mi,mj)], (8)

with i ∈ [1, N] and j ∈ [1, N]. The rule is generalised as follows:

m ↔©(A) = ( ↔©mi)(A) = Dm ∩©(A) + (1 − D)m⊕(A) (9)

3.4 Decision Making

Decision making’s purpose is to select the suitable hypothesis for a given prob-
lem. The Transferable Belief Model (TBM) is composed by two main levels: The
credal level where beliefs are represented by bbas and the pignistic level where
bbas are transformed into probabilities which are used in the decision making
process. This pignistic transformation is denoted by BetP and defined as follows:

BetP (wi) =
∑

A⊆Ω,wi∈A

1
|A| .

m(A)
(1 − m(∅))

(10)

where |A| is the number of elements of Ω in A.
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4 Belief Crowd Label Aggregation

Our proposed method (BLA) is a solution for the problem of aggregating imper-
fect labels using the belief function tools. Consider a dataset of N questions that
are labeled as either positive (+1) or negative (0). True label Li of each question
is unknown. There are M workers and the label of the jth worker for the ith

question is lij , lij ∈ {−1, 0, 1} where (−1) represents a vacuous label (labeler
did not label it).

We propose to model the reliability degree of the jth labeler by (1−αj) where
αj is its error rate. It can have value in [0, 1] where in the case αj = 0, it means
that the labeler is totally reliable and if αj = 1, the labeler is unreliable and his
labels must not be taken in consideration.

Our method follows four main steps namely labeler reliability degree esti-
mation, mass function modelling, label discounting and finally label aggregation
and decision making. These steps are illustrated in Fig. 1 and reviewed in-depth
in what follows. Note that for simplicity’s sake, we focused our work on binary
labeling but our method can as well handle multi-class labeling.

Fig. 1. Illustration of the proposed method
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4.1 Labeler Reliability Degree Estimation

The idea consists in generating some ground truth and then comparing it with
labelers answers in order to measure the accuracies of the M labelers. For that,
we aggregate labels with a naive but relatively accurate method, namely the
majority voting [10], then compare the estimated labels with labelers answers.
We finally calculate αj for each worker as follows:

αj =
Number of incorrect labels

Number of labeled questions
(11)

Example 1. Let us consider the case of three distinct workers giving answers
to three questions. We calculate their error rate αj using (Eq. 11). Results are
reported in Table 1.

Table 1. Example of αj estimation for three workers

Worker(j) Answer(l1j) Answer(l2j) Answer(l3j) αj

1 0 1 1 0

2 0 0 1 0.3

3 1 1 0 0.6

4.2 Mass Function Modelling

As we adopt the belief function theory in order to model conveniently imperfec-
tions in labelers answers, each label lij will be transformed into a mass function
(i.e. bba) mΩ

ij with Ω = {ω1, . . . , ωn}. Note that in the case of binary labeling,
Ω = {0, 1}.

So, if the jth worker labels 1 as the right answer on question i, the corre-
sponding bba will be a certain bba:

mij({1}) = 1.

We add that in the case of a vacuous label (−1), the bba is represented by a
vacuous bba as follows:

mij({0, 1}) = 1,

expressing total ignorance of the label.

Example 2. To illustrate this step, we consider Example 1 and we transform the
workers’ answers to question 1 into mass functions. Results are shown in Table 2.
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Table 2. Example of mass function modelling

Worker(j) Answer(l1j) (bbam1j)

1 0 m11({0}) = 1

2 0 m12({0}) = 1

3 1 m13({1}) = 1

4.3 Label Discounting

In this step, for each worker labels transformed into mass functions are weakened
by his relative reliability degree (1 − αj) using the discounting operation (Eq. 2)
and consequently changed into simple support functions. Thus, worker expertise
will be taken into consideration.

Example 3. Let us continue with Example 1. We consider the bba m12 discounted
using the discount rate of the second worker α2 = 0.3. As a result, the certain
bba m12({0}) = 1, after the discounting operation is transformed into a simple
support function as follows:

mα
12({0}) = (1 − 0.3) ∗ 1 = 0.7,

mα
12({0, 1}) = 0.3 + (1 − 0.3) ∗ 0 = 0.3

4.4 Label Aggregation and Decision Making

During this final step, we choose the combination with adapted conflict (CWAC)
rule to aggregate discounted labels because these labels can often be conflict-
ual so CWAC is the most appropriate rule that will reveal and cope with that
conflict. Moreover, CWAC showed in a previous research work [16] its accu-
racy superiority to the conjuntive and Dempster’s rules for the classifier fusion
problem [16].

When applied, we will obtain a final bba for each question and the decision
about the final label is made with the pignistic probability (BetP ) (Eq. 10): the
possible label that has the greater pignistic probability is selected.

Example 4. For question 1 in Example 1, the bba obtained after applying the
combination rule (Eq. 9) to combine the three workers’ discounted bbas is as
follows:

m1(∅) = 0.3,m1({0}) = 0.7

The corresponding pignistic probability will be as follows:

BetP ({0}) = 1 ∗ (0.7/(1 − 0.3)) = 1,
BetP ({1}) = 0

and 0 is the final estimated label to question 1 as it has the greater BetP.
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5 Experimentation and Results

In order to validate our proposed method, we conducted experiments on three
real datasets on the AMT.

1. The duchenne dataset [17] includes images of smiling faces and smiles are
either duchenne (a real smile) or non duchenne (a fake smile).

2. The event temporal ordering (Temp) dataset [18] has a pair of events and the
label 1 means the first one happened before the second one.

3. The recognizing textual entailement (Rte) dataset [18] is composed of pair of
phrases and label 1 means the second one can be deduced from the first one.

Table 3 shows details of these datasets.

Table 3. Description of datasets

Dataset Labelers (M) Questions (N) Number of labels Proportion of labels

Duchenne 7 159 1221 0.45

Temp 76 462 4620 0.13

Rte 164 800 8000 0.06

Our method (BLA) is compared to the majority voting through accuracy
defined as the ratio of correctly labeled questions to total questions:

Accuracy =
Number of correctly labeled questions

Number of total questions
(12)

Table 4 presents for the three datasets the average accuracies. 50 runs were
executed of the majority voting, and our belief based method (BLA). It demon-
strates that our method outperformed majority voting in estimation quality
especially with the Rte and Temp datasets hitting values higher than 94 %.

Table 4. Average accuracies (MV vs. BLA)

Dataset MV accuracy BLA accuracy

Duchenne 0.72 0.74

Temp 0.93 0.95

Rte 0.89 0.94

In Fig. 2, accuracies (ratio of true estimated labels to total questions) as
functions of labelers number are illustrated. Labelers are sampled randomly
50 times. Clearly, when the number of workers increases, our method (BLA)
achieves higher accuracies than simple majority voting with all databases.
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Fig. 2. Accuracies as function of the labelers’ number for duchenne (a), temp (b) and
rte (c) datasets
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This is due to the increasing amount of bad workers that the majority vot-
ing strategy does not take into consideration. We also notice that the duchenne
accuracies superiority is more obvious since it has the higher proportion of labels
different from (−1).

6 Conclusion and Future Work

We propose a new method that demonstrated that aggregating labels within the
belief function theory with considering labelers reliabilities improves the estima-
tion of the true labels. We calculated reliabilities of each worker by comparing
their labels to ones estimated by majority voting, then discounted labels’ mass
functions by these reliabilities to finally aggregate all the labels and obtain a
final one for each question. We intend as future work to reconsider the method in
which reliability degrees are measured as majority voting cannot always reflects
the truth. The CWAC combination rule that we applied to aggregate labels
mass functions also needs to be more exploited in estimating labelers accuracies
or questions difficulty regarding the conflictual rate that it generates.
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16. Trabelsi, A., Lefèvre, E., Elouedi, Z.: Belief function combination: comparative
study within the classifier fusion framework. In: Gaber, T., Hassanien, A.E., El-
Bendary, N., Dey, N. (eds.) The 1st International Conference on Advanced Intelli-
gent System and Informatics (AISI 2015), November 28-30, 2015, Beni Suef, Egypt.
Advances in Intelligent Systems and Computing, pp. 425–435. Springer, Cham
(2016)

17. Whitehill, J., et al.: Whose vote should count more: optimal integration of labels
from labelers of unknown expertise. In: Neural Information Processing Systems,
pp. 2035–2043 (2009)

18. Snow, R., et al.: Cheap and fast but is it good? Evaluation non-expert annotations
for natural language tasks. In: The Conference on Empirical Methods in Natural
Languages Processing, pp. 254–263 (2008)

19. Ben Rjab, A., Kharoune, M., Miklos, Z., Martin, A., Ben Yaghlane, B.: Character-
ization of experts in crowdsourcing platforms. In: 24ème Conférence sur la Logique
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Abstract. The purpose of this study is to identify the core technologies in the
metro domain by analyzing its patent network, which is beneficial for grasping
technological trends and advancing the metro domain in China. Metro patent
data (1986–2016) published in China were collected from the State Intellectual
Property Office of the People’s Republic of China. Then, we built a patent
network with co-occurrence of information from the International Patent Clas-
sification, and improved the node importance contribution correlation matrix
method to a weighted version in order to calculate the importance of each node.
Nodes with high importance scores play more crucial roles in efficiency and
stability of the network, and are viewed as the core metro technologies. The
results can be useful for companies’ technology R&D planning and government
policymaking.

Keywords: Metro � Patent network � Node importance � Core technology

1 Introduction

The metro, which is mostly built underground, has become a significant transportation
mode to alleviate traffic jams and energy shortages in metropoles. Statistically, the
transportation capacity of metros per ton of energy consumption is 10 times higher than
that of buses. Moreover, the Chinese government has always paid significant attention
to building metros, and it is likely that China’s total operational mileage will reach
4,500 km in 2050. Therefore, it has become increasingly important and meaningful to
identify core technologies to grasp technological trends and to advance the metro
industry by analyzing the overall structure of technologies and the interaction among of
them [1]. This is the purpose of this study.

Meanwhile, technology forecasting and planning based on patent analysis has been
a crucial method of technology management, and the most commonly used method for
identifying core technologies is analysis of the patent network developed using patent
citation information [2–4]. However, this method also has some shortcomings, as
reported in the literature, such as an average 10-year time lag between citing–cited
patents [5]. Furthermore, it is difficult to grasp technological relationships and
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characteristics with patent citation analysis, because the citing–cited relatedness is
based on the perspective of individual patents [6].

On the contrary, patent analysis with co-occurrence information of the International
Patent Classification (IPC) has some advantages over citing–cited patents [7]. This is
because a patent is coded with a main IPC and several secondary IPCs, with an IPC
indicating a technology field. For example, patent A is coded G03B25/00 as the main
IPC, and B61B13/10 and G09F19/00 are secondary IPCs. Therefore, this study builds
patent networks with co-occurrence information of IPC by considering the overall
interrelationships among technologies.

In the past, centrality measures indicated the position importance of a node in a
network, and are often used to identify important nodes [8]. Thus, they are helpful for
discovering core technologies by identifying important nodes in the patent network.
Researchers have attempted to propose and improve many measures to identify key
nodes, including degree centrality, closeness centrality, betweenness centrality, and
structural holes [8, 9].

However, those measures have a different emphasis to node importance appraisal
for specific issues, and the node importance is affected by a variety of factors.
A multi-attribute decision-making method based on the purpose of decreasing evalu-
ation disparities was proposed to evaluate the node importance in network [10].
Meanwhile, considering the time consumption duration measure, a semi-local centrality
measure was proposed that could realize a tradeoff between the low-relevant degree
centrality and other time-consuming measures [11].

Although these methods solved the multi-factor problem, they neglected the
importance of the contribution relationship among nodes. The node importance con-
tribution matrix (NICM) method was proposed to reflect the node dependence rela-
tionship, in which node i contributes its original importance, denoted by betweenness,
to its adjacent node j with contribution coefficient 1=Dj, where Dj is the degree of node
j [12]. While, betweenness has some limitations to reflect the node’s original impor-
tance, because a node’s betweenness depends on the shortest path between other nodes,
there is a significant proportion of nodes that do not lie on any shortest path, and thus,
these nodes obtain the same betweenness score of 0 [13]. The node importance eval-
uation matrix (NIEM) method redefined the node’s original importance with node
efficiency as follows. For node i, its efficiency, denoted as Ii ¼ 1

n�1

Pn
j;j 6¼i

1
dij
, indicates

node i’s original importance, where Ii is the efficiency of node i, n is the number of
nodes of the network, and dij is the shortest distance from node i to node j [14].

Nevertheless, the NICM and NIEM methods take into account only the interaction
between adjacent nodes. Generally, the node importance depends largely on its con-
tribution to both adjacent nodes and non-adjacent nodes. Therefore, the node impor-
tance contribution correlation matrix (NICCM) method expanded the node contribution
scope to non-adjacent nodes, which evaluated the node importance based on the sum of
node importance contribution among different layers in the network [15], in which the
adjacent nodes of node i were defined as the first layer nodes, and its next adjacent
nodes were the second layer nodes etc. [8].
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Although the NICCM method was proposed for undirected and unweighted net-
works, it cannot work in weighted patent networks. Most researchers have indicated
that the transfer and diffusion of technology requires strong ties [16]. Therefore, it is
necessary to improve the NICCM method to apply it in weighted network. In order to
establish the relative importance between the number of ties and tie weights, a weighted
shortest path making a trade-off between them in a weighted network was proposed
[13, 17]. Thus, we introduce the weighted shortest distance into the NICCM method,
and we name this novel method the weighted node importance contribution correlation
matrix (WNICCM).

The purpose of this study is to identify the core technologies of metros in China
using the patent network analysis method, which is significant for companies’ tech-
nology R&D planning and government policymaking. First, we build a patent network
with the co-occurrence information of IPC in China’s metro domain. Next, we propose
a novel node importance assessment method called WNICCM to indentify core nodes
in patent network, and this novel method can be also used in other undirected and
weighted network. Finally, in order to prove the reliability of our WNICCM method,
we use the coefficient of variation (CV) to compare the performance of WNICCM with
other traditional centrality measuring methods (degree centrality, closeness centrality
and betweenness centrality).

The remainder of this paper is organized as follows. Section 2 introduces the
methods for building patent networks and identifying the core technologies of metros.
The experimental results are presented and explained in Sect. 3. Finally, Sect. 4 pro-
vides the conclusion and discussion.

2 Methodology

2.1 Building a Patent Network

As Sect. 1 shows, we can use the co-occurrence information of the IPC to build a
patent network, which reveals overall interrelationships among metro technologies.
Here, we introduce the process of building the patent network, and give a brief outline
of each step.

2.1.1 Data Collection and Pre-processing
The patents data (1986–2016) published in China are collected from the State Intel-
lectual Property Office of the People’s Republic of China and refer to relevant search
conditions, such as title = (metro), or abstract = (metro), or title = (subway), or
abstract = (subway), or title = (underground), or abstract = (underground). Finally, we
collect 7,267 patents of metros, including invention patents, utility-model patents, and
industrial design patents. Generally, the invention patents are commonly considered as
the most novel, practical and creative patents among them, and thus, most researchers
choose invention patents for their studies. Therefore, we also use invention patents of
metros in this study for about 2,745 patents. Then, we can obtain the IPC information
for each invention patent.
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2.1.2 Patent IPC Co-occurrence Matrix
Most patent IPCs are coded using five hierarchies, including section, category, sub-
category, group, and subgroup, but some patents are coded only at subcategory level.
In order to reduce this disparity, we intercept all metro invention patents’ IPCs at the
subcategory level in this study, and we obtain 244 intercepted IPCs from 2,745
invention patents, which means there are 244 metro technologies or technology fields
we analyze. Two arbitrary IPCs may occur in different patents, and thus, the number of
co-occurrences can be figured out between the two arbitrary IPCs. Therefore, the metro
patent IPC co-occurrence matrix, denoted as T = [ti;j], is constructed and exemplified
partly in Table 1. In this table, there are 244 IPCs, ti indicates the i-th IPC, and the
number of patent IPC co-occurrences is arranged by decimal value: ti;j ¼ a, for
example, t1;2 ¼ 63 means that the two IPCs of t1 and t2 occur together in 63 patents,
while 0 means the two IPCs do not occur together.

2.1.3 Patent Network
The patent network is built with the relevant relationships shown in the patent IPC
co-occurrence matrix. Accordingly, the network contains 244 nodes, and if ti;j is not
equal to 0, there is an undirected edge between node i and j; otherwise the two nodes
cannot be connected. That is, as ti;j 6¼ 0 if there is an edge between node i and j, ti;j ¼ 0
otherwise. Moreover, when ti;j does not equal 0, the value of ti;j is the tie weight
between node i and j. Therefore, we build the patent network with the patent IPC
co-occurrence matrix, and use the principal components layout method to reprofile the
patent network shown as Fig. 1. In Fig. 1, nodes denote IPCs, and the width of the
edges between two nodes reflects their co-occurrence frequency; the higher the value is,
the wider the edge is. The size of the nodes reflects their degree, which is the number of
nodes that a local node is connected to, and the node with a higher degree is endowed
with larger size. Clearly, the nodes are sorted by degree in descending order from left to
right in Fig. 1.

2.2 WNICCM to Identify Core Technologies

In the patent network, the core nodes indicate the core technologies or technology fields
of metros, and thus, we need to calculate the node importance to identify the core
nodes. The node importance depends on its original importance and importance con-
tribution to other nodes; for instance, node i contributes its initial importance to node j,

Table 1. Example of patent IPC co-occurrence matrix

Patent IPC t1 t2 … t243 t244
t1 0 63 … 0 0
t2 63 0 … 0 0
… … … 0 … …

t243 0 0 … 0 0
t244 0 0 … 0 0
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and simultaneously accepts the contribution from node j. Then, how to describe the
complex contribution relationship becomes crucial. Next, we introduce the WNICCM
method-building process.

2.2.1 Weighted Node Importance Contribution Correlation Matrix
In an undirected and unweighted network with n nodes, node i proportionately con-
tributes its initial importance to node j; the contribution proportion depends on the
contribution probability from node i to node j and the dependence strength from node j
to node i [15]. Therefore, the NICCM method defines the NICCM denoted by HNICCM

as follows:

HNICCM ¼
0 p1;2d1;2I1 � � � p1;nd1;nI1

p2;1d2;1I2 0 � � � p2;nd2;nI2
..
. ..

. . .
. ..

.

pn;1dn;1In pn;2dn;2In � � � 0

2

6
6
6
4

3

7
7
7
5
; pi;j ¼

1
d
0

�
if j 2 Vd

i
or else

ð1Þ

where Ii is the initial efficiency of node i, which contributes pi;jdi;jIi to node j (adjacent
node or non-adjacent node); di;j is the contribution probability from node i to node j,
which is explained in detail in Subsect. 2.2.4; pi;j is the dependence strength coefficient
from node j to node i, and Vd

i is the set of nodes in layer d, which is also the shortest
binary distance from node i to node j is d.

Fig. 1. The patent network
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Meanwhile, as stated in Sect. 1, we can introduce the weighted shortest distance
into the NICCM method to propose a novel WNICCM method to evaluate the node
importance for an undirected and weighted network. Thus, we can define the
WNICCM denoted by HWNICCM as follows:

HWNICCM ¼

0 1
dw

1;2ð Þ P1;2E1 � � � 1
dw

1;nð Þ P1;nE1

1
dw

2;1ð Þ P2;1E2 0 � � � 1
dw

2;nð Þ P2;nE2

..

. ..
. . .

. ..
.

1
dw n;1ð Þ Pn;1En

1
dw n;2ð Þ Pn;2En � � � 0

2

6
6
6
6
6
4

3

7
7
7
7
7
5
; ð2Þ

which is similar with the HNICCM matrix; in addition, 1
dw

i;jð Þ denotes the dependence

strength coefficient, dw i; jð Þ is the weighted shortest distance from node i to node j, Ei is
the initial efficiency of node i, and Pi;j is the contribution probability. The new cal-
culation method is introduced in Subsects. 2.2.2–2.2.4.

Finally, we can define the node importance of node j as

Hw
j ¼ Ej �

Xn

i¼1;i 6¼j
ð 1
dw i; jð Þ Pi;jEiÞ; ð3Þ

where Hw
j denotes the node importance score of node j.

2.2.2 Node Dependence Strength Coefficient in Weighted Network
Researchers have attempted to identify the shortest path in a weighted network, and
most of these attempts have focused on defining the role of the transmission tie weights
as cost or strength. The weights represent cost in global positioning system devices or
the time to route Internet traffic [18], while the weights in a patent network are the
mediums for information transmission, which are the tie strength, not cost. In so doing,
the tie weights could be inverted to find the shortest paths [17, 19]. Thus, the shortest
distance in a weighted network can be defined as follows:

dw i; jð Þ ¼ minð 1
wi;h

þ � � � þ 1
wh;j

Þ; ð4Þ

where dw i; jð Þ represents the weighted shortest distance from node i to node j, and wi;h,
the tie weight of node i and node h (the intermediary nodes on paths between node i
and j), is equal to ti;h. Thus, we can obtain the node dependence strength coefficient in a
weighted network as 1

dw
i;jð Þ ¼

1
minð 1

wi;h
þ ��� þ 1

wh;j
Þ.

2.2.3 Node Efficiency in Weighted Network
In a patent network, node plays a very important role in information transmission,
which reveals the contribution to network efficiency [13]. Thus, node efficiency can be
defined as follows:
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Ei ¼ 1
n� 1

Xn

j¼1;j6¼i

1
dw i; jð Þ; ð5Þ

where Ei is the efficiency of node i, dw i; jð Þ is the weighted shortest distance between
node i and node j, and n is the number of nodes in the patent network.

2.2.4 Node Contribution Probability in Weighted Network
As is known, all shortest paths in a network change when a random node is added or
removed, and then bring about changes of the contribution probability between nodes.
Therefore, in the NICCM method, the node contribution probability di;j is calculated by
using the node removal-based method, as explained in the following steps.
Step 1. For node i, calculate the efficiency of nodes that are located in the same layer

or the same shortest distance to node j, which forms Ii ¼ Ia; Ib; � � � ; Ij; � � � Il
� �

.
Step 2. Remove node i, and recalculate the efficiency for these nodes. We can build a

set of new node efficiency as I 0i ¼ I 0a; I
0
b; � � � ; I 0j ; � � � I 0l

h i
.

Step 3. Compute the changes of these nodes’ efficiency after removing node i,

yielding DI ¼ DIa;DIb; � � � ;DIj � � �DIl
� �

, where DIj ¼ Ij � I 0j
�
�
�

�
�
�.

Step 4. Calculate the contribution probability di;j as follows:

di;j ¼ DIj
DIa þDIb þ � � � þDIj þ � � � þDIl

: ð6Þ

Meanwhile, it seems improper that the node contribution probability is related to
only these nodes located in the same shortest distance in the weighted network. Thus,
we can improve di;j from the perspective of a global network.

Following the same steps, we calculate the changes of node efficiency for all nodes
after removing node i, which forms DE ¼ DE1;DE2; � � � ;DEj � � �DEn

� �
; where

DEj ¼ Ej � E0
j

�
�
�

�
�
�, Ej is the original efficiency of node j, and E0

j is the updated efficiency

after removing node i. Thus, we can define the node contribution probability Pi;j in the
weighted network as follows:

Pi;j ¼ DEjPn
j¼1;j6¼i DEj

: ð7Þ

3 Results

The node importance in the patent network can be calculated as outlined in Sect. 2, and
we can obtain the core nodes with the node importance ranking information. Mean-
while, the core technologies of metros can be identified. To illustrate the validity and
feasibility of the WNICCM method in this study, we compare our method with other
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traditional centrality measuring methods, including degree centrality, closeness cen-
trality, and betweenness centrality in Table 2, which ranks the top 20 nodes for each
evaluating method. In addition, Fig. 2 plots the ranking results for node centrality, and
it is easy to find that the results of the WNICCM method are similar to those of degree
centrality.

Table 2. Ranking results of node importance in patent network

Rank Degree Closeness Betweenness WNICCM
Node ID Values Node ID Values Node ID Values Node ID Values

1 C04B(2) 164.0000 E21F(28) 0.0254 E21F(28) 13.8870 C04B(2) 36.2375
2 E04B(1) 163.0000 B61B(8) 0.0253 B61D(31) 11.5850 E04B(1) 21.4872
3 C08L(3) 153.0000 E21D(13) 0.0252 B61B(8) 7.9390 C08L(3) 20.0919
4 C08 K(4) 135.0000 B61D(31) 0.0252 H02 J(63) 6.5120 C08 K(4) 14.8644
5 B61B(8) 119.0000 C08L(3) 0.0252 E21D(13) 6.3320 E01F(5) 13.9181
6 E21D(13) 95.0000 B60L(51) 0.0252 B32B(39) 6.3250 C04B(6) 8.9970
7 E01F(5) 91.0000 H02 J(63) 0.0251 C22C(45) 6.2600 E06B(7) 6.9539
8 E06B(7) 89.0000 E02D(12) 0.0251 H01B(53) 5.7450 B61B(8) 6.4400
9 E21F(28) 82.0000 C08 K(4) 0.0251 E02D(12) 5.1280 E21D(13) 5.4125
10 E02D(12) 80.0000 B32B(39) 0.0251 C04B(2) 5.0160 E02D(12) 4.9153
11 B29C(11) 68.0000 G06F(30) 0.0251 E06B(7) 4.4190 B29C(11) 4.7124
12 B61D(31) 66.0000 B61L(38) 0.0251 G09F(55) 4.2430 E05F(18) 3.6552
13 E05F(18) 58.0000 B61C(57) 0.0250 B01D(70) 4.0600 E21F(28) 3.4380
14 H04L(36) 53.0000 E06B(7) 0.0250 B60L(51) 4.0150 B28B(21) 3.2343
15 G06F(30) 53.0000 E01C(47) 0.0250 F24F(84) 3.9650 E04F(49) 2.9073
16 B32B(39) 51.0000 E04H(69) 0.0250 G06F(30) 3.9370 B61L(38) 2.8585
17 C04B(6) 51.0000 E05F(18) 0.0249 C08L(3) 3.7030 B61D(31) 2.5465
18 F03G(9) 50.0000 G05B(102) 0.0249 C08 K(4) 3.5400 C08 J(27) 2.5117
19 C08G(20) 50.0000 E04B(1) 0.0249 H02 K(50) 3.5220 E05D(23) 2.4913
20 F21S(14) 50.0000 G01 N(77) 0.0249 G02B(91) 3.0960 E01C(47) 2.2005

Fig. 2. Ranking results for node centrality
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Considering the number of the same core nodes in Table 2, we observe that the
percentage rates for the first three methods compared with the node importance method
in the top 20 nodes are as follows: degree centrality 70; closeness centrality 60;
betweenness centrality 45. This provides some evidence of the validity and feasibility
of the node importance method.

Meanwhile, we cannot prove completely that this method performs better than other
methods. Note that we can use the coefficient of variation (CV) to compare the per-
formance of these methods, where CV is a normalized measure to quantify the spread of
the data and is defined as the ratio of the standard deviation to the mean [20]. A larger
CV means that it is easier to determine patent importance levels. Table 3 shows the CV
for different node importance measures, and we can observe from Table 3 that the
WNICCM method has the largest CV, which means that this method performs better
than traditional node centrality measures in distinguishing patent ranking.

4 Conclusion and Discussion

This study proposed a novel node importance evaluation method to identify metro core
technologies in a patent network. First, we built the patent network with patents’ IPC
co-occurrence information. Second, we proposed a novel WNICCM method and
applied it to ranking nodes based on their importance scores in weighted network.
Since the WNICCM method introduces tie weights and evaluates node contributions
probability from the perspective of global network structure, this method should per-
form better in terms of feasibility and validity than other traditional measures. This has
been confirmed by the results of the CV. Finally, we can identify metro core tech-
nologies based on these core nodes in the patent network. Then, we can forecast their
development tendency by utilizing technology life-cycle theory.

This research contributes to identifying China’s core metro technologies with
WNICCM method, and we found that these core metro technologies are focused on
three key domains, which are related to transportation (section B), chemistry (section
C) and building (section E). Therefore Chinese metro is short of overall development
strategy, and the results can have reference significance to companies’ technology
R&D planning and government policymaking.

In future work, we will research the features of the underlying technological
structure of metros by comparing them with developed countries. This would be ben-
eficial for in-depth understanding of the new development direction of metros in China.

Acknowledgments. This research was sponsored by NSFC (No.71125002).

Table 3. CV for importance scores of top 20 ranked nodes

Importance measure Average Std dev. CV

Degree 86.0500 39.8569 0.4632
Closeness 0.0251 0.0001 0.0052
Betweenness 5.6615 2.7606 0.4876
WNICCM 8.4937 8.8046 1.0366
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Abstract. Context-Aware Recommendation Systems (CARS) extend
traditional recommendation systems by adapting their output to users’
specific contextual situations. Rating prediction in CARS has been tack-
led by researchers attempting to recommend appropriate items to users.
However, in rating prediction, three thriving challenges are still to tackle:
(i) the weight of each context dimension; (ii) the correlation between con-
text dimensions; and (iii) situation inference. A major shortcoming of
the classical methods is that there is no defined way to study dependen-
cies and interactions existing among context dimensions. Context-aware
algorithms made a strong assumption that context dimensions weights
are the same or initialized with random values. To address these issues,
we propose a novel approach for weighting context dimensions, studying
the correlation between them to infer the current situation then predict
the rating based on the inferred situation. Through detailed experimen-
tal evaluation we demonstrate that the proposed approach is helpful to
improve the prediction accuracy.

Keywords: Recommendation · Context weighting · Context dimension
correlation · Situation · Rating prediction

1 Introduction

The huge amount of available data and services online make it difficult for users
to find their desired content (movies, music, books, etc.) in a reasonable time.
One way of solving this problem is using recommender systems. Researchers
in the domain of recommender systems started to realize that it is useful to
take contexts into account when making recommendations. Context-Aware Rec-
ommender Systems (CARS) have been introduced to provide more relevant
results by generating recommendations that match the current interests of each
user [10].

Context information are known as context dimensions, it presents the con-
textual factors, such as time, location, weather, mood and the company of other
people. Each context dimension has different context conditions. For instance,
the context conditions for weather dimension are: clear sky, sunny, cloudy, rainy,
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 209–221, 2016.
DOI: 10.1007/978-3-319-47650-6 17
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thunderstorm, snowing, etc. Context dimensions do not have the same degree of
importance. However, in most existing approaches like [10], contextual dimen-
sions have the same weight or initialized with random weight, limiting the accu-
racy of the results. Weighting contextual dimensions is rarely discussed in the
previous literature. Our reflection on the recommendation is based on assigning
a level of importance for each dimension and for the set of dimensions to detect
interactions and dependencies existing among context dimensions.

For inference, fuzzy logic is a suitable tool that deals with such problems [3],
it contains an inference engine based on a set of formulated rules, which enables
to infer user’s current situation. We used fuzzy logic to infer user’s situation at
a given moment, including weather, mood, activities that the user is currently
pursuing.

Our goal is to propose a rating prediction approach by using Choquet integral
to assign weight to each dimension and to each dimensions combination, then to
study the correlation between context dimensions. Afterwards, inferring user’s
current situation by employing fuzzy logic.

The remainder of the paper is organized as follows: Section 2 describes related
works. Section 3 investigates the proposed approach in detail. Experimental eval-
uation for the proposed approach is given in Sect. 4. Finally, we conclude and
give some directions for future work in Sect. 5.

2 Related Works

CARS is a hot research branch of recommender system. It incorporates context
into traditional recommender process to make more accurate predicts. In the
following, we pay attention to related works focusing on context-aware rating
prediction algorithms and fuzzy inference in recommender systems.

2.1 Context-Aware Rating Prediction Approaches

Rating prediction algorithms calculate a predicted rating that a user is expected
to assign to an item according to his current context [11,12].

Some approaches suppose that context dimensions equally contribute to make
prediction. In [8] collaborative filtering is combined with demographic informa-
tion and item profile. A threshold based k-Nearest Neighbors (KNN) algorithm is
used to find the K neighbors for collaborative filtering. The predicted ratings for
the item will be the average rating of the top N neighbors for that item. Other-
wise, several predicting items rating approaches highlight the importance of each
contextual dimension. In this context, Zammali et al. [11] propose a prediction
model that starts from a current situation and a user history to predict the rating
of the current item. It consists on calculating the weight of each context feature
based on an optimization algorithm called Particle Swarm Optimisation (PSO)
[12]. The predicted rating is calculated by using the rating function presented in
[11]. Differential Context Weighting (DCW) [12] is another context-aware rec-
ommender system which introduces contextual weighting in rating prediction
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process. A weighted similarity measure was proposed where contextual weights
were assigned to each dimension for each algorithm component. The idea behind
it is the assumption that the more similar the contexts given by two ratings are,
the more they are influential in making predictions.

In addition to the contextual dimensions weighting, using contextual corre-
lation for recommendation has been concerned by researchers. Zheng et al. [14],
highlight the importance of contextual correlations and propose a correlation
based context-aware Matrix Factorization algorithm. The underlying assump-
tion behind the notion contextual correlation is that, more correlated two con-
texts are, the two recommendation lists for a same user for those two contextual
situations should be similar too. When it comes to the Matrix Factorization,
the prediction function can be described in [14], it contains the function “Corr”
which estimates the correlation between two context situations. The contextual
correlations can be learned by minimizing the rating prediction errors. In the
studied works based on weighting dimensions, only [14] consider contextual cor-
relation.

2.2 Fuzzy Inference Approaches in Recommender Systems

Fuzzy logic provides inference morphology to build a system based on a set
of user supplied human language rules. In fact, fuzzy input variables x =
{x1, ..., xn} are transformed into one output y = Rule(x) under the rules base
R = {Rule1, ..., Rulek}.

Thyagaraju et al. [6] propose the design and implementation of user context-
aware recommendation for mobile using artificial intelligent tools like fuzzy logic
and rule based reasoning. They use fuzzy linguistic variables and membership
degrees to define the context situations and the rules for adopting the policies
of implementing a service recommendation. In fact, the position of users can be
represented by a linguistic variable Xuser whose linguistic values come from the
following domains (very low library, excellent admin, good classroom). Given
the three locations l1, l2, l3, the position of the user will be associated with any
one of the location based on their linguistic values for the membership functions
μexcellent, μgood, μfair, and μlow. An example of the rule base for identifying the
location is as follows:

IF(μexcellent(l1) != 0 OR μexcellent(l2) != 0 OR μexcellent(l3) != 0 AND μexcellent(l1)
> μexcellent(l2) AND μexcellent(l1) > μexcellent(l3)) THEN the location of the user
is l1.

An approach of providing high quality recommendation [10] can be achieved
by utilizing different contextual information such as time of the day, location
and users mood. Then, these information are passed through a cascade of fuzzy
logic models to infer the user’s context, which is used to recommend music from
an online music streaming service. The proposed system is able to identify some
general places for users. These areas are recognized implicitly. The system mon-
itors significant location updates and marks any visited locations as possible
candidates for any of the general places in a two-step process. First, using the
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Fig. 1. The proposed FWR approach

Foursquare Venues API, the authors reverse-geocoded the location’s coordinates
to one of the general places. If no results are returned, the visit information is
then passed through an internal fuzzy model to determine the general place cate-
gories based on fuzzy rules such as the following: IF Activity IS Stationary AND
DayOfWeek IS Weekday AND TimeOfDay IS Afternoon AND Indoor/Outdoor
IS Indoor AND Place IS Oce THEN Context IS Working or Studying.

3 FWR: Fuzzy Weighting Recommender Approach

In this section, we introduce our approach FWR based on context dimensions
by applying Choquet integal and fuzzy logic. Our approach operates through
three steps: (i) Application of Choquet integal; (ii) Application of fuzzy logic
and (iii) Rating prediction, as shown in Fig. 1.

Step 1: Application of Choquet integral
Choquet integral has been widely applied as an aggregation operator in mul-
tiple criteria decision making. However, it has been used much less in the
recommendation so far. The reason behind our choice of Choquet integral is
that it allows to define a weight, not only for each criterion, but also for each
subset of criteria. This operator model the importance of criteria as well as
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the positive and negative synergies between them. Our approach has adapted
Choquet integral to obtain the weight of importance of individual dimen-
sion and of subsets of dimensions, which enables avoidance of the overesti-
mation and underestimation caused by possible dependencies between some
dimensions. Thanks to Choquet, it is possible to define interactions between
dimensions which lead to results that are human interpretable. To apply Cho-
quet integral, initially we attribute all possible combinations of weights to the
existing dimensions. Afterwards, we calculate evaluation metrics that will be
described in Sect. 4.2. The best combination is the one that minimizes the
rating prediction errors. Next, we have applied the least squares method in
the KAPPALAB package based on the R language [4]. Then, we recalcu-
late evaluation metrics using the combination returned by the least squares
method to guarantee the best combination. We obtain finally the weight of
each dimension and the weight of subsets of dimensions. Choquet has the
advantage of facilitating the task of interpreting the interactions between the
relevant dimensions with readily available interpretations via the interaction
index.
Step 2: Application of Fuzzy Logic
Step 1’s outputs are required as the inputs of the step 2. In fact, we used the
weighted correlated dimensions in the fuzzy logic to infer the current situa-
tion of the user as well as its weight by exploiting fuzzy inference rules. The
fuzzy inference layer handles the vagueness of some conditions of these rules
and outputs a degree for each situation determined by the semantic layer.
Based on these degrees, a situation is recognized. This situation allows the
identification of specific tasks of a current user. Using fuzzy logic for context
inference makes the system extremely flexible and easy to understand, it pro-
vides a light weight and efficient technique. More precisely, to build a fuzzy
inference system, we consider only correlated dimensions to create the neces-
sary rules for situation inference. The proposed system accepts the required
contextual dimensions and calculates the weight of the current situation by
using correlated dimensions’ weights. More formally, let consider

– <dim1, w dim1><dim2, w dim2>, ..., <dimn, w dimn>: a set of
weighted dimensions which represent the input variables.

– {L1dimi
, L2dimi

, ..., Lkdimi
}: a set of linguistic terms of a dimension dimi.

Example 1. The linguistic terms for the time dimension are: {morning,
afternoon, evening, night}

– (x0, y0)(x1, y1), ..., (xk, yk): a membership function can represent linguis-
tic term. It is represented as piece-wise linear functions using a series of
points.
Example 2. In our case, we use a triangular membership function.
For the morning linguistic term, the function is defined as follows:
(6,0)(10,1)(12,0).

– <sit1, w sit1><sit2, w sit2>, ..., <sitj , w sitj>: a set of weighted situa-
tions which represent the output variables.

– IF <dim1, w dim1> IS L1dim1AND <dim2, w dim2> IS L1dim2 TNEN
situation IS <sit1, w sit1>: a fuzzy inference rule.
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Example 3. IF <time,w time> IS morning AND <mood,w time> IS
active THEN situation IS <work,w work>

In the next step, we detail the rating prediction process which integrates the
weighted inferred situation.
Step 3: Rating prediction
The central task in recommender systems is to predict the taste of a user. In
this paper, we deal with the rating prediction problem that tries to predict
how much a user likes a particular item by considering his actual situation.
The estimated ratings can be used to recommend items to the user, e.g. what
movies he might want to watch. We calculate the predicted rating by incor-
porating the weight of the inferred current situation in the rating prediction
function Pa,i,σ [12], for the item i. The key parameters in this equation are
the four σ vectors, one for each component, that weight the contribution of
each contextual situation in that component, and the four ε values that set
the threshold of situation similarity SitSim in each component. Formally,
rating prediction function is defined as follows:

Pa,i,σ = ρ̄(a, σ3, ε3) +

∑

u∈Na,σ1,ε1

(ρ(u, i, σ2, ε2) − ρ̄(u, σ2, ε2)) × simw(a, u, σ4, ε4)

∑

u∈Na,σ1,ε1

simw(a, u, σ4, ε4)

(1)
Equation 1 has the following components:
– ρ̄(a, σ3, ε3): The overall average of the target user’s ratings of items in

similar situations.
– Na,σ1,ε1 : {u : maxru,i,sitn

(SitSim(sita, sitn) > ε1} The set of neighbors
of a user a obtained by comparing their situations sitn for rating item i
with the target situation sita and allowing them as neighbors if SitSim
is greater than a threshold ε1.

– ρ(u, i, σ2, ε2): The weighted average of a neighbor u for an item i of all
ratings issued in similar situations.

– ρ̄(u, σ2, ε2): The overall average across all items rated by u in similar
situations.

– simw(a, u, σ4, ε4): The weighted similarity between two users a and u.

4 Experimental Study

In this section, we start by describing the used datasets. Also, we introduce an
open-source java based context aware recommendation engine named CARSKit
which implements the evaluation metrics and baseline algorithms. Finally, we
present and discuss the obtained results.

4.1 Dataset and CARSKit Java Recommendation Engine

The number of context-aware datasets is quite limited because ratings in mul-
tiple contexts are difficult to collect and user privacy is often a concern.
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For the lack of dataset with context information, there are three kinds of
dataset: real-world dataset, semi-simulated dataset and all-simulated dataset.
The all-simulated data simulates all context information on the initial dataset
and semi-simulated dataset makes initial context information richer. Of course,
the real-world dataset is most credible. We take three real-world datasets from
the domain of context-aware recommender systems with different numbers of
contextual dimensions and conditions.

Food Data is the “AIST context-aware food preference dataset” used and dis-
tributed by Hideki Asoh et al. [9]. It is based on a survey of users ratings on a
menu in the context of different degrees of hunger.

DePaulMovie is a context-aware movie dataset collected from surveys [15].
Students were asked to rate movies in different contexts.

InCarMusic dataset is a context-aware music dataset collected from InCar-
Music which is a mobile application offering music recommendations to the pas-
sengers of a car [1]. The characteristics of these datasets are summarized in
Table 1.

Table 1. Description of used datasets

Dataset # of items # of ratings # of contextual
dimensions

# of contextual
conditions

Food Data 20 6360 6 8

DePaul Movie 79 5035 3 12

InCarMusic 139 3940 8 34

To compare our approach to the state of the art recommendation algorithms,
we have used CARSKit tool [15]. It is an open-source java-based context-aware
recommendation engine, which provides a standard platform for evaluations and
practical use.

4.2 Evaluation Metrics and Baseline Methods

There are three popular classes of evaluation metrics in the domain of rec-
ommender systems: prediction errors (Mean Absolute Error (MAE) and Root
Mean Squared Error (RMSE)), IR metrics (precision, recall) and ranking metrics
(Normalized Discounted Cumulative Gain (NDCG) and Mean Average Precision
(MAP)). In this paper, we chose the first two classes of metrics as they are the
most commonly employed for evaluating the performance of predictions [7,13],
and they are defined as below:

MAE =
1
n

∑n

i=1
|fi − yi|
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RMSE =

√
1
n

∑n

i=1
(fi − yi)2

Precision =
Nr

Nt

Recall =
Nr

Ntr

where:

– n: Total number of predictions.
– fi: Predicted rating of an item i.
– yi: Real rating of an item i known from offline experiments.
– Nr: Number of returned relevant items for each user.
– Nt: Number of total returned items.
– Ntr: Number of total relevant items.

For comparison purposes, we chose the well known Context-Aware Matrix Fac-
torization algorithm (CAMF) proposed by Baltrunas et al. [1], it has been well
recognized as the standard baselines in this domain. It usually incorporate a con-
textual rating deviation term which is used to estimate users rating deviations
associated with specific contexts. CAMF algorithm assumes that the contex-
tual rating deviation is dependent on items. Therefore, this approach is named
as CAMF CI. Alternatively, this deviation can also be viewed as being depen-
dent on users resulting in the CAMF CU variant. In addition, CAMF algorithm
assumes that the contextual rating deviation is independent of users and items,
this approach is named as CAMF C. We tried all three variants: CAMF CI,
CAMF CU and CAMF C.

4.3 Evaluation Protocol

A crucial preliminary step to the calculation of dimensions weights by the Cho-
quet operator is the identification of fuzzy measures. In this respect, we split the
dataset into two parts: a training set (TR.S) and a testing set (TE.S). In TR.S,
for each combination we calculate the MAE and RMSE using combinations of
dimensions weights. Then, we select the combination which gave the best result
in terms of MAE and RMSE throughout TR.S.

For reasons of lack of sufficient space, we present an application of Choquet
integral only on Music dataset, we did the same procedure for other datasets.

In our approach, we have tested 63 combinations of dimensions weights. The
combinations are obtained with a pitch of 0.1 and such that the sum of four par-
tial individual weights of the four context dimensions: mood (M), Weather (W),
Time (T) and Activity (A) is equal to 1. The weight of a subset of dimensions
is the sum of the weights of the individual dimensions contained in this subset.

For reasons of lack of sufficient space, we present, in Table 2, seven combi-
nations with a correspondent weight μi among the 63 combinations. For each
combination, we apply Choquet integral on the four context dimensions using the
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training set and we compute the two metrics. According to the obtained results,
μ0 presents the best combination which minimize MAE and RMSE obtained
across TR.S. Next, in TE.S, we have applied the least squares method on the
combination of μ0 to obtain the final combination μ∗. It is situated in the last
row of Table 2. The least squares method based on quadratic programming uses
the best combination returned by the training step μ0 to provide an optimal
solution which represents the combination of μ∗. We obtain finally the weight of
each dimension and the weight of subsets of dimensions through μ∗.

We notice that mood dimension has the highest individual weight (equals
to 0.36). For example, after a long tiring day, Alexander prefers to listen clas-
sical music rather than disco music. The Choquet integral responded well to
this preference by assigning an important weight to (M) in recommending
music. Although, mood has an important individual weight, we observe that
the obtained weights of the subsets {M,T} and {M,A} are negative. Here we
speak of negative synergy: the union of dimensions does not bring anything, and
the importance of the pair is almost the same as the importance of the single
dimension. However, the combination of {W,M}, {W,T} and {W,A} have pos-
itive interaction degree. It is explained by a positive interaction between these
dimensions. We conclude that our approach gives more importance to these cor-
related dimensions {W,M}, {W,T} and {W,A}.

For the triplet combinations, we notice that all the obtained results by the
least squares method are positive and important. Therefore, the correlation
between three dimensions lead to a good interaction between them. We analyze
the dependence between dimensions by the computation of interaction index [5].

Given a dimension dimi its interaction with a dimension dimj is defined by
Idimidimj

.
We obtain the following values: IW,M = 0.05, IW,T = 0.07, IW,A = 0.08,

IT,M = −0.07, IA,M = −0.04, IT,A = −0.4. Positive values demonstrate positive
interaction between relevance dimensions considered when combined together.
We conclude that only the subsets of {W,M}, {W,T} and {W,A} present corre-
lated dimensions.

After obtaining dimensions weights and correlated dimesions by Choquet
from the first step, we apply the fuzzy logic to infer user situation.

To determine the situation, we used an open source Java library called jFuzzy-
Logic [2]. The main goal of jFuzzyLogic is to bring the benefits of open source
software and reduce programming work. It offers a fully functional and complete
implementation of a Fuzzy Control Language (FCL) format. FCL uses exclu-
sively a Fuzzy Inference System (FIS). All fuzzy language definitions should be
within a FIS, it includes: input and output variables, membership functions and
fuzzy inference rules. The output and the input variables are fuzzy variables and
expressed as linguistic variables. Each linguistic variable is characterized by a
variety of terms called linguistic terms. Each term is composed by a name and
a membership function. For example:

– Linguistic variable: time
– Linguistic terms:

• morning: if time ∈ [6 am, 12 pm]
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Fig. 2. Fuzzy membership function for time

• afternoon: if time∈ [12 pm, 5 pm]
• evening: if time ∈ [5 pm, 7 pm]
• night: if time ∈ [7 pm, 12 am]

The membership function for the input variable time is shown in Fig. 2. In
this example the membership function is triangular. We chose some common
situations in which participants listen to music: waking up, commuting, work-
ing/studying, exercising, relaxing, housework and sleeping. To determine the
situation, we define some IF-THEN rules. Within each rule, the antecedent (the
IF part) is composed of only correlated context dimensions connected by AND
operators. In our case the antecedent for IF-THEN rules is composed of {W,M}
or {W,T} or {W,A} dimensions. We have already proven previously through
Choquet and the interaction index that these dimensions are correlated. Now
we define some fuzzy rules:

RULE 1: IF weather IS cloudy AND time IS morning THEN situation IS
sleepy;
RULE 2: IF weather IS sunny AND mood IS active THEN situation IS
working;
RULE 3: IF activity IS relax AND weather IS rainy THEN situation IS
relaxing;

After specifying the weights of input variables, JFuzzyLogic will calculate and
will show the output variable, in our case the situation as well as the degree of
support for each rule. In the last step, we predict the rating according to the
obtained weighted situation.

4.4 Results and Discussion

The study on the effectiveness of our approach was conducted based on all test
combination and in comparison with contextual baselines (CAMF C, CAMF CI,
CAMF CU). Table 3 illustrates all the experiment results measured by MAE,
RMSE, precision and recall on three datasets. This table shows that FWR
achieves the best results consistently which indicates the accuracy of our app-
roach and demonstrates the effectiveness on using weighted and correleted con-
textual dimensions in the prediction process. In fact, our approach is able to
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beat CAMF in the presented datasets across all four metrics. It is able to obtain
comparable results with CAMF-C in the Food data. Comparing with the best
performance of other algorithms, FWR improves the RMSE values by 11 %, 26 %
and 25 % on the Food, Movie and Music datasets respectively. In terms of the
MAE on Movie and Music datasets respectively, FWR gives an improvement of
12 % and 31 % over the best performance of the mentioned baselines. However,
the MAE of the proposed approach is a little lower on the Food dataset, this
may be because the limited number of contextual conditions in this dataset.
Let us note that our approach has the highest relative progression on precision
with a 5 %, 49 % and 332 % improvement in the Food, Movie and Music datasets
respectively, compared with the best performing baseline CARS algorithm. It is
obvious that FWR improves greatly on the Music dataset, which proves FWR
to be particularly helpful for the dataset with rich contextual dimensions.

In short, those experimental results demonstrate that the importance of con-
textual dimensions and their interaction directly influences the inference of the
current situation thus recommendations accuracy. Imagine for instance, it is rain-
ing, the user is on lunch break, and he likes to eat in an outdoor restaurant, the
importance of mood should be little. However, the weather is very important,
also the time of day dimension should be combined to the weather dimension to
distinguish the appropriate meal for the appropriate time (breakfast, lunch or
dinner). We conclude that assigning weight to each contextual dimension and to
each dimensions combination using the proposed weighting technique and then
applying it for situation inference can substantially improve the rating prediction
accuracy than the conventional and the other methods.

5 Conclusion

In this paper, we presented an overview of works concerning prediction rating
and fuzzy inference in context-aware recommender systems. We have proposed
a new approach for rating prediction according to the current situation. Based
on the Choquet integral, the proposed approach is able to weight contextual
dimensions then model the interactions that may exist between them. The study
focuses on fuzzy rules which takes the correlated context dimensions into account
to infer user’s current situation. The evaluation of our approach, in rating pre-
diction task is based on three real-world datasets, it showed its superiority over
standard prediction methods. This approach is helpful to improve rating predic-
tion quality, consequently to improve recommendation performance. There are
many ways in which this work can be applied and/or extended. First of all, we
plan to integrate our approach in other recommendation algorithms, using addi-
tional metrics, such as ranking-oriented metrics (MAP, NDCG). Additionally, it
is needed to evaluate our approach using more larger contextual datasets, this
task is currently under achievement by our team.
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Abstract. In human-agent automated negotiations, one of crucial prob-
lems is how a negotiating agent updates conceding strategies in the light
of the new information during the course of a negotiation. To this end,
this paper proposes a novel model of a seller negotiating agent, which can
be used in human-agent negotiations. More specifically, it can dynami-
cally change its conceding strategies according to the remaining time and
opponents’ cooperative degree. We use type-2 fuzzy rules to determine
such changes because the rules of this kind can well reflect uncertain
information in human-computer negotiations. Finally, our agent is eval-
uated by both agent-agent and human-agent experiments.

Keywords: Automated negotiation · Fuzzy logic · Conceding strategy ·
Human-computer negotiation · Type-2 fuzzy set

1 Introduction

Due to the popularity of electronic commerce, it has become more and more
necessary to employ software agents [9] negotiating on behalf of human users in
the online trading, so that they can save the time and other costs, reduce logical
errors caused by fatigue when dealing with too much information during the
course of a negotiation [4,9,10]. So, huge numbers of automated negotiation sys-
tems (e.g., [1,7,10,21]) have been proposed. In an automated negotiation system,
the main components are the negotiation protocol and strategy. The former one
determines how the negotiation is carried out, and the latter determines how to
generate offers during a negotiation, which is critical for good negotiation results.
Therefore, lots negotiation strategies have been designed [2,3,14,17], but most of
them are designed for negotiating with another agent, rather than a real human,
which is more sophisticated than a software agent.

However, with the rapid growth of B2C markets, human-computer negotia-
tion (i.e., a software agent acting on behalf of one party negotiates with a human
counterpart) will be more applicable [1,8,22]. Different from complete rational
agents, humans are often boundedly rational, easily affected by mood, relation-
ships or other social factors, and use heuristics to make decision, sometimes
making mistakes and so on. Since the assumptions such as complete information
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 222–235, 2016.
DOI: 10.1007/978-3-319-47650-6 18
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or rationality may not hold any more for many such examples in daily negotia-
tion [8], more powerful negotiation strategies are required for a software agent
to negotiate properly with different types of humans.

Thus, in this paper, we will propose a new negotiating agent of seller,
equipped with an adaptive strategy that can be used to negotiate with both
agents and humans well about one issue (price). Our main contributions are:
(i) propose a method for evaluating the cooperative degree of opponent based
on the opponent’s offers and the seller’s reservation price; (ii) identify a group of
type-2 fuzzy rules for the inference from the time left and the cooperative degree
of opponent to the concession rate and the reservation price; and (iii) give the
method for determining the offer of a negotiating agent according to the updated
concession rate and reservation price. The effectiveness of our model is confirmed
by both agent-agent negotiation experiments and agent-human experiment.

The rest of this paper is organised as follows. Section 2 recaps the basic con-
cepts and notations of interval type-2 fuzzy logic. Section 3 proposes the model
of our negotiating agent. Section 4 does our experimental analysis. Section 5 dis-
cusses the related work. Finally, Sect. 6 concludes the paper with future work.

2 Preliminaries

In this section, we recap some necessary concepts and notations in interval type-2
fuzzy sets (IT2FSs) [13], and interval type-2 fuzzy logic systems (IT2FLSs) [11].

Fig. 1. An example of T1FS Fig. 2. An example of IT2FS

We start with the definitions of interval type-2 fuzzy sets (IT2FSs).

Definition 1. An interval type-2 fuzzy set Ã on a nonempty set X is represented
as

Ã =
∫

x∈X

[μ
˜A
(x), μ

˜A(x)]
x

, (1)

where μ
˜A

and μ
˜A are two mapping from X to [0, 1], called the upper membership

function (UMF) and lower membership function (LMF) of interval type-2 fuzzy
set Ã, respectively, and ∀x ∈ X, 0 ≤ μ

˜A
(x) ≤ μ

˜A(x) ≤ 1.
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In the above definition, if ∀x ∈ X, μ
˜A
(x) = μ

˜A(x), then Ã is a type-1 fuzzy
set. The main difference between type-1 fuzzy sets (T1FSs) and interval type-2
fuzzy sets (IT2FSs) is their membership functions. In T1FSs, the membership
degrees are crisp values, while in IT2FSs, they are intervals. Hence, IT2FSs
are more useful than T1FSs when it is hard to estimate the precise membership
functions. For example, the linguistic term: about four can be regarded as a T1FS
(denoted as A) and an IT2FS (denoted as Ã) in Figs. 1 and 2, respectively. In
Fig. 1, μA(2.5) = 0.75 can be interpreted as the degree to which 2.5 is about four
is 0.75; in Fig. 2, μ

˜A
(2.5) = 0.25 and μ

˜A(2.5) = 0.75, which can be interpreted
as the degree to which 2.5 is about four is between 0.25 and 0.75.

Fig. 3. The block diagram of an IT2FLS

Now we brief the framework of interval type-2 fuzzy logic system. As shown
in Fig. 3, the IT2FLS consists of four parts: the fuzzifier, which translates crisp
inputs into fuzzy input sets according to the membership functions of linguistic
variables of inputs; the inference engine, which maps fuzzy input sets into fuzzy
output sets according to fuzzy inference based on fuzzy rules; the type-reducer,
which performs a type reduction (TR) procedure to map a type-2 fuzzy set into a
type-1 fuzzy set; and the defuzzifier computes the final crisp outputs. The type-
reducer and defuzzifier are the output processing of IT2FLS. There are many
methods used in type reduction, and in this paper, we employ the center-of-sets
type-reducer, which is the most commonly used one.

The fuzzy rules are expressed as the IF-THEN forms as follows:

Rn: IF x1 is X̃n
1 and · · · and xI is X̃n

I , THEN y is Y n, n=1, 2, . . . , N

where X̃n
I (i = 1, . . . , I) are the antecedent IT2-FSs and Y n = [yn, yn] is an

interval. The inference from crisp inputs, x′ = (x′
1, x

′
2, . . . , x

′
I), to crisp outputs

is shown as follows:

(i) Calculate both the upper and lower membership degrees of x′
i on each X̃n

i ,
[μ
˜Xn

i
(x′

i), μ
˜Xn

i

(x′
i)], i = 1, . . . , I, n = 1, 2, . . . , N .

(ii) Calculate the firing interval of the nth rule as follows:

Fn(x′) ≡
[
fn, f

n
]
, (2)

where fn = μ
˜Xn
1
(x′

1) × · · · × μ
˜Xn

I

(x′
I) and f

n
= μ

˜Xn
1
(x′

1) × · · · × μ
˜Xn

I
(x′

I).
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(iii) Perform type-reduction to combine Fn(x′) and the corresponding rule con-
sequents. Here we just discuss the center-of-sets type-reducer as follows:

Ycos(x′) =
⋃

fn∈F n(x′)
yn∈Y n

∑N
n=1 fnyn

∑N
n=1 yn

= [yl, yr] , (3)

where

yl =

∑L
n=1 f

n
yn +

∑N
n=L+1 fnyn

∑L
n=1 f

n
+

∑N
n=L+1 fn

, yr =

∑R
n=1 fnyn +

∑N
n=R+1 f

n
yn

∑R
n=1 fn +

∑N
n=R+1 f

n ,

where L and R are calculated by using Karnik-Mendel (KM) algorithms.1

(iv) Calculate the crisp output by y = yl+yr

2 .

3 A Negotiating Agent

This section proposes a seller agent to negotiate adaptively with human or agent
buyers.

The negotiation scenarios we consider in this paper is a single issue (e.g.,
price) human-agent negotiation. Our purpose is to build a seller agent that is able
to negotiate with other agents or humans automatically and adaptively changes
its negotiation strategies responding to the opponent’s actions during the course
of a negotiation. In this paper, we use the most common negotiation protocol: an
alternating offers protocol [20]. That is, a buyer and a seller give their offers to
each other and generate counter-offers according to their negotiation strategies
alternately. Both the seller and the buyer have a range of acceptable prices,
which are presented as [P s, P s] and [P b, P b], respectively, where P s and P b can
be regarded as the opening prices offered by the seller and the buyer, and P s

and P b are their reservation prices, respectively. Then interval [P s, P b] is the
zone of agreement, in which a mutually acceptable outcome they could reach is.

Firstly, we present the model of our negotiating seller agent as follows:

Definition 2. A seller agent is 7-tuple (P s, P s, Ds, Us, As, Ss, IT2FLS),2

where:

(i) P s is the opening price of the seller.
(ii) P s is the reservation price of the seller. That is, any offer lower than the

price is not acceptable to the seller.
(iii) Ds is the seller agent’s negotiation deadline of time.

1 It takes about two pages to display the whole algorithm. So, for the sake of space,
we do not show it here but the reader can check out its details in [12].

2 The methodology of the seller agent model can also be applied to a buyer agent.
But in this paper, we will pay more attention in the situation where the seller is an
agent with adaptive strategies, while the buyer is a human, or an agent with fixed
strategies.
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(iv) Let P = [P b, P b] be the set of all possible offers of a buyer and T =
{1, 2, 3, . . . } be the set of negotiation rounds, the seller’s utility function
is:

∀p ∈ P,∀t ∈ T,Us(p, t) =
{

p − P s if t ≤ Ds,
0 if t > Ds.

(4)

(v) Let pt
b→s denote the price offered by the buyer to the seller at time t and

pt+1
s→b be the price offered by the seller to the buyer at time t + 1. Then the

action that the seller agent can take is represented as follows:

As(p
t
b→s, t) =

⎧
⎨

⎩

Quit if t > Ds,
Accept if Us(p

t
b→s, t) ≥ Us(p

t+1
s→b, t + 1),

Propose counter-offer pt+1
s→b otherwise.

(5)
(vi) Ss represents the seller agent’s negotiation strategy, denoted as 2-tuple

(P s, ψs), where ψs depicts the concession rate of the seller agent.
(vii) IT2FLS is an interval type-2 fuzzy system that generates negotiation strate-

gies adaptively according to the information of negotiation time and oppo-
nent’s offers.

Negotiation strategies refer to the way in which how the agent generates
counter-offer during the course of a negotiation. One of the most significant
strategies is the kind of time-dependent strategies [2]. Offers that are generated
by this kind of negotiation strategies can be represented as follows:

pt
s→b = P s + (1 − φs(t))(P s − P s), (6)

pt
b→s = P b + φb(t)(P b − P b), (7)

where φa(t) =
(

t
Da

)ψa

, in which Da is the deadline of agent a ∈ {seller, buyer},
and ψa is the concession rate parameter, which reflects different ways for chang-
ing the speed of conceding as time goes on. Fatima et al. [3] distinguish three
time-dependent strategies as follows: (1) Boulware [16]: when ψa > 1, the speed
of concession increases with the time; (2) Conceder [15]: when ψa < 1, the speed
of concession decreases with the time; and (3) Linear: when ψa = 1, the speed
of concession is constant.

Fig. 4. An example of three time-dependent concession strategies of the seller and the
buyer
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Figure 4 illustrates the three time-dependent concession strategies that sellers
and buyers can use in a negotiation, respectively. In this example, we suppose the
deadlines of both a seller and a buyer are the same, denoted as T . The horizontal
axis shows the negotiation time and the vertical axis represents the concession
the agents could make. The curves with star markers describe the tendency of
generating offers by the seller with the three concession rate parameters of ψs =
5, ψs = 0.2 and ψs = 1, respectively. Similarly, the curves with circle markers
show the strategies of the buyer. From this figure, we can see that the different
combinations of strategies of the seller and buyer will lead to different outcomes
and cost different negotiation times. For example, if both agents use Boulware
strategies, it will take a lot of time to achieve a fair agreement. However, if
the seller agent uses a Conceder strategy but the buyer agent uses a Boulware
strategy, the buyer agent will get a very low price.

However, it is difficult to use such fixed strategies to handle dynamical sit-
uations in human-agent negotiation [1,8], because they will lead to enormous
reduction of utility and time consumption in some cases (e.g., using a Con-
ceder strategy to deal with a Boulware strategy). Especially, in the human-agent
negotiation, humans’ strategies change very differently and so are hard to be pre-
dicted. Hence, in this paper, we construct an adaptive negotiation strategy, i.e.,
the agent can change the current strategy in the light of the new information
during the course of a negotiation. By formula (6), a strategy is determined by
the concession rate parameter and the reservation price. So, we will establish an
interval type-2 fuzzy system (IT2FLS) based on fuzzy rules to adaptively adjust
these two parameters in the process of negotiation, which can facilitate the effi-
ciency of negotiation and improve the utility of the seller agent. The reason why
we apply interval type-2 fuzzy system is as follows. Firstly, it can well reflect
reasoning based on uncertain information in human-computer negotiations. Sec-
ondly, interval type-2 fuzzy sets are flexible enough to describe the membership
degree of linguistic terms given by humans in a range and make the reasoning of
high uncertainty possible, because it is hard to represent the precise membership
functions in terms of type-1 fuzzy set. Finally, this approach provides the user
with a flexible update method by adjusting the rules of reasoning in the face of
different scenarios.

There are two inputs and two outputs in our interval type-2 fuzzy system. The
inputs are Remaining Time (RT) and Cooperation Degree (CD), and the outputs
are Concession Rate (CR) and Reservation Price (RP), respectively. Specifically,
the system will calculate the corresponding CR and RP for the seller agent in
the next round according to the remaining time and the cooperation degree to
which the buyer shows its cooperation in the last round in the negotiation. The
percentage of remaining time, which is based on negotiation time t, can be simply
calculated by RT (t) = 1 − t

D , while the calculation of cooperation degree will
be detailed later on in this section. The reasoning process of the fuzzy system is
based on our fuzzy rules. We will introduce the fuzzy linguistic terms and fuzzy
rules in this section.
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Fig. 5. Membership functions of RT
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Fig. 6. Membership functions of CR

In our fuzzy system, two fuzzy input variables (RT and CD) take linguistic
terms, including very low, low, medium, high and very high, respectively, which
is an effective way to reflect people’s perception [24]. The meanings of such
five parameters’ linguistic terms are intuitionistic. The very high remaining time
indicates that there is a lot of time left for the agent to negotiate before the
deadline, while very low remaining time means that the time left for the nego-
tiation agent is very limited before the deadline. Similarly, we can understand
the other linguistic terms (i.e., low, medium, high) of both two parameters (i.e.,
remaining time and cooperation degree).

In an interval type-2 fuzzy logic system, these linguistic terms can be mod-
elled by the interval between the upper membership function (UMF) and the
lower membership function (LMF). In this paper, we employ the trapezoidal type
of upper membership functions and trigonal type of lower membership functions,
respectively, as follows:

μ
˜A(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if x ≤ a,
x−a
b−a if a ≤ x ≤ b,

1 if b ≤ x ≤ c,
d−x
d−c if c ≤ x ≤ d,

0 if x ≥ d.

μ
˜A
(x) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if x ≤ a,
x−a
b−a if a ≤ x ≤ b,
c−x
c−b if b ≤ x ≤ c,

0 if x ≥ c.

The membership functions of the five linguistic terms of remaining time and
cooperation degree are shown in Figs. 5 and 6, respectively.

The outputs of the interval fuzzy system are calculated according to fuzzy
rules, which are summarised in Table 1. Every rule consists of the antecedent
and the consequent. The former includes the information about remaining time
before the negotiation deadline and the cooperation degree of the opponent
shown in the last negotiation round. The latter indicates how the agent responds
to the opponent’s offer through adjusting both the concession rate parameter
and reservation price. For example, rule 1 means that if there is a plenty of
negotiation time left and the opponent adopts a more cooperative posture, then
the agent concedes more quickly (ψs is in an interval between 0.1 and 0.2) and
the reservation price remains constant (the increase rate of P s is 0). Similarly,
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Table 1. Fuzzy rules

1 If RT is very high and CD is very high, then CR is [0.1 0.2] and RP is [0 0]

2 If RT is very high and CD is high, then CR is [0.2 0.5] and RP is [0 0]

3 If RT is very high and CD is medium, then CR is [0.5 1] and RP is [0 0]

4 If RT is very high and CD is low, then CR is [0.5 1] and RP is [0 0.1]

5 If RT is very high and CD is very low, then CR is [1 2] and RP is [0.1 0.2]

6 If RT is high and CD is very high, then CR is [0.1 0.2] and RP is [0 0]

7 If RT is high and CD is high, then CR is [0.2 0.5] and RP is [0 0]

8 If RT is high and CD is medium, then CR is [1 1] and RP is [0 0]

9 If RT is high and CD is low, then CR is [1 2] and RP is [0 0.1]

10 If RT is high and CD is very low, then CR is [2 3] and RP is [0.1 0.2]

11 If RT is medium and CD is very high, then CR is [0.5 0.8] and RP is [0 0]

12 If RT is medium and CD is high, then CR is [0.8 1] and RP is [0 0]

13 If RT is medium and CD is medium, then CR is [1 2] and RP is [0 0]

14 If RT is medium and CD is low, then CR is [2 3] and RP is [0 0.1]

15 If RT is medium and CD is very low, then CR is [3 4] and RP is [0 0.2]

16 If RT is low and CD is very high, then CR is [0.8 1] and RP is [0 0]

17 If RT is low and CD is high, then CR is [1 2] and RP is [0 0]

18 If RT is low and CD is medium, then CR is [2 3] and RP is [0.1 0.2]

19 If RT is low and CD is low, then CR is [2 3] and RP is [0.1 0.2]

20 If RT is low and CD is very low, then CR is [3 4] and RP is [0.2 0.3]

21 If RT is very low and CD is very high, then CR is [0.5 0.8] and RP is [0 0]

22 If RT is very low and CD is high, then CR is [0.8 1] and RP is [0 0]

23 If RT is very low and CD is medium, then CR is [2 3] and RP is [0.1 0.2]

24 If RT is very low and CD is low, then CR is [3 4] and RP is [0.1 0.2]

25 If RT is very low and CD is very low, then CR is [4 5] and RP is [0.2 0.3]

we can understand other rules. It is important to note that the interval of the
outputs in the fuzzy rules are based on both experience and experiments. We
set these parameters in order to improve the capability of negotiating agents.

How to calculate the cooperation degree to which the opponent shows coop-
eration personality is one of the most significant issues when designing our
negotiating agent. In general, the most effective way is to measure the degree
through the opponent’s conceding speed or the offer of opponent [18]. Neverthe-
less, when doing experiments with humans, we find that the humans’ speed of
making concession changes somehow randomly, so from which it is difficult to
see their cooperation personality. Hence, we assess the opponent’s cooperation
degree according to the opponent’s offers. In addition, in real life, people have
different attitudes toward the equivalent concessions with different offers. For
example, if the buyer’s offer in the last round is very low and he gives the same
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Fig. 7. An example of cooperation degree function

concession with another buyer whose offer is in the last round is close to the sell’s
offer, it is obvious that the latter buyer is more cooperative than the former one.
According to prospect theory [5], one of the most important characteristics when
humans evaluate outcomes or offers is loss aversion (i.e., people tend to strongly
prefer avoiding losses to acquiring gains). That is, consumers firstly evaluate the
potential change by distinguishing it as a gain or a loss according to a refer-
ence point. The changes that are regarded as losses will have more impact than
that regarded as gains. In our system, we apply the S-shape value function in
prospect theory to evaluate cooperation degree from the opponent’s offer, where
the reference point is the seller’s reservation price, because an offer of buyer that
higher than the price will result in a profit to the seller, while the one that lower
than the price will lead to a loss to the seller. Formally, we have:

Definition 3. Let P = [P b, P b] be the set of all possible offers of a buyer. A
cooperation degree function of a buyer is a mapping CD : P → [0, 1], given by:

CD(p) =

⎧
⎨

⎩

(p−P s)
α−CD

CD−CD
if p ≥ P s,

−λ(P s−p)β−CD

CD−CD
if p < P s,

(8)

where CD = (P s − P s)
α and CD = −λ(P s − P b)

β .

In the above definition, α and β are diminishing sensitivity parameters, which
reflect how the power of gains and losses change, and λ is the loss aversion
parameter, which depicts the characteristic of loss aversion. In our system, we
set α = β = 0.7 and λ = 2.25. Consider the following simple example where
the opening prices of a buyer and a seller are 20 and 80, respectively. Then
we can see how the cooperation degree changes with the price offered by the
buyer in three situations where the seller’s reservation prices are 40, 50 and 60,
respectively. From Fig. 7, we can see that the speed of the increase of cooperation
degree rises first and then falls slowly with the increase of the buyer’s offer. The
major demographic changes appear near the reference points. It reflects that our
modelling of cooperation degree concerns not only the buyer’s offer, but also the
seller’s reservation price.
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Fig. 8. Outcomes via four strategies when countering different types of buyers

Fig. 9. Seller with adaptive strategy to buyers with different fixed strategies

4 Experiment

This section will analyse our negotiating agent via two kinds of experiments.
The first experimental is about agent-agent, which setup is as follows. A

buyer agent wants to buy a mobile hard drive from a seller agent. The acceptable
price intervals of the seller and the buyer are [P s, P s] and [P b, P b], respectively,
where P s = 80 and P b = 20, but P s and P b will be set differently in different
experiments. The negotiation deadline for both agents are 100. The agents do not
know the reservation prices and the deadlines of each other. In order to make the
negotiation results more comparable, we set three negotiation scenarios where
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the buyer agents use Conceder (ψb = 0.2), Linear (ψb = 1), and Boulware
(ψb = 5), respectively. In each negotiation scenario, the seller agents apply our
adaptive strategy and other three time-dependent strategies (ψs = 0.2, ψs = 1,
ψs = 5) to negotiate with the buyer agents. In order to explore the impact of
the size of agreement zone to the negotiation outcomes, we gradually expand the
agreement zone [P s, P b] by decreasing the seller’s reservation price from 47 to 20
and increase the buyer’s reservation price from 53 to 80 in the same speed. Then
the size of agreement zone will change from 6 to 60. We evaluate the performance
of the strategies through the utilities of seller agent and the negotiation times.

The experimental results are summarised in Fig. 8, which shows the perfor-
mances of our seller agents with different strategies when encountering different
types of buyer agents. More specifically, Figs. 8(a) and (b) show how the utilities
of our seller agent and the negotiation times change with the size of agree-
ment zone in the negotiations where the buyer agent uses a Conceder strategy,
respectively. Similarly, Figs. 8(c) and (d) show the situation where the buyer
agent uses a Linear strategy; and Figs. 8(e) and (f) show the situation in which
the buyer agent uses a Boulware strategy. From Fig. 8, we can see that no mat-
ter what type of the buyer agent is, the utility of the seller agent increases and
the negotiation time decreases when the size of agreement zone increases. And
our adaptive strategy leads to the outcomes that bring the higher utilities to
the seller agent than the Linear and Conceder strategies when facing buyer
equipped with Linear or Boulware strategies, and outperforms the Conceder
strategies when facing buyer equipped with Conceder strategies. Although the
Boulware strategies always get the highest utilities for our seller agents when
encountering different types of buyer agent, it spends the highest negotiation
time compared to the other strategies.

Compared to other strategies, our adaptive strategy has achieved a good
balance between utility and time consumption. Specifically, Fig. 9 illustrates how
our adaptive strategies respond to other strategies in a situation in which P s =
30 and P b = 70. We can see that the proposed strategy will adjust its concession
rate to different types of buyer agents according to fuzzy reasoning based on the
updated information. For example, in Fig. 9(a), the seller agent makes a great
concession when the buyer is compromised in the beginning. In Figs. 9(b) and
(c), the seller adopts totally different styles of strategies to face the buyers with
Linear and Boulware strategies, respectively.

A B C
0

20
40
60
80

100
agreement rate

(a)

A B C
0

10
20
30
40

average utility

(b)

A B C
0
5

10
15
20

average round

(c)

Fig. 10. Results of agent-human negotiation
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Now we turn to the second experiment about agent-human negotiation, which
purpose is to evaluate the performance of our negotiating agent with real human
opponent. In this experiment, 40 human subjects are asked to play role of buyer
and are told that their reservation price is 70. They can see and respond to the
seller agent’s offer on a computer platform we developed. And they are assigned
to negotiate with three types of sellers equipped with adaptive strategies (A),
Boulware strategy (B) and Conceder strategy (C), respectively. The reservation
price of the seller agent is 30 and its deadline is 20. Both sides have no ideas
about the reservation prices and deadlines of each other.

Figure 10 summarises the agent-human experimental results, including the
percentage of agreement rate (Fig. 10(a)), the average utility of seller agent in
successful negotiation (Fig. 10(b)), and the average negotiation round needed
in successful negotiation (Fig. 10(c)). We can see that, although the Boulware
strategy achieves the highest average utility when there is an agreement between
the seller and the buyer, the agreement rate is very low (20 %) and the average
round is very high (about 17 rounds). It means that if the seller agent uses
Boulware strategy to respond to a real human, it is likely to lead to a break-
down in negotiations. This may be because the strategy is so competitive that
the opponent loses patience, and does not think that there is an opportunity for
cooperation with each other. However, the adaptive strategy gets a high agree-
ment rate with human opponent and spends little time in negotiation, which is
similar to the Conceder strategy, while the average utility is higher than that of
Conceder strategy. Hence, the proposed strategy is suitable for our negotiating
agent in agent-human negotiations.

5 Related Work

Ren et al. [19] study the adaptive change of agents’ strategies in open, dynamic
markets, and design market-driven negotiation strategies. Actually, in this paper
we extend their strategies via changing the concession rate in the light of nego-
tiation information. However ours can negotiate with human, which theirs is
not concerned with. Ours can also adjust the reservation price to prevent being
excessively exploited by human opponents.

Shyur and Shih [21] propose a purchase negotiation support system, in which
preferences of negotiators are represented by the S-shape value functions [5].
Their experiments confirm that value function can well reflect behaviours of
negotiators and their attitudes towards risk. However, we use a value function
differently, i.e., to use it to evaluate the cooperative attitude of its opponent,
thus better determine how to adjust its strategy in the new round during the
course of a negotiation.

Kolomvatsos et al. [6] develop a negotiating agent with an adaptive fuzzy
logic system, and their fuzzy rules and membership functions can be updated.
Their fuzzy logic system is of type-1, while ours is of type-2; and their negotiation
is just for agent to agent, while ours can also for computer to human. And our
experiments show our agent performs well in negotiation scenarios with real
humans.
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Some researchers design intelligent agents that concern both economic out-
comes and socio-psychological outcomes in human-computer negotiation. For
example, in [23], what developed is a win-win seeking negotiation agent using
strategies of simultaneous equivalent offers and delayed acceptance. Our negotiat-
ing agent also takes the opponent’s socio-psychological outcomes into considera-
tion via the construction of fuzzy rules. For example, our agent can adjust strate-
gies to achieve an agreement quickly to prevent opponents’ losing his patience.

6 Conclusion

This paper designs a seller agent that can adaptively changes its conceding
strategies during a negotiation with other agents or humans. Specifically, the
model of our seller negotiating agent is equipped with an interval type-2 fuzzy
system (a good tool for handling uncertain reasoning). Moreover, we developed
a method to evaluate opponent’s cooperative attitude, based on which our agent
can adjust its strategies to achieve an agreement more quickly. Finally, two exper-
iments shown that compared with the fixed strategies, our negotiating agent
that takes adaptive strategy performs well in both agent-agent negotiation and
human-agent negotiation scenarios.
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Abstract. With the rapid but still incomplete maturation of the infor-
mation retrieval research related to multimedia document, the progress
of a new solution requires the extraction of semantic information from
the content. It should be however, not only extracted from the content
but it should also present the different semiotics meaning conveyed in the
content. In our work, we concentrate our efforts on the movie documents.
In fact, the knowledge extracted separately can conceal the global vision
on the sequence of events or analysis of history conveyed in a film. In this
context, we are interested in this paper to generate relationships either
between sub-parts of the same movie or between movies. Consequently,
we propose an inference reasoning to build these relationships in order
to reveal the hidden knowledge semantics of resources. These relation-
ships are basically based on the semiotic description that poses a major
challenge. A case study where we substantiate and prove the accurate
performance of our proposed process is highlighted.

Keywords: Semiotic · Movie · Rule · Inference

1 Introduction

The information retrieval in the multimedia document is increasingly reaching a
certain maturity. In fact, it remains a very useful phenomenon despite its young
discipline. Indeed, the audiovisual documents are resources of high descriptive
capacity but are miss used in the querying process because of the lack of extract-
ing descriptive metadata. Several search engines based on the manual annota-
tion such as VideoAnnEx or semi-automatic annotation like Advene, ANVIL
of the audiovisual document, which seems to be the first solution. However, if
this approach seems natural and brings about an audiovisual search problem,
it still remains an unsatisfactory way. Indeed, the disadvantages of this type
of description are not limited only to the multiple meanings of the document
but also appear on the lack of the description related to the content. Conse-
quently, an automation of audiovisual documents description process is required.
Indeed, the core aspect related to a pertinent metadata extraction process is the
extraction of the descriptions that are related to the content. Therefore, we pro-
pose, in this paper, not only the analysis of the audiovisual content to extract
c© Springer International Publishing AG 2016
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semantic description but also the extraction of semantic relationships between
the extracted description in order to achieve the highest semantic level. So, the
extraction of descriptions requires the passage from one semantic level to a higher
one. In this regard, the extraction of the semantic relationship should be able
to develop the structures of semantic and contextual descriptions. In fact, a key
advantage of this solution is that it ensures consistency description of interro-
gation by the interoperability between the different resources. To explain our
proposed process, the following organization is proposed: after presenting the
existing problems and some possible solutions in this section, we will discuss in
the second section a brief overview in the first place on the related work based
on the extraction of semantic relationships and in the second place on semiotic
relationships. We will be interested thereafter in Sect. 3 to describe the different
steps of our proposed process to generate the different relationships. Section 4 is
a case study in which our proposed solution has been substantiated and tested.
Finally, Sect. 5 contains conclusions and some reflections on possible openings
and on our future work.

2 Related Works

The annotation and the extraction description of the multimedia document rep-
resents the main point of information retrieval. However, many applications
require a finer granularity of information such as indexing and searching from
the content. In this context, several works in the literature propose different
methods in order to extract description. These methods relay essentially either
on low-level or high-level descriptions. However, even these high-level descrip-
tions used for indexing of video content, are not sufficient to provide information
semantically conveyed in the content. For this reason, we propose in this paper
a process that defines not only the semiotic description presenting the meaning
from the movie document but also a set of semiotic relations defined semantically
in order to extract the hidden semantics. In this section, we present an overview
of the most relevant works proposed in the literature related to the extraction of
semantic relationships and we define thereafter the different semiotic relation-
ships.

2.1 Semantic Relationships

Semantic relationship extraction is a bio-inspired processing of the human men-
tal system. This process, as its name suggests, allows identifying the semantic
from a set of information. In the literature, a few studies have been devoted
to extract semantic relationships of multimedia resources which aim to facili-
tate the annotation and the retrieval of these documents. In [1], the authors
accomplished in their work a classification approach based on the semantic rules
generation for image annotation. A formal writing for these rules is proposed
via the logic of predicates. The classification techniques are based on a thematic
grouping by using the fuzzy c-means algorithm. Recently, in [7], the authors
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have proposed a method for interlinking multimedia resources. This method is
based on the extraction of the semantic through some defined rules. It defines
a set of relationships such as Talk, Talk About, Speak, Speak About,... Indeed,
the objective behind these relationships is to simplify and automate discovering
the hidden semantics between multimedia resources. Other research works have
focused on extracting the semantic relations of multimedia document by using
the external textual description related to the document. In order to extract the
semantic relationships between concepts in the image, the authors in [6] propose
a cross-modal method which is based on the tagged images on Flickr. It considers
the features extracted as a latent space to calculate a representative distribution
of latent variables for each concept. In the same context, several works are inter-
ested in extracting the semantic relations of the textual document. In order to
detect the semantic relations between Wikipedia entities, Xu, M in [10] used a
learning model to identify features from the entity in Wikipedia infoboxes. This
process facilitates the creation of RDF links between DBpedias instances. Again
by using the textual document, [5] proposed a method based on the entity link-
ing in a web text. The suggested method determines a collective entity linking
based on a graph which can model the global interdependence between enti-
ties. Then, an inference algorithm is used. Despite the efficiency proven by these
studies, some lacks are highlighted. Indeed, these works extract methods which
have identified the relations either between the annotated concepts or between
the predefined relationships. In fact, the annotated concepts do not consider
the semantic conveyed in the content. According to the feature or description
used in the process of generation relationship, we notice a lack of some prede-
fined extracted descriptions and other relations are inaccurate. Consequently,
the more the description used is semantically and related to the content, the
more the relationships generated are pertinent. In this work, we focus on the
cinematic audiovisual document by using a set of semiotic description in order
to extract semiotic relationships between resources. The goal behind this work
is to ameliorate the movie retrieval. In the following section, we will define the
semiotic description and presents the different semiotic audiovisual relationship
proposed in the literature.

2.2 Semiotic Relationships

The semiotics is defined as a process which allows to study the meanings
of the content. In fact, the semiotic audiovisual is the process of the signifi-
cance of audiovisual document in order to have a bridge with different seman-
tics and meaning conveyed which is contained in the audiovisual document.
In this context, [8] P.Stockinger was interested in his work by extracting the
semiotic descriptions of audiovisual documents. Indeed, he defines different the-
matic descriptions. The semiotic description that we have used in our work
are: ‘Genre’(represents the genres related to the audiovisual segmentsuch as
drama, Action, adventure’...), ‘Dominant Theme’(represents the topic related in
each audiovisual segment), ‘theme of discourse’(represents all extracted themes
in each segment), ‘taxeme’(represents the pertinent ‘theme of discourse’) and
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‘specified theme’(represents the keywords related to the segment. A combination
process between the keywords extracted form the synopsis [2] and the adapted
LDA model [3]). Besides, P. Stockinger defines in his study a set of semiotic rela-
tionships such as: ‘Taxonomic’(A taxonomic relationships allow giving an explicit
description of the relative similarity between filmic situations. This relationship
can be classified into two types such as: Generalization/Specification between
filmic situations or events and similarity/contrast between them), ‘Meryon-
imic’(A meryonimic relationship explains the various components or constituents
that link filmic situations. We distinguish different types of relationships such as:
composition, dependence, membership and location) and ‘Narrative’(A narrative
relationship allows defining the different thematic links between filmic situations
such as: Chronology (eg. Situation1 follows Situation1), Scalability of events or
action, rhetoric, cooperative, polemic).

3 Process of Semiotic Relationship Extraction

Faced with the growing mass of audiovisual document, and the user’s dissat-
isfaction with information retrieval in the movie document content, we find it
essential to overcome these difficulties. Indeed, we focus in our work on solu-
tions to properly operate these huge quantities produced. In fact, the descrip-
tion extraction of an audiovisual movie from the content is becoming an optimal
solution accordingly. In this context, such an approach takes as input semiotic
descriptions extracted from the content via an automatic determination of semi-
otic relationships between films and segments of films. Hence, we propose a set
of semantic rules that allow identifying the possible links in order to eventually
consider other processes of structuring and search for information. The main
goal of this analysis is designed to bridge the gap between, on one hand, the
segment in the same movie and on the other hand between movies. Figure 1 illus-
trates the general principle of our proposed process. It consists of three phases:
(i) semiotic description extraction, (ii) semiotic rules extraction and (iii) infer-
ence reasoning. This process follows the different steps to follow in order to define
our grammar (Fig. 1).

Fig. 1. The steps of the semiotic relationships process
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3.1 Semiotic Description Extraction

As our work focuses on the movie audiovisual documents and in order to obtain
semiotic relationships that improve the retrieval process, we have been inspired
by our description proposed by [2,3]. In [2], we proposed a method based on
the extraction of the genre and keyword from the content of the movie. This
method based mainly on the pre-production document such as synopsis of the
movie by incorporating both semantic and semiotic analysis. From the synop-
sis, a statistical process emphasizes the adaptation of the TF*IDF that allows
identifying the pertinence of each term in the synopsis. This process is pro-
ceeded by a step of removing non-significant terms. So, a semantic process is
highlighted. This process based on the use of the lexical and semantic data-
base wordnet and the combination of a set of semantic measures. By combining
the pre-production documents namely the scenario of the movie and the post-
production documents such as the superposed text in the image [4], we carried
out in [3] a thematic process in order to extract the topic and the theme related
to the movie content. The principle of this process consists in extracting a semi-
otic description proposed by [9] such as: genre(the genre of the movie), D TH
(the Dominant Theme of the movie), TH DISC(the theme of discourse of the
movie), TXM(the taxeme of the movie) and SPEC TH (the specified theme
of the movie). For this reason, a manual segmentation process is set up. The
segmentation provides a set of audiovisual segments following criterion thematic
areas. The results of these phases were taken as a starting point to our proposed
method to extract the semantic relationships between the segments of a movie
(or between the films). The structure of semiotic descriptions obtained repre-
sents basic support to create a grammar. As defined, a grammar is composed of
a set of terminal(T), non-terminal (NT) symbols and a set of production rules.
In our work, we define that: D TH ⊃{th disc1, th disc2,....}, TXM ∈ {th disc1,
th disc2,....}, {TH DISC} ⇒ {spec th1, spec th2, spec th3.....}

From these definition, we can define the following elements of our grammar:
T={ {th disc i},{spec th j}, {txm k}, {genre l }}, NT = {D TH, TH DISC,
TXM, SPEC TH, GENRE}. Based on these elements, the following section
presents the different production rules.

3.2 Semiotic Rules Extraction

Once the semiotic descriptions are extracted from the content of the movie, we
are interested in this section to define the relationship in order to build the first
level semantic rules. In fact, we propose defining two types of relationships such
as ‘Intra-Movie’ and ‘Inter-Movie’. Indeed, these relationships allow identifying
the possible links between movies as well as between segments of the movie. The
objective behind the extraction of these relationships is to eventually consider
the structuring and the search for information. As a matter of fact, the obtained
segments described separately are not always possible to have a global vision on
the sequence of events or analysis of history conveyed in a film. In this respect,
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the consideration of relations between segments will allow to solve this prob-
lem. Starting from the semiotic relations proposed by Peter Stockinger [8], we
present in this section, an overview of our semiotic relations giving an overview
of our solution. Mainly, three types of relations were taken such as Taxonomic,
Meryonimic and Narrative. Based on the different semiotic description (Desc)
extracted Di, several semantic rules can be formulated and extract relationships.
Consequently, each semantic rule can be expressed through the following rules:
∀S ∈ {Segment},∀D ∈ {Desc}Di Relation Dj =⇒ semantic relation(Si, Sj)
∀M ∈ {Movie},∀D ∈ {Desc}Di Relation Dj =⇒ semantic relation(Mi,Mj).

Intra-movie Relationship Generation. As mentioned previously the result
of our semiotic description process is a set of segments and each segment is
represented by a ‘Dominant Theme’, a set of ‘theme of discourse’, a ‘taxeme’
and a set of ‘specified theme’. In this regard, based on the obtained structure,
we propose extracting two types of relations such as an intra-segment relation
and an inter-segment relation.

– The intra-segment relation: In order to ensure the generic overview of all filmic
situations in a movie segment, we propose extracting five types of semantic
relations in the same segment. Indeed, from the description mentioned previ-
ously, we propose defining a set of semantics through the concept of predicate
logics. A result of the thematic segmentation, each segment S presents a Dom-
inant Theme and a set of keywords called a specified theme. We notice some
highlighted relationships such as the Dominant Theme which is composed by
a set of themes of discourse. Since a taxeme represents the pertinent theme
of discourse, we notice Membership relations between them. In addition to
these result, we consider a dependence relation between the taxeme and the
specified theme. In the following, we explain the different proposed rules (Ri)
production such as: ∀S ∈ {Segment}
R1:D TH(S) ∧ TH DISC(S) =⇒ Composition(D TH(S), TH DISC(S))
≡ {TH DISC(S)} Talk about D TH(S)
R2: TXM(S) ∧ TH DISC(S) =⇒ Membership(TXM(S), TH DISC(S))
≡ TXM(S) Belong to {TH DISC(S)}
R3: TH DISC(S) ∧ SPEC TH(S) =⇒ Composition(TH DISC(S),
SPEC TH(S)) ≡ TH DISC(S) Related to {SPEC TH(S)}
R4:SPEC TH(S) ∧ TXM(S) =⇒ Dependence(SPEC TH(S), TXM(S))
Following these extracted rules, we propose production rules of our defined
grammar in the intra-segments relations.
P = { S ⇒ D TH | TH DISC | TXM
D TH ⇒ TH DISC | SPEC TH
TXM ⇒ TH DISC
TH DISC ⇒ SPEC TH }

– The inter-segments relation:
With the growing of the multimedia data volume, the challenges in informa-
tion retrieval is related to the discrepancy between the user’s query and the
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information contained in the multimedia document especially the movie docu-
ment. In this context, based on a set of varied semiotic descriptions extracted,
we aim to define a semantic relationship between movie segments. Indeed,
the objective behind the extraction of these relationships is probably a better
retrieval of the semantic information. In fact, the structure of the description
obtained allows the creation of different links between audiovisual resources.
Consequently, we propose, in this section, defining a semantic rule between the
different thematic segments extracted. Furthermore, the description of sepa-
rate segments is not always possible to have a global vision on the sequence of
events or analysis of history conveyed in a film. In the following, we explain
the different proposed rules such as:
R5: ∀Si, Sj ∈ {Seg} ∃(D TH(Si) ≡ D TH(Sj)) ∧ (Location(Si) <
Location(Sj)) =⇒ Chronology(Si, Sj) ≡ Sj follows Si
R6: ∀Si, Sj, Sk ∈ {Seg} ∃(D TH(Si) ≡
D TH(Sj)) ∧ (D TH(Sj) ≡ D TH(Sk)) ∧(Location(Si) < Location(Sj)) ∧
(Location(Sj) < Location(Sk))
=⇒ Scalability(Si, Sj, Sk) ≡ Si begin Sj medium Sk end
R7: ∀Si, Sj ∈ {Seg} ∃(D TH(Si) ≡ D TH(Sj)) =⇒ Similarity(Si, Sj)
≡ Si similarto Sj
R8: ∀Si, Sj ∈ {Seg} ∃(TH DISC(Si)

⋂
TH DISC(Sj)) =⇒

Dependence(Si, Sj) ≡ Si correlatedto Sj
R9: ∀Si, Sj ∈ {Seg} ∃(TXM(Si) ≡ TXM(Sj) =⇒ Membership(Si, Sj)
≡ Si associatedto Sj
R10: ∀Si, Sj ∈ {Seg} ∃(SPEC TH(Si)

⋂
SPEC TH(Sj)) =⇒

Composition(Si, Sj) ≡ Si concordto Sj

Following these extracted rules, we propose the production rule of our proposed
grammar in the inter-segments relation.

P = {S ⇒ Si follows Sj | Si similarto Sj | Si correlatedto Sj | Scalability(Si,
Sj, Sk) | Si associatedto Sj | Si concordto Sj

follows ⇒ E1 ∧ E2 | E3 ⇒ Desc2 ≡ Desc5 |Desc6 ⇒ TXM (Si))
similarto ⇒ E1 | E4 ⇒ Locat2 < Locat3 | Desc7 ⇒ TXM (Sj)
correlatedto ⇒ Desc3

⋂
Desc4 | E5 ⇒ Desc6 ≡ Desc7 | Desc8 ⇒ SPEC TH(Si)

Scalability ⇒ E1 ∧ E3 ∧ E2∧ E4 | Desc1 ⇒ D TH (Si) | Desc9 ⇒ SPEC TH(Sj)
associatedto ⇒ E5 | Desc2 ⇒ D TH (Sj) | Locat1 ⇒ time(Si)
concordto ⇒ Desc8

⋂
Desc9 | Desc3 ⇒ TH DISC(Si) | Locat2 ⇒ time(Sj)

E1 ⇒ Desc1 ≡ Desc2 | Desc4 ⇒ TH DISC(Sj) | Locat3 ⇒ time(Sk)}
E2 ⇒ Locat1 < Locat2 | Desc5 ⇒ D TH (Sk) }

Inter-movie Relationship Generation: In order to assist the user in finding
his individual preferences according to the movie content, we propose extracting
different relationships between them. In this regard, we focus on the use not only
of the genre of the movie but also the different semiotic and thematic descriptions
used in the previous section. As a result for the rule defined, we notice that a
relationship exists between these rules and the rule proposed in the intra-movie.
R11 ∀Mi,Mj ∈ {Movie} ∃(Genre(Mi)

⋂
Genre(Mj)) ∧ ∃(SPEC TH(Mi)⋂

SPEC TH(Mj)) =⇒ Dependence(Mi,Mj) ≡ Mi homonymto Mj
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R12 ∀Mi,Mj ∈ {Movie} ∃(Genre(Mi)
⋂

Genre(Mj)) ∧ ∃(D TH(Mi)
⋂

D TH(Mj)) =⇒ Membership(Mi,Mj) ≡ Mi fellows Mj
R13 ∀Mi,Mj ∈ {Movie} ∃(Genre(Mi)

⋂
Genre(Mj)) ∧ ∃(TH DISC(Mi)⋂

TH DISC(Mj)) =⇒ Composition(Mi,Mj) ≡ Mi correlatedto Mj
Following these extracted rules, we propose the production rule of our proposed
grammar in the inter-movies relation.
P = { S ⇒ Mi homonymto Mj | Mi fellows Mj | Mi correlatedto Mj

homonymto ⇒ E6 ∧ E7 | E8 ⇒ Desc12
⋂

Desc13 | Desc13 ⇒ D TH (Mj)
fellows ⇒ E6 ∧ E8 | E9 ⇒ Desc14

⋂
Desc15 | Desc14 ⇒ TH DISC(Mi)

correlatedto ⇒ E6 ∧ E9 | Desc10 ⇒ Genre(Mi) | Desc15 ⇒ TH DISC (Mj)}
E6 ⇒ Desc10

⋂
Desc11 | Desc11 ⇒ Genre(Mj)

E7 ⇒ Desc8
⋂

Desc9 | Desc12 ⇒ D TH(Mi)

Faced with the obtained production rule, we propose in the following section
an inference reasoning. The main goal is, roughly, to underpin the process of
deduction and to prove the hidden semantic.

3.3 Inference Reasoning

Once the preliminary relations referring to the movie estimated relationship
are obtained, an inference process will be held. The purpose of this inference
process is to move from one semantic level to another until the most generic
level. In fact, the objective behind the semantic level is to bring the semantic
gap between the user’s preferences and the semantic extracted from the movie.
Therefore, we relied on the previous set of rules to generate new semantics under
a logical formalism. Our process of inference comprises the following inferences
rules deducted from the proposed rule of intra-segment and inter-segment. In
fact, this process follows the cascading effect to obtain the inference rules.

Intra-segment Inference: Based on the semantic relationship extracted from
R1, R2 and 3, we propose two inferences rules such as R′1 and R′2.
Rule′1 ∀D TH,TH DISCandSPEC TH ∈ Description ∀R1, R3 ∈ Realtion
∃R’1 : D TH(S)∧SPEC TH(S) =⇒ Composition D TH(S), (SPEC TH(S))
≡ D TH(S)relatedtoSPEC TH(S)
Rule′2 ∀D TH,TH DISCandTXM ∈ Description ∀R1, R2 ∈ Realtion
∃R′2 : D TH(S)) ∧ TXM(S) =⇒ Membership (D TH(S), SPEC TH(S))
The identification of these rules allows obtaining different semantics between the
theme related to each segment. In fact, this semantic level is the first step to the
creation of a knowledge base for a movie document. In the following section we
will present an example which illustrates this.

Inter-segment Inference: Based on the semantic relationship extracted from
R1, R7, R5, R6, R8, R9, R’1, R’2, R’3 and R’8, we propose five inferences rules
such as:
Rule′3 ∀D THandTH DISC ∈ Description∀R7, R1 ∈ Realtion
∀Si, Sj ∈ Seg∃R′3 : Composition(D TH(Si), (TH DISC(si)

⋃
TH DISC
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(sj))) ≡ D TH(Si)talkabout(TH DISC(si)
⋃

TH DISC(sj))
Rule′4 ∀D THandSPEC TH ∈ Description∀R′3, R′1 ∈ Realtion
∀Si, Sj ∈ Seg∃R′4 : Composition(D TH(Si), (SPEC TH(si)

⋃
SPEC TH

(sj))) ≡ D TH(Si) relatedto(SPEC TH(si)
⋃

SPEC TH(sj))
Rule′5 ∀D TH,TH DISCandTXM ∈ Description∀R′2, R′3 ∈ Realtion
∀Si, Sj ∈ Seg∃R′5 : Membership(D TH(Si), (TXM(si)

⋃
TXM(sj)) ≡

D TH(Si)belongto(TXM(si)
⋃

TXM(sj))
Rule′6 ∀D TH,TH DISCandTXM ∈ Description∀R1, R5 ∈ Realtion
∀Si, Sj ∈ Seg∃R′6 : TH DISC(Si)followsTH DISC(Sj))
Rule′7 ∀D TH,TH DISCandTXM ∈ Description∀R1, R6 ∈ Realtion
∀Si, Sj andSk ∈ Seg∃R′7 : TH DISC(Si)begin, TH DISC(Sj)medium,
TH DISC(Sk)end

4 Case Study

We will devote this section to presenting a case study results in order to sub-
stantiate our proposed process. Such a process is based on the generation of the
semiotic relationship of the movie audiovisual document. The objective behind
the case study is to demonstrate the importance of our proposed rule to extract
the hidden semantics between not only the thematic segment in the movie but
also between two movies. In order to carry out our experiments, we have used
the representative test database movies from the online database “Imdb”. This
base is a collection of movies with different cinematic genres. In this context, we
propose studying firstly our semiotic relationship extraction process and ther-
after we discuss our obtained results. For this reason, two series of studies are
performed. The first series of study is designed to study the semiotic relationship
generated. Finally, in the second series we will concentrate our effort to show
the different inference reasoning rules.

4.1 Semiotic Rule Study

In this section, there are two cases study where we present successively the dif-
ferent relationships extracted from a movie and between two movies. By taking
“Toy Story” as an example, we notice different links between segments in the
movie such as “Follow”, “Similar to”, “concord to”, “correlated to” and “asso-
ciated with”. The following Fig. 2 shows these extracted semiotic relations. We
notice that many relationships have as type “concord to” and this means that
there is a composition relation between segments. We find that the obtained
results are logical because there is a high probability to find common specified
themes between segments. This first analysis level allows facilitating the user’s
query. In fact, in order to find the segment that has the same dominant theme
for example, we just need to see the relationships that are connected to this
topic as“follow” and “similar to”. The semiotic relationships extracted from the
intra-movie focus on extracting semantics that follow a bottom-up gait for the
construction of a knowledge base related to the movie domain. We present in
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the Fig. 3 an extract of the results of the movie test “Toy story”. Once the rela-
tionships intra and inter segments are obtained, an inference reasoning must be
set up in order to extract the hidden semantics between resources. Based on the
different inference rules we obtain these new relationships:

R1́: ‘Social issue’ related to {toy, andy, play, favorite, woody, prepare, birth-
day, party}
‘initiative’ related to {toy, woody, declare, andy, prepare, birthday, party, get,
decide, soldier, mission, new, present}
‘Caring’ related to {toy, soldier, start, act, declare, friend, room, new, andy}
‘freshstart’ related to {buzz, woody, prepare, set, order, toy, realize, fall,
chance}
As is shown in the Fig. 3 and based on the inference rule, we can observe the
cascading effect to extract hidden semantic. For the example used in this case
study we obtain the following relationship:
R3́ : ‘Social issue’ talk about {Attack, Chosen, Dance, Doctor, Entitlement,
Indulgence, Legend, Memorial, Remembrance, Teasing} ⋃ {Dance, Identity,
Memorial, Remembrance}
R4́ : ‘Social issue’ related to {toy, andy, play favorite, woody prepare, birthday,
party} ⋃ {toy, woody, declare, andy, prepare, birthday, party, get, decide, sol-
dier, mission, new, present}
R5́ : ‘Social issue’ belong to {Attack, dance}
R6́ : {Attack, Chosen, Dance, Doctor, Entitlement, Indulgence, Legend, Memor-
ial, Remembrance, Teasing, belong} follows {Dance, Identity, Memorial, Remem-
brance}. In order to study the relationship between movies, we have selected
two movies that have the same genre as “Toy story” and “The Lion King”:
{‘Animation’, ‘Comedy’} and a common specified theme: {fight, rivalry, child,
...}. For this reason, a confusion matrix is used. This matrix presents the number
of similar specified themes between segments of movies. Based on the relation-
ship R11, we notice that “Toy story” is homonym to “The Lion King”.

Fig. 2. Result of semiotic relationships between segments in the movie
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Fig. 3. Result of semiotic relationships intra segments in the movie

4.2 Discussion

In this section, the above-mentioned study proves the relevance of our proposed
rules. Indeed, our process allows obtaining a knowledge set (see Fig. 3) exist-
ing between the pertinent concepts of the movie (theme of discourse, dominant
theme,...). The knowledge is identified from the extraction of the relationships
between segments as well as from the movie (for instance “Toy story Movie”)
presented in the Fig. 2. Otherwise, the set of knowledge is extracted from both
the initial proposed rules and from the obtained rules through the inference
reasoning. Relying on the proposed knowledge extraction allows to effectively
extract the hidden semantic. In the previously subsection (Case study), we pre-
sented that the movies “Toy story” and “The Lion King” are homonym. Initially,
the homonymy is defined in linguistics as the relationship between several forms
having a same indicating and a different meanings. In this regard, we inspired
from this definition in our work to define the homonymy between two movies.
In fact, two movies are homonym if they have the same genre and a common
keyword set. For this purpose, we identified the fact that the movies “Toy story”
and “The Lion King” are considered as dependent. An important issue emerges
in this context: what is the usefulness of this dependency relationship? This
interesting question answers the user requirement in the interrogation process.

5 Conclusion and Future Works

This paper proposes a semantic rule-based approach using a semiotic descrip-
tion to represent movie audiovisual semantics. The proposed approach performs
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semiotic descriptions extraction, semantic rules identification and inference rules
generation simultaneously. Indeed, these steps help to increase the precision to
the querying process and enhances the semantic gap between the user’s query
and the movie audiovisual content. In fact, we focus on the first phase of the
extraction of semiotic descriptions from the content across the different types of
analysis. Then, from the obtained level of structure between these descriptions,
we have built a set of semantic rules both intra and inter movie. Thereafter, once
the sematic relationship between description and even between segments from
the movie obtained, we applied an inference reasoning in order to generate the
hidden semantics. In this context, the fundamental issue that arises consists in
the way to achieve the automation in order to learn these rules. To respond this
issue, we propose the pertinent use of the supervised classification process based
on the thematic segments and especially on the semiotic relationships defined.
As a first perspective, we consider the validation and automation of the gener-
ation of the proposed semiotic rules. As a second perspective, we consider the
creation of RDF triples to build a network of semantic link between the different
relationships extracted. By referring to the network of semantic link, a semantic
retrieval process of search for information and interrogation of film audiovisual
resources should be highlighted.

References

1. Ayadi, Y., Amous, I., Gargouri, M., Gargouri, F.: Semantic rules classification for
images annotation. In: 2011 11th International Conference on Hybrid Intelligent
Systems (HIS), pp. 72–77. IEEE (2011)

2. Fourati, M., Jedidi, A., Gargouri, F.: Automatic audiovisual documents genre
description. In: 6th International Joint Conference on Knowledge Discovery and
Information Retrieval (KDIR 2014), Rome, Italy, pp. 21–24 (2014)

3. Fourati, M., Jedidi, A., Gargouri, F.: Topic and thematic description for
movies documents. In: Arik, S., Huang, T., Lai, W.K., Liu, Q. (eds.) ICONIP
2015. LNCS, vol. 9492, pp. 453–462. Springer, Heidelberg (2015). doi:10.1007/
978-3-319-26561-2 54

4. Fourati, M., Jedidi, A., Hassin, H.B., Gargouri, F.: Towards fusion of textual and
visual modalities for describing audiovisual documents. Int. J. Multimedia Data
Eng. Manag. (IJMDEM) 6(2), 52–70 (2015)

5. Han, X., Sun, L., Zhao, J.: Collective entity linking in web text: a graph-based
method. In: Proceedings of the 34th International ACM SIGIR Conference on
Research and Development in Information Retrieval, pp. 765–774. ACM (2011)

6. Katsurai, M., Ogawa, T., Haseyama, M.: A cross-modal approach for extracting
semantic relationships between concepts using tagged images. IEEE Trans. Multi-
media 16(4), 1059–1074 (2014)

7. Kharrat, M., Jedidi, A., Gargouri, F.: Defining semantic relationships to capital-
ize content of multimedia resources. In: Amine, A., Bellatreche, L., Elberrichi,
Z., Neuhold, E.J., Wrembel, R. (eds.) CIIA 2015. IAICT, vol. 456, pp. 367–378.
Springer, Heidelberg (2015). doi:10.1007/978-3-319-19578-0 30

8. Stockinger, P.: Les archives audiovisuelles: description, indexation et publication.
Lavoisier (2011)

http://dx.doi.org/10.1007/978-3-319-26561-2_54
http://dx.doi.org/10.1007/978-3-319-26561-2_54
http://dx.doi.org/10.1007/978-3-319-19578-0_30


248 M. Fourati et al.

9. Stockinger, P.: Audiovisual Archives: Digital Text and Discourse Analysis. Wiley,
New York (2013)

10. Xu, M., Wang, Z., Bie, R., Li, J., Zheng, C., Ke, W., Zhou, M.: Discovering missing
semantic relations between entities in Wikipedia. In: Alani, H., et al. (eds.) ISWC
2013. LNCS, vol. 8218, pp. 673–686. Springer, Heidelberg (2013). doi:10.1007/
978-3-642-41335-3 42

http://dx.doi.org/10.1007/978-3-642-41335-3_42
http://dx.doi.org/10.1007/978-3-642-41335-3_42


Knowledge Engineering



Generic Model for Adaptable Caching in the Knowledge-
Oriented Web Engineering

Jiří Štěpánek and Vladimír Bureš(✉)

Faculty of Informatics and Management, University of Hradec Králové,
Rokitanského 62, Hradec Králové, Czech Republic

{jiri.stepanek,vladimir.bures}@uhk.cz

Abstract. Web applications represent a commonly used type of technology in
many domains. They are applied for various knowledge-intensive purposes
ranging from the external marketing activities to the internal content presentation.
Therefore, the speed in which they can be utilised represents quite significant
variable of their evaluation. Based on the domain knowledge expressed in a form
of generic model this paper presents a possibility of the adaptable cache utilisa‐
tion. The model is based on existing technologies and its aim is to significantly
reduce data load and time demands associated with the use of web pages. The
model is implemented in practice with various fragments of codes provided in
text. This implementation is consequently tested by means of the three most
common types of web pages. Acquired results prove significant reduction of data
load in comparison with the traditional request-response model. The paper also
outlines directions for further research in this area.

Keywords: Knowledge-oriented web engineering · Adaptability · Model ·
Asynchronous download · Cache · Local storage

1 Introduction

Knowledge-based software engineering is currently associated with various research
directions. Since web applications belong to one of the wide spread information tech‐
nologies commonly implemented in various fields [1, 2], the attention to knowledge-
oriented activities has recently spread to this domain as well. Very often, architecture
of web applications enables them to be used quite smoothly in the business settings [3],
for any web application can be used almost immediately, without necessity to install
drivers, middleware, or any specific tools. The application communicates with a user by
means of HTML (hyper-text mark-up language) pages that represents its GUI (Graphical
User Interface). Communication between the thin client and the application is based on
dispatching of requests, waiting for and processing of corresponding answer. One web
page usually comprises several clients, which causes its quite significant overload from
time to time, especially when several users run demanding operations at the same
moment [4]. Any help that would help to reduce this overload is of high significance.
Thus, this manuscript deals with quite specific technical research problem from knowl‐
edge-oriented web engineering domain. The paper has the structure as follows. Next
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section briefly formulates the problem and depicts applied methodology. It also intro‐
duces concept of adaptable cache. The third section deals with implementation of the
proposed solution. The fourth section focuses on testing and the fifth section suggests
further research steps. The last section concludes the paper.

2 Model Development

This section focuses on selected aspects of model development. Firstly, the main
problem is depicted. Then, the applied methodology is described.

2.1 Problem Formulation

In the traditional conception the operation request-response is represented by the request
processing, execution of the application logic and creation of the final output (very often
the HTML page together with active implementation of templates and similar supportive
mechanisms). All page related data are transferred while many page elements remain
unchanged. Therefore, AJAX operations are considered to be beneficial for reduction
of the data load [5]. They are able to reduce data load and computational complexity to
reasonable values. When AJAX operations are applied, requests are sent asynchro‐
nously. Hence, only necessary data are transferred and completed by already down‐
loaded data from the past with the help of the client script. However, AJAX-based
approach does not cope with the issue associated with requesting the same data by the
same client in relatively short period of time. Similar situations are usually solved by
application of a certain type of cache [6]. This architecture is connected with solutions
located at the server level. Thus, existing response to URL (Uniform Resource Locator)
is provided to any client directly from cache. However, this concept does not avoid
server to process repeating requests. Therefore, the main research question is formulated
as: Is there any way in which existing issues with traditional request-response processing
operation can be overcome by knowledge-oriented development of web applications?
The main objective is to develop and present a generic model, in which relevant knowl‐
edge associated with a potential to improve (or better to say, accelerate) interaction
between a user and the application under certain circumstances is embedded. Several
studies dealing with the aforementioned issue have already been published. The concept
of adaptable cache is frequently used in this context. Early in the mid of 2000’s, D’Orazio
et al. [7] suggested Adaptable Cache Service, a framework which allows building adapt‐
able cache services. The framework presents a generic cache definition and provides a
description of models implemented. Furthermore, Sato et al. [8] deal with way-adaptable
caches, which adjust the number of cache ways available to a running application based
on assessment of its working set size. Xu et al. [9] apply cache-related concepts in
practice and design a real-time mass data exchange system for Internet of Things. This
system is among others based on deployment of asynchronous socket to allow connec‐
tion from mass TCP clients, or three-level data storage model which handle concurrent
access and modification to the cache space by multiple threads.
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2.2 Research Methodology

The answer to the aforementioned research question is based on solution that takes
advantage of knowledge-oriented engineering of web applications and the existing tech‐
nology Local Storage which is available for local caching. The main idea is that it is
possible to develop generic model with embedded knowledge associated with possibility
to avoid multiple processing of the same requests by server, if responses are already
available. The proposed model is implemented in the ASP.NET MVC application. Its
behaviour is consequently tested. Therefore, specific use case simulating real run of the
web application is developed. This simulation is used for model verification and meas‐
uring of selected behavioural attributes.

The model of adaptable cache is based on the WebStorage technology, which repre‐
sents an integral part of the HTML5 standard. This technology enables web pages to
store data in a local storage and access them later on demand [10]. In connection with
this technology, web browser usually provide a repository in size of 5 MB. This tech‐
nology can be used as a cache available for the web application. It is not necessary to
limit it merely to storage of previously displayed pages (data). It can be also successfully
used for prediction, which data will be very likely used by the users during the next steps
and retrieve them in advance.

Developed model is grounded in the knowledge of which pages (generally data)
should be cached for the downloaded page. For instance, it seems reasonable to cache
the list with news or company contacts in relation to download of the first introductory
page. Significant is that this type of knowledge (search patterns, association) can be
empirically determined [11], estimated or derived from user profiles. In case of the latest,
it is necessary to carry on the identification procedure, which is however pretty usual in
case of business web applications [12].

The adaptable cache model runs from the first request of the browser. The web
application not only processes the request, but it also finds out (based on preferences
that can created on various principles) which other pages (data) are suitable for caching
as well. This information is sent together with the original page data. Downloaded page
needs to decide whether caching is suitable or not.

3 Model Implementation

This model needs to be implemented in both the server side, and the client side of the
application. The reference application displaying fictive contracts signed in a given day
was created. This application should demonstrate model-related benefits and behaviour
based on simulation of real use case. The application applies standard type of layout,
where the content is encompassed by controls.

The client side of the model has the following tasks:

• Decision whether it is suitable to download further content on the background.
• Execution of the asynchronous content download.
• Saving of the downloaded content in the local storage.
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• Capture of user’s requests and their processing with the help of the local repository
instead of execution of the traditional request processing.

• Decision whether data in cache are up-to-date.

Main tasks and their implementations are outlined further in this section.

3.1 Decision to Use Adaptable Cache

The speed of connection between the user and the web application represents the main
decision criterion. However, this cannot be measured precisely. The rough estimation
of the connection speed (i.e. time required for the page download) is the only alternative
that can be used in this case. It can be performed by subtracting two time stamps. While
the first one is created at the beginning of the download of the HTML document, the
second one is created at the time of event which is produced as soon as the whole docu‐
ment content is downloaded. Principally, one time stamp is created and one variable
consequently used as an indicator, that the speed is measured, is set. Speed measurement
can be performed only once due to potential download of data from cache, not original
URL. Once the event connected with the document download is created, it is necessary
to perform two fundamental operations. First, it is important to find out time need for
the page download. Based on the acquired result the decision whether cache should be
used might be made. The following code fragment determines the time needed for the
page download.

var loadTime;
if (pageLoadAlreadyMeasured) {

loadTime = Date.now() - loadingStart;
console.log("Page load took " + loadTime + "ms");
pageLoadAlreadyMeasured = true;

}
Second, it is necessary to decide which data will be cached and with which pages.

This decision has to be made at the web application level. Specific implementation
techniques may vary and represent another knowledge-related aspect of the model
implementation. For instance, it is possible to download a list of other pages (data)
suitable for caching simultaneously with the every page. Alternatively, it is possible to
mark links on the page, which should be incorporated in the mechanism of adaptable
caching. Data attributes available in the HTML5 standard can be used for this purpose
(see the code fragment below). Similar marking of links enables quite universal method
for incorporation of HTML components into the process of adaptable caching.

<a href="@Url.Action("Index", "Home", new {year = 2016, 
week = WeekNum - 1})" data-
adaptabilecache="1">Previous</a>
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3.2 Asynchronous Download and Storage of Data

The code presented below executes a process of each hypertext link marked by particular
attribute (data-adaptabilecache). This process finds out if the source with specific URL
already exists in the cache. If it does not or if it is not actual, asynchronous request for
this sources is performed. Response data together with the time stamp are stored in the
local repository (Session Storage) as soon as the response data arrive. API available for
manipulation with the repository enables to store chains in a form of key-value only. In
order to store the whole object with several attributes, it is necessary to use any of the
existing serial techniques, such as the JSON (JavaScript Object Notation) format. It is
possible to get the serial chain for the JSON object with the help of its method stringify.
It can be consequently stored by means of standard API. URL source is used as a key
in this case, which represents the simplest and the most straightforward solution.

// store url for each adaptabile link
$("[data-adaptabilecache='1']").each(function (index, 
element) {

var href = element.href;
var startCacheTime = Date.now();
// look if this page already exist in storage
if (sessionStorage.getItem(href) == null || 

Date.now() -
JSON.parse(sessionStorage.getItem(href)).dateSaved > 
ac_data_age ) {

// get data asynchronously
$.get(href, function (data, success) {

console.log("cached url: " + this.url 
+ " / " + data.length + " bytes" + " / in " + (Date.now() 
- startCacheTime)  + " ms");

// prepare cached data into storage
var savedPage = { dateSaved: 

Date.now(), pageData: data }
var savedPageString = 

JSON.stringify(savedPage);
// save data into session storage
sessionStorage.setItem(this.url, 

savedPageString);
});

}
});

3.3 Capture of Requests

For the successful model implementation the mechanism for asynchronous data down‐
load in the local repository needs to be supported by other mechanisms that focuses on
request processing. Sources from links that are specifically marked by particular attribute
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are downloaded in the presented model. In such case, it is required to modify implicit
behaviour of these links, as depicted in the following code.

// bind click action on adaptabile cache links
$("[data-adaptabilecache='1']").click(function

(e) {
e.preventDefault();

var link = e.target.href;
// search for data in session storage
var pageData = sessionStorage.getItem(link);
if (pageData !== null) {

var pageDataObject = 
JSON.parse(pageData);

if (Date.now() - pageDataObject.dateSaved 
> ac_data_age) {

window.Location = link;
}

$(ac_content_element_id).html(pageDataObject.pageData);
console.log("Page " + link + " loaded 

from cache");
} else {

window.Location = link;
}

});

There is a reaction on the click event prepared of every link. First of all, it prevents
implicit behaviour, i.e. redirection to required URL. Further, it is found out whether the
required URL has already been stored in cache and if data are up-to-date. Maximal
acceptable data age is determined by configuration. If any of this cases takes place, the
browser is redirected on the URL. Conversely, data are acquired from cache, de-serial‐
ised and located into the designated container (usually the content part of web pages).

3.4 Improvement of the Application Run

Sometimes, it is convenient to slightly modify the architecture in case of asynchronous
data download. This change should ensure that data are not represented by a fragment
of the HTML code, but that there is another format more convenient for data transfer
used. Asynchronous transport of HTML code fragments is quite general and utilisable
mechanism that does not require implementation of further supportive tools. The frag‐
ment is simply injected with the help of javascript into the page, which makes display
of data certain. However, it is appropriate to avoid this general model in some instances
due to reduction of the data load. Usage of javascript framework that enables develop‐
ment of user environment such as KnockoutJS or BackboneJS represent one of the usable
and already verified methods. Each of these frameworks has its own specifics and their
mutual comparison is not aimed in this manuscript. However, they mutually share the
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approach from the architecture point of view – the server side of the application is
adjusted in a way to enable dispatching data in the structured format. Very of the JSON
format, which is quite economical from this perspective, is used. Transformation of
collection of objects that we want to display to the JSON format is pretty easy in majority
of development platforms (see the code fragment below).

IList<Contract> contracts = contract-
Dao.GetContractsForDay(workingDateTime);

return Json(contracts, JsonRequestBehavior.AllowGet);

The sample code demonstrates how easy the collection of object can be transferred
to the JSON format in case of the ASP.NET MVC application. As soon as the data
acquired by the asynchronous request are received by the page, the used framework
applies them correctly to the page. Apparently, the page needs to be prepared for similar
operations. Modification of the classical construct of the HTML table with the help of
data-* attributes enables the framework to identify repeating patterns. Moreover, it can
serve as basis for settings of required behaviour. The framework automatically bind data
with the displayed component and displays data. Mechanism of cache does not store
fragments of the HTML code in this case, but JSON objects are used. In case of loading
it has to call framework functions. However, implementation of this procedure requires
individual evaluation, since it is not the most appropriate course of action in all instances.

4 Testing

The presented model of adaptable cache was tested under the following conditions.
Attributes of passing through records of the whole months, where each day has its own
page (URL) are investigated in the reference application. Simultaneously, non-zero load
of the web application is simulated during passing through records of particular days.
Standard experimental evaluation in which the only client is connected to the web appli‐
cation instance and every request is processed immediately would be unrealistic. Simu‐
lation of the non-zero load simply delays request processing for randomly generated
time in the interval from 0 to 2000 ms. At the same time, controls for switching from
the last to the next day are marked by the attribute for adaptable loading into the cache.

Data from neighbouring days are automatically downloaded during the first down‐
load of the page (i.e. the previous and the next day). In this way, data are downloaded
by every change of the displayed day (if data are not already downloaded). Conse‐
quently, the application is tested with the help of another two other types of web pages.
The first type with the structured content is similar to web blogs. The second type repre‐
sents to contact form with fields for contact details. These web pages types can be
considered as the most commonly used in the business settings. Thus, testing should
verify usability of the adaptable cache mechanism and possibility to apply it outside the
tested use case (passing through page records).
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4.1 Data Demand

The whole pass through the month (31 pages of records) represents the overall data load
over 97 kB with the application of the model. The average amount of loaded data is 3 kB
for each day. Every page has 26 kB in average. This means that the passing through all
pages would refer to over than 800 kB without implementation of the model (i.e. tradi‐
tional requesting mechanism applied). Application of asynchronous data download can
decrease the data load to one tenth of the initial value. Furthermore, this mechanism
prevents redundant data downloading. When the KnockoutJS framework was used and
the application for transfer of data in the JSON format was modified, the data load
decreased by 28 %, from the average size of the request in the value of 2247 B in case
of the HTML format to the value of 1618 B in the JSON format. Naturally, consistency
or functionality of the application was not violated. The second type of web pages (blog)
is represented by 37 kB of HTML code in average, while the average size of the content
is 12 kB. The third type of web pages (contact form) takes 24 kB of the space, while
only 2.5 kB represent the content. The same results are acquired also in case of these
two types of web pages – asynchronous downloading leads to significant reduction of
the data load and another reduction is associated with repeated requesting of the page
that can be due to mechanism of adaptable cache downloaded from the local repository.

4.2 Time Demand

The utilisation of the application was simulated during testing, which was implemented
as a random delay of the request processing set by the interval from 0 to 2000 ms. The
fasted response was acquired in 44 ms during testing, while the slowest one was 2005 ms.
These random times were evenly distributed in this interval. During the passing through
data when the at least minimum attention is paid to displayed data, the time delay gener‐
ated by the simulation of the load was completely absorbed. The reason is that during
the mover to previous/next page these pages are very often already downloaded. In such
case, if the data are not obsolete, there is not any communication taking place with the
web application, since data are downloaded from the local storage.

Table 1. Reduction of data demand (source: authors).

Web page type Avg. data
demand tied to
the traditional
approach

Avg. data
demand tied to
the asynchronous
transfer + adapt.
cache

Avg. data
demand
reduction tied to
asynchronous
transfer + adapt.
cache

Data demand
reduction tied to
repeated web
page download

Records 26 3 88 % 100 %
Blog 37 12 67 % 100 %
Contact info 24 2,5 90 % 100 %

In the next step of the experimental evaluation two links to two subsequent days and
two links to two previous days were added. This links were marked by particular attribute
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to become an integral part of the adaptable cache mechanism. This step results in down‐
loading of four additional records which takes place asynchronously in the background.
Similarly to the previous case, data are stored in the local storage. Since all requests are
executed asynchronously, times needed for processing do not have to be added up. Thus,
passing through particular pages can be considered as continuous even in case of faster
pace of displaying. The following Table 1 summarises results acquired during the
testing.

5 Further Research Directions

Situation in which this adaptable model is not appropriate can take place when the user
utilises the mobile device and is using mobile data. This type of connection does not
have to be quick enough and it is very often associated with the FUP (Fair User Policy)
limit [13]. In this case the used would burden his/her mobile data connection more than
it would suitable, which would negatively influenced the processing speed. It is tech‐
nologically impossible to find out the type and speed of the connection in the web appli‐
cation. However, this functionality absence can be overcome and a rough estimate can
be obtained. Hence, the next research agenda can focus on development of similar model
and mechanism available for mobile devices.

Furthermore, knowledge embedded in the model is quite general. Thus, despite its
simplicity, there are relatively wide implementation possibilities. This model can store
not only page records, but also heterogeneous data types. For instance, the model can
be connected with analytical information associated with the web application. In his
way, the most probable patterns of passing through pages can be determined for empir‐
ical data. These patterns can be saved in the adaptable cache and this mechanism can be
further explored. Furthermore, connection of the model with the real-time run of web
application can investigated as well. In this case, data might be stored in the cache any
time during the web page life cycle based on demand of the web application.

6 Conclusions

This manuscript contributes to the growth of knowledge-oriented web engineering with
a proposal how to solve one specific technological issue. The idea of a model of adaptable
cache for web applications is associated with extension of traditional web application
engineering by knowledge-oriented principles. This is realised with the help of inclusion
of knowledge available in the field into the model and its connection with asynchronous
requests and HTML5 local storage technology. The whole mechanism takes advantage
of combination of both technologies. It downloads additional data in the background
and in the time when user is busy by dealing with the page content. Basically, there are
several ways how to control data download [14]. The simplest method is presented in
the paper. It is based on marking the hyper-text links with the specific attribute. The
mechanism consequently detects such links and download associated URL. Download
results are then stored in the cache, which can be used in case of necessity, without a
need to communicate with the web application. This mechanism can be also successfully
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improved with the help of client framework, which enables further reduction of data
load. Testing of this model proved its positive impact on the run of the web application.
Quite significant reduction of data load is primarily associated with the asynchronous
requesting, which responses comprise the required data only. Moreover, when repeated
requests for the same URL are taking place, the reduction is absolute, since all data are
acquired from the local repository. Utilisation of the model in business applications is
apparent, since requests have repetitive nature in this environment. Application of the
adaptable cache increases not only the processing speed, but also user comfort.
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Abstract. Concept hierarchies are widely used in multiple fields to
carry out data analysis. In data privacy, they are known as Value Gen-
eralization Hierarchies (VGHs), and are used by generalization algo-
rithms to dictate the data anonymization. Thus, their proper specifi-
cation is critical to obtain anonymized data of good quality. The cre-
ation and evaluation of VGHs require expert knowledge and a significant
amount of manual effort, making these tasks highly error-prone and time-
consuming. In this paper we present AIKA, a knowledge-based frame-
work to automatically construct and evaluate VGHs for the anonymiza-
tion of categorical data. AIKA integrates ontologies to objectively create
and evaluate VGHs. It also implements a multi-dimensional reward func-
tion to tailor the VGH evaluation to different use cases. Our experiments
show that AIKA improved the creation of VGHs by generating VGHs of
good quality in less time than when manually done. Results also showed
how the reward function properly captures the desired VGH properties.

1 Introduction

Microdata (i.e., records about individuals) is a valuable resource for organiza-
tions. By exploiting it, companies acquire knowledge to improve or create new
business models. For this reason, many organizations are actively collecting and
publishing data. However, data must be anonymized before being shared for
analysis as it may contain sensitive personal information (e.g., medical condi-
tions) that can bring harm to the involved parties if it is disclosed (e.g., nega-
tive publicity, fines, identity theft). Privacy-Preserving Data Publishing (PPDP)
offers methods for publishing data without compromising individuals’ confiden-
tiality, while trying to retain the data utility for a variety of tasks [5].

k-Anonymity is a fundamental principle to protect privacy in the release of
microdata [5,21]. It requires that each record appears at least with k occurrences
with respect to the quasi-identifiers (QIDs), i.e., attributes that can be linked to
external information and reidentify individuals in anonymized datasets. General-
ization is the most widely used technique to achieve k-anonymity [21]. It consists
in replacing the original QIDs’ values with less precise (but semantically consis-
tent) ones, reducing the risk of reidentification (e.g., “surgeon” with “doctor”).
Generalization is usually conducted using concept hierarchies, known as Value
Generalization Hierarchies (VGHs), which indicate the transformations that an
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 262–274, 2016.
DOI: 10.1007/978-3-319-47650-6 21
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Fig. 1. A VGH for the attribute place

attribute can undergo. Figure 1 shows an example of a VGH. The leaves (L0)
correspond to the real values of an attribute in the dataset, and the ancestors
(L1 to L3) correspond to the candidate values used for generalization.

VGH design is a burdensome process for data publishers (i.e., people involved
in the dissemination of data in a safe and useful manner; hereinafter referred as
users) as one VGH needs to be created per QID, based on the input dataset.
If the input values change, VGHs must be modified accordingly, which requires
additional manual effort. While it is feasible to create VGHs of small size, the
effort considerably increases when larger VGHs are required (e.g., open-ended
surveys), or in scenarios where data constantly changes (e.g., streaming data). To
tackle this issue, various approaches to generate VGHs automatically have been
proposed [8]. However, most of them are designed for numerical attributes, while
methods applicable to categorical data remain scarce. Numerical approaches
often consist in creating intervals that fit the distribution of the input data.
Thus, they are not suitable for categorical data, as its inherent semantics is
ignored (a key factor to preserve its meaning). The construction of categorical
VGHs presents even more challenges [12]: Disambiguation of the concepts’ senses,
defining meaningful labels to represent clustered lower level concepts, etc.

Traditionally, categorical VGHs are designed by users based on their own
knowledge and experience, as it is commonly assumed that they are fully capable
of bringing adequate domain expertise to the construction of VGHs [8]. A key
problem of this practice is that the quality of VGHs is evaluated in a subjective
and informal way. This issue can lead to misclassifications or inconsistencies
which significantly impact the quality of the anonymized data. To mitigate this
issue, knowledge engineers often participate in the evaluation process. However,
the process may become expensive due to the limited availability of experts and
the laborious work involved. Consequently, the design of VGHs is normally a
highly error-prone and time-consuming process.

Considering these challenges, our paper has the following contributions:

1. A knowledge-based framework (AIKA) to automatically construct and eval-
uate categorical VGHs for anonymization, which considers users’ preferences.

2. A comprehensive practical evaluation of AIKA, consisting of a prototype and
a set of experiments to assess the benefits of AIKA for the creation and
evaluation of VGHs for anonymization, as well as the costs of using AIKA.

3. A case-study comparing the quality and efficiency of the VGHs generated by
AIKA against VGHs manually created.
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2 Related Work

Several methods for creating “good” VGHs (i.e., those that yield a good utility in
the data after anonymization) have been proposed in literature. However, most
of them focus on numerical attributes. For instance, the authors of [8] presented
an approach for creating numerical hierarchies on-the-fly based on agglomera-
tive hierarchical clustering. In general, these approaches are unsuitable for cat-
egorical data, as semantics is ignored. Most of the existing work focusing on
categorical data belongs to the field of knowledge engineering. There, various
techniques exist to create concept hierarchies whose aim is usually to facilitate
the understanding of documents and processes, or to enhance semantic interop-
erability [11,22]. However, their direct applicability in PPDP is limited as they
do not consider the particular characteristics needed by a VGH in the context of
data anonymization. For example, those techniques usually validate how well the
domain of interest has been covered (i.e., granularity). However, in anonymiza-
tion, a trade-off exists between the granularity and the privacy vulnerability that
a VGH should have. This is because, the finer the granularity, the more useful
the anonymized data is, but also the more vulnerable it could be to inferences.
Alternatively, some authors [10,15] have proposed the use of ontologies (instead
of VGHs) to anonymize data. However, this can bring significant restrictions
to anonymization. For instance, ontologies cannot be easily tailored to diverse
publishing scenarios. Also, the fine granularity of ontologies can overexpose infor-
mation to an adversary. For these reasons, our work only uses ontologies as a
source of knowledge for the creation and evaluation of VGHs; leveraging the fact
that various large and consensus ontologies have been made available [9].

3 AIKA Framework

In this section, we provide the context of our solution and describe the methods
proposed for the automatic construction and evaluation of VGHs for PPDP.

3.1 Overview

To address the need for assisting the users in the design of VGHs, we followed
a typical design science research approach [17] to develop our solution. It con-
sists of a knowledge-based framework (AIKA) for the automatic construction
and evaluation of VGHs to be used in data anonymization. Our goal is to offer
a mechanism that not only reduces the human effort and expertise required
to design and evaluate VGHs, but also improves the quality of the generated
VGHs. Figure 2 depicts the contextual view of AIKA in PPDP: (1) A trusted
entity collects personal data and is required to publish it. Thus, datasets must
be anonymized before being disseminated. (2) The user selects the QIDs to be
generalized from the datasets. (3) For each QID, the user manually creates can-
didate VGHs modeling their corresponding domains. (4) Once the user is con-
fident about the created VGHs, they are used to anonymize the data. (5) The
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Fig. 2. Contextual view of AIKA framework in PPDP

user then evaluates the utility and disclosure risk of the anonymized data. (6) If
they are acceptable, the data is released. Otherwise, a new anonymization cycle
starts (Step 3). AIKA fits into Step 3, where the VGHs are designed. (3a) AIKA
consists of two components: a constructor and an evaluator. The constructor
(see Sect. 3.2) automatically generates various candidate VGHs for a particu-
lar domain by exploiting information from a knowledge base and the original
dataset. Note that the constructor does not generate a single “optimal” VGH
but a set of VGHs that can fulfill the needs of different use cases. The candidate
VGHs are passed to the evaluator (see Sect. 3.3), where the VGHs are objectively
assessed with quantifiable metrics from multiple perspectives. (3b) The user can
inspect the VGHs and adjust (or re-evaluate) them as needed. (4) After evalu-
ation, the best VGHs can be used to drive the data anonymization with more
guarantees that those VGHs will help to retain the desired level of data use-
fulness and disclosure risk (hence eliminating the need of costly trial-and-error
anonymization cycles).

3.2 VGH Constructor

The constructor consists of a method that automatically generates and tailors
VGHs, based on the input datasets and a knowledge source that models the
domain expert knowledge and human judgment. Next, we describe the elements
involved in the VGH construction process (depicted in Fig. 3).

Knowledge Base (KB). AIKA exploits a KB to perform various tasks such
as: semantic relationships exploitation, word-sense disambiguation, and measure-
ment of similarity between words. The KB is encapsulated in ontologies, which
act as a gold standard in which the domain expert knowledge is reflected. Since
ontologies often represent the consensus opinion of a panel of experts, the risk of
having partial interpretations and single judgments over the domains represented
in the VGHs is mitigated. The semantic content of the ontologies is exploited by
semantic similarity metrics to measure the proximity between the original values
of a dataset and their possible generalizations. In this work we use WordNet as
KB, and Wu and Palmer as semantic similarity metric (two of the most widely
used resources in knowledge-based systems) [16]. Note that relying on a single



266 V. Ayala-Rivera et al.

Fig. 3. AIKA - VGH constructor

ontology does not represent a limitation for AIKA, as several works support the
integration of ontologies [20]. Also, the ontology used by AIKA is configurable.

(1) Words Extraction and Word Sense Disambiguation (WSD). First,
the constructor identifies the leaf nodes of the VGH (by extracting the distinct
values of the QID from the input dataset), and calculates their frequencies of
occurrences. Next, WSD is performed, which involves defining the right sense for
the words. In AIKA we use the adapted Lesk algorithm [7] which is a gloss-based
method that relies on the definition of a word (using WordNet as gloss dictio-
nary). This technique is suitable for microdata anonymization because there is
no background context that can be used (e.g., documents or corpus). To mitigate
the possibility of any remaining noise (i.e., incorrect senses), AIKA allows users
to provide (or adjust) the senses of the individual participant words.

(2) Construction of “base” VGH. To start the generation of VGHs, AIKA
extracts the minimal hierarchy that subsumes all the leaf values from the ontol-
ogy. That is, for each leaf, it extracts the hypernym tree from WordNet. Then,
all branches are merged into the “base” VGH. This VGH forms the basis for
all other candidate VGHs, which will be later derived from it. Using the sub-
sumption hierarchy is appropriate in our scenario as it reflects the principle of
specialization/generalization used by data generalization techniques.

(3) Automatic Adjustments. This step consists in applying a series of auto-
matic transformations to the “base” VGH with the objective of deriving multi-
ple candidate VGHs that can be used to fulfill the requirements of different use
cases. This is because the released anonymized data is intended to be used by
multiple parties for different purposes. In general, such transformations vary the
taxonomic structure and degree of data semantics of the “base” VGH, hence the
characteristics of the derived candidate VGHs are diversified. Below, we describe
the different types of adjustments performed by the VGH constructor:

a. Reduce abstractness (Fig. 4a) prunes the hierarchy at the lowest level where
all the branches are connected. This adjustment naturally meets the monotonic-
ity property [13] extensively used in anonymization: if the generalization T ∗ at
level i preserves privacy, then every generalization of T ∗ at level i + 1 also pre-
serves privacy. That is, all successors of an anonymous state are also anonymous.
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b. Reduce outliers (shown in Fig. 4b) avoids over-generalizing the data by
reducing the possible outliers in the VGH (e.g., due to data sparseness). The
aim is to tailor the VGHs for a given syntactic privacy model (e.g., k-value
for k-anonymity) so that the privacy condition is satisfied at the lowest possible
level (where the information loss is lower). When it is possible (i.e., the frequency
sum of the outliers is ≥k and the semantic consistency of the VGH is respected),
the outliers can be aggregated into groups so that k is satisfied. The new node
(common ancestor of a group of outliers) can be one of three possibilities: one
of the parents of the outliers; one of the outliers, promoted as parent; or the
root node replicated (implying the full suppression of the values). All these
alternatives are viable depending on the data anonymization scenario.

c. Reduce levels (shown in Fig. 4c) removes full generalization levels in the
VGH based on a desired threshold of taxonomic levels to be preserved. The aim
is to make the VGHs taller (fine-grained) or flatter (coarse-grained), depending
on how the user wants to refine the anonymizations. This is useful to manip-
ulate the level of safety of the anonymized data, as fine-grained usually means
a higher utility but also a higher risk of disclosure. Hence, diverse profiles of
data recipients (with different trustworthiness levels) can be supported such as:
releasing data to an outsourced partner, or public in general.

d. Diversify perspectives (shown in Fig. 4d) applies facets to the candidate
generalizations by organizing the concepts in alternative ways. The aim is to
offer different perspectives about a domain. The “base” VGH is mainly created
using the subsumption relationship (is-a) in an ontology. However other semantic
relationships can be used, such as: meronym (e.g., part-of, substance-of ) and
sibling (e.g., sister terms). For example, animals can be organized in vertebrate
and invertebrate but also in ectotherm and homeotherm, depending on the user’s
needs. The nodes to be replaced by a facet are the ancestors. The feasibility of a
concept to be considered as a facet is given by a semantic similarity boundary,
which determines its relevance with respect to the ancestor to be replaced.

(4) Filter Duplicates and Save VGHs. Once the automatic adjustments
have been applied, the constructor cache has VGHs of diverse characteristics
(potentially including repeated ones). Thus, this step consists in filtering out
the duplicate VGHs so that only unique VGHs are preserved. To identify if a
VGH is “equal” to another one, we use a filtering strategy based on adjacency
matrix representation. Unlike techniques based on graph traversing, this app-
roach allowed to accurately capture the equality of two VGHs for the PPDP
context. That is, two VGHs qualify as equal if they have the same nodes con-
nected in the taxonomy; even if the branches are not arranged in the same order.
Finally, the unique candidate VGHs are saved (in XML format) into disk so they
can be inspected by the user to be adjusted, evaluated, or used in anonymization.

3.3 VGH Evaluator

The evaluator (shown in Fig. 5) consists of a method for the multi-dimensional
evaluation and ranking of VGHs. It is based on the combination of a set of
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(a) Reduce Abstractness (b) Reduce Outliers

(c) Remove Levels (d) Diversify Perspectives

Fig. 4. Automatic adjustments in VGH constructor

Fig. 5. AIKA - VGH evaluator

metrics that capture, in an objective and quantifiable way, the quality of VGHs
from different perspectives that are relevant in anonymization. The input is a
list of candidate VGHs and a set of weights that represent the user’s preferences
with respect to the evaluation metrics. The usage of weights allows the evaluation
phase to be tailored to assess a particular use case. A KB (described in Sect. 3.2)
is also used to evaluate the semantic similarity between attribute values.

Multi-dimensional Evaluation Criteria. In the following paragraph, we
describe the evaluated VGH aspects and how they are measured: (1) Seman-
tic quality degradation assesses the proper specification of the VGH concepts in
terms of semantics. For this purpose, we apply the generalization semantic loss
metric [6], which captures the quality of a VGH in terms of the semantic consis-
tency and taxonomic organization. (2) Privacy vulnerability assesses the VGH
susceptibility to inferences by attackers. For this purpose, we apply the seman-
tic variance metric [19], which measures the semantic dispersion of the modeled
concepts. The idea is that fine-grained taxonomies can give more information to
an adversary and make the data vulnerable to attacks, thus, the more spread the
concepts are, the more the privacy vulnerability. Considering this aspect helps
to exclude extremely detailed VGHs. (3) Minimal distortion captures the ratio
between the minimum level of the VGH at which the syntactic privacy condition
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(e.g., k-value) is satisfied, and the total height of the VGH. This metric was
inspired by the minimal distortion principle discussed in [21]. (4) Mean interval
size captures the average size of the generalization intervals (i.e., average num-
ber of children of the ancestor nodes); the more coarse the groups are, the more
indistinguishable the original values are and thus, the more the information loss.

As first step, the evaluator calculates the scores of all aspects, per VGH.
Then, the VGHs are ranked (per aspect) in order to obtain a reward equivalent
to their ranking position in descending order. That is, VGHs with a low score will
obtain a higher reward. This is because lower values are better for all evaluation
metrics. Next, the user preferences (weights) are applied to the given reward,
and an overall score for a VGH is calculated by the function E(V ) given by (1):

E(V ) = w1 · semq + w2 · priv + w3 · distrn + w4 · isize (1)

where semq, priv, distrn, isize are the aspects evaluated in the VGH according
to the multi-dimensional criteria; and w1, w2, w3, w4 are the weights assigned by
the user to indicate the importance of each aspect. The best VGH is the one
that maximizes E(V ) given the chosen weights. This is given by (2):

f(E(V )) = max(E(V )|w1, w2, w3, w4) (2)

4 Experimental Evaluation

The experiments aimed three objectives: (1) to assess the benefits of using AIKA
(i.e., its capability to create good quality VGHs and estimate their effectiveness
in anonymization); (2) to assess the costs of using AIKA (in terms of computa-
tional resources); and (3) to compare AIKA’s benefits and costs against those of
manually generated VGHs. As evaluation data, we used four publicly available
datasets: Adult [14] consists of census information; German Credit [14] contains
credit applicants information; Chicago Homicide [1] has information about homi-
cides filed by the Chicago police; Insurance [2] contains personal information use-
ful for risk assessment. For each dataset, we chose the categorical attributes with
the most heterogeneous values as QIDs (Table 1) to diversify the tested domains;
then, we generated VGHs for them using AIKA. To assess the performance of
the VGHs in anonymization, we used the commonly-used anonymization algo-
rithm Datafly [21] (from the UTD Anonymization Toolbox [3]). We also tested
a broad range of privacy levels, varying the k-values ∈ [2..100]. All experiments
were done in a computer with an Intel Core i7-4702HQ CPU at 2.20 Ghz, 8 GB
of RAM, Windows 8.1 64-bit, and HotSpot JVM 1.7 with a 1 GB heap. Finally,
AIKA’s prototype was developed in Java, internally using the WS4J library [4].

AIKA’s benefits. This analysis focused on assessing the quality of the VGHs,
by measuring their effectiveness for anonymizing datasets (our use case). For this
purpose, we firstly evaluated the VGHs using AIKA’s multi-dimensional criteria
(Eq. 1). We tested the full spectrum of weights (i.e., [0..100 %]) in increments of
25 % per aspect. This strategy involved 35 sets of weights, one for each possible
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Table 1. QIDs considered for VGH creation and anonymization

Dataset Attribute Card Col index Dataset Attribute Card. Col index

HomicideVictims Location 96 46 Adult Occupation 14 7

PHome 11 48 GermanCredit Purpose 12 3

POutdoor 33 56 Insurance Occupation 60 3

CausalFactor 47 59 Workplace 29 4

VicRelation1 95 71 Hobby 40 5

OffRelation1 95 72 PlaceOfHobby 32 6

WClub 57 106

WKnife 25 109

weight permutation and the four aspects (e.g., w1=75, w2=25, w3=w4=0). This
allowed us to rank the VGHs from best to worst per weighted aspect. Next, we
conducted the anonymization of the datasets using the VGHs and calculated
the usefulness of the resulting datasets using four utility/risk metrics (each one
associated with a desired aspect of the VGH). To measure the data utility, we
used three commonly-used task-independent metrics: Semantic Sum of Squared
Errors (SSE) [10], Generalized Information Loss (GenILoss) [5], and Average
Equivalence Class Size (CAVG) [5] which are related to the semq, distrn, and
isize aspects, respectively. To measure the data disclosure risk (DR), we used
record similarity [15], associated with the priv aspect. Due to space constraint,
we only present the most relevant results (as this experiment involved the genera-
tion/evaluation of approximately 1.4 K VGHs and 138 K anonymized solutions).

To assess how well the properties of the VGHs were captured by AIKA’s eval-
uator, we calculated the degree of correlation between the VGH quality scores
and the quality of the anonymized datasets. For this purpose, we used the Spear-
man’s rank order correlation (rSpm), which measures the strength of a monotonic
(but not necessarily linear) relationship between paired data. rSpm can take val-
ues from −1 to +1. The closer the value is to ±1, the stronger the relationship.
The results showed that AIKA worked well (Fig. 6), as a strong level of correla-
tion (i.e., rSpm ≥ 0.60) was achieved by all metric/aspect combinations when a
high weight was used (e.g., 75 % and 100 %). Figure 6a shows the results of the
semq aspect. There, it can also be noticed how the correlation level gradually
decreases following a trend similar to the decrease in the semq weight. This is
consequence of considering other aspects and exemplifies the trades-off that are
experienced in anonymization (i.e., one sacrifices utility to enforce privacy). This
behavior is also reflected in the standard deviations of the low weights, which
tend to be higher than those of higher weights. Figures 6b, c, and d depict the
results of the other aspects. It can be noticed how the aspects behaved similarly,
as they achieved comparable levels (and trends) of correlations.

To complement this analysis, an example of the correlation plots is shown in
Fig. 7. It can be noticed how the VGH quality rankings closely resemble the dis-
closure risk of the anonymized solutions. We also carried out a breakdown of the
correlation results per dataset. No serious variations in the results were observed,
showing that AIKA’s rankings were accurate irrespectively of the dataset. This
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Fig. 6. Correlations between VGH evaluator criteria and data quality metrics

Fig. 7. priv (w2=100 %) vs DR Fig. 8. Corr. semq and SSE per
dataset

behavior is exemplified by Fig. 8, which present the correlation breakdown for
the semq aspect. Similar results were obtained for the other aspects.

AIKA’s costs. We also studied the costs of using AIKA, in terms of com-
putational resources: memory consumption, CPU usage, and execution time.
Garbage collection (GC) was also monitored as it is a key performance con-
cern in Java [18]. Results showed that AIKA is lightweight in terms of CPU
and memory: its average CPU usage did not exceed 26 % (peak reached by the
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Table 2. Resources’ utilizations of AIKA components

AIKA component Avg

CPU

(%)

Std

CPU

(%)

Avg

MEM

(MB)

Std

MEM

(MB)

Avg Exec.

Time

(sec)

Std Exec.

Time (sec)

Avg

MaGC

Time

(sec)

Std

MaGC

Time

(sec)

Constructor 25.25 1.27 247.80 54.35 2.73 0.66 0.30 0.03

Evaluator 18.87 0.69 846.09 316.82 21.64 2.80 0.71 0.15

constructor), while its average memory consumption did not exceed 847 MB
(peak reached by the evaluator). Both utilizations were considered tolerable as
the computer was far from exhausting its resources. AIKA also proved to be effi-
cient in terms of execution time: the average execution time of the constructor
was 2.7 s (per QID), while for the evaluator it was 21.6 s. Finally, the GC was
only significant for the constructor, where it represented 11 % of the execution
time. In contrast, it involved less than 3 % for the evaluator (meaning that its
memory settings were appropriate). This information is shown in Table 2.

AIKA’s VGHs (A-VGHs) vs. Manual VGHs (M-VGHs). Sixteen
researchers from our department participated in this experiment. Due to their
limited availability, we focused on one dataset (i.e., Insurance). This dataset was
chosen as its attributes belong to relatively common domains. This allowed us to
define an improvement baseline (as the gains in more complex domains would be
higher). We provided the participants with a set of leaf terms for each domain.
They then defined the ancestor nodes and organized all terms, ending at the root
node (also provided). To specify the VGHs, participants used their own knowl-
edge, plus other auxiliary sources (e.g., dictionaries) except WordNet (AIKA’s
current knowledge base). Finally, the experiment was not time-bounded.

To compare the quality of the two VGH sets, we firstly evaluated them using
AIKA (with the 35 sets of weights previously discussed) and analyzed their cor-
responding quality rankings. This analysis showed that the A-VGHs drastically
outperformed the M-VGHs, as in more than 95 % of the 140 cases, an A-VGH
was ranked #1. This is depicted in Fig. 9, which shows the number of wins
(i.e., ranks #1) achieved by each VGH type. We also compared their differences
in rankings and reward scores. This showed that when an A-VGH was not the
best (i.e., did not win), the ranking difference was minimal (only 1 place). On
the contrary, M-VGHs always lost by several places (an average of 14). The same
behavior was observed in terms of reward scores. Also, in the few cases where
M-VGHs won, those VGHs were created by the participants who invested the
longest time designing the VGHs (meaning that they were expensive wins).

Next, we assessed the time-savings gained by AIKA. First, the time required
by AIKA to create/evaluate (C + E) one VGH was compared against the time
reported by the participants. This comparison showed that AIKA offers signifi-
cant time-savings, as its unitary cost was 99.99 % smaller. We also compared the
time required to create all VGHs of each type. This also proved AIKA’s useful-
ness, as the time-savings were also significant (an average decrease of 99.95 %).
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Fig. 9. Winning percentages Fig. 10. Efficiency comparison

These results are depicted in Fig. 10. It is also worth noting that: (i) The manual
effort only considers the intrinsic evaluation performed during the construction
of the VGHs. If any extrinsic evaluation would be performed, the time-savings
would be higher; (ii) AIKA created/evaluated more VGHs (an average of 100)
than the participants (16), meaning that the domains were more exhaustively
explored.

5 Conclusions and Future Work

This paper presents AIKA, a knowledge-based framework to automatically con-
struct and evaluate VGHs for the anonymization of categorical data. Our exper-
iments proved that AIKA can accurately create and determine which VGH is
the most appropriate for a given scenario. AIKA also proved to be lightweight
in terms of computational resources. Finally, results showed that AIKA’s VGHs
are not only better than manual ones, but also AIKA was significantly faster.
As future work, we plan to evaluate AIKA with other ontologies, extend it to
support phrases, and make it more configurable to release AIKA as a publicly-
available tool. Finally, although AIKA has been tested in anonymization, its
applicability can be broader. Thus, we plan to apply it to other areas where
concepts are hierarchically ordered and data semantics is the main property to
be preserved.
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Abstract. SPARQL query in the semantic web has drawn consideration
attention from the OWL and RDF communities. In this paper, we present
SPARQL-S, a new system for SPARQL entailment regime focused on
fast and efficient querying with meaningful ontology schema and large
volumes of RDF data. The basic idea of SPARQL-S is different from
the previous SPARQL entailment implements which are mostly archived
by deriving additional facts. SPARQL-S focuses on how to rewrite the
BGP in SPARQL to include more entailment BGP information absorbed
from ontology schema by concept entailment and then query the rewrit-
ten SPARQL in a distribution graph computation framework such as
GraphX.

Keywords: SPARQL · Ontology · Entailment · Query rewriting ·
GraphX

1 Introduction

SPARQL is the main query language for the Semantic Web in query answering.
In its early version, SPARQL query evaluation mechanism is based on subgraph
matching, also called simple entailment relation between RDF graphs. SPARQL
1.1, the new revision of SPARQL, includes several entailment regimes in order to
use more elaborate entailment relations, such as those induced by RDF schema
or OWL. Query answering under such entailment regimes is more complex as it
may involve retrieving results that could only follow implicitly from the queried
graph with special entailment regime.

There are several implementations for SPARQL entailment regimes, mainly
focused on two ways: rule-based reasoning and query rewriting. Rule-based rea-
soning means using rules in the RDFS or OWL to extend queried graph for
more RDF assertions by entailment reasoning. Jena [1] is a rule-based reasoning
SPARQL entailment regime supporting RDFS entailment regime. OWL Direct
Semantics entailment regime is been proposed in [2] and Pellet [3] is yet another
case supporting DL entailment regime, etc. Most SPARQL entailment regimes are
implemented by using reasoner interface plugged in the graph data to derive more
additional RDF triples to extend the graph data size. However, these implemen-
tations are still worked in standalone mode to reduce the inference complexity.
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 275–285, 2016.
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Recent researches of SPARQL query rewriting are mainly based on OWL QL.
Ontop [4] gives a way for rewriting SPARQL to Datalog using TBox information
and then querying ABox information in relation database such as MySQL and
Oracle. The core query rewriting algorithm in Ontop is PerfectRef [5], which
is similar to our rewriting algorithm as both of them try to get entailment
axiom or entailment triple pattern from the schema data. However, the results
of PerfectRef is a set of conjunctive queries which are the entailment queries of
the origin query. While the results of our algorithm is a big union query which
is also entailed by the origin query. The disadvantage of Ontop [4] is that the
mapping from TBox to relational data has to be manually designed. Thus, it is
not suitable for TBox which contains large amount of concepts because this kind
of TBox may lead to the explosion of the number of tables in relation database.

In this paper, a SPARQL query rewriting method based on concept entail-
ment in the ontology schema, named SPARQL-S, is proposed, which exploits
both the schema reasoning to get the full meaning of ontology schema and
SPARQL rewriting to match more result in the RDF data. The advantage of
the proposed method is that it does not need to introduce any additional RDF
assertion which is required by the previous approachs so it can reduce the query
time during subgraph matching. The rewritten SPARQL query is executed dis-
tributively by using Spark GraphX to further reduce the query time and get
more sound entailment results.

The rest of this paper is organized as follows. Section 2 introduce a few con-
cepts related to SPARQL-S. In Sect. 3, the SPARQL-S query rewriting algorithm
is proposed. In Sect. 4, a series of experiments are performed to evaluate the effec-
tiveness and efficiency of SPARQL-S. We conclude the paper and address future
work in Sect. 5.

2 Preliminaries

In this section, brief introductions to RDF and OWL are given, followed by the
definitions of syntax, semantics, and entailment regime of SPARQL.

2.1 RDF

The Resource Description Framework (RDF) is a framework for representing
and interchanging information in the Web. The language of RDF contains the
following pairwise disjoint and countably infinite sets of symbols: I for IRIs, L
for RDF literals, and B for Blank nodes. RDF terms are elements of the set T =
I ∪ B ∪ L. An RDF graph is a collection of triples of the form (s, p, o), where
s ∈ I, p ∈ I ∪ B, and o ∈ T. A triple (s, p, o) intuitively expresses that s and o
are related by p. The element s, p, o in a triple is also called subject, predicate
and object. In this paper, instance data are presented in RDF form.
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2.2 OWL

The Web Ontology language (OWL) [6], or the latest edition OWL 2 [7], con-
tains richer vocabulary than RDF or RDF schema and can process the content
of OWL information instead of just presenting information to users. OWL facil-
itates greater machine interpretability of Web content than that supported by
RDF and RDF Schema by providing additional vocabulary along with a for-
mal semantics. OWL has three increasingly-expressive sublanguages: OWL Lite,
OWL DL, and OWL Full. We can use the sublanguages to reason OWL file
to extract more information implied in it. The reasoning time and space of
these sublanguages are increasing respectively, and so is the additional asser-
tions derived by the reasoning. In this paper, schema data is presented in OWL
DL form and can be reasoned by using DL reasoners such as Fact++ [8], Pellet
[3], Racer [9].

2.3 SPARQL Syntax and Semantics

SPARQL is a standard query language for RDF. For formal purposes we will use
the algebraic syntax of SPARQL and graph pattern defined in the standard [10].
The SPARQL language considered in this paper has the same sets of symbols as
RDF: Blank nodes, IRIs, and literals. In addition, it adds a countably infinite
set V of variables. The SPARQL algebra is constituted by the following graph
pattern operators: BGP (basic graph pattern), Join, Optional, Filter, and Union.
A BGP can contain several triples and can be viewed as the result of Join between
its constituent triple patterns. Algebra operators can be nested freely and BGP
is the smallest inseparable unit. Each of these operators return the result of the
sub-query it describes.

The basic evaluation mechanism for SPARQL query is based on simple entail-
ment or BGP simple entailment. The SPARQL query language is currently
being extended to SPARQL 1.1 entailment regimes [11]. An SPARQL entail-
ment regime defines how queries are evaluated under more expressive semantics
such as RDFS or OWL other than simple entailment.

3 SPARQL-S Query Rewriting Method

The whole process of the SPARQL-S method can be naturally divided into three
procedures: data initialization, query rewriting, query evaluation, as shown in
Fig. 1.

Data initialization means loading the instance data into GraphX and
initializing the pellet reasoner with ontology schema before querying. Query
rewriting means rewriting the input query based on the schema. Query eval-
uation means executing rewritten SPARQL query in a query engine.
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Fig. 1. The process of the SPARQL-S method

3.1 SPARQL-S Data Initialization

SPARQL-S data initialization consists of two steps in which the input schema
data and instance data get analyzed and optimized so as to improve the efficiency
of the rewriting and query algorithms.

Instance data loading. Loading the instance data files into property graph in
GraphX. Instance data is a set of simple RDF triples of the form (s, p, o). It can
be interpreted as an edge from s to o labeled with p : (s → p → o) in GraphX.
The triple sets will become edges in GraphX and s and o will become vertices
in GraphX, and the edges and vertices will become triplets in GraphX.

Schema data loading and reasoning. Schema data or TBox data consists of
two types of terminological axioms: class axioms and property axioms. The class
axioms include all axioms about the classes and relationships between classes,
such as subclass, equivalent class. The property axioms include axioms about
properties and relationships between properties, such as sub-property, property
role. After loading the TBox data through the OWL API [12], we use Pellet as
the TBox reasoner to classify and reason the class and property axioms. The core
component of Pellet is a tableaux reasoner, which repeatedly applies the tableaux
expansion rules until a contradiction is detected, or until no rule is applicable.
In Pellet, the tableaux reasoning has different expansion rule applying strategies
which adapt to different characteristics of the TBox. The SHIN strategy is used
in this paper.

3.2 SPARQL-S Query Rewriting

An input SPARQL query is first translated to a SPARQL algebra expression,
and then the rewriting is performed on the SPARQL algebra expression. Before
presenting the SPARQL-S query rewriting algorithm, we give some preliminary
knowledge about SPARQL algebra. SPARQL algebra is constituted by a set of
operators for evaluation, including BGP (basic graph pattern), Join (conjunc-
tions), LeftJoin (optional conditions), Filter, Union, and Project. In principle,
each of these operators returns the result of the sub-query it describes. In what
follows, OpBGP, OPJoin, OpLeftJoin, OpFilter, OpUnion, and OpProject are
used to denote BGP, Join, LeftJoin, Filter, Union, and Project operators in
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SPARQL Algebra. The SPARQL-S query rewriting procedure includes two steps
of rewriting: concept rewriting and ABox rewriting.
Concept rewriting. Concept question or TBox question means the variable
in question can be answered by using TBox axioms along. Intuitively, concept
rewriting uses TBox axioms to rewrite SPARQL algebra expressions by answer-
ing questions related to concepts. In order to do this, we need to traverse the
abstract syntax tree of SPARQL algebra expressions to find and answer each
concept question one by one. Since BGP is the smallest non-nested operator in
SPARQL algebra, we use depth first method to traverse the abstract syntax tree
of SPARQL algebra expressions to get and process each BGP operator. Each
variables in concept questions in BGP operator shall be replaced by concrete
values. After that, the new generated SPARQL algebra expression need to be
simplified. The simplification process is performed by deleting concept question
triple that has been fully answered by the TBox Information. After the concept
rewriting, the new SPARQL algebra expression only contains ABox questions.
The detailed of concept rewriting is listed in Algorithm1:

Algorithm 1. Concept Rewriting
// step 1 scanning the SPARQL algebra expression to get concepts related to variables

1: function getConceptAnswer(classifier, bgp)
2: varMap : Map < var, concept >← ∅
3: for each t ∈ bgp do
4: if t ∈ ConceptAssertion && canAnswerBy(t, classifer) then
5: for each var ∈ t do
6: varMap = varMap.add(var, classifer.getAnswer(t, var))
7: end for
8: bgp.delete(t)
9: end if

10: end for
11: return varMap
12: end function

// step 2 scanning the SPARQL algebra expression to substitute every var in it
13: function answerVarCencept(varMap, bgp)

14: bgp
′
: OpBGP ← ∅

15: for each t ∈ bgp do
16: for each var ∈ t do
17: if var ∈ varMap then
18: t

′
= replaceV ar(t, varMap.get(var))

19: bgp
′
= bgp.add(t

′
)

20: else
21: bgp

′
.add(t)

22: end if
23: end for
24: end for
25: return bgp

′

26: end function
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ABox rewriting. ABox rewriting is the procedure to reformulate the new
SPARQL algebra expression by unioning more equivalent or entailment SPARQL
algebra expressions. This means inclusion axioms in TBox need to be taken into
account. The procedure of ABox rewriting is reduced to unfold the SPARQL
algebra expression to rewrite the BGP operators. The detail of rewriting and
reconstructing the BGP operators are listed in Algorithm 2.

Algorithm 2. ABox Rewriting
// function Rewrite: rewrite the bgp to get equivalent or entailment triples

1: function REWRITE(classifier, bgp)
2: result : Op ← ∅ preBGP : OpBGP ← ∅
3: for each t ∈ bgp do
4: t

′
= EquivalentOpTriple(classifier, t)

5: if t
′
== t then

6: preBGP.add(t)
7: else
8: result ← result ∩ t

′

9: end if
10: end for
11: return result ∩ preBGP
12: end function

// function EquivalentOpTriple: get the equivalent triple of a triple Op
13: function EquivalentOpTriple(classifier, t)
14: result : Op ← ∅
15: if t ∈ classTypeAssertion (i.e. t = (?x rdf : type A)) then
16: equivaClasses : List < Class >= classifier.getequivalentClass(A)
17: for each equivalence ∈ equivaClasses do
18: result = result ∪ OpTriple(?xrdf : typeequivalence)
19: end for
20: return result
21: else
22: if t ∈ PropertyAssertion (i.e. t = (?x p ?y)) then
23: equivaProps : List < Property >=

classifier.getequivalentProperties(p)

24: for each p
′∈ equivaProps do

25: t
′
: Op = constructOP (p

′
, t)

26: result = OpUnion(result, t
′
)

27: end for
28: return result
29: end if
30: return result
31: end if
32: end function

Example 1. Consider the query rewriting problem of the following schema and
query.
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Schema: subClassOf(girl, person), subPropertyOf(likes, knows)
Query: q = select ?x, ?y where

{ ?x rdf:type ?C. ?x knows ?y. ?C subClassOf person }.
The above query q can be translated to the following SPARQL algebra

expression
opq = OpProject( Vars(?x, ?y),

OpBGP((?x rdf:type ?C), (?x knows ?y), (?C subClassOf person))).
After applying the concept rewriting algorithm, the new generated SPARQL

algebra expression op′
q become

op′
q = OpProject(Vars(?x, ?y ), OpBGP((?x rdf:type girl), (?x knows ?y))).

We can see that all variables related to concepts have been replaced by con-
crete values. If we further applying the ABox rewriting algorithm, then the
resulting SPARQL algebra expression op′′

q become
op′′

q = OpProject(Vars(?x, ?y ), OpJoin((?x rdf:type girl),
OpUnion((?x knows ?y), (?x likes ?y))).

As we can see, the most important step in the ABox rewriting is rewrit-
ing the triple pattern in BGP and reconstruct the triple pattern with its sets
of entailment patterns. If a property or class has a large number of inclusion
axioms in the TBox, the result of rewriting shall also contain a large number
of nested union operators which increase the complexity of the result SPARQL
algebra expression. Therefore, we need to limit the number of union operators
during triple pattern rewriting in order to reduce the complexity of the rewrit-
ten SPARQL algebra expression. For SPARQL-S, a parameter is introduced to
control whether only direct sub or full entailment shall be used for ABox rewrit-
ing. The SPARQL-S query rewriting algorithm can be obtained by sequentially
apply the concept rewriting and ABox rewriting algorithms. The result SPARQL
algebra expression of SPARQL-S query rewriting algorithm will be evaluated by
the SPARQL-S evaluation procedure.

3.3 SPARQL-S Query Evaluation

In this procedure, since all variables of the SPARQL algebra expression related to
TBox axioms in schema has been replaced in query rewriting procedure, we only
need to consider the evaluation of SPARQL algebra expression on instance data
(ABox axioms). The evaluation of SPARQL algebra expressions is performed
on the GraphX graph-parallel computation framework of Spark. We use the
S2X system [13] to process the query matching problem. First, SPARQL algebra
expression will be parsed into an execution queue. The elements of the queue are
SPARQL algebra operators. Each operator is a simple matching on the graph
object in GraphX or the sub-results during the queue processing. In general,
the graph matching problem is a graph parallel problem and the sub results
matching problem is a data parallel problem. The detail of the graph and data
parallel matching algorithm can be found in [13].
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4 Experiment and Evaluation

In this section, we shall evaluate the effectiveness and performance of SPARQL-S
and compare with the S2X system.

4.1 Dataset and Experiment Setup

The Lehigh University Benchmark LUBM [14] is used to evaluate the perfor-
mance of SPARQL-S. The ontology of LUBM contains 43 classes, 32 object and
data properties and 243 axioms. The benchmark also includes a set of 14 queries
q1–q14. Another 7 queries with second-order variables ranging over class and
property names: q

′
4, q

′′
4 , q

′
9, q

′′
9 , and qobg

2 , qobg
4 , qobg

10 taken from [15] are also
used for the experiment. Data generated by LUBM shall be converted into a big
N-triple file and stored in the HDFS file system. The experiment is performed on
three generated datasets: LUBM1 (103 K triples), LUBM9 (1.2 M triples), and
LUBM100 (14 M triples).

We use pellet 2.3.1 for loading and reasoning schema data, Jena 3.0.0 for
parsing the SPARQL queries and SPARQL algebra expressions, and S2X for
evaluating SPARQL algebra expressions in GraphX framework. We conduct
experiments on a cluster with 10 nodes. Each node has 2 cores, 10 GB mem-
ory. All the nodes run on Ubuntu 12.04.5 operating system with Spark 1.6.0.
The query time and result count of different queries with SPARQL-S and S2X
on three LUBM datasets is shown in Table 1.

In Table 1, SPARQL-S stands for querying with SPARQL-S query rewriting,
where S2X stands for querying using the original query. QRT stands for the
query rewriting time, T stands for the total querying time (including the query
rewriting time), R stands for the total query result count. Time is measured in
seconds. — means the query time exceeds the 10 minus time limit and no result
is returned.

4.2 Evaluation

For all queries, we can see that the query rewriting time QRT is extremely stable
with an average of about 1.5 s. The reason is that the SPARQL query rewriting
algorithm is a traversal algorithm and its time complexity depends on the size
of schema (TBox axioms) and query. Since the schema is the same for all queries
and the queries have similar complexity, there is no remarkable difference in the
rewriting time.

In Table 1, we can see that SAPRQL-S result count are significantly higher
than S2X in many cases, which means that SPARQL-S can help to get more
complete results through schema entailment and query rewriting with the price
of slightly higher query time. For all the 21 queries in SPARQL-S, only 7 queries
do not have results in LUBM1 and 6 queries do not have results in LUBM9

and LUBM100. However, there are 19 queries in S2X do not have results in the
three datasets. As the dataset become larger, more result counts of queries in
SPARQL-S increase than that in S2X. The reason why q11 and q12 does not have
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Table 1. The query results of SPARQL-S and S2X

Q QRT LUBM1 LUBM9 LUBM100

SPARQL-S S2X SPARQL-S S2X SPARQL-S S2X

T R T R T R T R T R T R

q1 2.1 16 4 16 4 28 4 27 4 36 4 33 4

q2 1.6 33 0 29 0 74 21 61 0 105 264 87 0

q3 1.7 34 6 18 6 58 6 37 6 66 6 46 6

q4 1.6 41 35 22 0 103 35 60 0 153 35 94 0

q5 1.7 33 29 16 0 43 29 24 0 48 29 28 0

q6 1.7 26 7790 14 0 53 87939 24 0 60 1048532 27 0

q7 1.6 41 67 19 0 116 67 51 0 167 67 86 0

q8 1.5 42 9300 22 0 111 9300 59 0 141 10170 90 0

q9 1.5 54 0 25 0 178 0 82 0 394 0 170 0

q10 1.5 35 4 16 0 58 4 23 0 116 4 27 0

q11 1.5 19 0 16 0 26 0 22 0 46 0 27 0

q12 1.5 29 0 17 0 33 0 26 0 57 0 32 0

q13 1.5 37 0 16 0 48 8 23 0 69 62 27 0

q14 1.4 19 5916 17 5916 37 66676 38 66676 60 795970 66 795970

q
′
4 1.5 38 42 27 0 98 42 1071 0 161 42 3917 0

q
′′
4 1.5 48 35 21 0 128 35 78 0 169 35 118 0

q
′
9 1.6 51 0 34 0 184 0 1575 0 — — — —

q
′′
9 1.6 60 0 31 0 170 0 872 0 — — — —

qobg
2 1.6 40 547 24 0 75 6164 516 0 102 72927 — —

qobg
4 1.4 28 2 19 0 40 2 533 0 47 2 — —

qobg
10 1.5 44 0 335 0 73 0 — — 109 0 — —

result is that both queries have transitive property which is not supported by
SPARQL-S right now. The reason why q9, q

′
9, q

′′
9 , and qobg

10 does not have results
is that only direct sub-properties are been substituted in the query rewriting
algorithm to reduce query time. However, the results of these query can be
obtained, if non-direct sub-properties are also allowed to be substituted during
query rewriting.

For the total query time T in Table 1, we can see that the query time become
longer as the size of dataset increase. The total query time also increases as the
rewritten query become more complex. Compared with all the other operators in
execution queues, the BGP operator is the most time-consuming operator. That
is the reason for the higher total query time spent in q

′
9, q

′′
9 and qobg

10 . Too many
sub-results can also cause the time of data communication in GraphX increase.

5 Conclusions

In this paper, a new query rewriting algorithm for SPARQL is proposed. A sound
but not complete OWL DL entailment regime is being utilized by SPARQL-S
to rewrite queries to enrich the query results. Compare to the approach that
extend the instance data through rule-based reasoning, our approach changes
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query other than the instance data. Hence, it shall not increase the cost of
subgraph matching during the query evaluation. Since the time complexity of
SPARQL-S query rewriting is mostly depended on the size of schema data, it
can be used for large scale knowledge graphs, such as DBpedia, Wikidata, and
YAGO, which have a relatively smaller schema data (TBox axioms) compare
to its instance data (ABox axioms). The effectiveness of SPARQL-S is being
evaluated using an extended LUBM dataset. It can produce more query results
with the cost of slightly higher query time.

For the future work, heuristic strategies can be added to the ABox query
rewriting algorithm to improve the efficiency of the resulting SPARQL algebra
expression and control its complexity. The S2X platform used for query evalua-
tion also need to be optimized to improve the efficiency of BGP matching and
get a better use of data parallelization.
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Abstract. Nowadays, Twitter has become an important platform to
expand the diffusion of information or advertisement. Mention is a new
feature on Twitter. By mentioning users in a tweet, they will receive noti-
fications and their possible retweets may help to initiate large cascade
diffusion of the tweet. In order to maximize the cascade diffusion, two
important factors need to be considered: (1) The mentioned users will
be interested the tweet; (2) The mentioned users should be online. The
second factor was mainly studied in this paper. If we mention users when
they are online, they will receive notifications immediately and their pos-
sible retweets may help to maximize the cascade diffusion as quickly as
possible. In this paper, an unbalance assignment problem was proposed
to ensure that we mentioned the optimal users in the appropriate time.
In the assignment problem, constraints were modeled to overcome the
overload problems on Twitter. Further, the unbalance assignment prob-
lem was converted to a balance assignment problem, and the Hungarian
algorithm was took to solve the above problem. Experiments were con-
ducted on a real dataset from Twitter containing about 2 thousand users
and 5 million tweets in a target community, and results showed that our
method was consistently better than mentioning users randomly.

Keywords: Twitter · Mention · Time · Assignment problem

1 Introduction

On Twitter, people can carry out social interactions by reading, commenting and
forwarding the latest updates from others. However, due to the large amount
of user-generated content, people become easily distracted during information
seeking. As a result, the effect of social media marketing (SMM) (also known as
marketing practices on social media platforms), such as efforts to gain attentions
and encourage participation by posting attractive contents, can be very limited
if the right audiences cannot be properly identified in time.
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Fortunately, as a new feature on Twitter, Mention can help ordinary users
to improve the visibility of their tweets and go beyond their immediate reach
in social interactions. Mention is tagged as @username. All the users mentioned
by a tweet will receive a mention notification. By using Mention, one can draw
attention from specific users. Properly using mention can quickly help an ordi-
nary user spreading his tweets.

Due to the significance of the mention feature, Mention Recommendation has
attracted some studies in previous work. The representative work was proposed
by Wang et al. [1]. In their work, features of users’ interest and influence were
considered to recommend users by mentioning. However, the temporal pattern
of mentioned users was neglected in their work. If they mentioned users who
were not online, these users would be not notified as quickly as possible. Users
usually preferred to retweet the instant information. If users are online in next
time and they discover the information is outdated, the probability of retweets
would become lower. Moreover, due to the overload problems on Twitter, large
number of other mentioned tweets maybe drown earlier mentioned tweets and
caused these earlier mentioned tweets to be read with a lower probability.

Moreover, Fig. 1 gave the distribution of time gaps according to the real data
set on Twitter. The time gaps were defined as the difference between time stamps
of source tweets and time stamps of retweets. Experimental results showed that
most of retweets occurred in a short time gap. So, when the information was
outdated, the probability of retweets would become lower.

Fig. 1. The distribution of time gaps

In order to expand the diffusion of tweets by @ recommendation on Twitter,
it is important to consider whether mentioned users are online. For an account
on Twitter, if we want to expand the diffusion of tweets by @ recommendation
by this account, the naive method is to mention as many users as possible in each
hour. However, there is an overload problem on Twitter. If an account posts too
many tweets in each hour, it is likely to be treated as a spam and the Twitter
Service Provider will seal this account. Moreover, if the account posts tweets
automatically by the API of Twitter, it will be restricted by the frequency of
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Twitter API. Usually, only 60 tweets at most are allowed to publish in an hour
by the API of Twitter.

The above problem was modeled as a linear programming problem in this
paper. Time windows for an account in a day were divided into 24 windows. Due
to the overload problem and limits of Twitter API, the mentioned users in each
window were lower than a threshold. Moreover, in order to avoid the account
be treated as a spam by the Twitter Service Provider, the threshold in each
window should be different. The number of mentioned users in each window for
an account was set up in advance. We should find such a number of users on
Twitter and put them to each window in order to maximize the probability of
online. Figure 2 illustrated the basic idea of our method.

Fig. 2. The basic idea of our method

In order to get the probability of online in each window for a user on Twitter,
Both the dispersion of time stamps in a window and the dispersion of this window
when a user tweeted in a long time were simultaneously considered in this paper.
Then, an unbalance assignment problem was proposed to maximize the proba-
bility of online, where the mentioned users were called as tasks and windows for
24 h were called as agents. The target function was to maximize the probability
of online when the task was assigned the most appropriate agent. Further, the
unbalance assignment problem was converted to a balance assignment problem,
and the Hungarian algorithm was took to solve the above problem.

It is worthwhile to highlight the following three aspects of our scheme in this
paper.

(1) Both the dispersion of time stamps in a window and the dispersion of this
window when a user tweeted in a long time were simultaneously considered
to get the probability of online in each window for a user on Twitter.

(2) An unbalance assignment problem was proposed to maximize the probability
of online, and the target function was to maximize the probability of online
when the task was assigned the most appropriate agent.

(3) We converted the unbalance assignment problem to a balance assignment
problem, and the Hungarian algorithm was took to solve the above problem.

2 Related Work

In this section we discuss some work related to our study, including the recom-
mendation on Twitter and the assignment problem.
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With the development of microblogs in recent years, the recommendation on
Twitter has attracted more attention by researchers, mainly including the news
recommendation and the user recommendation. Diaz-Aviles et al. [2] consid-
ered collaborative filtering as an online ranking problem and presented RMFO,
a method that created, in real-time, user-special rankings for a set of tweets
based on individual preferences that were inferred from the user’s past system
interactions. Chen et al. [3] proposed a method of making tweet recommenda-
tions based on collaborative ranking to capture personal interests, and their final
method considered three major elements on Twitter: tweet topic level factors,
user social relation factors and explicit features such as authority of the pub-
lisher and quality of the tweet. Abel et al. [4] investigated different strategies for
mining user interest profiles from microblogging activities ranging from strate-
gies that analyzed the semantic meaning of Twitter messages to strategies that
adapted to temporal patterns that could be observed in the microblogging behav-
ior, and they evaluated the quality of the user modeling methods in the context
of a personalized news recommendation system. Son et al. [5] proposed a novel
news article recommendation that reflected the geographical context of the user.
Phelan et al. [6] described a novel approach to news recommendation that har-
nessed real-time micro-blogging activity, from a service such as Twitter, as the
basis for promoting news stories from a users favourite RSS feeds. Gupta et al. [7]
described and evaluated a few graph recommendation algorithms implemented
in Cassovary, including a novel approach based on a combination of random
walks and SALSA.

Kuhn [8] first gave a Hungarian method to solve the assignment problem in
1955. Then, the assignment problem has been successfully applied to the field of
data mining. Li et al. [9] proposed the Social Event Organization (SEO) problem
as one of assigning a set of events for a group of users to attend. Qian et al. [10]
proposed SCRAM, a sharing considered route assignment mechanism for fair
taxi route recommendations in order to provide recommendation fairness for a
group of competing taxi drivers, without sacrificing driving efficiency. Liu et al.
[11] explored the expert retrieval problem and implemented an automatic paper-
reviewer recommendation system that considered aspects of expertise, author-
ity, and diversity. Spasojevic et al. [12] presented ‘LASTA’ (Large Scale Topic
Assignment), a full production system used at Klout, Inc., which mined topical
interests from five social networks and assigned over 10,000 topics to hundreds
of millions of users on a daily basis.

3 Methods

3.1 Constructing the Benefit Matrix

In this paper, only the temporal pattern was considered as the behavior of a user.
If we want to spread topics or events on Twitter, the target audience would be
found according to the interest similarity. A series of keywords {w1, w2, . . . , wi}
were constructed to represent a topic or an event. Then, the target audience
{u1, u2, . . . , un} who were interested in the topic or the event could be retrieved
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by the series of keywords {w1, w2, . . . , wi}. Also, if you want to give your product
advertising on Twitter, the target audience {u1, u2, . . . , un} could be retrieved
by the series of keywords {w1, w2, . . . , wi} which represented the idea of the
advertising.

Definition 1 (Target community). A set of audience {u1, u2, . . . , un} with the
similar interest which is represented by series of keywords {w1, w2, . . . , wi}.

The main goal of this paper was to maximize the benefit in the constraints
of the overload problem and the upper limits of Twitter API for all users in a
target community.

Then, benefits for all users in a target community in 24 discrete windows
need to be inferred by the temporal pattern of each user. Intuitively, the more
tweets posted by a user in an hour window, the higher probability this user
was on line, except for spams. So, the probability of online for an hour window
could be inferred by the number of tweets and the dispersion of tweets in the
hour window. For all tweets of an hour window in a period of time T posted
by a user, the more tweets posted by the user in the hour window, the higher
probability this user was on line; the higher dispersion in the hour window, the
higher probability this user in this window was on line. The variance indicated
the dispersion of a data set. So, based on the variance, the probability of online
in an hour window was defined as follows.

p = E{[X − E(X)]2} × n =
∑

n
[X − E(X)]2 (1)

Here, the X indicated the time interval of a user in an hour window for a
period of time T. The E(X) indicated the expectation of the time interval. And
the n indicated the number of tweets posted by this user in an hour window for
a period of time T.

In order to count the time interval of a user in an hour window for a period of
time T, all time stamps {t1, t2, . . . , tn} were got from tweets in an hour window
posted by the user in a period of time T, where the ti was converted the second
base unit. The integral point in each hour window was considered as the start
point of the time interval. Then, the time interval could be counted as follows.

Δti = (ti − t0)/3600 (2)

Here, the t0 indicated the second base unit of the integral point in each hour
window, such as One o’clock, Two o’clock, Three o’clock, etc. The ti indicated
the second base unit of a time stamp for a user in an hour window.

Then, all time intervals in any window for a user could be counted as
{Δt1,Δt2, . . . ,Δtn}. So, the probability of online for a user in an hour window
could be converted as follows.

ph =
n∑

i=1

(Δti − Δt)
2

(3)
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Here, the Δt indicated the expectation of the time inter-
val {Δt1,Δt2, . . . ,Δtn}. The above formula indicated that the probability of
online for a user in an hour window was related to two factors: the number of
tweets and the dispersion in an hour window.

The above formula was inferred by counting all tweets posted by a user in
an hour window for a period of time T. However, some users may be active in
a short time period and they posted larger number of tweets in the short time
period. According to the above formula, we could infer the probabilities of online
for these users were higher. In fact, these users were only online in a short time,
and they were not online in most of time. So, it was not enough to only count
all time stamps in an hour window posted by a user in the period of time T.
In order to overcome the above problem, besides for counting all time stamps
in an hour window posted by a user in the period of time T, the dispersion of
days when a user posted was inferred to compute the probability of online more
accurately. Intuitively, if a user often posts in an hour window for every day, he
would be online in the hour window with a higher probability.

So, for any a user, we counted all days {d1, d2, . . . , dm} when the user posted
in the period of time T. In order to uniform dimension with the above time
stamp in an hour, the method of the normalization was defined as follows.

Δdi =
di − d0

|T | (4)

Here, the time stamp was measured in the day unit. The d0 was equal to 0.
The |T | indicated the size for the period of time T.

Similarity, all day intervals in the period of time T for a user could be counted
as {Δd1,Δd2, . . . ,Δdn}. So, the probability of online for a user in the period of
time T could be converted as follows.

py =
n∑

i=1

(Δdi − Δd)
2

(5)

Here, the Δd indicated the expectation of the time interval {Δd1,
Δd2, . . . ,Δdn}. The above formula indicated that the probability of online for
a user in the period of time T was related to two factors: the number of tweets
and the dispersion of this window in the period of time T.

So, the incorporate probability of online for a user in an hour window was
related to two factors: the time stamp dispersion and the whole time stamp for
the hour window in the period of time T. The whole probability of online for a
user in an hour window was defined as follows.

p = ph × py (6)

Here, besides for counting all time stamps in an hour window posted by a
user in the period of time T, the dispersion of days when a user posted was
inferred to compute the probability of online. Obviously, the more dispersion of
time stamps and days in an hour window, the higher probability of online was.



Finding the Optimal Users to Mention in the Appropriate Time on Twitter 295

Then, for 24 windows in a day of each user, we could compute the probability
of online in each hour for any a user with the above similar methods. So, for
any a user in 24 h, we could construct a vector for the probability of online as
follows.

pi = (p1, p2, . . . , p24)T (7)

Here, the i indicated the i user in the target community.
Then, for all users in the target community, a benefit matrix for the proba-

bility of online could be constructed as follows.

P =

⎡

⎢
⎢
⎢
⎣

p1,1 p1,2 . . . p1,24
p2,1 p2,2 . . . p2,24
...

...
...

pn,1 pn,2 . . . pn,24

⎤

⎥
⎥
⎥
⎦

(8)

Here, the n indicated the number of users in the target community.

3.2 Optimization Model

For an account on Twitter, if we want to expand the diffusion of tweets by @
recommendation by this account, the naive method was to mention as many users
as possible in each hour. However, there was an overload problem on Twitter. If
an account posts too many tweets in each hour, it would be likely to be treated
as a spam and the Twitter Service Provider would seal this account. Moreover,
if the account posts tweets automatically by the API of Twitter, it would be
restricted by the frequency of Twitter API. Usually, only 60 tweets at most were
allowed to publish in an hour by the API of Twitter. So, in order to maximize
the benefit in the constraints of the number of tweets in each hour, we should
mention users when they would be online. Then, more users could accept the
topic or the event as quickly as possible and the topic or the event may be spread
as quickly as possible.

So, for an account on Twitter, the optimization model was defined as follows.

max z =
m∑

i=1

n∑

j=1

cijxij

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

m∑

i=1

xij ≤ 1, j = 1, 2, . . . , n

n∑

j=1

xij ≤ σi, i = 1, 2, . . . ,m

m∑

i=1

n∑

j=1

xij ≤ δ

xij= 0 or 1

(9)

Here, the xij indicated whether the j user was mentioned in the i hour
window. If the j user was mentioned in the i hour window, the xij was 1;
otherwise, it was 0. cij indicated the probability of online, and it was the element
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of the matrix PT . The m indicated the number of windows, and the maximum
number of the m was equal to 24. The n indicated the number of all users.
In order to overcome the overload problem, the number of tweets in each hour

was limited as σi; that was
n∑

j=1

xij ≤ σi. Moreover, the total number of users

mentioned was less a threshold δ, that was
m∑

i=1

n∑

j=1

xij ≤ δ. In this paper, only

a user was mentioned in a tweet to overcome the overload problem; that was
m∑

i=1

xij ≤ 1. A tweet mentioning a lot of users was likely to be treated as a spam

tweet, which would decrease others interest in retweeting it.
Moreover, the limits σi of the number of tweets in each hour was different.

In general, the probability of online for a user was lower in periods from One
A.M. to Six A.M. In these periods, we could mention less users. In contrast, the
probability of online for a user was higher in periods from Nine P.M. to Eleven
P.M. In these periods, we could mention more users. So, we counted all tweets
in each hour to discover the pattern of online for all users. The pattern of online
for all users was defined as follows.

p = {s1, s2, . . . , s24} (10)

Here, the si indicated the total number of tweets in the i hour. The number
of mentions in each hour was reduced by a constant c in order that the greatest
number of mention was less than limits. That is, the σi was defined as follows.

σi = si/c (11)

Usually, the total number of users mentioned by an account was less than
the number of users in a target community. That was as follows.

24∑

i=1

σi < δ (12)

The above optimization model was called as an unbalanced assignment prob-
lem. Here, users mentioned by the virtual account were called as the tasks. And
windows for each hour were called as the agents. The target function was to
maximize the benefit when each task was assigned the most suitable agent. The
first constraint indicated each task was accomplished only by an agent. The
second constraint indicated each agent could accomplish multiple tasks and the
number of tasks was less than a threshold σi. The third constraint indicated the
total number of tasks was less a threshold δ. Because the total number of users
mentioned by a virtual account was usually less than the number of users in a
target community, parts of tasks were not accomplished by agents. The fourth
constraint indicated a task was accomplished or was not accomplished.
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3.3 Solution

Traditional assignment problem was usually balance, where a task was only
accomplished by an agent and an agent only accomplished a task. The number
of tasks was equal to the number of agents. Hungarian algorithm [8] was took
to solve the traditional balance assignment problem.

If the number of tasks was more than the number of agents, the assignment
problem was unbalance. In order to take the Hungarian algorithm, some fictitious
agents who accomplished the tasks with 0 overhead were added to the task matrix
in order to ensure the number of tasks was equal to the number of agents.

However, our model was different from traditional unbalanced assignment
problem. In traditional unbalanced assignment problem, an agent only accom-
plished a task. In our model, many users were mentioned by the virtual account
in an hour window. So, an agent should accomplish multiple tasks in the assign-
ment problem.

In order to take the Hungarian algorithm, the benefit matrix should be
reformed to accommodate the traditional unbalanced assignment problem. The
basic idea was that a number of the same agents were added to the benefit
matrix if an agent accomplished multiple tasks. Also, the total number of users
mentioned by a virtual account was usually less than the number of users in a
target community and parts of tasks were not accomplished by agents. So, the
rest of tasks were accomplished by the fictitious agents.

So, the new coefficient matrix H was constructed according to the above
benefit matrix PT .

H =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

σ1

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

M − p1,1 M − p2,1 . . . M − pn,1
M − p1,1 M − p2,1 . . . M − pn,1

...
...

...
M − p1,1 M − p2,1 . . . M − pn,1

...
...

...
M − p1,24 M − p2,24 . . . M − pn,24

0 0 0 0
...

...
...

...

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(13)

Here, the σi indicated the i agent accomplished σi tasks. So, the σi agent was

added to the coefficient matrix. Moreover, the δ −
24∑

i=1

σi rows with 0 were added

to the coefficient matrix, which indicated that fictitious agents who accomplished
the rest of tasks. Because the initial optimization model without reforms was to
maximize the benefit when each task was assigned the most suitable agent. An
huge constant M was added to the coefficient matrix in order to convert to a
minimization problem.

Based on the coefficient matrix H, the new optimization model was defined
as follows.
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min z =
∑

i

∑

j

hijxij

⎧
⎪⎪⎨

⎪⎪⎩

∑

i

xij = 1, j = 1, 2, . . . , δ
∑

j

xij = 1, i = 1, 2, . . . , δ

xij= 0 or 1

(14)

The above optimization model was called as the balanced assignment prob-
lem. In this paper, the Hungarian algorithm was took to solve the above problem.

4 Experiments

In order to illustrate the effectiveness of our model, we collected tweets of users
from a target community in 2015. In the data set, the number of users in the
target community was 2098. In our data set, the number of tweets published by
these users was about 5 million. Also, we extracted time stamps of tweets.

Table 1. The value of the constant c

c1 c2 c3 c4 c5 c6

3364 4036 5045 6727 10090 20180

According to time stamps of tweets, we computed the benefit matrix con-
taining the probability of online for 2098 users. We summed the probability of
each hour for 2098 users in Fig. 3. According to Fig. 3, we could find that the
probability of online for all users was higher in periods from Nine PM to Eleven
PM and from Nine AM to Eleven AM. Also, the probability of online for all
users was lower in periods from One AM to Six AM. So, in order to mention
users reasonably by a virtual account, we set the constant c in Table 1 to get the
number of mention in each hour by the virtual account.

Based on the constant c in Table 1, we could get the number of mention
in each hour by a virtual account in Fig. 4. The pattern of pi in Fig. 4 was
constructed by the constant ci in Table 1.

4.1 Evaluation Method

In order to evaluate the effective of our model, we divided the data set into
two parts. The time stamps from 2015 January to 2015 October were collected
to model. And time stamps in 2015 November were collected to evaluate the
effective of our model. According to the data set from 2015 January to 2015
October, we could get mention users list in each hour {h0 = {u0,1, u0,2, · · · }, h1 =
{u1,1, u1,2, · · · }, h23 = {u23,1, u23,2, · · · }}. For each recommended user ui,j in the
mention users list, the precision was computed by checking whether the user
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was online on the i hour in every day for 2015 November. So, the precision was
defined as follows.

pi =

30∑

j=0

fij

30
if online fij = 1, else fij = 0 (15)

So, the average precision of all users was defined as follows.

p =
s∑

i=0

pi/s (16)

Here, the s was the total number of users in the mention users list.
We compared the mention users list by recommending users randomly. Our

model was named as AP, and the randomized method was named as RM.

4.2 Experimental Results

According to the number of mentions in each hour in Fig. 4, we got the average
precision of all users by taking advantage of the method of AP and RM. The
experimental results were illustrated in Fig. 5.
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We could find our method was more effective. The average precision of the
method by recommending users randomly was lower. Most of users recommended
by randomly were not even online in a whole 2015 November.

Moreover, the precision of these users who were not online in whole November
was equal to 0. The more these users were mentioned, the worse results to expand
the diffusion of tweets in time. Because these users may be not online in whole
month. We counted the average ratio of these users who were not online in
whole November. The experimental results were illustrated in Fig. 6. According
to experimental results, we could find that the ratio of users who were not online
for our method was lower than the method by recommending users randomly,
and more valuable users were mentioned by our method.

5 Conclusions

In order to find the optimal users to mention in the appropriate time on Twitter,
an unbalance assignment problem was proposed in this paper, and results showed
that our method was consistently better than mentioning users randomly.

In the future work, besides for the time-series pattern of users, other factors
such as interests of users, behaviors of users, et al. will be considered in order to
find the better users to mention on Twitter.
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Abstract. Structured (semi-structured) knowledge extraction from Web tables
is an important way to obtain high quality knowledge. Unlike most extraction
methods which need to understand the tables with external knowledge bases, our
method uses the inherent similarities of tables to determine the semantic structure
of tables. With a comprehensive analysis of table structures of various forms, we
provide a novel way for calculating the DOM tree similarity between various web
tables based on DTW and for clustering tables. By using 5000 Wikipedia tables
which were extracted at random as the corpus, experiments show that the result
of table clustering is close to the result of classification based on empirical
approaches, and without the use of external knowledge bases, the quality of
knowledge extracted from the tables is satisfactory.

Keywords: Knowledge extraction · Web tables · DOM tree similarity · Table
clustering

1 Introduction

Web tables are a kind of concise and effective knowledge containers, which are abundant
in structured and semi-structured knowledge. A Google study shows that more than 150
million high-quality relational tables exist on the Web [1]. Through a large-scale survey
of tables on a large crawl of the Web, 75 % of the pages contain at least one table with
an average of 9.1 tables per document [2].

Knowledge extraction from the Web tables is an important way to obtain high quality
knowledge, and has many applications in knowledge acquisition, information retrieval,
question answering, Web mining and so on. So it has become one of hot issues in the
field of knowledge acquisition in recent years.

An important feature of Web tables is that the tables are presented in the form of a
DOM tree, which is composed of various combinations of HTML tags. A HTML table
usually begins with a <table> tag, and uses tags such as <tr>, <td> and <th> as its
child nodes. Therefore, if we get a HTML subtree which begins with <table> and ends
with </table>, we could get a table with knowledge. However, these tags are sometimes
problematic, because they are usually used for decorative purposes. A group of
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researchers have focused on this problem about the identification of the genuine Web
table [3, 4].

When we have got a genuine table, extracting knowledge from it becomes another
important research question. This article aims to provide a new method of unsupervised
classification, by considering the characteristics of the DOM tree, uses the tree similarity
to measure the similarity between the tables, and then clusters the tables into classes.
Finally, the method extracts knowledge in each table class, respectively.

The rest of this paper is organized as follows. Section 2 presents an overview of the
related work. Section 3 gives a comprehensive analysis of Web tables from the perspec‐
tives of our experience and practical applications. Section 4 describes our knowledge
extraction method based on DOM tree similarity. Section 5 shows the experiment results
and Sect. 6 concludes the paper.

2 Related Work

Structured (semi-structured) knowledge tables have always been used as an important
source of knowledge to construct a large-scale knowledge base or graph. DBpedia [5]
and YAGO [6] are built on Wikipedia infoboxes and other structured data sources.
Google’s Knowledge Vault also uses HTML tables as a source for knowledge fusion [7].

Like knowledge extraction from unstructured data, we want to obtain terms of enti‐
ties, concepts, and semantic classes, and their relationships, attributes and attribute
values from the Web tables. Roughly, table knowledge extraction can be roughly divided
into two tasks: one is to detect the critical elements of the table and the other is to discover
the content structure of the table.

By detecting the critical elements of a table, we can infer the distribution of knowl‐
edge of the table. With the help of a universal probabilistic taxonomy called Probase,
Wang [8] presented a framework based on a table header detector and entity detector to
harvest knowledge from HTML tables. Nagy [9] provided a trainable critical cell loca‐
tion algorithm for extracting and factoring header paths and RDFs. Dalvi [10] extracted
concept-instance pairs by clustering similar terms found in HTML tables and then
assigned concept names to these clusters using Hearst patterns. Limaye [11] proposed
a system, and it used an existing catalog and type hierarchy for annotating table columns
and cells. Oz and Hogan [12] described a novel method to extract facts by using an
existing Linked Data knowledge base to find existing relations between entities in Wiki‐
pedia tables, suggesting that the same relations may hold for other entities in analogous
columns on different rows.

By discovering the content structure of a table, we can infer the semantic structure
of the table. The content structure is mainly reflected in the schema of the critical
elements of the table. Chen [13] used the similarity between cells, rows and columns
based three metrics (i.e. String similarity, Named entity similarity, and Number category
similarity) to identify the schema of the table and captured attribute-value relationships
among table cells. Pivk and Cimiano et al. showed the TARTAR model which can
normalize a table into a logical matrix [14]. In their early work [15], they distinguished
between two functional types of cells, i.e. Attribute cells and Instance cells from HTML
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tables, by the core steps of the methodology: (1) Cleaning and Normalization, (2) Struc‐
ture Detection, (3) Building of the Functional Table Model (FTM), and (4) Semantic
Enriching of the FTM. Cafarella described a WebTables system which can extract rela‐
tional information from HTML tables by attribute correlation statistics, and provided
schema auto-complete and attribute synonym finding capability for getting more similar
tables [1]. A similar work was presented in [17]. Adelfio extracted the schemas of HTML
tables (attribute names, values, data types, etc.) by using a classification technique based
on conditional random fields [18].

The above two ways are only directed to one specific table, and some other methods
also use the information around the table to enhance the performance of the table extrac‐
tion. Wang and Phillips [16] presented a table structure understanding algorithm
designed by using optimization methods and improved the table detection result by
optimizing the whole page segmentation probability. Govindaraju [19] used experi‐
ments to evaluate their ideas inspired by a simple human study that the use of context
information around the table can be combined to extract a higher quality and more entity
relationships.

Our approach focuses more on the formal structure of tables. We define the DOM
tree similarity between the tables, and use it to cluster the tables which have the similar
semantic structure. This makes our method domain-independent. Unlike most other
methods mentioned above, our method does not need to understand the table with
external knowledge bases.

3 Analysis of Web Tables

Before diving into the technical details, we present some analysis of Web tables first.

3.1 Web Tables Classification: An Experiential Analysis

Webpages contain a large number of tables, and unlike Web texts, tables are relatively
structured information. Tables organize information in the concise form. A well-struc‐
tured relational table can be structured by the entities and their relationships, such as a
Wikipedia infobox, and extracting knowledge from it becomes much easier.

In this paper, we define a piece of knowledge as a triple of the form <S, P, O>, where
S is the subject, P is a predicate or relation and O is its object. For example, some triples
can be extracted from infobox table of Fig. 1, such as <China, Capital, Beijing> and
<China, Largest city, Shanghai>.

Fig. 1. An example of Wikipedia infoboxes (https://en.wikipedia.org/wiki/China)
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However, in many cases, the tables which we are dealing with in this paper are much
more complicated than infobox tables consisting of “Attribute-Value” pairs. Figure 2 is
an example of a common relational table. We can see that multiple relationships and
facts can be extracted, but the way of the extraction is not like the case of infoboxes.

In a good summary, [20] provided a taxonomy of table types along with their
frequencies on the Web, as shown in Fig. 3. A similar taxonomy was presented in [2].
However, this taxonomy for practical use is limited.

Fig. 3. A taxonomy of Web tables

Visually, a table reveals the organizational structure of the data. There is a certain
degree of structural similarity between different tables, and a kind of similar structure
contains all kinds of similar entity relationships. So if we know that some of the tables
have the same structure, we can use the same way to extract the knowledge from them.

3.2 Formal Structure and Similarity of Web Tables

Different styles of table structure come from the “Rowspan” and “Colspan”, but the
structure of the DOM tree has no change and just differ in HTML tag’s attribute, such
as <tr colspan = “3”>. More importantly, some of the tags such as <th> and <caption>
would also affect the form of the semantic structure, and the distribution of these tags
in the tree has great impact on the similarity of DOM trees.

Fig. 2. An example of complicated Web tables
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As shown in Fig. 4, we can find that the semantic structure in (a) and (b) is the same
from the table-style perspective. But when we use the traditional methods [21–23] to
measure the similarity between table (a) and (b), we get the result as shown in Table 1.

Table 1. Traditional methods to measure the similarity between three tables in Fig. 4

Methods Edit distance Longest common
substring

Simple tree
matching

Our method

Similarity(a, b) 0.5257 0.5232 0.5186 1.0
Similarity(a, c) 0.5024 0.5003 0.5854 1.0
Similarity(b, c) 0.4859 0.4792 0.4677 1.0

Actually, as shown in Fig. 4, table (b) has three more rows than table (a), and table
(c) has two more columns than table (a); that is to say, DOM tree (b) has three more
<td> leaf nodes than DOM tree (a). Likewise, DOM tree (c) has two more <th> and
eight more <td> leaf nodes than DOM tree (a).

From Fig. 5, we can see that the difference between the various DOM trees is the
number of the repeated or same substructures, such as the content marked in the red
border. The methods in the literature [21–23] cannot solve the problem of the repeated
substructures, and that is why the similarity results as described in Table 1 range from
0.4 to 0.6.

Through the analysis above, we can assume that the number of the same substructures
does not influence the inherent global structure of a table, and it is merely a continuation
of the function of some elements of the structure. Intuitively, the continuation of the
function of HTML tags is like the extension of phoneme of the speech. When we repeat
an utterance, although the speech rate may not be the same, what the phonemes the
utterance contains is the same. In other words, when we use the features of the phonemes
and time to describe different speeds of an utterance to be spoken and form different
speech waveform sequences, if we are going to calculate the similarity of these
sequences, the results should be that they are very similar or the same. As shown in
Table 1, the result of our method to measure the similarities of between table (a) and
(b), between (a) and (c), and between (b) and (c) are all 1.0, as we expect.

Fig. 4. Some common Web tables
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4 Knowledge Extraction from Web Tables Based on DOM Tree
Similarity

4.1 Acquiring Web Tables

A table is presented in the form of a DOM tree. DOM tags are used to represent a DOM
tree. Usually, we can obtain the table by the tag <table>, no matter whether it is a genuine
table or not. We think that the tables used for decorative or layout purposes may also
have certain fixed structure, and it may be extracted by way of classification, without
separately analyzing whether it is genuine or non-genuine. We use the HTML parser to
get tables and retain their tree structure.

4.2 Defining the Similarity

Dynamic time warping (DTW) is a sequence alignment method for comparing two
sequences’ similarity [24]. It is widely used in speech recognition to deal with the
problem of different speech rates. To some extent, the diversification of tables comes
from the results of “warping”. Therefore, based on our observation, we introduce the
DTW method to measure the similarity between two DOM trees.

Let Tablei and Tablej be two Web tables, which are represented by DOM Treei and
Treej, respectively. As a tree, we let the tag <table> be the root node of the tree, and
then traversing it gets a pathi for a leaf node i. For example, a path can be represented
as <table> ~ <tbody> ~ <tr>~<td> ~ <text>, and the <text> only represents the text
content of the leaf node. The number of leaf nodes of a tree equals to the number of the
paths it has. Comparing the similarity of two trees is a comprehensive comparison of
the similarity between the relevant paths.

Suppose Treei has m paths and Treej has n paths. Let γ
(
pathi, pathj

)
 be the string edit

distance [21] of two paths, let ||pathi
|| be the length of pathi and |||pathj

||| be the length of

Fig. 5. DOM trees for tables (a), (b) and (c) in Fig. 4, respectively

Extracting Knowledge from Web Tables Based on DOM Tree Similarity 307



pathj. Let ψ
(
pathi, pathj

)
 be the similarity between pathi and pathj, which we can get it

by normalizing:

ψ
(
pathi, pathj

)
=

γ
(
pathi, pathj

)
− Min(𝛾)

Max(𝛾) − Min(𝛾)
(1)

Where, Min(γ) = −a × min
{||pathi

||, |||pathj

|||
}
− b ×

|||||pathi
|| − |||pathj

||||||, and

Max(γ) = a × min
{||pathi

||, |||pathj

|||
}

. In the above formula, a denotes the weight of the
string edit operation of “match”, b denotes the weight of the string edit operation of
“delete” or “insert”. When we compare the two paths with each other, we only need to
determine whether each tag of pathi can match with a tag of pathj or not.

After calculating the similarity of the two paths, we convert it to the distance between
the two paths. By using the DTW method with the minimum cumulative distance, we
can achieve the greatest match of two DOM trees which are composed of leaf paths.
Formula (2) below shows how we calculate the cumulative distance between two DOM
trees:

Φ
[
i, j
]
= 𝜙

(
pathi, pathj

)
+ min{Φ

[
i, j − 1

]
,Φ

[
i − 1, j

]
,Φ

[
i − 1, j − 1

]
} (2)

In the formula, Φ
[
i, j
]
 denotes a (m + 1) × (n + 1) matrix, m and n denotes the number

of paths of Treei and Treej respectively. Φ[i, 0] and Φ
[
0, j

]
 are initiated with ∞,

Φ[0, 0] = 0, and 𝜙
(
pathi, pathj

)
= 1 − ψ

(
pathi, pathj

)
. So Φ[m, n] denotes the minimum

cumulative distance i.e. the distance between two trees. Let N be the number of nodes
in the warping path. In order to avoid the influence by the size of the tree and the length
of the warping path, we can get the similarity between two trees by normalizing:

Sim
(
Treei, Treej

)
= 1 − Φ[m, n]∕N (3)

4.3 Table Clustering

Through the establishment of two trees’ similarity measure, we can obtain the similarity
between two tables, which can be used to perform cluster analysis. We refer to the
method described in [25], which proposed an approach based on the idea that cluster
centers are characterized by a higher density than their neighbors and by a relatively
large distance from points with higher densities. For each table (i.e. Treei), two quantities
should be computed: its local density 𝜌i and its distance 𝛿i from points of higher density.
Both these quantities depend only on the distances dij between any two tables. The local
density 𝜌i of table i is defined as 𝜌i =

∑
j

𝜒
(
dij − dc

)
, where 𝜒(x) = 1 if x < 0 and 𝜒(x) = 0

otherwise, and dc is a cutoff distance. The main innovation of our paper is to calculate
the similarity between two tables, as shown in Formula (3), we can get the distance dij

by dij = 1 − Sim
(
Treei, Treej

)
= Φ[m, n]∕N. Firstly we calculate the similarity between
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any two tables which need to be clustered and turn them into distance dij, then we refer
to the clustering algorithm [25] and get the result of table clustering. Finally we use the
method NCMDS1 to represent the result.

In order to obtain a good structure of the table, we choose HTML tags <caption>,
<td> or <th> as leaf nodes, which are embedded with the corresponding cell content
of the table. But in practice, each cell of the table may have some other forms for dividing,
such as tags <span>, <li> and <div>. If we use these tags as leaf nodes, the number of
paths of one DOM tree would increase dramatically, which greatly increases the
complexity (O(mn)) of the dynamic programming algorithm. Therefore, we implement
a two-stage clustering strategy:

1. We use tags <caption>, <td> and <th> as the leaf nodes, and get the result of the
coarse-grained clustering;

2. For tables of each cluster, we use tags <span>, <li>, <div> and the like as leaf
nodes, increase the weight of <th> appropriately in the process of paths alignment
for highlighting the headers, and get the result of the fine-grained clustering.

4.4 Knowledge Extraction

After characterizing the DOM tree’s similarity between the tables to cluster the tables
which have the similar semantic structure, we extract knowledge in each class, respec‐
tively.

For a table of one class of Wikipedia tables as shown in Fig. 6, horizontal relational
tables are the most common tables in Wikipedia. We know that “Name” and “Position”
are labeled by tag <th>, which means the header of the table. Meanwhile, all the other
remaining cells are labeled by tag <td>. So we can extract knowledge (i.e. facts) such
as <David Sablan, Position, National Committeeman>.

Fig. 6. Example for a horizontal relation table (https://en.wikipedia.org/wiki/
Republican_Party_of_Guam)

In this paper, as shown in Fig. 7, unlike the traditional methods, our method does
not rely on any resource such as Linked Data, Existing entities library, or Concept-
instance base. With artificial judgment to decide which class one table belongs to, we
extract knowledge from it and the remaining tables of this class by the corresponding
extraction method which had been designed based on the semantic structure of the class.

1 http://cn.mathworks.com/help/stats/examples/non-classical-multidimensional-scaling.html.
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Figure 7 is an extraction method for the class which only contains horizontal relation
tables. The algorithm has a complexity of O(MN).

Algorithm. Knowledge Extraction to Horizontal Relation Table
Suppose that the table contains M rows and N columns, < S(k), P(k), O(k)> represents 

knowledge, the header (th) are in the first row and the Subject are in the first column by 
default (if not, some filter rules can be enabled such as the number or alphabetic order can-
not be S(k), S(k) should be an entity).

1: for each row (i=0 to M) do
2:   for each column (j=0 to N) do
3:      if th[i=0,j] and td[i,j=0] accord with filter rules do

P(k)  th[i=0,j]; O(k)  td[i,j]; S(k)  td[i,j=0];
4:   end for
5: end for

Fig. 7. Algorithm for knowledge extraction

5 Experimental Results

By using 5000 Wiki tables which were extracted from Wikipedia at random as the source
corpus, we obtain the clustering result of the experiments as shown in Fig. 8.

Fig. 8. Table clustering results of 5000 tables

As Fig. 8(a) shows, 5000 Wiki tables can be classified into two clusters (divide 5000
into 4484 and 516) in the first stage, and then the tables in one cluster (the red point one)
are clustered into another three clusters (divide 4484 into 2679, 1023 and 782) in the
second stage, as shown in Fig. 8(b). Meanwhile, the tables in the other cluster (the green
point one) in the first stage are clustered into another two clusters (divide 516 into 408
and 108) in the second stage, as shown in Fig. 8(d). As seen from the results, with
artificial judgment, the 5000 Wiki tables are clustered into relational tables and nested
tables in the first stage, then the relational Tables (4484) are classified into horizontal
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relation Tables (2679), matrix relation Tables (1023) and no-header Tables (782), and
the nested Tables (516) are classified into nested relational Tables (408) and decorated
Tables (108) in the second stage. Specially, the vertical relation tables cannot be well
separated from the matrix relation tables by table clustering. We can see that most of
the Wikipedia tables are relational tables, and some tables for decorative purposes can
be filtered out so that we do not need to judge the genuineness of the table, as done in
[3, 4]. To some extent, the clustering result is close to the empirical taxonomy like [2, 20].

Because each class of tables has a corresponding extraction method which are based
on the semantic structure of this class, the quality of table clustering directly affects the
quality of the extracted knowledge. We choose 100 tables which are the class of hori‐
zontal relation tables at random as the test corpus, then implement the preliminary
extraction as described in Fig. 7, and the result shows that roughly 65.5 % of the facts
are correct and 34.5 % are incorrect.

An analysis shows that incorrect facts mainly consist of three cases:

1. Case 1 (35 %): Tables do not belong to their right class due to some clustering error.
The tables which have a caption (or multi-row headers) mixed in the horizontal
relation tables which have one-row header. So the Subject (or Predicate) is incorrect.
As Fig. 9 shows, Predicate (“2011”) and Predicate (“1970”) should be added with
the captions (“Ten largest metropolitan areas by population” and “Arizona Racial
Breakdown of Population”) of the two tables, respectively.

Fig. 9. Some facts (<S, P, O>) of the result of knowledge extraction

2. Case 2 (33 %): The Subject does not appear in the table at all, it could be the article’s
title of a Wikipedia page, or appears in the context of the table. As Fig. 9 shows,
Subject (“Portuguese”) should be combined with the table’s context (“Indonesian
Language origin”), Subject (“Jennifer Lewis”) should be transformed by the table’s
context (“Duke Women’s Soccer program received NSCAA All-American honors”);
in other words, the Subject and the table’s context mentioned before are part-whole
relations. Subject (“US Billboard Adult Top 40”) should be added with the article’s
title of the Wikipedia page (“Save Me (Remy Zero song)”).

3. Case 3 (32 %): Due to some other reasons, such as the content of a cell having multi-
valued or complex forms. As Fig. 9 shows, the Subject (“att tala, to speak”) and
object (“West: 72,600.00 €/East: 62,400.00 €”; “talar, speak(s)”) represent
multiple values.
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6 Conclusion

With a detailed analysis of the table structure of various forms, we design a method for
calculating the DOM tree similarity between different web tables based on DTW. By
analyzing the characteristics of DOM trees, we use the tree’s similarity to measure the
similarity between the tables, and then cluster the tables into some classes, extract
knowledge in each class respectively. Experimental results show that the quality of the
extracted of knowledge is satisfactory.

By unsupervised clustering, we can obtain various types of tables based on the corpus
of any form, and this has more practical value. Meanwhile, we do not need to spend time
to ponder over the genuineness of the tables and rely on existing resources to support
the knowledge extraction.

As future research direction, we will improve the performance of the clustering
algorithm to adapt to the massive data and make full use of knowledge which has been
extracted for mutual verification in order to achieve a higher accuracy.
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Abstract. Restoring the true scene appearance from hazy image is a
challenging task and one of a most necessary part in image process-
ing system. As we know, the clear-day image must have higher contrast
compared to the hazy image. Our main idea is that the hazy image is
enhanced based on this observation to achieve dehazing objective. Firstly,
we use a new metric, simple but powerful Hölder coefficient, to estimate
the hazy density roughly. In order to make the estimation density map
more reasonable, we apply proposed energy function to refine it. Based
on the refined map, we propose a new method to estimate the atmosphere
light. Secondly, three new terms, which are used to enhance image, are
modeled into energy function. Solving this energy function, transmission
map can be obtained. Finally, we get haze-free image by using the trans-
mission map. Experiment results demonstrate that our algorithm has
similar or better performance compared to the state-of-art algorithms.

Keywords: Dehazing · Contrast enhancement · Hölder coefficient

1 Introduction

Nowadays, computer vision has become increasingly important in the mod-
ern world. Many applications of computer vision system, for example, urban
transportation system, tracking system, detection system, and more high-level
vision system, usually require high-quality images. However, images captured
in outdoor environments often suffer from degradation, the main reason for
which is there are suspended particles such as dust, mist, and fumes in the
atmosphere. Since these particles absorb the lights from objects and scatter the
atmosphere lights, captured images generally suffer from non-trivial degrada-
tions. Photographs of those image typically suffer having low contrast and offer
a limited visibility of the scene [2]. In other words, the hazy images lose the
image detail information and color fidelity.

In the area of computer vision, the monochrome atmosphere scattering model
can be used to describe the physical imaging principle under weather conditions
of haze or fog [12]. Based on this assumption of imaging principle, the process
of restoring the true scene appearance is generally called dehazing.

Image dehazing has been drawing more and more attention for two major
reasons, as stated in the following. Firstly, the free haze photography has clear
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 314–324, 2016.
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results, vivid color information and abundant image details. These characters
of image will make people pleasing. Secondly, most existing vision algorithms,
no matter in low-level image process area or high-level object recognition area,
assume that the input image is the true scene, which is unpractical. Therefore,
it is necessary to preprocess the input image with dehazing algorithm.

Early in the dehazing field, haze removal methods strongly depend on addi-
tional requirements. [14] requires multiple images captured at different weather
conditions. [16,17] take two images through a polarizer at different angles.
Schechner develops an efficient algorithm to remove haze based on two images
in the same scene. The other methods is to require additional information about
the haze image scene, such as depth information or 3D model [8,13]. Additional
information also can be provided in interactive mode [13]. Although these algo-
rithms have good robustness and are proven to have excellent experiment results,
these additional requirements or information restrict their application range.

Due to the limitations in a real application, there is an increasing focus on
single image haze removal. Lacking of extra information about the real scenario,
single image dehazing is a more challenging problem compared to other meth-
ods. However, in recent years, many excellent approaches have been proposed
to remove effects of haze or fog only via a single haze image, which typically
rely on prior assumptions. Tan [18] obtain data term to maximize the local con-
trast and smooth term to avoid color saturation respectively according to two
important prior assumptions he introduced on contrast and scene depth. Then,
he use Markov random fields to model these two terms, and subsequently solve
all values of airlight by using the existing inference techniques, such as belief-
propagation. Based on refined image formation model derived from atmosphere
scattering model, Fattal [1] introduce a physics-based assumption that the trans-
mission and surface shading function are locally uncorrelated. He propagates the
transmission from thin haze area to dense haze area by modeling the transmis-
sion map using Markov random field. He et al. [6] found a simple statistical-
based dark-channel prior through observing lots of haze-free outdoor images.
Under this prior information, rough estimation of transmission can be obtained
directly from haze image. Moreover, soft matting [10] or guided filter [5] can be
used to refine the transmission. Researchers also develop some real-time methods
to remove haze. Under the assumption that atmospheric veil change smoothly,
Tarel [20] remove hazy by using median filter to estimate atmospheric veil. Gib-
son [3] develop a fast method to remove haze by using locally adaptive Wiener
Filter.

Recently, some new method based on learning have also been introduced
into dehazing field. Tang [19] investigates different haze-relevant features in a
learning framework and comes to the conclusion that the dark-channel feature
is the most importance and other haze-relevant features contribute significantly
in a complementary way. Zhu [22] find a simple but powerful color attenuation
prior, namely the linear correlation between depth and color attenuation. Under
certain conditions, these methods can get excellent results.
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In this paper, our main idea is that we eliminate the haze effects by enhancing
local contrast which can be measured by Hölder coefficient.

2 Proposed Method

2.1 Optical Model

Due to aerosols present in the atmosphere in bad weather, the direction of light
propagation will be defected. Meanwhile, some of the light ray from the scene
objects to viewer will be absorbed. Therefore, this physical process [12] can be
described as a combination of absorption and scattering as follows:

I (x) = J (x) t (x) + A (1 − t (x)) (1)

where I is the input RGB image, J is the underlying scene radiance, namely the
clear-day image we would like to obtain, x stands for the pixel coordinates, A
is the airlight color vector. J (x) t (x) is called direct attenuation and denotes
that some of the light ray from scene objects is absorbed by suspended particles.
A (1 − t (x)) is called airlight and denotes that the light reflected from objects
surface is mixed with ambient light. The scalar t in [0, 1] is the transmission rate
indicating the fraction of the light reaching the camera without being scattered.
Generally, assuming the atmosphere condition is homogenous in entire image, t
can be expressed in detail as follows:

t (x) = e−βd(x) (2)

where β is the medium extinction coefficient that we assume to be global
constant across entire image for the same kind of weather, d (x), generally called
scene depth, is the distance between the scene object and the observer at point
x. This equation shows transmission rate decrease exponentially with the scene
depth d.

For model (1), under the assumption that t is the same in each color channel,
there are 3 constrains but 7 unknowns for every pixel. It is obvious that recov-
ering haze-free image (solving the J) is an under-constrained problem. In order
to solve this ill-posed problem, general prior constrains that may work for most
weather condition are added into Eq. (1). These prior assumptions are described
in the next section.

2.2 Estimate the Haze Density

In haze or foggy weather, captured image always approach white and leads to
relative smooth of scene depth. It means that images captured in hazy or foggy
weather always have lower contrast than the clear one in the same scene. Based
on this observation, we can seek a certain metric to measure the density of the
haze. The good news is the Hölder coefficient can roughly meet our needs.

As a powerful regularity, the Hölder coefficient is an effective and power
metric of local contrast and feature, and it has been applied to many image
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processing tasks, such as image interpolation and denoising [9,21]. Let ωx be a
certain neighbourhood of x, formally, the Hölder coefficient HI(x) of the image
I in ωx is defined as [7]:

HI(x) = max
y �=z∈ωx

⎧
⎪⎨

⎪⎩

∑

R,G,B

‖I (y) −I (z) ‖

‖y−z‖

⎫
⎪⎬

⎪⎭
(3)

According to (3), the HI(x) is in proportion to the contrast of the image in ωx,
and in inverse proportion to the density of the haze. Thus the inverse Hölder
coefficient can be used to measure the thickness of the haze, which means the
haze density map LI can be obtained by:

LI(x) =
c

HI(x)
,

where c is a constant that makes the range of LI(x) into [0, 1].
We show the estimated map LI in the second row of Fig. 1, from which we

can see that the estimation of hazy density is in accord with the actual situation
but a little rough. Therefore, to reduce the influence of the noise and soft edges
of input images, we refine the LI as follows:

LI = min
LI

E (LI) =
1
2

∥
∥M � (LI − L0

I )
∥
∥2

+ λ ‖∇LI‖ (4)

where L0
I = c

HI(x)
is a rough version of LI ,� is the dot product, LI is the haze

density map which we would like to obtain, λ is a constant and M is defined as
follows:

M (x) =

{
0, L0

I (x) � δ,

1, else.
(5)

where the threshold δ filter small image details. The refined LI suppress the
image details by adding the constraints that the haze is somewhat smooth and
piecewise constant, which makes the estimation map LI more reasonable. The
refined LI is displayed in the third row of Fig. 1. The noise is significantly less
than the rough estimation map.

2.3 Recover the Haze-Free Image

As aforementioned, with the haze become denser, the image contrast become
lower. So, the essence of the dehazing is to enhance the contrast of the image.
Since Hölder coefficient is a good description of local features and image contrast,
our model is proposed as follows:

min
J

E(J) = ‖W � (J − I)‖2 − β‖HJ‖1 s.t. J ∈ [0, 1], (6)

where J is the haze-free image, I is the input hazy image. The weight W is
defined as follows:

W = e−μLI , (7)
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Fig. 1. First row: the input hazy image, second row: the rough estimation of the haze
density, third row: the refined haze density map, fourth row: the atmosphere light
estimated from red pixels (Color figure online)

where μ is a constant. It can be seen that W is inversely related to LI (the
density of haze). Thus, the dehazed image J can be significantly enhanced in the
region with very dense haze. Whereas in the region that contains little haze, the
difference between the original image and dehazed one will be very small. Due
to the larger weight, that’s why (6) can be used to dehazing.

2.4 Algorithm

The constrained problem (6) can be converted into unconstrained one:

min
J

E(J) = ‖W � (J − I)‖2 − β‖HJ‖1 + P (J), (8)

where P (J) is projection operator that defined as follows:

P (J) =

{
0, 0 � J � 1

∞, o.w.
. (9)

Theoretically, optimal J in (8) can be obtained by minimizing the energy
function using some classical iterative algorithms. However, since the energy
is non-convex, and the derivation of the term ‖HJ‖1 is hard to obtain, the
classical algorithms is non-ideal. In what follows, a new approximate method for
our minimization problem is presented.

Our algorithm is based on the two observations:

– As stated in many literature such as [10], the scene depth of an image generally
changed smoothly. Thus, the transmission in neighboring pixels tend to be the
same or have tiny difference.
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– the Eq. (1) can be rewritten as follows:

J (x) =
I (x) − A

t
+ A (10)

where A is assumed to be known. For each pixel x, firstly, N values of
transmission (namely, t1(x), t2(x), ...tN (x)) are uniformly sampled from [0, 1].
Then these corresponding J(x) (namely, Ji(x), i = 1, .., N) can be obtained by
using (10). Substituted Ji(x) into unconstrained energy function (8), N values
of E (namely, Ex

i ) are calculated. For the minimum of the energy is preferred,
the ti(x) related to Emin = min

i=1,..,N
Ex

i is selected as optimal transmission for x.

Using the optimal transmission, the final dehazed result can be easily obtained
with (10). The formal flow of our algorithm is described in Algorithm1.

Algorithm 1. Our Proposed Algorithm
1: Input: hazy image I and parameters μ, β and N .
2: for each pixel x do
3: for i = 1, ..., N do
4: Ji(x) = I(x)−A

ti(x)
+ A

5: Ex
i = E(Ji)

6: end for
7: Emin = min

i=1,..,N
Ex

i .

8: end for
9: Output: J = I−A

t+A
.

2.5 Estimate the Atmosphere Light

According to Eq. (2), when scene depth approach infinity, transmission t will
be equal to zeros. In other words, Eq. (1) reduces to I (x) = A. Hence, the
atmosphere light can be approximately estimated from these pixels with infinite
depth. In previous works, these pixels can be found in the following ways: user
interactive mode [15], searching for the brightest patch [18], or looking for the
brightest pixel based on certain prior, such as dark channel prior [6].

In this paper, we present a new method to estimate atmosphere light. Accord-
ing to the inverse relationship between the haze density and the scene depth, we
can consider the region with highest haze density as infinity region. Specifically,
we pick the top 0.1 % brightest pixels from the haze density map (for example,
the region that marked as red in the fourth row of Fig. 1), then regarded them
as the infinity region. Among these pixels, the pixels with the highest intensity
in the hazy image I is selected as the atmospheric light.
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3 Experimental Results

In this section, we compare our algorithm versus current state-of-the-art dehaz-
ing algorithms from both qualitative and quantitative aspects. In some cases,
our experimental results could have a small amount of halo-effects. To prevent
these halo-effects from happening, we apply the guilded filter [5] to refine the
transmission map. We conduct our experiments on a 2.7 GHz Intel Core i5 CPU.

Qualitative Comparison
Figures 2 and 3 show a number of the comparisons we made against state-of-
the-art methods. As we can see from (d) in Fig. 2 and (b) in Fig. 3, although
Tan’s method [18] can yield impressive results in various scenarios, However,
it also has strong halo-effects at the region of image edge, and produce over-
saturated color. Compared with (b) (c) (e) in Fig. 2, our experimental result
have comparable performance except for the differences in the overall tint of
colors. As is shown in Fig. 3 (c) (d) (e), some hazes are not fully removed (e.g. at
centre-right region). In contrast, except for exhibiting similar visibility and local
contrast, our algorithm can well remove most hazes in the image and produce
more clear result with vivid color information.

(a) (b) (c)

(d) (e) (f)

Fig. 2. (a) Input image, (b) He et al. [6], (c) Fattal [2], (d) Tan [18], (e) Nishino [15].
(f) Our method. (Color figure online)

Qualitative Evaluation
In order to further prove the effectiveness of our algorithm, the following three
experiments are conducted for quantitative analysis.

Two indicators [4] are introduced to quantitatively measure experimental
results: e is the rate of edges newly visible after restoration, σ is the percentage
of pixels which becomes completely black or completely white after restoration.
From these two indicators perspective, the aim of dehazing algorithm is to maxi-
mum the visual edge, and minimum the percentage of pixels which become white
or black.
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(a) (b) (c)

(d) (e) (f)

Fig. 3. (a) Input image, (b) Tan [18], (c) He et al. [6], (d) Fattal [1], (e) Kopf [8]. (f)
Our method. (Color figure online)

(a) (b) (c)

(d) (e) (f)

Fig. 4. (a) Input image, (b) He et al. [6], (c) Fattal [2], (d) Gibson [3], (e) Fattal [1],
(f) Our method. (Color figure online)

Table 1. Red wall Fig. 4

Index He et al. Fattal [2] Gibson Fattal [1] Our

e 0.06637 0.07998 0.03999 0.08829 0.10817

σ% 3.25960 2.53840 1.14950 4.49800 0.23687
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(a) (b) (c)

(d) (e) (f)

Fig. 5. (a) Input image, (b) Gibson [3], (c) Fattal [1], (d) Meng [11], (e) Nishino [15],
(f) Our method. (Color figure online)

Table 2. Pumpkins Fig. 5

Index Gibson Fattal [1] Meng Nishino Our

e 0.37162 0.14063 0.37178 0.32554 0.41524

σ% 1.86170 0.07833 0.07250 0.22958 0.03041

(a) (b) (c)

(d) (e) (f)

Fig. 6. (a) Input image, (b) He [6], (c) Fattal [2], (d) Gibson [3], (e) Nishino [15], (f)
Our method. (Color figure online)

Table 3. Wheat Fig. 6

Index He Fattal [2] Gibson Nishino Our

e 0.35117 0.27669 0.11340 0.16292 0.37147

σ% 0.00000 0.01176 3.68170 0.16745 0.00000
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Figures 4, 5, and 6 show the comparisons of our approach with He et al.
[6], Fattal [2], Gibson [3], Fattal [1], Nishino [15], and Meng [11]. Setting the
superiority of visual effects (i.e. the thoroughness of dehazing and the good
color reproduction properties) aside, we pay attention to comparisons of the two
mentioned indicator, which is shown in Tables 1, 2 and 3. It can be demonstrated
that our algorithm reflect more details and improve the contrast of the image
(i.e. grass leaf in Fig. 4 and textures in Fig. 6) with minimalist set of information
lost.

4 Conclusion

In this paper, we make full use of general rules to develop new dehazing algo-
rithm. Firstly, we apply a new measure, Hölder coefficient, to describe image
contrast. Based on this new measure, energy function of haze density is pro-
posed, and is solved to obtain haze density map, from which the atmosphere
light can be estimated from the haze density map. Secondly, we propose a new
energy function to estimate transmission. Subsequently, new method is proposed
to solve this energy function. Finally, we can use the estimated transmission map
and atmosphere light to obtain free image images.
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Abstract. Example learning-based super-resolution (SR) methods are effective
to generate a high-resolution (HR) image from a single low-resolution (LR) input.
And these SR methods have shown a great potential for many practical applica‐
tions. Unfortunately, most of popular example learning-based approaches extract
features from limited training images. These training images are insufficient for
super resolution task. Our work is to transfer some supplemental information from
other domains. Therefore, in this paper, a new algorithm Transfer Learning based
on A+ (TLA) is proposed for image super-resolution task. First, we transfer
supplemental information from other datasets to construct a new dictionary. Then,
in sample selection, more training samples are supplemented to the basic training
samples. In experiments, we seek to explore what types of images can provide
more appropriate information for super-resolution task. Experimental results
indicate that our approach is superior to A+ when transferring images containing
similar content with original data.

Keywords: Image super resolution · Transfer learning · Example learning-based

1 Introduction

Image super resolution (SR) is a process to generate a high resolution (HR) image from
input low resolution (LR) image and minimize visual artifacts. It has been widely used
in many fields including computer vision, video surveillance and remote-sensing images
[1]. As a low-cost post-processing technique, the SR technique can break through the
limitation of both imaging equipment and the environment to produce an HR image that
traditional digital cameras cannot capture from a real scene [2]. SR reconstruction has
attracted extensive attention for these reasons. For the last few decades, many image
super-resolution methods have been developed to display high quality images and
provided a remarkable progress [3]. There is a general agreement that the existing SR
methods can be categorized into three groups: interpolation-based methods, reconstruc‐
tion-based methods, and example learning-based methods [4].

Example learning-based methods utilize a set of external training images to predict
the missing high-frequency details in LR input. These example learning-based
approaches have gained significant improvement in super-resolution task. And most
example learning-based methods construct a dictionary, which contains a large number
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of low-resolution and high-resolution patch pairs [5]. In the learning procedure, an opti‐
mization function is proposed just like other applications [6]. An efficient method named
A+ [7] has better performance and relatively lower running time than other example
learning-based methods. In training stage, A+ method extracts features from the training
set to construct sparse dictionary. Then, A+ method employs samples taken from the
training pool to generate the neighborhood used for regression. The training set used in
A+ was proposed by Yang et al. [8]. This dataset contains only 91 nature images and
has been employed in many papers [7, 9]. As we know, the size of the training dataset
is less than that used in many other image processing tasks. Thus, we have such a ques‐
tion: are this commonly used training dataset containing sufficient information for super-
resolution task?

Transfer learning has the property to transfer information from different domains to
a specific domain. Thus, in this paper, we propose a novel algorithm named Transfer
Learning based on A+ (TLA). Our goal is to utilize some supplemental information
from other domains to achieve better performance for super-resolution task. And we
seek to explore what types of images can provide more appropriate information for us
to conduct super-resolution task.

The rest of this paper is organized as follows. In Sect. 2, we briefly review the
previous works on transfer learning. Section 3 presents the proposed Transfer Learning
based on A+ method in detail. We conduct experiments and demonstrate the perform‐
ance of our method in Sect. 4. Finally, in Sect. 5, we conclude this paper.

2 Related Work

As one of the most important research directions in machine learning, transfer learning
has been well studied in various fields in recent years. Transfer learning is a new
approach to improve the performance of unknown target domain by utilizing previously
acquired knowledge learned from a source domain which may be different with the target
domain.

Approaches to transfer learning can be divided into four categories based on “what
to transfer” [10]: instance-based approaches, feature-based approaches, parameter-
based approaches and relational approaches. Instance-based transfer techniques reuse
data from the source tasks to augment the target task’s training data to learn in the target
domain. Instance-based transfer learning approaches deal with the incomplete knowl‐
edge on examples and borrow data from other similar source tasks to improve the
performance of target tasks. These approaches have been widely employed in many
applications, such as image retrieval, web document classification [11].

As far as we known, there are two approaches used transfer learning for super-reso‐
lution task. The difference between these works and ours is the form of the transferred
information. Dai et al. [12] transferred the manifold structure from the space of HR
patches into LR patches to imitate the metrics computed in HR patches. Dong et al. [13]
transferred the shallow convolutional neural network learned in a relatively easier task
to initialize a deeper or harder network. Different from other methods, our method tries
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to transfer useful content from other images to construct a better model for super-
resolution task.

3 Proposed Method

We propose an algorithm called Transfer Learning based on A+. Our TLA method is
closest related to A+, while at the same time improving over its performance. We will
explain the general formulation for TLA in this section.

3.1 Feature Extraction and Representation

The number of the original training dataset used in A+ is denoted as To. At this stage,
we transfer images from other domain to provide more information for training. We
randomly selected Tt images from other datasets as the transferred images. The new
training dataset is formed by the original training images and the transferred images.
These images are taken as HR images.

We use the same feature extraction method as Zeyde et al. [9] and A+ [7]. First, we
obtain LR images from the HR images by down-sampling. For these given HR images,
the corresponding LR images are downscaled from HR images for a given upscaling
factor u. Then, the LR images is bicubically interpolated to an interpolated HR images
by the same factor. Since the high-frequency details are missing, the interpolated HR
images are also called LR images.

In order to extract local features that correspond to their high-frequency content, all
LR images (interpolated HR images) are filtered using R high-pass filters. Thus, each
interpolated HR image Xi leads to R filtered images from fr * Xi, for r = 1, 2,…, R (where
* stand for a convolution) [9].

Then, we extract small patches from these images. In this paper, the size of LR
patches is 3 × 3 pixels, so we work with patches of (3 × 3) × u = 3u × 3u pixels. We
extract low-resolution features from the filtered images fr * Xi. The feature size is
3u × 3u and every feature is vectorized to the length of 9u2. Then, every corresponding
R such low-resolution features are merged into one vector of length 9u2R.

For all the HR images, we remove their low-frequency information. Then, the corre‐
sponding HR features y are extracted from the same locations in LR images. Thus, all
LR features x and their corresponding HR features y are obtained

.

3.2 Learning Phase

Since the representation of LR features is quite high-dimensional, we apply the Principal
Component Analysis (PCA) dimensionality reduction to project features to a low-
dimensional subspace while preserving 99.9 % of the energy. The same PCA projection
matrix produced when reducing the dimension of training features is also applied during
testing. Then, we use the dictionary training method proposed by Zeyde et al. [9] to
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obtain a low-resolution sparse dictionary  using the following
formulation:

(1)

where δ is the sparse representation, x are low resolution features and λ is a weighting
factor. Then, we reconstruct the corresponding high resolution dictionary DH by
enforcing the coefficients in the HR and LR patch decompositions to be the same.

A+ employs samples taken from the training pool to generate the neighborhood used
for regression. This training pool is formulated by LR features, which are extracted from
the original training dataset. The number of these training samples is So. In order to make
training samples more sufficient, we increase a fixed number of St samples transferred
from other domain. Our new training samples are defined as S and it consists of original
So samples and the new St samples. The optimization problem becomes:

(2)

where NL,k containing m training samples from the S training samples. And these m
training samples lie closest to the dictionary atom to which the input feature xi is
matched. The closed-form solution is given in Eq. (3).

(3)

We define the HR neighborhood corresponding to NL,k as NH,k. Therefore, the super-
resolution problem can be solved by calculating for each LR feature xi its nearest
neighbor atom in the dictionary, and then reconstructed HR patch yH,i as show in Eq. (4).

(4)

The projection matrix Pk can be defined as show in Eq. (5). Thus, every dictionary
atom dk has its corresponding projection matrix Pk and it can be computed offline.

(5)

3.3 Reconstruction Phase

In the reconstruction phase, for these given test images, we first extract LR features from
them by the same operations as used in training. For each LR feature xT,j, we calculate
its nearest dictionary atom dk from the LR dictionary DL. And then, the projection matrix
Pk of dk is obtained. Therefore, the reconstructed HR patch yT,j for test images is
computed using the following equation:
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(6)

These reconstructed HR patches yT,j are combined by the same way they decomposed
and form the final reconstructed HR image.

4 Experiments

This section includes three experiments, which are conducted to investigate the perform‐
ance of the proposed TLA and compare it with A+ method. The first experiment is to
explore the effect when transferring similar information on TLA method. In the second
experiment, we try to explore whether the improvement also exist when supplemental
information comes from texture images. In the third experiment, we seek to analyze the
performance of transfer learning based on different types of nature scene images.

4.1 Experiment Setting

We use the standard training set proposed by Yang et al. [8] which contains 91 images
for training (original training images number To is 91). In each experiment, we newly
increase one training dataset as transfer learning materials, including: face images,
texture images and nature scene images, respectively. The standard nature scene set
Urban and Natural Scene dataset [14] used in the third experiment is composed of 2688
images with eight categories and each one with an average of 336 images. Thus, we also
use 336 images for face and texture images to conduct Experiment 1 and Experiment 2.
For test, we employ two datasets Set14 and BD100. Set14 was proposed by Zeyde et al.
[9] including 14 commonly used images for super-resolution evaluation, while BD100
contains the 100 testing images from the Berkeley Segmentation Data Set 300
(BSDS300) [15]. This Dataset is widely used for various computer vision tasks including
super-resolution.

In our experiment, we compare our method with A+ [7] under the same condition,
since it is an efficient dictionary-based SR method and the closest related method with
our TLA. And our method is based on A+. The implementations are from the publicly
available codes provided by the authors. For performance evaluation, methods are eval‐
uated in terms of Peak Signal-to-Noise Ratio (PSNR) and structural similarity (SSIM)
[16]. PSNR usually correlates well with the visual quality and SSIM is used for meas‐
uring the similarity between two images.

We conduct most of our experiments related to the internal parameters of A+ method
in order to compare with A+ as fairly as possible. For the parameters used both in our
method and A+, we follow the setting of them in A+. For instance, we set the upscaling
factor u equals to 3 since it is the most widely used value in super resolution task, the
original training samples number So is 5 million, the dictionary size K is 1024, the
neighborhood size m is 2048 and λ is 0.1 [17]. These are the best or common parameters
as reported in its respective original work. The high-pass filter number R is set to 4
including the first and second order gradients filters. We also set the transferred images
number Tt equals to 100 and new samples number St is 1 million because a larger number
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of St does not improve significantly by experimental verification. All the experiments
in this paper are repeated five times.

4.2 Experiment 1: What Is the Effect of Adding Similar Information

In this subsection, we seek to explore what is the effect on the performance when we try
to transfer some information similar with the original information in training and test
datasets. Faces are important in human perception and the images of face are widely
used in image processing since they convey a wealth of information. We also find that
face images are often selected as materials in super-resolution task. In order to make the
samples of face images abundant, we selected 336 face images from the training data
of ImageNet dataset [18] in our experiment. We decided to select images from ImageNet
because it is large in scale and diversity in types. Some samples of these face images
are shown in Fig. 1.

Fig. 1. 10 face images selected from ImageNet dataset.

For the images in the test datasets, we find that there are six human face images, and
one animal face image in Set14 dataset. For dataset BD100, there are 17 human face
images and eight animal face images. We regard all of these images as face images in
our experiment. However, the original training dataset only has five face images, and
most of them just contain some parts of human face. Therefore, we believe that sufficient
face images do provide some useful information for transfer learning.

Table 1 shows two groups of results for PSNR and SSIM on two test datasets, Set14
and BD100. The first group is conducted on all images in test datasets. And the second
one is the results of face images in test datasets. From these two groups of results, we
find that our proposed method TLA shows performance improvement than A+ method,
especially on BD100 dataset. Meanwhile, the improvement of face images is better than
other images on BD100 dataset. It indicates that in super-resolution, the supplemental
information could be useful. Therefore, the transfer learning based on face images is
beneficial to the performance of super-resolution task.

Table 1. Average PSNR (dB) and SSIM results comparison on two test datasets and the face
images in these datasets.

Benchmark PSNR (dB) SSIM
Set14 BD100 Set14 BD100

All test
images

A+ 29.130 28.180 0.89330 0.77970
TLA 29.138 28.192 0.89412 0.78090

Face
images

A+ 29.200 28.140 0.88651 0.80174
TLA 29.203 28.158 0.88748 0.80301
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4.3 Experiment 2: What Is the Effect of Increasing Texture Images

The first experiment has proved that supplemental images have similar content with
original data are beneficial to improve the super-resolution performance. But others may
have such a question: whether this improvement comes from more related information
or just more images? To rule out the second possibility, in Experiment 2, we use transfer
learning based on texture images in our experiment.

In this part, a standard dataset Describable Textures Dataset (DTD) [19] is utilized
in our experiment. As a texture database, DTD consist of 5640 images. And it is organ‐
ized according to a list of 47 categories (e.g. banded, dotted, grid, stratified) and 120
images for each category. For a fair comparison with other categories in Experiment 1,
we also select 336 texture images from DTD and conduct our experiment based on these
texture images. Figure 2 shows some sample images selected from the dataset.

Fig. 2. 10 texture sample images selected from DTD.

The PSNR and SSIM results for texture images are shown Table 2. From Table 2,
we find that transfer learning based on texture images cannot improve the performance
on PSNR. We also find the performance has been improved on SSIM metric. The reason
is that structural information in texture images could be useful to improve the perform‐
ance of SSIM metric. However, although TLA based on texture images has a little
improvement on SSIM metric, the increase is smaller than the case of transfer learning
based on face images in Table 1. This indicates that if our incremental information is
far different from the original data, the performance cannot be improved effectively.
These results also suggest that the PSNR and SSIM of TLA with face images are better
than that of TLA with texture images, and these two models are significantly different
in a paired t-test (p < 0.001).

Table 2. Average PSNR (dB) and SSIM results comparison on Set14 and BD100.

Benchmark PSNR SSIM
Set14 BD100 Set14 BD100

Texture
images

A+ 29.130 28.180 0.89330 0.77970
TLA 29.064 28.178 0.89362 0.78046

In common sense, we believe face images and texture images are different. To
explore why the performance of transfer learning based on face images is better than
texture images, we analyze several variables such as Discrete Cosine Transform (DCT)
Coefficient Ratio (DCT-CR), Intensity Mean (IM) and Standard Deviation (SD). These
variables are utilized to represent the essential nature of images in Experiment 1, Experi‐
ment 2 and the basic training and test images.
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The DCT Coefficient Ratio for an image is c = n1/n where n1 is the number of nonzero
value in DCT coefficient and n is the number of all the values. DCT Coefficient Ratio
is used to present the complexity of an image while Intensity Mean represents image’s
luminance. SD is a measure that is used to quantify the amount of variation or dispersion
of each image. In our experiment, we normalize the values of three variables between
0 and 1.

Figure 3 shows the 3-D representation of the relationship between DCT Coefficient
Ratio, Intensity Mean and SD for Set14, BD100, training images, face images and
texture images. In Fig. 3, the x, y, z axis represents DCT Coefficient Ratio, Intensity
Mean and SD, respectively. Green triangles, light blue triangles, blue points, red points
and red hollow points represent Set14, BD100, training images, face images and texture
images, respectively. From three variable results in Fig. 3, we find that face images may
be more close to original datasets than texture images. In order to observe the detailed
distributions of them clearly, we project these results in two-dimensional spaces in
Fig. 4.

(a)     (b) 

Fig. 3. 3-D representations for DCT Coefficient Ratio, Intensity Mean and SD from Set14,
BD100, training images, face images and texture images. (a) Visualization on 3-D space for
variables results of original datasets and face images; (b) Visualization on 3-D space for variables
results of original datasets and texture images. (Color figure online)

In Fig. 4(a) and (b), x axis is DCT Coefficient Ratio and y axis is Intensity Mean. In
Fig. 4(c) and (d), the x axis stays still and the y axis is SD. Green triangles, light blue
triangles, blue points, red points and red hollow points represent the same objects with
Fig. 3. In Fig. 4(a) and (c), we can find the points come from face images could cover
the regions of the points in original training images and test images. It means they have
similar visual or structural properties. On the contrary, the distribution of the variables
in texture images is more disperse than face images. In Fig. 4(b) and (d), we can find
some points from original datasets are isolated with the points from texture images.
These results could help us understand the differences in their performance for transfer
learning.

In general, we could get the conclusion that if the supplemental information has
similar characters with the original data, transfer learning can improve the performance.
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And we can get opposite results when our supplemental information is different with
the original ones.

4.4 Experiment 3: What Is the Effect of Different Categories

Experiment 1 and Experiment 2 have shown the performance of transfer learning based
on face images and texture images, respectively. These experiments have proved that
similar information contributes to improve the performance of super-resolution.
However, we only use two types of images, the common used face images and an
extreme case, texture images. Therefore, in this subsection, we seek to employ more
categories of nature images to analyze whether the performance changes with the cate‐
gories or not.

To statistically analyze this problem, we utilize a standard dataset called Urban and
Natural Scene dataset [14]. This dataset includes 2688 authentic images with eight

(a) (b) 

(c) (d) 

Fig. 4. 2-D representations for different variables from Set14, BD100, training images, face
images and texture images. (a) Visualization on 2-D space for DCT-CR and IM of original datasets
and face images; (b) Visualization on 2-D space for DCT-CR and IM of original datasets and face
images; (c) Visualization on 2-D space for DCT-CR and SD of original datasets and face images;
(d) Visualization on 2-D space for DCT-CR and SD of original datasets and texture images. (Color
figure online)
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semantically organized categories: Coast, Forest, Mountain, Open Country, Highway,
City Center, Street and Tall Building. The dataset is a widely used nature dataset and
has been utilized in many other papers [20]. In this experiment, we conduct our experi‐
ment on each category in Urban and Natural Scene dataset, respectively.

(a)  (b) 

(c)                                                                 (d) 

Fig. 5. Average PSNR and SSIM results comparison on test datasets for different categories. (a)
PSNR on Set14 for A+ method and TLA based on eight categories. (b) PSNR on BD100 for A+
method and TLA based on eight categories. (c) SSIM on Set14 for A+ method and TLA based
on eight categories. (d) SSIM on BD100 for A+ method and TLA based on eight categories.

Figure 5 shows the average PSNR and SSIM results of various categories on test
datasets. Figure 5(a) and (b) are PSNR values of A+ and TLA based on the eight cate‐
gories while Fig. 5(c) and (d) are the SSIM values on the same condition. In Fig. 5, the
captions TLA-C, TLA-F, TLA-M, TLA-OC, TLA-CC, TLA-H, TLA-S and TLA-TB
are used to represent the TLA method when supplementing Coast, Forest, Mountain,
Open Country, City Center, Highway, Street and Tall Building images, respectively.
The results indicate that when supplemental information is from different categories,
the PSNR and SSIM results are also different. From Fig. 5(a), we can find that the images
from three categories including Coast, Forest and Tall Building make the performance
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worse. For most of categories, the performances of TLA method improve significantly
than A+ method, especially for City Center and Street images. We infer the reason is
that the images from Coast, Forest and Tall Building have different characters with the
original data while images from City Center and Street can provide more similar infor‐
mation. Therefore, transfer learning based on different categories will demonstrate
different effects on the performance of super-resolution task.

5 Conclusion

In this paper, we present a novel transfer learning-based super-resolution algorithm
called TLA. We transfer some useful information from other datasets to improve the
performance of super-resolution task. Three experiments are conducted in our paper.
The first experiment indicates that the transfer learning based on face images is beneficial
to the performance of super-resolution task. In the second experiment, we can find that
if our incremental information is far different from the original data, the performance
cannot improve. The third one proves that transfer learning based on different categories
has different effects on super-resolution task. Our experimental results indicate that
images containing similar content with original data are helpful. As further research
directions, transfer learning can combine with other super-resolution approaches to
extract more useful information.
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Abstract. Individual users are overwhelmed with a flood of data. Current big-
data strategies focus mainly on organizational uses of data analytics. To address
this gap, we focus on personal data management (PDM) in the era of big data and
cloud computing. We are developing and testing a PDM software that enables
individuals to construct a cross-platform knowledge network by semi-automati‐
cally connecting new relevant data to an existing network of interlinked digital
objects. Because the cloud-based services that support our knowledge work are
currently fragmented, we suggest an integrated federated platform for editing and
searching the personal-knowledge context as a network. This forms a directed
edge-labeled property multigraph that spans over all of the cloud-based data silos.
We present a design and a proof-of-concept implementation of a PDM tool that
allows the creation of a personal-knowledge network that incorporates digital
objects from different cloud services.

Keywords: Personal data management · Big data · Cloud computing ·
Knowledge network · Connectivism

1 Introduction

We live in the age of big data [1]. Omnipresent data increase in volume, velocity and
variety, and the amount of information stored globally has doubled every three years [2].
Research in big-data management usually focuses on business optimization based on
data analysis. However, big data, or the data explosion, also affects individuals
attempting to make sense of an increasingly unmanageable digital universe. Human
attention is limited. Faced with an exponentially growing amount of data, the ratio
between human knowledge and available data will become smaller and smaller. Big-
data overload is becoming a problem for individuals. We are motivated to provide
possible solutions in the area of personal data management (PDM) [3]. Today, most
PDM solutions such as Dropbox or Evernote are cloud-based. While these services help
to give data a universal feel that is independent from time and space and enable sharing
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and collaboration, they also fragment personal knowledge contexts into silos. Our
research question is how we can support individuals to keep track of important digital
objects across multiple platforms. We hypothesize that to obtain focus in a clutter of
data, it is most important to connect digital objects together to contextualize them mean‐
ingfully in a knowledge network. Therefore, this paper will present a design of an ‘auto‐
nomic connective knowledge warehouse’, a system to interconnect personal data from
different cloud platforms in a knowledge network, and it will present the current state
of implementation and our preliminary findings.

2 State of the Art

2.1 Conceptual and Technological Foundations

Nonaka/Takeuchi [4] explain knowledge management as a continuous spiral of social‐
ization, externalization, internalization and combination. Whereas PDM [3], personal
information management (PIM) [5] and personal knowledge management (PKM) [6]
are closely related, PDM focuses more on the explicit aspects of externalization (storage
of digital objects) and combination (creation of a knowledge network). However, the
implicit aspects of socialization (sharing or collaboration) and internalization (new
insights through contextualization) can also be affected by PDM. The system we propose
will take the role of a mediator, as in Wiederhold’s [7] work, because our PDM knowl‐
edge network will span many different data platforms, which makes semantic integration
and interfacing necessary.

The following foundational concepts inspired our design. The term knowledge tech‐
nology was defined by Milton et al. (1999) [8] as any method or tool focused specifically
on knowledge. In an elegant way, Shadbolt (2001) [9] avoids epistemological discussion
by defining the concept of knowledge simply as useable information. Preece et al. (2001)
[10] define knowledge engineering as a process of automation in the formation of
conceptual models and knowledge bases. They recommend the use of artificial intelli‐
gence and machine learning to automatically generate knowledge maps. A knowledge
warehouse (Nemati et al. 2002) [11] is a central store of knowledge components with
explicit and implicit knowledge that integrates several heterogeneous knowledge
sources. Nemati et al. emphasize the use of artificial-intelligence methods for the crea‐
tion of knowledge, i.e., useable information as defined by Shadbolt, to extend beyond
pure data storage. Autonomic computing [12] aims to address the complexity of infor‐
mation technology by introducing self-organization, helping users to focus by auto‐
nomically handling lower-level tasks. Nilsson and Palmer (1999) [13] describe a concept
browser that allows a user to interact directly with knowledge structures. Concepts and
their connections can be graphically displayed, navigated and edited within this browser.

2.2 Connective Databases and Knowledge Networks

The project Intuitive Knowledge Connectivity (IKC) explores how individuals can
generate knowledge contexts [14] by organizing data in a way that turns this data into
the most usable information. Thus, managing the flood of data can be understood
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didactically as a learning process that can be supported with software. To achieve this,
we propose applying the learning theory of connectivism that George Siemens postulated
(2005) [15]. According to connectivism Learning is a process of constructing a knowl‐
edge network, and new knowledge is interlinked with a network of already-existing
knowledge. A PDM-software that supports a connectionist learning strategy allows for
interactive storage and the manipulation of concept networks. This can be called a
‘connective database’. The main operation of a connective database is to connect digital
objects. Data records represent any digital object that plays a role in the everyday
learning process of the individual, together with its connections to other objects. For
example, a network node may be a plain note referencing a concrete entity such as “my
brother,” or a reference to a digital object such as “my brother’s email from today.”
Nodes in the knowledge network, the data records, are stored together with their asso‐
ciations to other network nodes.

Existing solutions that allow for connecting digital objects from different cloud
sources are, for example, Microsoft Delve, Storify, Evernote and MediaWiki. Microsoft
Delve automatically connects documents and users from different platforms such as
OneDrive, SharePoint or Exchange in a graph structure. However, it is limited to Micro‐
soft products. Storify enables linking together social content from blogs and other social
media but does not incorporate personal data such as emails or contacts. Evernote is a
notetaking solution that can link notes together via a hyperlink, similar to MediaWiki,
but more user friendly. Both tools can store, combine, and link to anything that has a
URL. Yet, both are restricted to notes/tags or wiki pages/categories, and there are no
other specific PDM data types such as calendar events or places.

There exist similar database models that allow to form conceptual networks, such as
the (ancient) CODASYL network model [16] and the (more recent) graph-database
model [17], both of which are built on network-like structures. Additionally, the world‐
wide web, in its initial inception [18], and project Xanadu [19] envisioned information
management by forming conceptual networks. However, our connective database model
differs from existing models by emphasizing the cognitive adequacy of knowledge
representation. Data is not stored in low-level data types such as String or Integer but
in higher-level, personally relevant data types such as notes, emails, documents,
contacts, photos, web links, or calendar events. Thus, it focuses on digital objects that
an individual in the 21st century works with daily.

3 Design

3.1 The Vision of Connective User Interaction

In our vision, the implementation of a connective database for platform integration
supported by machine learning can be called an ‘autonomic connective knowledge
warehouse’. This enables the manual construction and automatic generation of a network
of digital objects from different distributed sources in the cloud, each represented by
network nodes or vertices, together with associations between these nodes, represented
by arrows or directed labeled edges. This knowledge network can be accessed and edited
by the user through a search field or a concept browser. Being able to search on one
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platform that integrates all cloud knowledge sources makes relevant data accessible
across platform boundaries. Because knowledge connectivity should be as intuitive as
possible to blend into day-to-day activities, not only should the user be able to connect
new knowledge items manually but the system should also add and interconnect relevant
information elements (semi-) autonomously, e.g., by learning context or user prefer‐
ences, or by harvesting semantic information from structured and unstructured data in
the user’s information space. As illustrated in Fig. 1, a user can interact with the knowl‐
edge network by actively interconnecting photos with events, notes with tasks, contacts
with files, and so on. Also, the user can search on one platform over several distributed
knowledge sources to find relevant data.

3.2 Cross-Platform Knowledge Generation

As a use case, imagine a user who attends a project meeting. In the context of the meeting,
several digital representations are generated:

• a calendar event,
• contacts that attended the meeting,
• photos of whiteboard notes that were created during the meeting,

Fig. 1. Concept study of a user interface: digital objects such as events, emails, photos, contacts,
tasks, notes, files, folders and web links from different cloud-based personal knowledge bases
such as Evernote, Dropbox, and iCloud, can be interconnected to form a personal knowledge
network. Data in different cloud services is accessible through one search field.
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• emails regarding the topic of the meeting,
• documents that were discussed in the meeting,
• tasks that were organized by the meeting manager, and
• stored notes from the discussion.

All of these knowledge elements are usually stored in different, fragmented cloud serv‐
ices such as iCloud, Dropbox, Google Drive and Evernote. They are logically connected,
and the user would like to connect their digital representations as well, but this is
currently hardly possible. The vision of project IKC is to federate the distributed digital
objects of the user’s information space into a single coherent view. Figure 2 shows a
concept study of such a software-system architecture that allows users to interconnect
everyday knowledge items from several sources. A top layer shows different cloud plat‐
forms that are integrated and federated in a coherent knowledge network (layer 2). The
autonomous-reasoning component is illustrated in layer 3 as a software bot. Layer 4
represents the user interface that combines a concept browser and editor with a search
engine.

Fig. 2. Possible system architecture: distributed knowledge sources are integrated in a knowledge
network. The data is interconnected and annotated either by user input or an autonomic-reasoning
engine. The knowledge network is editable and accessible on mobile devices.

3.3 Mathematical Model of the Knowledge Network

We provide a mathematical model of the knowledge network that we will implement in
our system. Generally, according to Knauer (2010) [20], pp. 1–2, a general directed
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graph is a triple G = (V, E, p), where V is the vertex set, E is the edge set, and p: E → V
is the incidence mapping, which defines two more mappings o, t: E → V by (o(e),
t(e)) : = p(e), where o(e) is the origin and t(e) is the tail of directed edge e. If p is not
injective, G is called a multigraph. A mapping w: E → W or w: V → W is called a weight
function. W is any set, called the set of weights, and w(x) is the weight of edge x or vertex
x. It is important to note that this model of a multigraph using incidence and weight
mapping as a blueprint for knowledge networks has the advantage that it can model
directed labeled graphs with multiple distinct edges for the same vertices. Therefore, we
use an instance of the general graph structure described by Knaurer as a model of the
knowledge network in the IKC prototype. Also, this ensures that our structure is math‐
ematically sound, and our terminology is clear.

Accordingly, an IKC knowledge network K is modeled as a directed weighted multi‐
graph K = (N, A, δ, L, λ, P, π). The vertices in N, called nodes, represent digital objects.
The edges in A, called arrows, represent relationships between them. The incidence
mapping δ indicates the direction of arrows, their origins and tails. Indicated by the edge
weight function λ, the edge weight set L consists of relationship labels from a domain
L defined by the user. The vertex weight function π maps nodes to elements of the vertex
weight set P called a node’s properties, which are ordered sets of key-value pairs {(k1,
v1), …, (kn, vn)}. For a single property (ki, vi), ki is a key from a set K, and vi is a value
from a domain Δ. In K, there are keys for system properties such as id, title, description,
data type, data source, creation time and modification time, and keys that are attributed
to different PDM data types for websites, contacts, etc. Additionally, the user can add
user-defined properties.

4 Current State of Implementation

An IKC prototype has been developed1 to explore the proposed design synthetically.
Our prototype is a technical-feasibility study that will be continuously expanded in
follow-up projects. As shown in Fig. 3, our prototype allows for the formation of a
knowledge network as described by our mathematical model. The nodes can be asso‐
ciated with digital objects from the Web and two different cloud sources. Technically,
the integration of almost any cloud service is conceivable. For now, the prototype opens
the possibility to connect and arrange text notes, websites and Dropbox and Evernote
items together in a network, put those into meaningful context and add additional infor‐
mation. With the IKC prototype, the user can create, browse, edit and search a knowledge
network interactively. This network consists of nodes (vertices with properties) and
arrows (labeled edges), where nodes contain or represent the digital objects in the
knowledge network and arrows describe the relationship between nodes. There are four
types of nodes:

• plain node: a text node without connection to an external cloud data service,
• link node: a node that points to a web URL,

1 Available at http://demo.ikc.today/nodeDetail.html (accessed September 1st, 2016).
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• Evernote node: a node that points to a note on a connected Evernote account, and
• Dropbox node: a node that points to an item on a connected Dropbox account.

Fig. 3. User interface overview: the node is connected to three other nodes: Login, DataModel,
and Max Muster (in the role of team leader). Thus, for example, there is a directed edge from IKC
to DataModel labeled as “Document.” Also, there is an atomic node property.

4.1 Manipulating the Knowledge Network

The database in the IKC prototype consists of a network of associated nodes. There is
a special node as a point of entry for the user, the predefined Home node (the root of the
network). Every node features a title and a short description Further down, atomic prop‐
erties and labeled arrows that link to other nodes are shown and can be added. Each
arrow is shown with a link to the associated node, its relationship label, and a delete
button. The user interface (UI) uses the labels to group together similar relations.
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Figure 4 shows the interface to a node, and the following points explain the numbered
UI fields.

Fig. 4. Overview of the system architecture

1. For manipulation of the network, there are icons for basic functions, such as “Back
to home node” and node traversal, such as “Last”/“Next”, “Save”, “New node” and
“Search”.

2. The title and description of the node are displayed, and if it exists, there is also a link
to the external resource of the corresponding digital object. It is possible to add a
text property, an atomic key value pair, to the node. To link the currently displayed
node to other network nodes, arrows can be created, pointing from the current node
as origin, to a related node as tail, together with a relationship label. It is possible to
add new arrows in two different ways:
– Adding a new node creates a new network node as the tail of the new arrow.

Currently, the possibilities are plain (text only), link (URL), Evernote or Dropbox.
– Adding an already-existing node from the knowledge network. This allows the

user to choose the data object for the tail of the arrow.
3. This part of the UI shows all properties and arrows grouped by their label (the arrow

label or property key), along with the possibility to delete the arrow. If there are
multiple outgoing arrows with the same relationship label, the items are grouped
(e.g., document).

4.2 System Architecture

A large part of the current prototype is written in JavaScript, and data is stored in Java‐
Script Object Notation (JSON). It runs inside the user’s browser as a webpage hosted
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on IBM Bluemix, a commercial cloud-development platform. It holds the main part of
the UI, and the application logic, which provides interfaces to the Dropbox and Evernote
APIs. Furthermore, the application is responsible for the search index, metadata handling
and persistence. A detailed diagram can be found in Fig. 4. The following libraries were
used to implement these functionalities in the browser:

• dropbox.js: a JavaScript library that allows access to the Dropbox data of the user
• Dropbox Chooser: a Dropbox file browser,
• lunr.js: a JavaScript library for building and maintaining a full-text search index,
• Pouchdb: a JavaScript wrapper of the indexed data to save JSON document, and
• EventBus.js: a small JavaScript library for event-based programming.

Because it is not possible to connect directly from the browser to Evernote application
programming interface (API) for security reasons (cross-domain scripting), a small
additional interface service (a mediator) had to be developed that resides on the remote
cloud server. It is written in Node.js and is also hosted on IBM Bluemix. Evernote
provides a JavaScript API, which is used to communicate with the Evernote service. For
data-protection reasons, the IKC server does not centrally store any user data whatso‐
ever. All user data, such as metadata and the whole network structure, are stored in the
user’s Dropbox account in JSON-structured files ending with.ikc. Furthermore Dropbox,
as well as Evernote, act as an information source for digital objects that can be incor‐
porated into the knowledge network.

4.3 Data Organization

To persistently store the knowledge network, nodes and arrows are described in JSON
files and saved in the user’s Dropbox. Every IKC file represents a node and its arrows
to other nodes. More specifically, each file contains an array of properties. Those prop‐
erties store information on linked nodes, supplemented by property type and associated

Fig. 5. Data organization in JSON (Metadata)
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key. The type is necessary to distinguish between atomic aproperties and arrows that
provide links to other nodes in the network. Figure 5 illustrates the described data
organization, based on a simple knowledge network with three nodes and four arrows.

5 Conclusions

5.1 Discussion

IKC explores the concept of enabling individuals to master their data by building a
knowledge network with integrated search, intuitive navigation, and automatically
enriched knowledge connectivity. The project has developed guidelines for the design
of connective knowledge technologies that put user interaction in the center of personal
knowledge base design and organization and has begun implementation.

Based on design-oriented research in information systems [21], our research project
has four phases: (1) analysis, (2) design, (3) evaluation and (4) diffusion. Based on an
analysis of connective database technology, we have begun phase 2 of designing a soft‐
ware artifact. Thus far, no empirical evaluation has been performed because the devel‐
opment of the prototype is ongoing. Expert workshops have been planned to collect
qualitative feedback on the existing implementation.

To discuss the current state, our prototype lacks many features of our conceptual
design, such as an intuitive UI, automatic connections, or comprehensive interfaces to
many possible cloud sources. Our current implementation shows a first step in the direc‐
tion of a cross-platform personal-knowledge network. Compared to simple solutions
such as mind maps with URLs or a bookmarking system, our implemented system has
the advantage that it implements a knowledge network, not a hierarchy; that the network
can be edited and browsed; that all network nodes can be annotated; and that it provides
full-text search over all cloud sources.

5.2 Lessons Learned

There is always a gap between visions and their implementation. Usually, this gap
correlates negatively with the amount of money available. In the first part of our project,
a technical-feasibility study, we began with modest financing, but we intend to propose
follow-up projects. However, our prototype has provided a proof-of-concept for cross-
platform knowledge connectivity and search, i.e., connecting a user-defined knowledge
network with web links, Evernote nodes and Dropbox files. What we learned so far
concerns two central components in such a system: (1) the server that provides interfaces
for all of the different cloud services (the mediator) and (2) the client that provides to
the user an interaction with the knowledge network (the user application). First, there is
an important part of a mediator in such a system, namely interfacing with and integrating
different cloud knowledge sources coherently. Many different types of digital objects
from different sources need to be integrated into a coherent PDM data model. We have
identified two dimensions, that of data source (such as iCloud, Google or Outlook) and
that of data type, such as email, calendar events, or contacts. Similar datatypes exist in
different cloud services, and an integration layer needs to harmonize these data types
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over different sources to make sense to the user. We know now that the mediator will
integrate the sources into a PDM data architecture. Second, there is another very impor‐
tant part, which is that of the client. Our browser-based client is a JavaScript AJAX
application. It is clear that for truly intuitive knowledge connectivity, a significant
amount of work must be invested into methods of making it easy for the user to create
a knowledge network, add new nodes and add new links to existing nodes on both a
large screen and a mobile device. Our simple demonstrator is far from optimal because
we have concentrated on foundational technology aspects. A follow-up project with
design researchers will focus on designing an intuitive interaction in the user application,
and federating different cloud sources on a technical level in a mediator.

5.3 Outlook

There are three important aspects that will be addressed in the future. First, the technical
mediation and interfacing will be extended. Second, the user interaction will be rede‐
signed from the ground up with a focus on intuitiveness. Third, an empirical evaluation
of the software artefact needs to be performed. The present prototype already offers a
range of functions and is fully functional to create a knowledge network, including
personal notes, files, and anything with a URL. The next step is to integrate other cloud
services. In addition, the functionality itself can be extended. Currently, for example,
Evernote nodes are only editable outside of the prototype environment and within an
independent browser frame. The objective is to add, delete and edit nodes from all
different cloud services directly inside of the prototype.

In a follow-up project, we plan to conduct case studies and user feedback with
university students on the bachelor’s and master’s levels with a software development
company and with a private foundation that conducts journalistic research. The use case
will be for the individual knowledge workers (the students, software developers, jour‐
nalists and researchers). That way, our prototype can be evaluated qualitatively through
expert feedback. Based on the expert feedback, we will redesign the UI, which will be
a responsive UI that works on mobile devices as well as on large screens. On our inter‐
disciplinary research team, we have design practitioners that will explore interface
concepts to design new ways of interaction with a cloud-based knowledge network.

Acknowledgements. This research is funded by the Hasler Foundation (www.haslerstifung.ch)
under the project “Intuitive Knowledge Connectivity” with grant number 15026.
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Abstract. Exploring how the intellectual capital (i.e., the capability of system,
coordination, and socialization, and the human capital) influences the boundary-
crossing management knowledge (i.e., the syntactic transfer, semantic translation,
and pragmatic transformation), this study identifies differing effects for three
dimensions of boundary-crossing management knowledge. The results indicate
that the coordination capability primarily enhances a team’s syntactic transfer,
semantic translation, and pragmatic transformation. The socialization capability
primarily improves a team’s semantic translation and pragmatic transformation.
Our findings reveal why teams may have difficulty managing levels of syntactic
transfer, semantic translation, and pragmatic transformation and vary in their
ability to create value from their boundary capability.

Keywords: Intellectual capital · Boundary-crossing knowledge management ·
Organization learning · Product development · Innovation

1 Introduction

The fact that most innovation happens at the boundaries between domains has ensured
focused attention on effective boundary-crossing management as a dominant source of
competitive advantage [1, 40, 42, 43]. To survive selection pressures, the firms need to
transfer knowledge, translate it, and transform it to the commercial ends. This ability,
referred to as the boundary-crossing management knowledge [1], also known as the
boundary capability, has emerged as an essential subject in the studies on strategy and
organization.

Nowadays, an organization’s value creation is largely based on the intellectual
capital [44], conceptualized as the combination of all the knowledge and competences
that can manifest as a company’s sustained competitive advantage [45]. Prior research
has shown that the intellectual capital drives firm performance, influences firm innova‐
tive capabilities, and positively affects firm capability and firm performance [46].
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However, the studies on the relationship between the intellectual capital and the
boundary capability are scarce [47]. The link between intellectual capital and innovation
capability needs more empirical research [48]. Therefore, it is necessary to identify the
critical factors and their interacting relationship in order to provide a comprehensive
understanding of the overall contribution to innovation. Examining the different effects
of intellectual capital on the syntactic transfer, semantic translation, and pragmatic
transformation would not only specify how the boundary capability can be developed,
but also infer why the firms have difficulties in managing the dimensions of boundary
capability successfully.

We organize this paper as follows: the next section presents a review of theory and
hypotheses. The following section shows our methodology. The final section reports the
implications and conclusion of our work.

2 Theory and Hypotheses

2.1 Boundary-Crossing Management Knowledge

Following Carlile [1], the boundary-crossing management knowledge denotes the
efforts expended in managing knowledge across specialized domains when innovation
is a desired outcome. It is distinguished into the syntactic transfer, semantic translation,
and pragmatic transformation. Besides, it can be conceptualized as a combination of the
capacities of common lexicons, meanings, and interests, and the abilities to use these
capacities.

At a syntactic boundary [1], differences and dependencies between actors are known;
the challenge is to increase capacity to process more information [49]. A common
lexicon is necessary but not always sufficient. Domain-specific knowledge can be effi‐
ciently managed across the boundary if knowledge is transferred according to a common
lexicon.

At a semantic boundary [1], novelty generates different translations to the differences
and dependencies; the challenge is to make tacit knowledge explicit [50]. To create
common meanings often requires creating new agreements. Developing the common
meanings is regarded as a way to address the interpretation differences.

At a pragmatic boundary [1], novelty generates different interests between actors;
the challenge is to change knowledge that is at stake [40]. Establishing the common
interests affords the key to interest conflicts [1]. To create common interests requires
significant practical and political effort.

2.2 Intellectual Capital

The intellectual capital has been defined as the knowledge that firms utilize for compet‐
itive advantage [41]. We draw upon and synthesize insights from prior studies to divide
the intellectual capital into four dimensions: the capability of system, coordination, and
socialization, and the human capital [2, 3].

The system capability formed by the routinization and formalization establish the
patterns of organizational action either through the memory or the standard operational
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procedure respectively [5]. The formalization captures the extent to which an organi‐
zation sets its rules and procedures to prevent its employees deviating from established
behavior [6], while the routinization reflects how an organization establishes the gram‐
mars of action through the individuals’ repeated actions to support the complex patterns
of interactions between the employees [7].

The formalization enables the team members to efficiently apply a team’s codified
knowledge through the best practices [8]. By doing so, a team can expose its members
to the jargon used in the different functional areas in turn facilitate the shared under‐
standing about the specific terms [9]. Once the shared understanding about the specific
terms is in place, there is a greater chance that the group members are able to effectively
create a common lexicon, leading to the syntactic transferring knowledge across boun‐
daries [1]. The measures of formalization are the situations where the team members
had procedures to follow in dealing with any situation, or the organization kept a written
record of everyone’s performance.

The routinization is embodied by the repetitious behaviors guided by the experiences
[11]. It reflects strict patterns of norms and rules intended for imitation, replication, and
control [12]. Drawing on Cohen and colleagues’ generalization [13], a critical portion
of the representations of routines encompasses the memories of individuals for their
respective roles, locally shared language, and general language forms such as formal
oral codes and pledges. We contend that the more routines a team has, the more likely
its members will increase their tendencies to use the common lexicons for effective
communication [10]. Therefore, the routinization is instrumental to shape the common
lexicons and thereby strengthen the syntactic transferring knowledge across boundaries
[1]. The measures of routinization include the extent to which the individuals will regard
their work as routine, or the volume of repeated tasks from day-to-day.

Hypothesis 1: The system capability will be positively related to the syntactic transfer
of boundary-crossing management knowledge.

The high level of formalization tends to confine the individuals’ thoughts into a frame
of reference and in turn provide a common perspective to mitigate the interpretative
discrepancies [6]. It consequently leads the members to interpret circumstances with the
same path-dependent trajectory of prevailing knowledge and thereby assist the devel‐
opment of shared meanings [4].

A team routinizing tasks is seeking for invariably performing sequences of activities
with a few exceptions [14]. Such institutionalization often steers the team members to
focus on the areas closely related to the existing knowledge and on what has previously
proved useful [4]. In such a case, there is a greater likelihood that the team members are
prone to respond to the environmental changes in a shared perspective and interpret the
circumstances according to the prevailing norms [2]. Eventually, such processes will
facilitate the development of shared meanings underlying the semantic translating
knowledge. Therefore, we hypothesize the following:

Hypothesis 2: The system capability will be positively related to the semantic transla‐
tion of boundary-crossing management knowledge.
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The coordination capability including the cross-functional interfaces, participation in
decision making and job rotation captures the efforts expended in incorporating different
sources of expertise and promoting the lateral interaction between the individuals [4].

The cross-functional interfaces contain the liaison personnel, task forces, teams, and so
forth [15]. The liaison personnel serve as a knowledge broker to bridge the differences
among functions and thus develop a consensus on the meanings of specific terms, symbols,
or behaviors [4]. Consequently, such interfaces enable the common lexicons needed for the
success of transferring knowledge [1]. They also foster the constructive dialogues in turn
reconcile the discrepancies in interpreting the tasks [4]. They function as a knowledge trans‐
lator to interpret the problems in turn enable a shared understanding about the team’s goals
and thus lead to a shared perspective on the specific issues [1]. In this way, they incorporate
the interpretations from diverse functions into a common meaning needed for the success
of translating knowledge [1]. Furthermore, they encourage the team members to reconsider
the value of existing products and to review the combination of components [16]. By doing
so, the team members are more willing to negotiate interests and make trade-off with one
another, in turn reach a consensus to change the knowledge and interests from their own
domains for the shared interests [1, 4]. Therefore, they enable the common interests that
constitute the transforming knowledge across boundaries [1]. The measure of cross-func‐
tional interfaces is the extent to which the subsidiary used liaison personnel, temporary tasks
forces, and permanent teams to coordinate decisions and actions with sister subsidiaries.

The participation in decision making brings the opportunities of opinion sharing [17].
The participants tend to largely use the general language instead of jargon to increase a
shared understanding in turn facilitate the development of shared language [9]. A shared
understanding also increases their willingness to identify the commonality of each
other’s notion in turn develop a shared perception [4, 17]. They consequently tend to
put similar interpretations on the specific problems and in turn develop the shared mean‐
ings. Besides, a shared understanding also improves their relations in turn enables the
development of shared beliefs inspiring the social climate of trust. Such climate encour‐
ages them to believe that a current trade-off will lead to the later common interests and
thereby increases their tendencies to risk changing their domain-specific knowledge.
The measures of participation in decision making are the situations where the team
members have wide latitude in the choice of means to accomplish goals, or the managers
are allowed flexibility in getting work done.

Job rotation provides the opportunities to gain the experience and learn the jargon
in different fields [17]. Consequently, the team members tend to develop a shared under‐
standing on the specific facts or terms in turn improve their efficiency to create the
common lexicons [9, 10]. They also tend to develop a shared experience about the
projects and thereby increase their tendencies to develop a mutual knowledge,
supporting the integration of interpretations [4]. In this way, they can improve their
efficiency to create the common meanings [1]. The shared experience also improves
their relations in turn contributes to the shared beliefs that directly influence the trust [4].
Trustworthy social conditions increase their tendencies to believe that a current trade-
off will lead to the later common interests and thereby encourage them to risk changing
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their domain-specific knowledge [18]. The measures of job rotation include the situa‐
tions where the team members are regularly rotated between different functions or
subunits. This discussion suggests the following hypotheses:

Hypothesis 3: The coordination capability will be positively related to the syntactic
transfer of boundary-crossing management knowledge.

Hypothesis 4: The coordination capability will be positively related to the semantic
translation of boundary-crossing management knowledge.

Hypothesis 5: The coordination capability will be positively related to the pragmatic
transformation of boundary-crossing management knowledge.

The socialization capability including the connectedness and socialization tactics
captures the efforts expended in developing the unspoken rules, dominant values, and
common codes of communication [3].

The connectedness fosters the communication and knowledge exchange in turn
contributes to a shared understanding [3], which is proposed to enable the common
meanings and interests, as explained in the section of coordination capabilities above.
The measures of connectedness include the situations where the relationships among
team members are very close, or the team members understand the personalities of one
another.

The socialization tactics has been shown to structure the shared experiences [3],
which are also proposed to enable the common meanings and interests, as explained in
the section of coordination capabilities above. The measures of socialization tactics
include the situations where the new team members are trained by the same program to
know the operation of the team, or the senior team members often provide others with
many working guides. Formally, we posit that:

Hypothesis 6: The socialization capability will be positively related to the semantic
translation of boundary-crossing management knowledge.

Hypothesis 7: The socialization capability will be positively related to the pragmatic
transformation of boundary-crossing management knowledge.

The human capital denotes the knowledge, skills, and abilities residing with and
utilized by individuals [35]. Its characteristics are creative, bright, skilled employees
with expertise in their roles, who provide the main source for new ideas and knowledge
in an organization [36]. Individuals and their associated human capital are crucial for
exposing an organization to technology boundaries that increase its capacity to absorb
and deploy knowledge domains [37].

Following Wensley [38], explicit knowledge is explicit because of the sharing of
tacit knowledge about the explicit knowledge. Knowledge can be transferred because
the individuals between whom it is transferred have a rich set of mutual understandings
− they share a great deal of tacit knowledge that they use to interpret the explicit knowl‐
edge. In order to transfer knowledge it is necessary to ensure that an extensive foundation
of shared tacit knowledge is exists. As Mclagan noted [39], the excellent senior
employees can play the role of consultant, helping others to get familiar with the work
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environment more quickly, explaining the problems faced within a practice, sharing
their experiences, and providing necessary support. Hence, we posit that:

Hypothesis 8: The human capital will be positively related to the syntactic transfer of
boundary-crossing management knowledge.

Hypothesis 9: The human capital will be positively related to the semantic translation
of boundary-crossing management knowledge.

Drawing from Carlile [40], knowledge is invested in practice – invested in the
methods, ways, of doing things, and successes that demonstrate the value of the knowl‐
edge developed. When knowledge proves successful, individuals are inclined to use that
knowledge to solve problems in the future. In this way, individuals are less able and
willing to change their knowledge to accommodate the knowledge developed by another
group that they are dependent on. Changing their knowledge means an individual will
have to face the costs of altering what they do to develop new ways of dealing with the
problems they face. The measures of human capital include the levels of employees’
skill, expertise, and creativity. Under this logic, we reason the following:

Hypothesis 10: The human capital will be negatively related to the pragmatic transfor‐
mation of boundary-crossing management knowledge.

3 Methodology

3.1 Measurements

The measurements used in this study were primarily derived from the previous studies
and some items were modified to make them applicable to our research purposes. All
of the items were measured with 7-point Likert scale (1 = strongly disagree, 7 = strongly
agree).

3.2 Data Collection Procedure

The unit of analysis is the firm. To assure the validity of respond data, we call each firm
to find out a representative with sufficient knowledge and ability to respond this survey.
In this survey, each respondent were asked to provide two different NPD projects, one
of them has to be the superior performance project and another is inferior one, and then
assess their relationships respectively. Therefore, each questionnaire would consist of
two samples in the survey.

Two rounds of survey were conducted by distributing the survey instrument in the
form of questionnaire to the production managers of 770 electrical manufacturing firms
in Taiwan from June 1 to July 31, 2013. These firms were listed in the directories of the
2012 top 2000 firms in Chinese Credit (Taiwan’s leading credit company). We sent 241
questionnaires by email and fax and received questionnaires from 139 buyer firms; the
response rate is about 57.67 %. Of the 149 returned questionnaires, 10 were excluded
because they did not meet all sampling criteria or due to the incomplete answers,
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including excessive missing data and lower levels of confidence, leaving 139 usable
responses.

To examine the possibility of nonresponsive bias, a Chi-square test was conducted
to compare the early (79) and late respondents (60) on the research variables [21, 34].
The responses from the first mailing were 79 questionnaires. The non-response bias is
not a problem in this study [19].

3.3 Analysis of Measurement Model

The partial least squares (PLS), a component-based technique for structural equation
modeling, is our main data analyzing tool, because this study includes both formative (the
system, coordination, and socialization capabilities) and reflective (the boundary manage‐
ment knowledge for transfer, translation, and transformation) constructs [22, 26, 30].

Formative Constructs: We reveal the weights of formative indicators linked with the
factors for the system capability, coordination capability and socialization capability in
Fig. 1. The formative items should correlate with a “global item that summarizes the
essence of the construct” [28] (p. 272). PLS item weights, which indicate the impact of
individual formative items [23], can be multiplied by the item values and summed, as
noted by Bagozzi and Fornell [20]. In effect, this results in a modified multitrait, multi‐
method (MTMM) matrix of item-to-construct and item-to-item correlations similar to
that analyzed by Bagozzi and Fornell as well as Loch et al. [32]. The resulting matrix,
showing the item-to-construct correlations as the grayed out cells, appears as Table 1.

Fig. 1. Formative indicator weights

The convergent validity is demonstrated if the items of the same construct correlate
significantly with their corresponding composite construct value (item-to-construct
correlation) [24, 32]. This condition has been met, as all items correlated significantly
(p < 0.01) with their respective construct composite value. The discriminant validity
can be established if the item-to-construct correlations are higher with each other than
with other construct measures and their composite value [32]. This condition is also met.
The resulting matrix, showing the item-to-construct correlations as the grayed out cells,
appears as Table 1.
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In a sense, very high reliability can be undesirable for the formative constructs
because the excessive multicollinearity among the formative indicators can destabilize
the model [33]. To ensure that the multicollinearity is not a significant issue, we assessed
the VIF (variance inflator factor) statistic. If the VIF statistic is greater than 3.3, the
conflicting item should be removed as long as the overall content validity of the construct
measures is not compromised [27]. For our formative measures, we find the VIF values
of both formalization and routinization in the system capability to be 2.187 and 1.145,
equivalently, 2.397, 2.318 and 1.508 for the cross-functional interfaces, job rotation and
participation in decision making in the coordination capability; while 2.849, 2.748, and
2.444 for the connectedness, preservice training and experiences inheritance in the
socialization capability. In summary, the results suggest that all indicators have VIF
statistics lower than 3.3.

Table 2. Reliability and convergent and discriminant validity for reflective constructs

Reflective Constructs: Generally, the convergent validity is demonstrated if (1) the
item loadings are in excess of 0.70 on their respective factors and (2) the average variance
extracted (AVE) for each construct is above 0.50 [31]. According to our parameter
estimates, these conditions have been met. Gefen and Straub also contend that the
discriminant validity is demonstrated if (1) the square root of each construct’s AVE is
greater than the inter construct correlations (Table 2), and (2) the item loadings on their
respective constructs are greater than their loadings on other constructs (Table 3) [31].
These conditions have also been met, thereby demonstrating that the independent
construct indicators discriminate well.

Table 1. Inter-Item and item-to construct correlation matrix for formative constructs
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Table 3. PLS component-based analysis: cross-loadings for reflective constructs

Finally, the reliability for the scales was gauged via the composite reliability scores
provided in the PLS output. The composite reliability scores equal to or greater than
0.70 are regarded as acceptable [29]. So the composite reliability scores of these reflec‐
tive variables are acceptable. Our validation results suggest that all reflective measures
demonstrated satisfactory reliability and construct validity, and all formative measures
demonstrated satisfactory construct validity and no significant multicollinearity. There‐
fore, all of the measures were valid and reliable.

A Harman one-factor test serves to assess the potential for common method bias in
the data [31]. An unrotated factor analysis using the eigenvalue-greater-than-one crite‐
rion results in a solution that accounts for 52.51 % of the total variance, and the first

Fig. 2. Result of structural equation model (PLS) analysis
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factor accounts for only 5.78 % of the variance. Therefore, common method bias is
unlikely to be a serious problem.

3.4 Assessment of Structural Model

In this section, we tested the amount of variance explained and the significance of the
relationships. Additionally, a bootstrap re-sampling approach is suggested in order to
estimate the precision of the PLS estimates. Following this suggestion, a bootstrap anal‐
ysis with 500 bootstrap samples and the original 278 cases was performed to examine
the significance of the path coefficients [25]. Figure 2 shows the structural model with
the coefficients for each path (hypothesized relationship).

4 Discussion

4.1 Implications

The results did not support the positive relationship between the system capability and
semantic translation of Hypothesis 2. Firstly, the main reason could be that the common
meanings may be formalized to such an extent that impedes the flexible incorporation
of newly acquired and existing knowledge. Secondly, the routinization tends to isolate
knowledge, to limit the joint dialogues, and to confine the development of new perspec‐
tive by imposing the existing knowledge.

We did not find the human capital to hinder the pragmatic transformation of boun‐
dary-crossing management knowledge. It appears that the relationship between human
capital and boundary capability is dependent on other elements, such as the capability
of coordination, socialization, and leadership [51]. Additionally, the interaction between
employees and customers also enables employees to understand customers’ needs,
thereby encourages employees to change their domain knowledge [51].

4.2 Contributions

Our study contributes to the research on boundary capability and intellectual capital in
several ways. The results reveal that the coordination capability drives a team’s boun‐
dary capability in different ways. The present study contributes to the scholars’ under‐
standing as to why certain firms are able to transfer their domain-specific knowledge,
but not able to translate and transform it successfully.

4.3 Limitations

Our net sample size was relatively small, given the number of variables in our research
models. Although a larger sample would have given more power to our results, the
difficulty of collecting relative-level primary data imposed limits on size. Our measures
of the different aspects of intellectual capital and the types of boundary capability were
perceptual, based on key informants. We relied on perceptual measures because it was
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difficult to obtain relevant objective measures capturing the variations in intellectual
capital and boundary capability with the kind of precision we required.

4.4 Future Research Directions

One area into which this study can be extended is to focus more closely on the link
between social capital and boundary capability in an effort to understand why social
capital influences three types of boundary capabilities. Another area is the exploration
of what factors influence the link between human capital and boundary capability. These
are some possible points of departure for future research.

4.5 Conclusion

To conclude, our study provides an empirically grounded framework simultaneously
linking various aspects of intellectual capital and their interrelationships to different
types of boundary capability. This framework shows how firms need to distinctively
utilize their varied knowledge resources to achieve different types of boundary capa‐
bility. It also provides a structure for future research probing of more specific questions
regarding the knowledge-innovation link.
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Abstract. Knowledge is considered as a resource that contributes an important
role in the success of Six Sigma DMAIC methodology. However, knowledge
resides brain of the individuals and exists in various forms and different places.
This rise the problem of how to collect and share DMAIC knowledge every-
where all time. In this paper, we introduce a proposed Knowledge Portal named
KPD that had been designed as a tool to manage DMAIC knowledge. Through
the deployment of the Knowledge Portal, this paper aims at investigating its
impacts on DMAIC execution based on experiments and appreciation of experts
who are working in the areas of quality management and information technol-
ogy. The results of the survey reveal that KPD benefits DMAIC deployment and
impacts positively on the success of DMAIC through its knowledge manage-
ment process.

Keywords: Knowledge portal � Ontology � Six sigma � DMAIC � Quality
improvement process

1 Introduction

Six Sigma DMAIC (Define-Measure-Analyze-Improve-Control) methodology [1] with
its strong points of eliminating waste, improving the satisfaction of customers,
enhancing process performance [2] plays a more and more important role in manu-
facturing and business processes. Its ultimate objective is to optimize whole defects
rates in services or transaction, manufacturing, and processes in order to improve
business profits and excellence [3]. Through DMAIC execution, insights and ideas of
experts, employees, customers and managers are shared and discussed in improvement
or discussion sessions. They are a valuable knowledge resource that is considered as a
precious resource in an organization.

In the era of information technology (IT) and knowledge economy, the precious
resource of knowledge brings many benefits to an organization. It enhances competitive
advantage, encourages innovation, keeps efficiencies, facilitates resource distribution,
and changes the nature of investment decisions as well as work and property [4, 5].
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Therefore, managing knowledge helps an organization to maximize its strategic value
and competitive advantages [5].

As the importance of applying DMAIC methodology increases incessantly and
knowledge management enables a knowledge resource to be used and exploited
effectively, how to deliver the right knowledge to the right people at the right time is
one of the important problems for an organization. In order words, knowledge man-
agement in improvement activities of DMAIC execution is one of vital tasks in Six
Sigma projects.

In recent years, a knowledge portal (KP) is considered as a notable solution for
knowledge management. KP is a type of portal that supports knowledge creation,
knowledge storage and retrieval, knowledge transfer, knowledge integration, and dis-
tributed knowledge searching [5, 6]. It is a type of knowledge management system that
struggles to provide a knowledge worker with collective knowledge at a “one-stop
knowledge shop” [6] or a single point of access. Several KPs have been developed and
applied in many fields. For example, a KP named “Institute for Advanced Engineering
Studies” is built for managing and disseminating implicit and explicit knowledge in
academic institutes [7]; KPs in [8, 9] are designed for Libraries; KPs named SkillSoft
[10] and iSixSigma (http://www.isixsigma.com/) are developed for Six Sigma. The one
trait that is common among the KPs is that they provide its users with functionalities to
share and exchange knowledge all time and everywhere in order to enhance users’
skills. However, in the KPs, knowledge is not represented structurally, therefore, the
KPs do not support as well as provide its users with helpful functions of knowledge
reasoning or inference that is one of important requirements to reuse and exploit
available knowledge efficiently and effectively. Moreover, because they lack inference
engines, the KPs do not support completely to managing DMAIC knowledge yet.

In this paper, the authors want to improve the DMAIC process through a KP
approach (that is explained in Subsect. 2.2), to be deployed more successfully. The KP
for DMAIC (KPD) supports organizing knowledge repositories, communication
between workers and experts, collaboration, document sharing and knowledge vali-
dation. KPD is also designed for the proposed model [11], which includes a process of
knowledge management, knowledge bases, techniques applied in ontology engineer-
ing, and a KP (Fig. 1).

The ultimate objective of the authors is to present a strategy in order to investigate
the usability of KPD. More particularly, the authors introduce how the quality attributes
for a knowledge management system, a survey questionnaire, the Likert scale-based
measures, weights, weighted average scores, and a ranking and rating table are applied.
Our research methodology is conducted based on the questionnaire survey and an
evaluation is conducted based on quantitative analysis of the survey results. Using the
strategy and methodology, the usability of KP can be ranked and rated.

In the next section, a brief description on the model of knowledge management for
DMAIC, KPD, and the quality attributes are presented. Section 3 introduces the
questionnaire-based survey and evaluating methodology. A discussion on
weights-based measures and results is also represented in the same section. The last
section is to conclude the paper.
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2 A Proposed Model and Knowledge Portal

2.1 A Conceptual Model of Knowledge Management for DMAIC
Processes

Knowledge management is a process of collecting, analyzing, transforming, and
applying knowledge [13]. In DMAIC execution, a knowledge management process is
integrated with each of DMAIC steps in a conceptual model (Fig. 1) [11] that allows to
collect and analyze reports, to translate information into valuable knowledge, to rep-
resent the knowledge on the basis of Ontologies, and to apply available knowledge into
innovation.

The model illustrates a process that supports to consolidating, updating valuable
knowledge, and creating new knowledge. In order to facilitate KM in Six
Sigma DMAIC methodology, the process should be executed in four stages: Knowl-
edge Creation/Acquisition, Knowledge Structure & Storage, Knowledge Protection,
and Knowledge Application. More particularly, in the KM process, the discussion and
reports created by members of Six Sigma project such as managers, Black Belts, and
Champions in Tollgate reviews [14] or Gate Review sessions [15, 16] are collected
through KPD in the first stage. They are then used to analyzed and translated into
Ontologies based on Ontology engineering in the second stage. Before reusing
knowledge, it is protected by every web user’s an account and the security policy on
the Knowledge Portal in the third stage. The knowledge in the reports would be found
and inferred by KPD’s users through a module of Knowledge reasoner in order to reuse
in the next steps of the DMAIC process in the last stage.

Fig. 1. A four-stage process of KM integrated with DMAIC in OKMD model.
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2.2 Knowledge Portal for DMAIC

Knowledge Portal is an effective solution for collecting and sharing knowledge in a
process of knowledge management. It allows to convert tacit knowledge to explicit
knowledge and vice versa as well as to share available knowledge [7]. As we can see in
Fig. 1, KPD is designed as an important component to manage effectively the
knowledge of DMAIC processes. It should provide necessary functionalities to collect
reports and document, share resources, exchange, search, and infer knowledge avail-
able. A successful deployment of KPD should be evaluated on the basis of the fol-
lowing aspects:

Aspect 1: KPD should be deployed and applied in reality DMAIC processes.
Aspect 2: DMAIC knowledge should be collected, found and reused completely

through the four-stage process of knowledge management (Fig. 1) during DMAIC
execution.

Aspect 3: All functionalities of KPD satisfy the requirements of a conventional
knowledge portal and are evaluted by measures on the basis of the quality attributes for
a knowledge management system [12] consisting of Availability, Relevance, Security,
Usefulness, Procedures, Policies, Usability, Economy and Social (Fig. 2).

The requirements for a conventional Knowledge portal development applied to
KPD are introduced by several researchers in [5, 17–19] involving the following
criteria:

– Organizing knowledge repositories
– Collaboration
– Document sharing tools
– Communication between workers and experts
– Tools to search and retrieve knowledge
– Knowledge validation
– E-learning services
– Open source web-based applications are recommended

On the basis the aforementioned requirements, the useful functionalities of KPD are
proposed as the following table:

As shown in Table 1, the functionalities of KPD are divided into five groups:
Content management, knowledge exchange, knowledge sharing, document, and

Fig. 2. The important quality factors for the framework of a knowledge management system.
Adapted from [12]
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administration. They are constructed based on a free and open source CMS (content
management system, i.e. Joomla, NukeViet), a LMS (learning management system, i.e.
Moodle), and Ontology engineering. The most important function group used to share
and infer knowledge is Knowledge Sharing. It provides virtual and visible Ontologies
and collected DMAIC reports in order to evaluate and update the knowledge base.
Moreover, a K-Reasoner module (Fig. 3) responsible for querying and inferring
knowledge is also a core functionality of the function group. The module developed in
PHP language receives user’s request and creates to send SPARQL queries using
Query generator to SPARQL endpoint. The server takes responsibility for analyzing
the queries and extracting knowledge from a knowledge base. Finally, querying results
are displayed on KPD’s web-based interface by the module.

Table 1. The functionalities and tools for KPD
C
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nt
m

an
ag

em
en

t

News
Publish news, articles, organizational 
structure, events, activities, surveys, 
course information, search.

NukeViet 4.0 (a free 
and open source CMS 
downloaded at  
http://nukeviet.vn )

Resources
Share collected DMAIC reports, sample 
files of report, images, video, audio, 
presentation. 

Links to
External resources, social networks, 
channels (Youtube), Webmail.

K
no

w
le

dg
e 

ex
ch

an
ge

Communication
By email, chat, blog, forum, 
questionnaires, discussion sessions.

Moodle 3.0 (a free 
and open source LMS 
downloaded at  
http://moodle.org)Learning

Organize courses, exercises / training, 
live presentation.

K
no

w
le

dg
e 

S
ha

ri
ng

Knowledge 
dissemination/ 
sharing

Share Ontologies, collected DMAIC 
reports; Query and infer knowledge using 
Knowledge Reasoner module.

K-Reasoner module
(Developed using 
PHP, MySQL+ARC2, 
SPARQL, Fuseki, 
Protégé, and Ontology 
engineering), 
WebVOWL

D
oc

um
en

t

Supporting 
document

Provide document to web developers: 
PHP, SPARQL, Fuseki, Protege, 
Sublime, Text, ARC2, design of K-
Reasoner module, Ontologies’s 
description

A module of 
document 
management on KPD

A
dm

in
is

tr
at

io
n

User
Security policy, User and group 
definition.

Administration 
function from 
NukeViet, Moodle 
and K-Reasoner.

System 
management

Domain, hosting, servers, files, 
SPARQL Endpoint, Databases.

Configurat ion 
Management

Interface, Modules and Plug-ins, 
Layout / Appearance, Users 
(Publishers)

Group Functionality Description Tools
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All the rest of function groups are to collect data (i.e. reports and documents)
created during DMAIC execution, to support activities of knowledge exchange, to
share technical documents with programmers, and to help administrators in website
management.

3 Evaluating Usability of Knowledge Portal Application

3.1 Research Methodology

The international Organizaton for Standardization (ISO) determines the usability of a
product on the basis of “the extent to which the product can be used by specified users
to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified
context of use.” In this paper, we consider the key attributes/parameters in order to
assess the usability of KPD: Relevance, Security, Usefulness, Usability, Economy,
Social, User satisfaction and expert ranking.

Based on experiments and rating opinions of experts who are working in the fields
of quality management and IT., data is collected for evaluation. For experiments, the
authors of the paper have identified a procedure of KPD installation and deployment
and its technical problems. Thereby, some recommendations and different approaches
to deploy KPD have been pointed out in Subsect. 3.2. Besides, a survey questionnaire
is prepared by the authors to collect the opinion of participants. The Likert-scale-based
questionnaire is composed based on literature review and experience of individuals
who have ever participated in Six Sigma projects.

The survey questionnaire is then sent to 19 participants who have knowledge in the
fields of Six Sigma, quality improvement or engineering, and IT. In particular, the
questionnaire survey is carried out in first two weeks of May 2016 in Romania and first
two weeks of Jun 2016 in Vietnam with a 90 % response rate (17 persons) collected.
The age of participants is between 24 years of age and 47 years of age. They are the
experts (18 % of respondents), who work in 03 Romania companies, professors
(18 %), Ph.Ds. (24 %), and Ph.D. candidates (40 %). 53 % of respondents belongs to
the ones who are working in the fields of Six Sigma or engineering (quality
improvement) while the rests work in the IT. area. In Romania, 11 respondents are
collected from 03 experts (Ph.Ds.), 02 professors, 01 Ph.D., and 05 Ph.D. candidates.
In Vietnam, 06 respondents come from 01 professor, 03 doctors, and 02 Ph.D. can-
didates. Ph.D. candidates are researching in the areas of IT. (03 respondents), Engi-
neering (03), and Six Sigma/IT. (01).

Fig. 3. The architecture of K-Reasoner module
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3.2 Applying KPD in DMAIC Processes

In the first stage of the study, KPD has been developed (Fig. 4) based on aforemen-
tioned requirements, proposed functionalities and tools. A deployment procedure of six
steps namely, Design, Data collection, Ontology building, K-Reasoner module
development, Testing, and Portal installation have been performed. The functionalities
of KPD have been developed and tested completely. DMAIC reports have been col-
lected and used to create Ontologies. K-Reasoner module has been developed and
installed on KPD and provides accurately all knowledge found in the reports. KPD is
deployed on Dreamhost server, and the address of KPD at http://p.kdmaic.net is
included in the questionnaire to send to the participants of the survey.

Through the deployment, we found that a particular knowledge of IT for partici-
pants who install the applications are necessary. They should be administrators of
companies and would support technically, applying KPD into their DMAIC processes.
Moreover, DMAIC reports must be converted to structured text-based formats before
they are used to translate into Ontologies through Parsers. K-Reasoner module should
be updated immediately after updating Ontologies. Last but not least, big Ontologies
should be stored in Apache Jena Fuseki servers with an advantage of fast query time
while smaller Ontologies can be deployed in MySQL database.

3.3 Questionnaire Survey, Results and Discussion

In order to collect opinions of participants on the usability of KPD, a Likert scale-based
questionnaire, which involves an overview of KPD’s functionalities and tools, and a set
of statements and questions are prepared. The questionnaire is to aim at investigating
seven important quality attributes/parametters (mentioned in Subsect. 3.1) and grouped
into two main issues: (1) benefits of applying KPD to DMAIC processes and (2) influ-
ences of KPD on successful aspects of Six Sigma projects. Each statement is measured
by a quantitative value formatted from a scale of five levels from 1 to 5. After the

Fig. 4. Homepage and K-Reasoner module of KPD
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questionnaire is completed, it is provided to the survey participants. The responses are
then collected and analyzed quantitatively.

In the mentioned parameters, usability, usefulness and relevance are considered as
the most important parameters corresponding to the highest weights, other quality
parameters are identified by the lower weights. The allocated evaluation percentage of
KPD quality parameters are presented in the Table 2.

For the first issue, a list of statements are composed in order to assess beneficial
aspects of KPD deployment in an organization. The participants rated every
statement/aspect by giving a quantitative value from 1 to 5, where 1-Not beneficial at
all, 2-less beneficial, 3-neutral, 4-beneficial and 5-extremely beneficial. Similarly, a set
of statements is formulated to measure impacts of KPD on successful aspects of a
DMAIC process. The aspects are introduced by the authors in [3, 20]. Each statement is

Table 2. Distribution table for the quatity parameters of KPD

KPD quality parameter Allocated evaluation percentage

Usability 60 %
Usefulness 10 %
User satisfaction and expert ranking 10 %
Relevance 5 %
Security 5 %
Economical 5 %
Social 5 %

Table 3. Weightage table for usability

KPD usability measures Weight
(60 %)

Captured rating
from survey

Weighted
calculation

Support employees and experts to quickly
access and available knowledge

20 % 4.5 0.9

Contribute knowledge to innovation and
improvement solutions

20 % 4.2 0.84

Support a quick access to organizational
resources

10 % 4.4 0.44

Enhance the improving skill of new
employees

10 % 4.1 0.41

Enhance customer satisfaction 10 % 4.2 0.42
Curtail the deployment time of DMAIC 10 % 3.8 0.38
Create a favourable environment to share
knowledge

10 % 4.5 0.45

Enhance competitive advantage of an
organization

10 % 4.1 0.41

100 % Total score 4.25
KPD parameter score 2.55
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measured by marks from 1 to 5 where 1-Not influential at all, 2- Less influential,
3-Neutral, 4-Influential, 5-Extremely influential. Furthermore, the questions to measure
the parameters of security, economic, social, user satisfaction, and expert ranking are
also adapted in the questionnaire.

Table 3 indicates how the evaluation percentage (30 %) is distributed among
several Usability measures; the captured ratings collected from the survey, and
weighted calculation for the quality parameter of usability. For example, the most
important measure considered is “Support employees and experts to quickly access and
available knowledge” with the weight of 20 % and received the highest rating from the
respondents (4.5). With the total score of 4.25 and its percentage (60 %), the parameter
score of Usability is calculated by the highest value (2.55) compared to other parameter
scores in Table 6.

Similarly, Tables 4 and 5 reveal other total scores for Relevance and Usefulness
that are calculated from survey results. The total score of Usefulness is higher than that
of Relevance, 4.1 and 3.87 respectively. Moreover, the scores show a significant
influence of KPD on the successful deployment of a Six Sigma DMAIC process.
Therefore, KPD can contribute an important role to Six Sigma success.

In order to rate the quality parameters of KPD, a table of ranking and rating [12] is
applied (Table 7). Based on the table, the higher the total score of KPD quality
parameters, the better the usability of KPD. The Fig. 5 represents the overall summary
weightage for the quality attributes/parameters. On the basis of the ranking and rating
table (Table 7) and the parameters, it is clear that KPD is an extremely usable model

Table 4. Weightage table for relevance

KPD relevance measures Weight
(5 %)

Captured rating
from survey

Weighted
calculation

Improving quality of Six Sigma projects 20 % 4.2 0.84
Strong leadership and top management
commitment

20 % 3.9 0.78

Continous education and training 10 % 3.9 0.39
Organizational infrastructure, and IT
infrastructure

10 % 3.8 0.38

Encouraging and accepting cultural
change

10 % 3.8 0.38

Management involvement and
organizational

10 % 3.8 0.38

Stakeholders such as customers, human
resources, and suppliers

10 % 3.6 0.36

Project selection, management, and
control skills

10 % 3.6 0.36

100 % Total score 3.87
KPD parameter score 0.1935
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that can be applied effectively in DMAIC deployment, with the overall evaluation score
of 4.15 (Table 6) though the aspect of economical should be improved from the lowest
score (3.5).

Table 5. Weightage table for usefulness

KPD usefulness measures Weight
(10 %)

Captured rating
from survey

Weighted
calculation

Knowledge exchange: Chat, forum,
discussion, survey

30 % 4.2 1.26

Knowledge inference for reusing
knowledge available

30 % 4.2 1.26

Content management (news, articles,
media resources)

20 % 3.9 0.78

Course organization and management 10 % 3.9 0.39
DMAIC reports collection and sharing 10 % 4.1 0.41

100 % Total score 4.1
KPD parameter score 0.41

Table 6. The summary table of quality parameters

KPD quality parameter Weight Captured rating from
survey

KPD parameter
score

Usability 60 % 4.25 2.55
Usefulness 10 % 4.1 0.41
User satisfaction and expert
ranking

10 % 4.1 0.41

Relevance 5 % 3.87 0.1935
Security 5 % 4.0 0.2
Economical 5 % 3.5 0.175
Social 5 % 4.2 0.21
Total score 4.1485

Table 7. Ranking and rating table. Adaped from [12]

Rank Description Rating

1 Outstanding 5
2 Extremely usable 4
3 Usable 3
4 Somewhat usable 2
1 Not usable 1
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4 Conclusion and Future Works

Constructing a knowledge portal should be related to a particular process of knowledge
management where activities and tools are identified. Thereby, the knowledge portal is
developed more efficiently and effectively and its role is enhanced. In this paper, KPD
has been designed for DMAIC processes in order support to knowledge management of
DMAIC. Through the deployment of KPD and the questionnaire survey, positive
feedbacks about its benefits and impacts on successful DMAIC execution are achieved.
Based on the quality attributes/parameter calculated, KPD is considered as an important
tool that brings many benefits to Six Sigma DMAIC methodology and enables the
quality improvement process to be deployed more successfully. However, the proposed
methodology of evaluation is easy to implement as it is based on the questionnaire
survey and the weighted average scores. Evaluating the usability of KPD can be based
on other measures such as Six Sigma performance, products improved by the Six
Sigma projects, the amount of knowledge collected, and the number of ontologies
developed. For the future work, KPD may be applied as a crucial tool in a model
knowledge management for DMAIC process and should be implemented in IT
projects.
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Abstract. The changing business scenario in the logistics service market is
affecting the development of relationships with customers and the continuous
adaptation of service offering. In this context, knowledge management and intel‐
lectual capital are potentially successful assets for developing and improving
competitive capabilities of logistics service companies. In order to supply more
complex and knowledge-intensive services, it is necessary to evaluate the existing
IC assets to identify future needs in this area. The main aim of this paper is to
investigates how to assess the intellectual capital in order to improve the manage‐
ment of knowledge in third-party logistics service providers. The paper reviews
the main methods for assessing intellectual capital assets in the logistics service
industry. It suggests the non-monetary methods as the most appropriate ones.

Keywords: Knowledge management · Intellectual capital · Third-party logistics
service providers · Evaluation methods

1 Introduction

Over the last decades a number of major changes have profoundly changed the logistics
service industry. Third-party logistics companies (3PLs) are under constant pressure to
enhance their customer relationships and continually expand the range of services
offered. In addition, the competitive scenario in the 3PL market has become much more
complex as a result of the dissemination of ICT and web technologies. The net result of
this changes is that many 3PLs now offer a range of value-adding services (e.g. inventory
management, contract manufacturing and supply chain integration). This has fuelled the
transition from the traditional “arms length” approach to the supply of integrated logis‐
tics services packages and has further facilitated the migration of 3PL companies from
asset-based approach to an information and knowledge-based, value-added logistics
service enterprises.
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This has serious implications in terms of knowledge and intellectual capital assets
requirements. This situation needs to be addressed if the sector is to achieve its true
competitive potential in the coming years.

In fact, in the evolving 3PL business landscape, knowledge management (KM) and
intellectual capital (IC) have the potential to play an increasingly important role,
providing new opportunities for logistics service providers. The more dynamic envi‐
ronment in which 3PLs operate should force these companies to adopt more sophisti‐
cated KM tools and practices and supply increasingly complex and knowledge-intensive
services.

Recent research indicate that there is a growing interest in studying KM in logistics
but the adoption of KM approaches and the related role of the IC in the logistics service
industry have not been widely investigated and more research are needed in this area.

The main aim of this paper is to identify the most appropriate IC evaluation methods
in the logistics service industry.

The paper is organised into seven sections. The section following this introduction
provides an overview of the most relevant changes that have affected the logistics service
industry over past decades. Section 3 discusses the relevance of KM and IC in the
emerging business model of 3PL companies. The relationships among KM and IC is
discussed in the Sect. 4, while Sect. 5 reviews the main aspects of the IC. Section 6
analyses the methods for assessing IC assets. Finally, the concluding section discusses
and identifies the most appropriate IC evaluation methods for the logistics service
industry. Conclusion and implication of the paper are then provided.

2 The Logistics Service Sector: An Industry in Transition

Over the last decades a number of major changes have occurred which have profoundly
affected the logistics service industry. Firstly, the globalisation of production is forcing
third-party logistics services providers (3PLs) to move from a regional to a global scale.
Secondly, the increasing use of outsourcing by customers has progressively reduced the
number of 3PLs they used. Thirdly, transportation services are requested to be more
frequent, punctual, reliable, secure and cover a wider geographical area. Fourthly,
greater integration with customers are demanded through the support of ICT (e.g.
tracking and tracing services). Finally, customers are increasing requesting value added
logistics services beyond pure transportation services.

As results of the above changes, 3PL companies are under constant pressure to
enhance their customer relationships and continually expand the range of services
offered. Consequently, many 3PLs have been forced to transform the scope of their
business model and service offering as a result of the changing customer requirements
[17]. In this process, core service offerings are being commoditized (e.g. transportation
and warehousing), while value-added logistics services and technological capabilities
are considered points of differentiation [14].

The changing scenario in the logistics service industry may be descried identifying
tree different evolving stages over the last decades [16]. In each stage different types of
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companies entered the logistics service market according to the varying levels of
customer logistics outsourcing.

During the first stage (1970s–1980s) commodity providers (carriers) operated in the
market, and transportation was the main outsourced activity. The competitive weapons
of these companies were mainly based on operational efficiency and a resulting low cost
base.

In the second stage (1980s–1990s) third party logistics companies appeared on the
market. The competitive abilities of these companies mainly relied on integrated trans‐
port and warehousing services provided in combination with a range of customised
value-added logistics services. Such companies often outsourced basic and low margin
services (such as transportation) to carriers which functioned as tier suppliers in the
system.

The most recent stage (2000 and beyond) has been characterised by the entry of a
new type of company: the fourth party logistics service providers (4PLs) or lead logistics
providers (LLPs), offering integrated strategic supply chain orchestration. These compa‐
nies typically handle all aspects of the supply chain from procurement through to inven‐
tory control, final delivery and invoicing. In this context, 4PLs are able to supply highly
customised and specialised services through the control of strategic functions such as
supply chain design and integration on a global scale, while value-added services and
other logistics activities are outsourced to local 3PLs that act as sub-contractors.

This evolution resulted in a transition from a single-activity model toward a more
complex business model based on providing a wider range of integrated services [1].
This has given 3PLs a more critical supply chain role than in the past as they assume
responsibility for a growing number of activities beyond transportation and warehousing
[23] and coordinating physical and information flows at multiple levels of the supply
chain [6, 34]. This has fuelled the transition from the traditional “arms length” approach
to the supply of integrated logistics services packages and has further facilitated the
migration of 3PL companies from asset-based approach to an information and knowl‐
edge-based, value-added logistics service enterprises [35].

3 The Role of KM and IC in the New Business Model of Third-Party
Logistics Service Providers

In the evolving 3PL business landscape outlined above, KM and IC have the potential
to play an increasingly important role, providing new opportunities to logistics service
providers [47]. In fact, in today’s turbulent supply chain environment, which is charac‐
terized by time compression and the need for agility, KM capabilities and related IC
assets are considered a critical variable for logistics service differentiation [20] and a
tool to optimize costs and better serve clients [33]. Moreover, as supply chain processes
and planning increasingly require real-time data availability and exchange, 3PLs must
have the capability to manage information and knowledge flows for coordinating a wider
range of supply chain activities. The more dynamic environment in which 3PLs operate
should force these companies to adopt more sophisticated KM tools and practices and
supply increasingly complex and knowledge-intensive services.
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The management of knowledge may be considered a strategic asset for improving
the performance of logistics processes and services. The logistics service industry, like
other industries, has recognized the benefits of KM and started implementing KM strat‐
egies to some extent [19]. In addition the use of KM systems is considered as essential
to support the specific needs of logistics service companies as well as to enhance the
collaboration with other supply chain actors [38].

Given the critical role that logistics companies play in national and international
markets [53] it is important to study the role of KM and the assessment of IC needed to
support the ongoing change processes in logistics services companies.

Recent research has shown that there is a growing interest in the study KM in logistics
[18, 20, 23, 28]. Nevertheless, despite the increasing knowledge intensity of the logistics
service industry and the importance of 3PLs in contemporary supply chain configura‐
tions, the adoption of KM approaches and the related role of the IC in the logistics service
industry have not been widely investigated [32] and more research are needed in this
area.

In the next section, the role of intellectual capital in KM is analysed. This will allow
to focus on the criteria and most used methods for evaluating IC.

4 The Importance of Intellectual Capital in Managing Knowledge

In the context of the so called “new economy”, many organisations have started to pursue
KM. Their objectives typically are to increase the enterprise’s organizational effective‐
ness and to improve its short and long-term competitiveness. In modern organisation,
the management of knowledge cannot leave aside from the knowledge embedded in
individuals and organisations that has been termed as IC [12, 42, 46].

There is considerable overlap in the scope of IC and KM. There are, however, major
differences between their perspectives. IC focuses on building and governing intellectual
assets from strategic and enterprise governance perspectives with some focus on tactics.
Its function is to take overall care of the enterprise’s IC. KM focuses on facilitating and
managing knowledge related activities such as creation, capture, transformation and use.
Its function is to plan, implement, operate and monitor all the knowledge-related activ‐
ities and programs required for effective IC management. Similarly to IC, the overall
purpose of KM is to maximize the enterprise’s knowledge-related effectiveness and
returns from its knowledge assets and to renew them constantly. KM focus on and
manage systematic, explicit, and deliberate knowledge building, renewal and applica‐
tion. From a managerial perspective systematic and explicit KM covers four areas [52]:
(i) top-down monitoring and facilitation of knowledge-related activities; (ii) creation
and maintenance of knowledge infrastructure; (iii) renewing, organizing and trans‐
forming knowledge assets; (iv) leveraging (using) knowledge assets to realize their
value.

Ulrich identify following three main components of IC: human capital, relational
capital and organisational capital [50]. Human capital represents employee knowledge,
competency and brain power. Relational capital refers relations with customers,
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suppliers, distributors and others related parties. Organisational capital designates the
organisational systems, culture, practices and processes.

In summary, IC is a key driver of innovation and competitive advantage in today’s
knowledge based economy [50]. Simultaneously, KM is recognized as the fundamental
activity for obtaining, growing and sustaining IC in organisations [49]. This means that
the successful management of IC is closely linked to the KM processes of an organiza‐
tion; which in turn implies that the successful implementation and usage of KM ensures
the acquisition and growth of IC.

By integrating the management of intellectual assets knowledge and employees, a
company will be in position to exploit effectively the internal and external resources for
improving its competitive success. The opportunities to capitalize on the use of knowl‐
edge can cover a wide range of activities. In its simplest form it may mean using the
best knowledge available to perform a particular task. In more complex circumstances,
it may involve embedding knowledge in specific ‘building blocks’ such as technology
platforms. In other situations, it will mean to license patents or sell technology outright.
Of great importance is the need to integrate the IC management and KM objectives and
perspectives. The combined system must be treated as a dynamic process.

Considering the evolving trend that are affecting logistics service providers today
and the shift of their management model toward a more knowledge-based configuration,
the importance of assessing and measuring intellectual capital performance is of great
importance. The next sections are aimed to highlight most relevant aspects of IC and
subsequently the criteria and most used methods for assessing IC are illustrated.

5 Main Aspects of Intellectual Capital

Intangible resources are oriented to knowledge-based economy and aimed to services
rather than products.

Two are the ways to interpret IC. On the one hand, IC may be considered as the
knowledge highway and brainpower. Here the focus is on knowledge creation with its
expansion in the company. On the other, IC pursues a perspective based on resources
and it is focused on creating value from the combination of existing tangible and intan‐
gible resources present in any firm.

Moreover, the IC exists in tacit form in every firm, but only with its exploitation is
possible to get a reliable measure of corporate performance. According to Sullivan [46],
IC consists of two main basic elements: intellectual resources and intellectual assets.

The firm’s intellectual resources are difficult to exchange because have their head‐
quarters into the minds and ability of its employees, or better, reside in the collective
experiences and in the overall know-how of employees. Instead, the intellectual assets
are represented by coded tangible and specific information owned by the company.

A further contribution to the identification of the main elements that constitute IC
has been accomplished by Edvinsson et al. [13] with the “Value Platform Model”. This
model is able to indicate how the value creation is the result of positive interactions
between three fundamental elements, i.e. human capital, structural or organizational
capital, customer capital.
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Based on this distinction, Skandia AFS (an insurance and financial services
company) showed that firm market value can mainly derive from financial and intel‐
lectual capital, divided, in turn, into other subcategories (see Fig. 1).

Fig. 1. Value scheme proposed by Skandia AFS.

Roos et al. [39] also classify IC by dividing it into human capital and structural capital
(see Fig. 2). The first includes skills, attitudes and intellectual vitality, while the second
includes relationships, organization and renovation/development policy.

Fig. 2. Intellectual capital according to Roos et al. [39]

Three aspects differentiate IC from company’s tangible assets:

– IC is re-evaluated over time and tends to not depreciate. Machinery, equipment,
building structures, industrial warehouses and similar assets begin to lose their value
from the time of purchase or building [7–11, 27, 29, 48]; the know-how for each
individual, instead, is constantly evolving, and gives new knowledge in the future.
A modern manager must develop and make fruitful the know-how of employees,
transforming the intellectual capital into value for customers;
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– IC is not “consumed” and decreases with its use, rather it grows with its use. It is
possible to sell or exchange a product or service created from IC development, but
know-how remains within the company and can be used many times;

– Unlike traditional assets, the IC is mainly owned by company workers. In the knowl‐
edge economy, the distinction between job attributable to individual workers and
human capital held by the company is exceeded.

As already mentioned, Ulrich [50] considers three components for the analysis of
IC: human capital, structural capital, relational capital: (i) human capital may be iden‐
tified as the source of innovation characterized by the creative capacity of individuals
aimed at offering innovative solutions to customers; (ii) structural capital is the compa‐
ny’s organizational ability to meet predetermined requirements and improve them in the
market; (iii) finally, relational capital, may be identified as the value of relations with
external stakeholders, such as suppliers, competitors and customers.

From the intersection of these three main elements it is possible to create added value
in the products and corporate services through continuous learning and knowledge
circulation. Therefore, it should be highlighted that the notion of IC is an economic
concept: before being an income, the IC is a cost that requires investments in human
resources, technologies, software, know-how, cooperation agreements, etc.

6 Methods for Evaluating Intellectual Capital

In searching new and more appropriate methodologies to represent IC value, several
approaches have been proposed that go beyond the traditional accounting approach in
recent years.

Thereby it is required the budgeting of all intangible assets at both balance sheet and
income level. It has been proposed a non-accounting approach for producing qualitative
and quantitative systematic information (not only monetary) called “satellite
accounting” [2].

Amongst the most effective IC evaluation criteria there is one that identifies four
classes of methods [45]:

– Market Capitalization Methods, where intangible assets are estimated as difference
between company market value and book values of company assets;

– Return on Assets Methods, where company’s ordinary profitability is calculated
considering the average income before taxes divided by average value of tangible
assets; this ratio is compared with the average value of corresponding industry sector.
The difference, multiplied by the average value of material goods, is used to calculate
the return of intangible assets and their value;

– Direct Intellectual Capital Methods include the economic valuation of various
company components, individually or in aggregate form;

– Scorecard Methods, where the elements of intangible assets are first identified and
then measured with non-monetary indicators.

These different classes identify methods based on scientific or professional knowledge.
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In general, methods that assign an economic value to intangible assets, such as IC,
are generally used in case of mergers or acquisitions, where primary goal is to have a
monetary quantification of value generated by these assets. These methods are adequate
even in the case of comparisons between companies operating in the same industrial
sector. These methods presents a weak point, as any assumptions defined in terms of
discount rate or interest tend to bias the final value. Moreover, without referring to the
division of IC in its main components, these methods would appear unclear and mini‐
mally useful for management. The main advantage of these methods is the possibility
to discriminate IC in cardinal components and this offers a broader representation of the
company structure and for this reason it is much more suitable for managerial use.

Three groups of criteria were proposed by the extant literature. The first group
considers only qualitative methods, the second are based on quantitative methods, while
the third includes mixed methods comprising both quantitative and qualitative
approaches (see Fig. 3).

Fig. 3. Intellectual capital evaluation methods [3–5, 21, 22, 24–26, 30, 31, 36, 37, 40, 41]

Some methods are currently protected by patents or copyright, as they are the result
of experience and practices of some consulting companies.

Quantitative methods can be divided into monetary and non-monetary methods with
parameters characterized by economic or financial nature or not.
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Qualitative methods describe intangible assets without techniques in which are
inferred their monetary value.

Mixed methods use parameters of qualitative and quantitative nature.
Qualitative method may be converted into a quantitative method for particular needs

(e.g. comparing companies for mergers and acquisitions). In order to achieve this goal
it is recommended to use: (i) scaling techniques that help to identify opinions, attitudes
or values not having a specific unit of measure (in this cases it can be used a Likert scale);
(ii) techniques with percentages, which are used to determine the optimal corporate
status in relative terms.

It is worth noting that all methods reviewed by the international literature, the degree of
subjectivity is highly significant and it cannot be completely removed but reduced only.

7 Discussion and Concluding Remarks

As described above, the logistics service industry is undergoing a radical transition as
a result of the changes that have affected the sector. One of the main effect of the this
evolution consists in the increased typology of 3PL companies operating on the market
(see for example the third stage in the evolving model presented in Sect. 2). A useful
taxonomy to classify 3PLs may be based on the following three categories [15]:

1. Full Haulage Providers (e.g. road transport hauliers): those companies for which
transport activities represent 100 % of turnover;

2. Basic Logistics Providers (e.g. 3PLs): those companies for which transport and
warehousing together comprise over 50 % of turnover;

3. Advanced Logistics Providers (e.g. 4PLs): those companies for which transport and
warehousing together comprise less than 50 % of turnover (e.g. where more than
50 % of the total turnover is generated by value added logistics and SCM services).

Using the above taxonomy and considering the specific characteristics of each single
type of 3PL company, it is possible to identify the most suitable IC evaluation methods
that can be associated to each of the above three categories:

– For Full Haulage Providers it can be suggested the use of quantitative monetary
methods because these type of companies use predominantly tangible assets (such
as trucks, equipments and so on);

– Basic Logistics Providers typically use both tangible and intangible assets. In fact
their business is based on the provision of both physical-based services (e.g. transport
and warehousing) and a number of value added services that are much more based
on skill and knowledge. For this reason quantitative non monetary methods should
be the most effective one as they split the IC in its macro-components: human capital,
structural capital and relational.

– The business of Advanced Logistics Providers mainly consists in a consulting
activity. In fact, the objective of the 4PLs is to enable customers to outsource to a
single organization the entire re-engineering of their supply chain processes, begin‐
ning with the design stage through to implementation, and ending with the execution
of comprehensive supply chain solutions. Considering the characteristics of the
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Advanced logistics providers, the adoption of mixed methods seem to be the most
effective option as these kind of methods put together both financial and non-financial
aspects of the IC (e.g. customer satisfaction and consistency of corporate culture,
brand awareness of sector and efficiency of processes, managerial skills and inno‐
vation degrees).

Finally, the most relevant limitation of this paper consist in the lack of a practical
experimentation. For this reason, future research in this field should test the appropri‐
ateness of the evaluation methods identified in each of the three company categories
identified.
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Abstract. In this paper, we present a new algorithm for tracing waves
on seismograms and digitalising the waves into single vectors in the form
of a time series data. The algorithm consists of two main components
that will be used to handle the smooth and complicate cases, respectively.
The underlying feature of the algorithm lies in a novel searching process
based on examining the context of pixels to ascertain how the tracing
moves forward. The algorithm has been evaluated on a limited number
of samples and the result demonstrates its competence. The work pre-
sented can be regarded as an effort of developing a uniform earthquake
archive covering both the historical and the digital device periods for
future reassessment of the seismic hazard cross the world. The archive
developed will serve as an effective means for discovering precursor of
earthquakes by characterising the spectral seismograms and the source
parameters of less active sources, whereby permitting comparative stud-
ies on earthquakes and development of prediction models.

Keywords: Analogous seismograms · Digitalization of seismic wave ·
Vectorization of analogous signal

1 Introduction

Many countries have a long history of using seismographs to record the ground
motion with analogous measurements for monitoring earthquakes and place mas-
sive historical seismograms in the achieve storages [1]. Seismograms contain
rich information including displacement, velocity, or acceleration of the ground
motion, they are particularly important in zones with a low to moderate seismic-
ity associated with seismogenic sources with medium to long recurrence intervals
[2]. Although a large number of digital seismic networks have been constructed
across countries in the past decades, there are no uniform seismogram archives
that consist of both the historical and the digital device periods, allowing seis-
mologists to conduct the reassessment of the historical seismic hazards. It is
extremely difficult for scientists to retrieve original seismograms for a particular
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 391–401, 2016.
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historic seismic event and recover seismic information contained in old records
[2]. Digitalisation of analogous seismograms is therefore imperative for develop-
ing uniform seismogram achieves, permitting researchers to analyse and study
earthquakes at local and global scales with different historical periods.

Several studies have recently been reported in the literature [6–9]. In [3], the
authors developed an algorithm that can be used to extract waves from individ-
ual seismograms and concatenate them to 24 h single waves. A further devel-
opment of this work is a waveform tracing algorithm called Waveform Mosaic
Algorithm that is able to approximately vectorize analogous seismograms based
on local features in tracing seismograms [4]. An interactive system designed
for automatic digitization of waveform has been reported in [5], the authors
convert the digitization of seismograms as an inversion problem. The system
integrates automatic digitization with manual digitization and users can inter-
actively switch between these two modality functions to complete wave tracing
tasks.

In this paper, we present a new algorithm for tracing waves on seismograms
and digitalising the waves into single vectors in the form of a time series data.
The development of this algorithm is based on the previous work [3], but the
idea of this algorithm is on the basis of backtracking within a neighborhood
of any dichotomous points (white and black), and concatenating black points
in fragments into single waves in the form of digital vectors. The underlying
difference between the algorithm from the previous one is, when searching next
black points, all points within a neighborhood will be examined instead of the
points in vertical lines based on local features. In addition, we develop an effective
method for counting white points along the tracked waves, which can be used to
evaluate and compare the performance of algorithms. This paper presents the
detailed design of the algorithm and performance comparison with the previous
algorithm [3].

Seismographs record the displacement, or velocity, or acceleration of the
ground motion. Only one value is recorded at each time. No matter what the
recording are, the traces aligned together and give several continuous series of
black pixels, rather than one series, at each time point [2].

2 Description of Seismograph Readings

Seismometers, also called seismographs, are instruments that record motions of
the ground, including those of seismic waves generated by earthquakes, volcanic
eruptions, and other seismic sources. They could take measurements of ground
motion and draw measurements on papers, each time only one value is recorded.
No matter what the recording are, the traces are aligned together to form con-
tinuous series of black pixels, Due to the size of a paper, the continuous motion
will be recorded on paper with equal segment of component waves for 24 h, and
then replaced with another paper. Figure 1 illustrates an example of seismogram,
the numbers labelled on the paper indicate recording times. In order to vectorise
seismograms, the first step process is to trace segments of waves and concatenate
them into vectors in the form of a time series of format.
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Definition 1: Let Si = {(xi
0, y

i
0), · · · , (xi

M , yi
M )} be a component wave on seis-

mograms, where xi
j is a time stamp and yi

j is an amplitude value. In addition,
let S = S0τS1τ · · · SK be a seismogram, where K is the number of component
waves, τ is an operation that concatenates component waves to a single seismo-
gram.

From Fig. 1, we can see that it is straightforward to concatenate the time
stamps of all component waves by operator τ in a linear way, i.e. x0

M +x1
0, x

1
M +

x2
0, · · · , xk−1

M + xK
0 , but the alignment of amplitudes to a single seismogram is

complex. This will involve converting image pixels on a seismogram to amplitude
values based on pixel grey-level values across waves, placing them onto the same
coordinate system along with a zero point, and then adjusting them with offsets
by accounting for the zero point. Simply, suppose yi

0 be a starting reference point
of wave yi in y coordinate axis and Δyi−1 be difference between yi and yi−1 in
y coordinate axises of two traced waves, then we have

y1′
j = y1

j − Δy0
j ,

y2′
j = y2

j − Δy1
j − Δy0

j ,

· · ·

yK′
j = yK

j −
K−1∑

i=0

Δyi
j

where 0 ≤ j ≤ M . Following the above process, all component waves Si(0 ≤
i ≤ K) will be placed down in the same y coordinate reference and then can be
concatenated in a linear way corresponding to the concatenated time stamps.
After that a seismogram will be vectorised into a time series wave. However prior
to vectorising seismograms above, we have to perform image processing, i.e. a
binarization process of enhancing image pixels with white and black points and
use black pixels to trace each component waves into vectors. We detail the design
of the algorithm in following sections.

Fig. 1. A sample of original seismogram
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Fig. 2. A fragment of the original seismogram in Fig. 1

As a seismogram wave can be either smooth or of fluctuation. The former
does not contain much changes throughout the wave, whereas the latter may
include many irregular parts with large variations. Thus the tracing algorithm
consists of two main functions designed on the basis of smooth and complex
situations.

3 Description of Wave Tracing Algorithm – Tracing a
Smooth Seismogram Wave

Zooming in a wave as shown in Fig. 2, we can take a fragment and illustrate it
in Fig. 3. It can be seen that a wave is not a single pixel width line, actually
it is composed of many pixels vertically. Instead tracing whole width pixel line,
the process is first to search the highest and lowest point values and then move
forward in the middle of the wave pixel by pixel or with a number of pixels as a
step.

Fig. 3. A single seismograph line

Specifically assume P0(x0, y0) be the starting point of a wave, which is also
referred to as the first key point, εx and εy be the searching steps. The searching
process designed is, for a key point (xi, yi), to move forward through checking
whether the next point Pi(xi + εx, yi) is a black pixel. If yes, the process will
vertically search from Pi(xi + εx, yi) up and down until reaching the highest
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and lowest values, denoted by L(yi) and H(yi) as illustrated in Fig. 3, and then
decide a new next key point Pi+1 as follows:

xi+1 = xi + εx = x0 + (i + 1) × εx (1)

yi+1 =
L(yi) + H(yi)

2
(2)

The above searching process is repeated until a new key point is not a black
pixel and then turn to the complicate case given in the following section.

ω = H(yi) − L(yi) (3)

where ω is the width of a wave, which will be used as a searching range for the
complicate case.

4 Description of Wave Tracing Algorithm – Tracing a
Seismogram Wave with Fluctuations

Following the process given in Sect. 3, if Pi(xi + εx, yi) is not a black pixel, the
tracing process becomes complex, and needs to account for the situations of
irregular variations, wave crests and noise, etc.

Fig. 4. Searching key points in one pass

Given Pi(xi + εx, yi) being a white pixel, we assume V be a vector, holding
so called base points. The first step of the searching process is to start from
Pi(xi, yi) to search all base points as shown in Fig. 4 and put them into V . This
process will result in V [0] = Pi(xi+0, yi), · · · , V [r] = Pi(xi+r, yi).

For each base point, it divides a wave fragment to two parts − up and down
ones, correspondingly the searching process consists of upward and downward
cases. The following will detail how the searching process is conducted in tracing
a wave into a vector.
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4.1 Upward Case

For each base point in V , by the smoothing algorithm the searching starts from
a base point up and down vertically until reaching the leftmost and rightmost
points that are referred to as the left and right slope points, as illustrated in
Fig. 5. For each of these slope points, it is represented by a six by six grid,
denoted by G, as shown in Fig. 6, where the central cell G[0][0] holds either left
slop or right slope point.

For the right slope point case of upward tracing, the searching process is
composed of horizontal and vertical two steps. Through checking a white pixel in
the upper right of the grid, the algorithm decides to turn the searching direction
towards the leftmost point, denoted by LM, and then the searching process will
turn to move up. Prior to moving up, a key point has to be generated into a
vector, denoted by V U . Specifically if G[1][1] is a white pixel, the search turns the
left direction and apply the smooth algorithm horizontally trace until reaching
the leftmost point as illustrated in Fig. 5, and then a key point will be generated
into V U

R by Eq. (4),

V U
R [i] = (

|LM.x − G[0][0].x|
2

,G[0][0].y) (4)

where i starts from 0 with one pixel increment. In addition, the searching from
the right slope point to the leftmost point has to be stratified with an approxi-
mate certain range obtained by Eq. (4), as it is very likely for one wave line to
cross another, thereby searching the leftmost point might go astray.

Once the leftmost point reached and a key point generated, the second step
is to use the leftmost point as a starting point for the smooth algorithm, the
searching will move up until reaching the right slope point, which will be rep-
resented by G[0][0]. If G[1][1] is a white pixel, the searching towards the leftmost
point will repeat the process as in the right slope case above until G[−1][1], G[0][1]

and G[1][1] are all white pixels. This means the searching arrives at a crest of
the wave, the searching process stop and the last key point will be obtained by
Eq. (5) below.

V U
R [i] = (G[0][0].x,G[0][0].y − ω

2
) (5)

For the left slope point case, the searching process is almost the same as
the right slope point case. Instead of checking G[1][1], the algorithm will check
if G[−1][1] contains a white pixel. If yes, the search turns the right direction and
apply the smooth algorithm horizontally trace until reaching the rightmost point
as illustrated in Fig. 5. Likewise a key point will be generated into V U

L by Eq. (6),

V U
L [i] = (

|RM.x − G[0][0].x|
2

,G[0][0].y) (6)

and the rightmost point will be treated as a starting point for the smooth algo-
rithm, the searching will move up until reaching a left slope point, which will
be represented by G[0][0] again, the subsequent searching will repeat the above
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process until G[−1][1], G[0][1] and G[1][1] are all white pixels, that means that the
searching arrives at a crest of the wave. In order to avoid generating a duplicate
key point with the right slope case above, the searching process just stops and
a key point will not be generated.

Once the searching process for one base point stop, V U
L [∗] and V U

R [∗] will
be concatenated and then linked to Pi(xi, yi). In the following, we describe the
second part of the algorithm that the fragment wave is below the same base
point.

Fig. 5. Tracing a curve in the vicinity of a key point

Fig. 6. Searching black pixels in the vicinity of a key point

4.2 Downward Case

In the downward case as illustrated in Fig. 5, the searching process starts moving
down vertically from the base point and move up when reaching a tough of the
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wave. The first point encountered is the left slope point, like the situation of
the left slope point in the upward case above, this point is denoted by G[0][0].
If G[1][−1] is a white pixel, the searching will turn the right direction and trace
horizontally until reaching the rightmost point, denoted by RM, and then a key
point will generated by Eq. (7) below.

V D
L [i] = (

|RM.x − G[0][0].x|
2

,G[0][0].y) (7)

where i starts from 0 with one pixel increment.
The subsequent searching will turn from the rightmost point to move down

vertically to find another the left slop point, denoted by G[0][0] again. This search-
ing process will repeat until G[−1][−1], G[0][−1] and G[1][−1] are all white pixels,
the searching processing stops and the last key point is obtained by Eq. (5).

The second part of searching in the downward case is a moving upward
process, which is similar to the situation of the left slop point in the upward
case. In this situation, the left slop point is denoted by G[0][0]. If G[0][0] contains
a white pixel, the searching will trace horizontally a rightmost point, denoted
by RM, and a key point will be generated by

V D
R [i] = (

|RM.x − G[0][0].x|
2

,G[0][0].y) (8)

where i starts from 0 with one pixel increment.
Noted that the downward case considers the left slop points in both moving

up and moving down, which is different from those in the upward case. Here is
a summary of the searching algorithm described above:

For the upward case:

– for the left slop point, turn right to reach the rightmost RM.x
– for the right slop point, turn left to reach the leftmost LM.x
– for the above two case, searching process is moving up

For the downward case:

– for the left slop point on the left hand side of a wave, turn to right and reach
the rightmost RM.x, and searching is moving down

– for the right slop point on the right hand side, turn to right and reach the
rightmost RM.x, searching is moving up.

5 Evaluation – Comparing Traced Waves with Original
Data

Given the algorithms in Sects. 3 and 4, now we introduce how the accuracy of
the algorithms for digitalising seismograms can be measured. Since there are no
benchmark methods and data available for evaluation, we present the basic idea
of the deigned measurement that can be used as an indicator of performance of
the algorithm.
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In the above, we use P (xi, yi) to hold all the traced points, where xi represents
time stamps on x-axis and yi are wave amplitudes. The tracing algorithm picks y
value with a ten pixel interval for the smooth case, and with less than ten pixels
for the complex situation that can be tuned or adjusted. The assumption here
is that each of P (xi, yi) corresponds to a black pixel on the original seismogram
that was used to derive P (xi, yi). However, if the corresponding pixel on the
original seismogram is a white one, that means the tracing algorithm has not
appropriately picked a black pixel. Figure 7 is a traced wave line, which has been
redrawn on the original seismogram as shown in Fig. 8. It can be seen that the
traced wave approximately depicts the shape of the original wave seismogram,
it is extremely challenging to trace the locus of seismic waves with precision and
certainty. Figure 9 presents a tracing result by the previous algorithm [3].

Additionally for each of the traced points in P (xi, yi), the tracing process
involves comparisons with all possible points within its neighbourhood. As illus-
trated in Fig. 6, the comparisons can involve 23 possible points to compare in
order to ascertain tracing proceeding direction. Meanwhile from Definition 1, the
number of windows is K, in which each window consists of M points. There-
fore the computational complexity of the tracing algorithm can be estimated by
O(K × M + 23).

Fig. 7. Tracing on a single wave line

Fig. 8. Tracing accuracy on single wave line

Fig. 9. Previous algorithm tracing on a single wave line
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Fig. 10. An illustration of evaluation of the algorithm with 97 % tracing accuracy

In order to quantify the accuracy and make a quantitive comparison with
the previous algorithm, we denote the number of white pixels held in P (xi, yi)
by Nw, then the measure for tracing error is defined as Eq. (9) below:

ET =
Nw

|P | (9)

where |P | is the length of vector P . By Eq. (9), Fig. 10 illustrates an evaluation
result, it can be seen that in s smooth case, 96 % tracing accuracy has been
achieved. Note that when calculating the accuracy, we did not consider the over-
lapping points, thus a range is added to estimate numbers of overlapping points
on total number of points.

6 Conclusions

Although several attempts have been made and considerable improvements have
been achieved in digitalizing analogous seismograms for the past decades, vec-
torised seismograms by automatic digitalization approaches are still not perfect,
which could be reviewed as approximations of the original seismograms to some
extent and require human intervention to subsequently undertake corrections.
Even so, it is envisaged that the digitalization of historical seismograms allow
research scientists to recover seismic information contained in old records, and
perform comparative studies on the spectral characteristics and the source para-
meters of less active sources with the recent results. Therefore we believe that
the algorithm developed in this study provides a useful tool for the digitalization
of analogous seismograms and contribution to improvement of seismic hazard
assessment in many regions of the world.
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Abstract. One of the most critical challenges in document modeling is
the efficiency of the extraction of the high level representations. In this
paper, a document modeling method based on deep generative model and
spectral hashing is proposed. Firstly, dense and low-dimensional features
are well learned from a deep generative model with word-count vectors as
its input. And then, these features are used for training a spectral hash-
ing model to compress a novel document into compact binary code, and
the Hamming distances between these codewords correlate with seman-
tic similarity. Taken together, retrieving similar neighbors is then done
simply by retrieving all items with codewords within a small Hamming
distance of the codewords for the query, which can be exceedingly fast
and shows superior performance compared with conventional methods
as well as guarantees accessibility to the large-scale dataset.

Keywords: Spectral hashing · Document modeling · Deep generative
model · Hamming distance · Codeword

1 Introduction

In the domain of Information Retrieval, TF-IDF [1] is one of the most widely
used weighting schemes, which measures the similarity between documents solely
by comparing their respective word-count vectors. The drawbacks of this method
are obvious that neither the high computational cost nor the low level of concern
shown on semantic similarity can satisfy the requirements of fast inference in
the large-scale dataset. To alleviate the pressures, a multitude of models for
capturing low-dimensional, latent representations have been proposed, such as
Latent Semantic Analysis (LSA) [2] and its probabilistic version, known as pLSA
[3] as well as Latent Dirichlet Allocation (LDA) [4]. However, the exact inference
in these recently introduced probabilistic models is still intractable and the time
complexity of retrieving similar documents is in proportion to the dimensions of
the document sets.

To remedy the foregoing drawbacks, we propose a document modeling
method based on deep generative model and spectral techniques. The exper-
imental results on 20-Newsgroups and Reuters Corpus Volume 1 demonstrate
that our method can generate superior compact binary codes and is competitive
in terms of retrieval efficiency.
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 402–413, 2016.
DOI: 10.1007/978-3-319-47650-6 32
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The rest part of this paper is organized as follows. The related work is
described in Sect. 2. Before we describe the details of our method in Sect. 4,
we briefly review Restricted Boltzmann Machines and some Spectral techniques
in Sect. 3, which is a stepping stone towards the proposed Deep Spectral Hash-
ing (DSH) method. In Sect. 5, we show the experimental results and make some
empirical analysis. Finally, we conclude the paper and discuss the directions of
the future work.

2 Related Works

Recently, a class of two-layer undirected graphical models, known as Restricted
Boltzmann Machines (RBMs) [5], has exerted a tremendous fascination on
numerous researchers. The RBMs can be viewed as a series of non-linear fea-
ture detectors, which have been manifested as good as, or in many cases better
than, conventional learning methods, such as back propagation with random ini-
tialization, which is prone to convergence at local optimum. This architecture
allows RBMs to model non-binary data and to use non-binary hidden variables,
which can be viewed as the latent representations of the visible layer. Hinton
et al. proposed a deep generative model called deep belief networks (DBNs) and
a fast unsupervised learning algorithm for DBN [6]. Since then, a multitude of
variants based on DBN, such as deep neural networks (DNNs), deep autoen-
coder (DAE), recurrent neural network (RNN), emerged and are successfully
applied to a variety of machine learning problems, such as classification, regres-
sion, dimensionality reduction, collaborative filtering. More historical context
and applications about deep generative models are summarized by Xu et al. [7].

Document modeling methods based on RBMs [8,9] typically perform better
than directed graphical models, such as pLSA and LDA, in terms of both the
log probability they assign to unseen data and their document retrieval accu-
racy. Although RBMs are famous for their powerful expression and tractable
inference, careful hyper parameter selection is required and the retrieval time
complexity is yet O(NV ), where N is the size of the document corpus and V
is the size of vocabulary of the latent space. Semantic Hashing (SH) [10], a
graphical model based on the DAE architecture, opened up the space of new
deep undirected topics to explore, highlighting the values of the latent variables
in the deepest layer, which is quite tractable to infer and give a much better
representation of each document than topic models. Using a hamming-ball (see
Fig. 1), this method can create a candidate list by varying a few bits without
any search, which can be amazingly fast. However, this method assumes that the
decoder network is insensitive to very small differences in the output of a code
unit, and introduces Gaussian noise in the bottom-up input to make the codes
binary at the expense of messing up the conjugate gradient fine-tuning process.
What’s more, finding the exact threshold to make the codes binary in SH is quite
questionable and hence introduces uncertainty into the codewords. Weiss et al.
proposed a novel hashing method [11], which is based on spectral techniques
and aims at effectively seeking the best code for a given dataset and novel data
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point. The work demonstrated that finding the best code for a given dataset is
closely related to the problem of graph partitioning, which has been proved to
be NP-hard. By relaxing the binaryzation constraint, the solutions are simply a
subset of threshold eigenvectors of the graph Laplacian. However, applying these
spectral techniques directly to text data typically achieves extremely poor per-
formance for the reason that spectral relaxation assumes all the input features
to be obedient to multidimensional uniform distribution. Distributed represen-
tations for documents are typically high-dimensional and sparse, which violates
the prerequisites for the use of spectral techniques.

Fig. 1. The structure of a Hamming-ball with 4 bits

In order to further alleviate the problems listed above, this paper aims at
seeking a better compromise between document retrieval accuracy and efficiency,
guaranteeing accessibility to the large-scale dataset and improvements on the
quality of the compressed codewords.

3 Restricted Boltzmann Machines and Spectral
Techniques

3.1 Restricted Boltzmann Machines

A RBM is a Markov Random Field (MRF) associated with a bipartite undirected
graph as shown in Fig. 2, with m visible units v = (v1, · · · , vm) to represent
observable data and n hidden units h = (h1, · · · , hn) to capture dependencies
between observed data.

To train a RBM, we give the probability distribution of (v, h) parameterized
by θ in Eqs. 1 and 2.

P (v, h|θ) =
e−E(v,h|θ)

Z(θ)
(1)
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Fig. 2. A RBM with m visible and n hidden variables

Z(θ) =
∑

v,h

e−E(v,h|θ)
(2)

Where E(v, h|θ) denotes the energy function, which simplifies the inference of
probability distribution and is defined in Eq. 3.

E(v, h|θ) = −
m∑

i=1

aivi −
n∑

j=1

bjhj −
m∑

i=1

n∑

j=1

viWijhj (3)

With all visible units specified, we can infer the activation probability of the
jth hidden unit in Eq. 4.

P (hj = 1|v, θ) = σ(bj +
∑

i

Wijvi) (4)

Similarly, with all hidden units specified, the activation probability of the ith

observed unit is quite tractable as shown in Eq. 5.

P (vi = 1|h, θ) = σ(ai +
∑

j

Wijhj) (5)

Where σ(x) = 1/(1 + exp(−x)) denotes the sigmoid activation function.
With the foregoing preliminaries, the update rules of RBM parameters now

can be inferred in Eqs. 6–8.

ΔWij = 〈vihj〉data − 〈vihj〉recon (6)

Δai = 〈vi〉data − 〈vi〉recon (7)

Δbj = 〈hj〉data − 〈hj〉recon (8)

Where 〈·〉recon indicates the model distribution.
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3.2 Spectral Techniques

Spectral techniques are originally widely applied to clustering task and can
bring several orders of magnitude improvement over conventional clustering
approaches, such as K-means and Gaussian Mixture Model (GMM) [12]. Accord-
ingly, the superiority showed in spectral clustering captures considerable atten-
tion and has been widely used in other domains of image processing, such as
segmentation, retrieval [13,14].

Spectral clustering [15] treats conventional clustering problem as an issue of
graph partitioning (see Fig. 3), where nodes correspond to input samples and
edges are related to the similarity distance between samples.

Fig. 3. Spectral graph partitioning

Given m samples S = {s1, · · · , sm} in R
n that we want to cluster them into

k subsets, the procedure of clustering is described as follows.

– Construct the affinity matrix A ∈ R
m×m defined by A(i, j) = exp(−‖si −

sj‖2/ε2) if i �= j, and A(i, j) = 0 else.
– Define D ∈ R

m×m to be the diagonal matrix whose (i, i) - element is defined
with D(i, i) =

∑
j A(i, j) and construct the normalized graph Laplacian

matrix: L = D − A.
– Find k eigenvectors of L with minimal eigenvalues excluding the trivial eigen-

vector 1 with eigenvalue 0 and construct the matrix Y = y1 y2 · · · yk] ∈ R
m × k

by stacking the eigenvectors in columns.
– Renormalize each of Y ’s rows to have unit length, and treat each row of Y as

a point in R
k, and then cluster them into k clusters via K-means or any other

algorithms.
– Finally, assign the original sample si to cluster j if and only if row i of matrix

Y is assigned to cluster j.

4 The Deep Spectral Hashing Model

Despite the fact that applying spectral techniques directly into document set
can never be a pleasurable choice, we can extract dense and low-dimensional
features from top layer in the DAE architecture for training a spectral hashing
model, which forms the core idea of our method called Deep Spectral Hashing
(DSH) Method.
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4.1 Extract Dense and Low-Dimensional Features

We extract these low-dimensional features through learning a deep generative
model, where the top layer outputs these features as shown in Fig. 4 (left part).

Fig. 4. The architecture of the DSH model

Our feature detector, as shown in Fig. 4 (left part) is actually a DBN, where
the top two layers compose a RBM. Note that RBM shows superior ability
in dealing with binary values or decimal values less than 1.0 and is weak at
dealing with word count embedding, which composes the input layer in our
deep architecture with decimal integers. To better model the observed “visible”
word count data v, we exploit the Constraint Poisson Model, proposed in [10].
Consequently, the probability distribution of the positive phase is defined in
Eq. 10 and that of the negative phase is defined in Eq. 9.

P (vi = n|h) = Ps(n,
exp(λi +

∑
j hjWij)

∑
k exp(λi +

∑
j hjWij)

N) (9)

P (hj = 1|v) = σ(bj +
∑

i

viWij) (10)

Where Ps(n, τ) = e−τ/n!, Wij denotes an interaction term between word i
and feature j, N =

∑
i vi is the total length of the document, and λi is

the bias of the conditional Poisson model for word i. Equation 9 infers that
the Poisson rate is normalized to make learning stable and is used to deal
with documents of different lengths more appropriately. Note that we exploit
the Tempered Transition method [16] instead of Gibbs sampling or Parallel
Tempering to improve mixing rate and help approximate the likelihood gra-
dient further. Taking Gibbs sampling as the base transition, we generate the
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states (vK , hK), · · · , (v2, h2), (ṽ1, h̃1), (ṽ2, h̃2), · · · , (ṽK , h̃K) and the probability
to accept (ṽK , h̃K) as the next state of the Markov chain is denoted as Eq. 11.

min{1,
K∏

i=2

e(βi−βi−1)×(E(vi,hi)−E(ṽi,h̃i))} (11)

Where K denotes the number of Markov chains and β1 < · · · < βK = 1 denote
the inverse temperatures, extra parameters of the model. Finally, we update
RBM parameters in an optimized rule, as in Eq. 12.

θ
(t+1)
ij = θ

(t)
ij + η × Δθ

(t)
ij − λ × θ

(t)
ij + v × Δθ

(t−1)
ij (12)

Where η denotes the learning rate, −λ × θ
(t)
ij penalizes the weights with large

magnitude and v × Δθ
(t−1)
ij denotes the momentum term weighted by the para-

meter v.
After layer-by-layer pre-training as shown in Fig. 4 (left part), we unroll each

RBM as shown in Fig. 4 (right part), to generate a deep autoencoder and apply
back propagation to fine-tuning the weights for optimal reconstruction of the
input layer. To be specific, we maximize p(v) while approximately marginalizing
out the hidden layers during the pre-training phase, and then maximize the
likelihood of correct construction of v given the original values of v during the
fine-tuning phase. In addition, we assume that a vocabulary of the 2,048 most
frequent words by removing common stop words and stemming in the training
dataset is enough for the input layer of the DAE architecture while other layers
are determined by a number of validation test (see more details in Sect. 5.2).
Considering that dividing the dataset into mini-batches is more efficient during
the courses of both pre-training and fine-tuning, we set the size of the mini-
batches to 100 and 1000 respectively. The epoch numbers of pre-training and
fine-tuning stages are 30 and 50 respectively with the fixed learning rate of
0.001. In addition, we assign the weight cost λ with 0.00002, momentum v with
0.5 and the number of Markov chains with 25.

4.2 Generate Compact Codewords with Spectral Hashing

With dense and low-dimensional features well learned from the deep generative
model, training a spectral hashing model for compressing novel data is quite
simple, as shown in Fig. 4 (right part).

In multivariate statistics and the clustering of data, spectral techniques make
use of the spectrum of the similarity matrix of the data to perform dimensionality
reduction before follow-up works in fewer dimensions. Here, we use {Bi}m

i=1 to
denote the list of binary code vectors of length k for m documents and use Am×m

to denote the affinity matrix, where A(i, j) = exp(−‖si−sj‖2/ε2), which denotes
the Gaussian similarity function indicating that Euclidean distance correlates
with similarity as described in Sect. 3.2. Then the problem of seeking a good
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code can be described as Eq. 13.

minimize : trace(Y T LY )
s.t. Y (i, j) ∈ {−1, 1}

Y T 1 = 0

Y T Y = I

(13)

This Equation is equivalent to trying to find k independent balanced partitions
and which is known to be NP hard [13]. By removing the constraint that Y (i, j) ∈
{−1, 1} and Rayleigh-Ritz theorem, the solutions would be the k eigenvectors of
L with minimal eigenvalue excluding the trivial eigenvector 1 with eigenvalue 0,
and {Bi}m

i=1 can be obtained just through thresholding the matrix Y by each row
at zero. Notice that the solution only provides us how to calculate the codewords
for the training set. For a novel sample, we adopt the Out of Sample Extension
introduced by [11], and assume that the data points xi ∈ R

nare sampled from a
probability distribution p(x). Then the foregoing problem can now be redeclared
as Eq. 14.

minimize :
∫

‖y(x1) − y(x2)‖2A(x1, x2)p(x1)p(x2)dx1x2

s.t.

∫
y(x)p(x)dx = 0

∫
y(x)y(x)T p(x)dx = I

(14)

Where A(x1, x2) = exp(−‖x1 − x2‖2/ε2). Finally, we can obtain binary codes
through thresholding the analytical eigenfunctions at zero.

5 Experiments

5.1 Experimental Design

The corpus used in our experiments include 20-Newsgroups and Reuters Corpus
Volume 1, which are widely used in text applications, such as text clustering [17]
and text classification [18,19]. The 20-Newsgroups is composed of 20 different
topics, some of them closely related to each other while others highly unrelated.
It consists of about 20,000 news documents, which are randomly split into about
12,000 documents(10 MB) for training and 8,000 documents(6.5 MB) for testing
in our experiments. The Reuters Corpus Volume 1 is an archive of about 810,000
newswire stories that have been manually categorized into 103 topics, which is
randomly split into about 600,000 training articles(1.8 GB) and 210,000 test
articles(0.7 GB) in our experiments. Meanwhile, 20 % of the training dataset for
both corpus are randomly chosen as the validation set to further determine the
architecture of the feature detector, learning rate and so on.

We design some experiments of retrieving relevant documents on the corpus
to validate the performance of Deep Spectral Hashing (DSH) over other popular
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methods, such as LSA, TF-IDF, and Semantic Hashing (SH). Furthermore, we
use the Precision-Recall curves, which are defined in Eqs. 15 and 16, to visualize
experimental results of different methods.

Precision =
n(ŷ)
n(y)

(15)

Recall =
n(ŷ)
n(nt)

(16)

Where n(ŷ) denotes the number of retrieved relevant documents, n(y) denotes
the total number of retrieved documents and n(nt) denotes the total number of
all relevant documents. In addition, we also make comparisons among different
methods in terms of time on preprocessing, single retrieval and all retrievals. We
use MATLAB to do all the experiments on a server with an Intel Quad Core
CPU of 2.83 GHz, 4.0 GB Memory, and 1 TB Hard Disk.

5.2 Experimental Results and Analysis

At first, we should specify the depth of deep generative model and the dimensions
for each layer. Experimental results on validation set of both corpus, as shown
in Fig. 5, show that the 2048-1024-512 architecture (see Fig. 4) works best (the
notation “4L 256” denotes a 4-layer architecture where dimensions of top two
layers are 512 and 256). Through further observation, we can conclude that
neither redundant features nor inadequate features can describe a document
appropriately.

Fig. 5. Performance comparisons of different deep architectures

The performance comparisons of DSH, LSA, TF-IDF, SH are demonstrated
in Figs. 6 and 7. The experimental results show that codewords generated by
DSH outperform the 128 real-values produced by LSA as well as 128 codewords
created by SH, and is slightly weaker than TF-IDF on 20-Newsgroups but almost
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as effective as TF-IDF on Reuters Corpus Volume 1. Futhermore, using 20-
bit codewords to do pre-filtering (return codewords within a small Hamming
distance) on TF-IDF achieves better accuracy rate. Note that unlike the method
of adding deterministic Gaussian noise to the bottom-up input by each code
unit to make codes binary [10], we use the real-valued activation probabilities
produced by top layer as the input data for training our spectral model, which
reduces the risk of messing up the conjugate gradient fine-tuning and promises
to generate better codewords.

Fig. 6. Precision-Recall curves for 20-Newsgroups and Reuters Corpus Volume 1

Fig. 7. Precision rates with recall rates of 20%, 40 %, 60 % respectively

Tables 1 and 2 show the time comparison on 20-Newsgroups and Reuters
Corpus Volume 1 among LSA, TF-IDF, SH and DSH. It is obvious that DSH is
superior to TF-IDF, LSA and SH. In addition, some conclusions about efficiency
can be obtained by comparing either the time of retrieving one document (single
retrieval) or that of retrieving all the documents (all retrievals) in the dataset.
Also, note that both SH and DSH are based on hashing techniques, which means
that there is little difference on the retrieval stage excluding different strategies
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Table 1. Time comparison on 20-Newsgroups (in second)

Algorithm Preprocessing Single retrieval All retrievals

LSA 2.53 0.0914 6.58 × 102

TF-IDF 56.18 0.6351 4.77 × 103

SH 5.41 0.0065 54.6

DSH 5.14 0.0058 51.4

Table 2. Time comparison on Reuters Corpus Volume 1 (in second)

Algorithm Preprocessing Single retrieval All retrievals

LSA 2.84 1.8971 5.9 × 105

TF-IDF 55.43 9.3138 2.1 × 106

SH 5.34 0.0063 1.6 × 103

DSH 5.25 0.0055 1.5 × 103

for compressing compact codewords. However, the deep architecture of our gen-
erative model is much simpler and training a spectral hashing model (mainly for
generating the range of uniform distribution for each dimension) proves to be
much faster than training a RBM.

6 Conclusions

In this paper, we proposed a novel document modeling approach which extracts
dense and low-dimensional features first and then exploits these features to train
a spectral hashing model for compressing novel data into binary codes. While
spectral techniques are well studied in the domain of image processing, applying
them directly into text data typically achieves exceedingly poor performance.
We overcome this problem by extracting dense and low-dimensional features
with an architecture of deep autoencoder, where the activation probabilities
in top layer are obtained for training a spectral hashing model. Consequently,
retrieving correlative documents is exceedingly simple and particularly efficient,
which is equivalent to retrieving codewords in a hamming ball of predefined
radius without computing any similarity measures, such as Euclidean distance.
Experimental results on two kinds of corpus show that our method generates
compressed codewords of high quality and outperforms the conventional retrieval
methods including LSA, TF-IDF and SH as well as guarantees accessibility to
the large-scale dataset. In addition, we also admit that shorter codewords may
be faced with hash collisions, which is more obvious in large-scale dataset.
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Abstract. Backtracking search algorithm is a promising stochastic
search technique by using its historical information to guide the pop-
ulation evolution. Using historical population information improves the
exploration capability, but slows the convergence, especially on the later
stage of iteration. In this paper, a best guided backtracking search algo-
rithm, termed as BGBSA, is proposed to enhance the convergence per-
formance. BGBSA employs the historical information on the beginning
stage of iteration, while using the best individual obtained so far on the
later stage of iteration. Experiments are carried on the 28 benchmark
functions to test BGBSA, and the results show the improvement in effi-
ciency and effectiveness of BGBSA.

Keywords: Backtracking search algorithm · Best guided · Historical
information · Numerical optimization problems

1 Introduction

Optimization plays a vital role in various fields, including decision science and
physical system. Generally speaking, the first step of solving the optimization
problem is to specify the objective function which describes the relationship
between the variables and constraints. Then, we select the appropriate opti-
mization method to reach the global optimum according to the characteristics
of the objective function. When the objective function turns out to be complex,
non-linear or non-differential, evolutionary algorithm (EA) is chosen to find the
global optimum. EA is expected to reach a problems global minimum value
quickly with a small number of control parameters and low computational cost.
Experts have come up with numerous EAs, for example, genetic algorithm(GA)
[1], differential evolutionary algorithm (DE) [2], ant colony optimization algo-
rithm (ACO) [3], particle swarm optimization algorithm (PSO) [4], artificial bee
colony algorithm (ABC) [5], biogeography-based optimization algorithm (BBO)
[6] and backtracking search optimization algorithm (BSA) [7].
c© Springer International Publishing AG 2016
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BSA is a novel population-based nature inspired optimization algorithm with
a simple structure which only needs one input parameter and easy to be imple-
mented. The experiments has been carried out on benchmark CEC-2005 and
CEC-2011 and BSA shows the promising performance [7]. In addition, BSA has
been applied to different kinds of engineering optimization problems recently
due to its strong solving ability [8–10].

Similar to common evolutionary computation method, BSA employs muta-
tion, crossover and selection three basic genetic operators. BSA is a double-
population algorithm that employs both the historical and current populations.
In the process of trial vectors generation, BSA maintains a block of memory to
store the information derived from history population. During selection stage,
BSA selects better individuals based on a greedy strategy guiding population
towards the global optimum. BSA has a powerful exploration capability and
achieves good results in solving multi-model problems. However, influenced by
historical experience, the convergence speed of BSA slows down and prejudice
exploitation on later evolution period.

Therefore, researches have paid more and more attention to improve the per-
formance of BSA. Opposition-based BSA was presented by Xu et al. in [11] which
incorporates the opposition-based learning method to accelerate the convergence
speed. In ABSA [12] proposed by Duan et al., the parameters of mutation and
crossover are varied depending on the fitness values of the solutions to refine the
convergence performance. Askarzadeh et al. introduced Burger’s chaotic map
into BSA and proposed BSABCM [13] to adjust the scaling factor during muta-
tion operation. Thus, the convergence rate and population diversity achieve a
balance. Wang et al. proposed a hybrid algorithm HBD [14] which employs DE
mutation strategy to enhance exploitation ability of BSA by optimizing one
worse individual according to its probability at each iteration process. IBSA was
proposed by Zhao et al. in [15] by incorporating differential evolution mutation
into BSA to increase the solving speed for constrained optimization problems.

In the lights of the slow convergence on the stage of iteration, we propose
the best guided backtracking search algorithm (BGBSA) which utilizes histor-
ical experience or the information derived from the best individual at different
iteration process to balance the exploration and exploitation capabilities. The
iteration period is divided into early stage and later stage in BGBSA. At early
stage, BGBSA takes full advantage of historical experience to maintain a power-
ful exploration capability. During later evolution process, the efficient informa-
tion provided by the best individual is utilized to speed up the convergence. The
major advantage of our approach are as follows: (i) The information derived from
the best individual helps BGBSA converge fast, and keep the balance between
exploration and exploitation. (ii) The best guided operator is similar to the
historical guided operator in BSA, therefore, BGBSA is still very simple.

The remainder of this paper is organized as follows. Section 2 introduces
backtracking search algorithm. Section 3 gives the description of the proposed
method. Results are presented in Sect. 4. Section 5 concludes this paper.
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2 Backtracking Search Optimization Algorithm

The backtracking search optimization algorithm was first proposed by Civicioglu
[7]. BSA is a novel stochastic population-based algorithm for real-valued numer-
ical optimization problems. The structure of BSA is described as follows.

Initialization. At the first step, BSA initializes the current population P and
the historical population OldP containing N individuals according to the fol-
lowing form:

pij = pmin
j + (pmax

j − pmin
j ) × rand(0, 1) (1)

i = 1, 2, ..., N , j = 1, 2, ...,D where N is the population size and D is the problem
dimension; pi is the i-th individual in the current population P , pmax

j and pmin
j

are the upper bound and lower bound of dimension j, and rand(0, 1) generates
a random number distributed uniformly from 0 to 1.

Selection-I. At this step, the selection strategy is used to select the historical
population which will guide the population evolution in mutation step. Before
the historical population is selected, BSA has a option of updating the historical
population according to Eq. (2) where a and b are randomly generated numbers
distributed uniformly over the range (0, 1). Then, the order of the individuals
in OldP is changed randomly according to Eq. (3). The mechanism ensures that
BSA is able to utilize randomly selected previous generation as the historical
population.

OldP :=
{

P, a < b
OldP, otherwise (2)

OldP := permuting(OldP ) (3)

Mutation. BSA’s mutation process generates the initial form of trial vectors by
Eq. (4). The search-direction matrix (OldP −P ) is calculated and the amplitude
is controlled by F which is generated randomly over the standard normal distri-
bution range (0,3). Due to the utilization of OldP , BSA takes partial advantage
of experiences from previous generations.

Mutant = P + F × (OldP − P ) (4)

Crossover. A nonuniform and more complex crossover strategy is designed in
BSA. The crossover process generates the final form of the trial population V .
Firstly, a binary integer-valued matrix map of size N ∗ D is obtained. Secondly,
it depends on the value of map for BSA to update the relevant dimensions of
mutant individual by using the relevant individual in P . This crossover process
can be presented in Eq. (5).

vij =
{

pij , mapij = 1
mutantij , otherwise (5)
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Algorithm 1. Best Individual Guided Backtracking Search Algorithm

1: Input N - population size, dimRate- crossover parameter,
2: MaxFes- total number of function evaluation, α- stage control parameter
3: Output Xbest- the best individual
4: Step 1: Initialization
5: initialize P = {p1, ...pN} , OldP = {oldp1, ...oldpN},
6: and current number of function evaluation FES = 0
7: Step 2: Selection-I
8: redefine OldP using Eqs. (2) and (3)
9: Step 3: Mutation

10: Step 3.1 generate mutant according to Eq. (4)
11: if FES < α ∗ MaxFes
12: Step 3.2 generate mutant according to Eq. (7)
13: if FES ≥ α ∗ MaxFes
14: Step 4: Crossover
15: generate trial vector V using Eq. (5)
16: Step 5: Selection-II
17: update current population P according to Eq. (6)
18: Step 6: Variable Update
19: select the best individual Xbest and update FES
20: Step 7: Stopping Criteria
21: If stopping criteria is fulfilled, then output Xbest; otherwise go to Step 2

Selection-II. At this step, the individuals with better fitness value are selected
and evolved in the next iteration until the stop condition is satisfied. The greedy
selection mechanism is shown in Eq. (7) where f(vi) and f(pi) represents the
fitness value of vi and pi.

pi =
{

vi, if f(vi) ≤ f(pi)
pi, otherwise (6)

3 Best Guided Backtracking Search Algorithm

BSA has a powerful exploration capability but a relatively slow convergence
speed, since the algorithm makes full use of historical experiences to guide the
evolution. The enhanced backtracking search algorithm, combining the historical
experience and the experience from best individual, is proposed. The character
of the best individual obtained at later stage of iteration is able to provide
efficient information contributing to convergence acceleration. The pseudo-code
of BGBSA is summarized in Algorithm 1.

The whole iteration period is divided into two stages: early stage and later
stage. To do this, a control parameter α over the range (0, 1) is used. If the sum
of function evaluations till the current iteration are less than the α scale of the
maximum function evaluations, then BGBSA is regarded on the early stage of
iteration, else, on the later stage of iteration. On the early stage, the population
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is still guided by the historical information. In this case, the exploration capacity
is kept. On the later stage, to improve the convergence, the population is guided
by the information derived from the best individual obtained so far, resulting
in the improvement on the exploitation capacity. As a result, the balance of
exploration and exploitation is kept. The best guided operator is presented in
Eq. (7), where Pbest is the best individual obtained so far, and F is the same as
Eq. (4).

BGMutant = P + F × (Pbest − P ) (7)

4 Experiments

4.1 Experimental Settings

In this section, BGBSA is verified on CEC-2013 benchmark test suite including
unimodal functions F1−F5, basic multimodal functions F6−F20 and composition
functions F21 − F28 [16]. The parameter of crossover rate dimRate is set to
1.0, stage control parameter α is equal to 0.75, the population size N is 30
and the dimension is set to 30. For each problem, 25 independent runs are
performed. The algorithm is stopped if a maximum of 300000 iterations for
each run is met. In this paper, the amplitude control parameter F mentioned in
Eq. (4) and in Eq. (7) which is subject to lévy distribution is implemented using
matlab statistics and machine learning toolbox. To evaluate the performance of
BGBSA, the average and standard deviation of the best error values, presented
as “AV GER ± STDER”, are used in the following result tables. The results
with high quality are marked in bold. In addition, we examine the significant
differences between two algorithms utilizing Wilcoxon signed-rank test at the
5 % significance level. The statistical result is listed at the bottom of tables.

4.2 The Effect of BGBSA

Table 1 summarizes the results obtained by BSA and BGBSA. For uni-modal
functions F1 − F5, BGBSA gains global optimum on F1, F5 and brings superior
solutions on F2 and F4. For F3, BGBSA exhibits a little inferior to BSA. However,
it is not significant according to the Wilcoxon test results. For basic multimodal
functions F6 −F20, BGBSA overall outperforms BSA. BGBSA obtains solutions
with high quality on F7, F9 − F18 and F20 with the help of average error values.
BGBSA behaves poor solving ability on F19, but these two methods are not sig-
nificant. For composition functions F21 − F28, BGBSA gains superior solutions
on F22, F23, F25, F27, equal ones on F26, F28, and inferior ones on F21, F24. How-
ever, based on the Wilcoxon test results, BGBSA shows similar performance on
F21, F24 compared with BSA. Summarily, BGBSA wins and ties BSA on 12 and
16 out of 28 benchmark functions according to “+/ = /−”, respectively. Partic-
ularly, the proposed method shows promising performance on basic multimodal
functions.
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Table 1. Error values obtained by BSA and BGBSA for 30-dimensional CEC-2013
benchmark functions

BSA BGBSA P value

AV GEr ± STDEr AV GEr ± STDEr

F1 1.01e−30 ± 3.49e−30 1.01e−30 ± 3.49e−30 = 1.000000

F2 1.37e+06 ± 5.35e+05 4.26e+05 ± 2.13e+05 + 0.000020

F3 4.54e+06 ± 4.60e+06 6.44e+06 ± 9.98e+06 = 0.861162

F4 1.27e+04 ± 3.58e+03 4.95e+03 ± 1.93e+03 + 0.000018

F5 0.00e+00 ± 0.00e+00 5.05e−31 ± 2.52e−30 = 1.000000

F6 2.74e+01 ± 2.47e+01 2.74e+01 ± 2.64e+01 = 0.492633

F7 6.82e+01 ± 1.35e+01 5.94e+01 ± 1.36e+01 = 0.082653

F8 2.09e+01 ± 6.72e−02 2.09e+01 ± 3.98e−02 = 0.618641

F9 2.73e+01 ± 2.75e+00 2.58e+01 ± 2.86e+00 = 0.078001

F10 1.90e−01 ± 1.42e−01 1.49e−01 ± 1.59e−01 = 0.287862

F11 7.96e−02 ± 2.75e−01 3.98e−02 ± 1.99e−01 = 1.000000

F12 8.71e+01 ± 2.14e+01 8.36e+01 ± 1.74e+01 = 0.492633

F13 1.49e+02 ± 2.53e+01 1.42e+02 ± 2.19e+01 = 0.287862

F14 3.56e+00 ± 1.73e+00 1.52e+00 ± 1.28e+00 + 0.000157

F15 3.81e+03 ± 4.16e+02 3.48e+03 ± 4.60e+02 + 0.002259

F16 1.26e+00 ± 1.66e−01 1.10e+00 ± 3.01e−01 + 0.021418

F17 3.09e+01 ± 1.75e−01 3.06e+01 ± 1.06e−01 + 0.000029

F18 1.16e+02 ± 1.99e+01 9.78e+01 ± 1.90e+01 + 0.002947

F19 1.07e+00 ± 2.11e−01 1.13e+00 ± 2.38e−01 = 0.312970

F20 1.14e+01 ± 4.91e−01 1.10e+01 ± 6.39e−01 + 0.017253

F21 2.67e+02 ± 8.00e+01 2.90e+02 ± 4.91e+01 = 0.142970

F22 4.33e+01 ± 1.72e+01 2.59e+01 ± 1.12e+01 + 0.000602

F23 4.36e+03 ± 5.00e+02 4.09e+03 ± 3.81e+02 + 0.042207

F24 2.33e+02 ± 1.03e+01 2.35e+02 ± 1.16e+01 = 0.396679

F25 2.89e+02 ± 8.80e+00 2.81e+02 ± 1.44e+01 + 0.028314

F26 2.00e+02 ± 1.32e−02 2.00e+02 ± 7.07e−03 + 0.000029

F27 8.89e+02 ± 1.45e+02 8.85e+02 ± 1.10e+02 = 0.798248

F28 3.00e+02 ± 1.95e−13 3.00e+02 ± 1.62e−13 = 0.637352

+/=/− 12/16/0
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Fig. 1. The convergence curves of BSA and BGBSA for selected benchmark functions.



BGBSA for Numerical Optimization Problems 421

Table 2. Average ranking obtained by BGBSA and three variants of BSA for 10, 30
and 50-dimensional CEC-2013 benchmark functions

D BGBSA HBD IBSA COOBSA

10 1.93 1.93 2.14 4

30 1.84 1.89 2.27 4

50 1.75 1.93 2.32 4

Furthermore, convergence curves for six selected functions F2, F4, F14, F15,
F18, and F22 are plotted in Fig. 1 to investigate the convergence speed. It can be
observed from Fig. 1 that BGBSA has a better convergence performance than
BSA on the later stage of iteration, and shows the exploitation capacity.

In terms of the accuracy of solutions and convergence, BGBSA is overall
superior to BSA. This is because that the information dervied from the best
solution improves the exploitation capacity of BGBSA, and keeps the balance of
exploration and exploitation.

4.3 Compared with Other Variants of BSA

BGBSA is compared with three BSA approaches, called COOBSA [11], HBD
[14] and IBSA [15]. For each algorithm, parameter settings are kept the same.
The population size N is equal to the dimension D at 30 or 50, while it is 30
in the case of D = 10. The stopping criterion is that a maximum of function
evaluation times equal to 10000 ∗D is reached. The average rankings of the four
algorithms by the Friedman test for CEC-2013 test suite at D = 10, 30, 50 are
presented in Table 2.

In Table 2, each row shows the results obtained by the Friedman test at
different dimension D = 10, 30, 50 respectively. In the top row of the table, it
can be seen that BGBSA and HBD offer the best performance, followed by IBSA
and COOBSA at D = 10. At D = 30, BGBSA is slightly better than the second
best performance algorithm HBD, followed by IBSA and COOBSA. When the
dimension is increased to 50, BGBSA is the best and superior to the other
three algorithms. It can be concluded that the best guided BSA shows better
performance than HBD, IBSA and COOBSA, and exhibits higher stability.

4.4 Compared with Other Algorithms

BGBSA is compared with five state-of-art algorithms which do not combine
with BSA named NBIPOP-aCMA [17], fk-PSO [18], SPSO2011 [19], SPSOABC
[20], and PVADE [21] which were proposed during CEC-2013 Special Session
&Competition on Real-Parameter Single Objective Optimization. To compare
fair and conveniently, the maximum of fitness evaluations is set to 300000 for
each algorithm. Comparison results are listed in Table 3. In addition, the results
of Friedman test similarly done in [22] for six problems are presented in Table 4.
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Table 4. Average ranking of six algorithms by the Friedman test for CEC-2013 func-
tions at D = 30

Methods NBIPOP-aCMA BGBSA SPSOABC fk-PSO PVADE SPSO2011

Ranking 1.8 3.11 3.3 3.57 3.93 5.29

Table 5. Average ranking on 28 benchmark functions with varying stage control para-
meter

α 0.55 0.65 0.75 0.85 0.95

Ranking 3.09 2.71 2.61 3.05 3.54

As depicted in Table 3, NBIPOP-aCMA achieves the best performance since
it is one of top three algorithm during CEC-2013. NBIPOP-aCMA, fk-PSO,
SPSO2011, SPSOABC, PVADE and BGBSA perform better in 21, 3, 2, 4, 3,
and 8 out of 28 functions respectively. According to the average ranking value of
different algorithms by Friedman test, it can be concluded that NBIPOP-aCMA
shows the best performance, and BGBSA offers the second overall performance,
followed by SPSOABC, fk-PSO, PVADE and SPSO2011.

4.5 The Effect of the Parameter α

In BGBSA, the stage control parameter α is set to 0.75 which means the function
evaluation times in early stage accounts for 75 percent of total evolutionary
iteration times. It’s necessary to choose a suitable value for α which determines
the longitude of early evolutionary stage. The convergence speed of the proposed
algorithm declines with bigger value of α. And BGBSA suffers from premature
convergence if α is set to a smaller value.

To verify the effectiveness of α, five different values are tested and the Fried-
man test results are shown in Table 5. It can be seen clearly from Table 5, the
algorithm with α equal to 0.75 offers the best performance, followed by 0.65,
0.55, 0.85 and 0.95. We infer that global search ability is gradually enhanced
and local search ability can be ensured to bring high quality solutions as α is
increased from 0.55 to 0.75. However, the performance of BGBSA suffers rapid
decline when α is increased from 0.75 to 0.95. It can be analyzed that there is not
enough time for best guided operator to exhibit exploitation ability. Therefore,
α = 0.75 is a reasonable choice for BGBSA.

5 Conclusions

In this work, we suggested a revised version of BSA for numerical optimization
problems. The proposed algorithm combined the historical experience and the
experience from the best individual obtained so far to enhance the convergence
speed on the later stage of iteration. Our experimental results indicate that
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BGBSA is effective and shows promising performance, especially when solving
basic multimodal functions. For composition problems, BGBSA still leaves a
large promotion space. In the future work, we plan to design BSA with adaptive
experience guided operator.
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Abstract. The global knowledge sharing makes large-scale multi-lingual
knowledge bases an extremely valuable resource in the Big Data era.
However, current mainstream multi-lingual ontologies based on online
wikis still face the limited coverage of cross-lingual knowledge links.
Linking the knowledge entries distributed in different online wikis will
immensely enrich the information in the online knowledge bases and
benefit many applications. In this paper, we propose an unsupervised
framework for cross-lingual knowledge linking. Different from traditional
methods, we target the cross-lingual knowledge linking task on specific
domains. We evaluate the proposed method on two knowledge linking
tasks to find English-Chinese knowledge links. Experiments on English
Wikipedia and Baidu Baike show that the precision improvement of
cross-lingual link prediction achieve the highest 6.12 % compared with
the state-of-art methods.

Keywords: Knowledge linking · Cross-lingual · Similarity flooding

1 Introduction

In the era of information globalization, sharing knowledge across different lan-
guages becomes an important and challenging task. Online encyclopedias, which
have already become an indispensable part in people’s life for knowledge acqui-
sition, are the primary focus of globalized knowledge sharing. One fundamental
research, namely cross-lingual knowledge linking, aims at automatically discov-
ering cross-lingual links (CLs), i.e., links between articles describing the same
subjects in different languages. Inter-wiki cross-lingual links can largely enrich
the cross-lingual knowledge and facilitate knowledge sharing across different
languages. These CLs also serve as a valuable resource for many applications,
including machine translation [16], cross-lingual information retrieval [10,15],
and multilingual semantic data extraction [1,3], etc.

However, the problem of cross-lingual knowledge linking is non-trivial and
poses a set of challenges. One of the most serious challenges is that lexical sim-
ilarities, such as the edit distance between articles, are impracticable to be uti-
lized because of the language gap. Recognizing this problem, designing language-
independent features (e.g. the link structure of articles) forms the basis of recent
c© Springer International Publishing AG 2016
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related works for cross-lingual knowledge linking [9,11,13,14]. However, several
problems for cross-lingual knowledge linking are still in need of further investi-
gation. First, large number of known CLs are required in all the aforementioned
approaches for serving as either training data or seed set. However, in most cases,
there are less existing CLs or none at all between different wikis. Clearly, it is
time consuming and tedious to annotate all these training CLs. Thus, unsuper-
vised methods need to be developed for cross-lingual knowledge linking. Second,
the methods to date have been entirely focus on the general framework for knowl-
edge linking, with less focus on finding CLs in specific domains. In fact, if we
focus the knowledge linking task on one specific domain, many domain-specific
features (e.g. the properties in the infoboxes of wiki) can be utilized to discover
new CLs more accurately.

Based on these considerations, we propose an unsupervised domain-specific
framework for cross-lingual knowledge linking. Our model takes the articles of
two cross-lingual wikis K and K ′ as input, and the articles are all from one
specific domain D. Each wiki article is a single web page and describes a realworld
entity in domain D. The semantic relations between these entities are mostly
contained in the wiki infoboxes and hyperlinks between articles. After extracting
these semantic relations, we first build up a domain-specific knowledge graph
(KG) for each wiki, and then we match the entities between the two KGs via an
adaptive variation of the similarity flooding algorithm (SF) [8]. Specifically, we
make the following contributions:

1. We propose a novel unsupervised knowledge linking framework for cross-
lingual wikis in specific domains. The method does not dependent on any
pre-given CLs, which is more practically applicable than previous methods.

2. We propose a variation of the similarity flooding algorithm for entity matching
between cross-lingual wikis. The SF is commonly used for ontology alignment
and can hardly be applied to entity matching because of the computational
challenge. We tackle with this problem via reducing the number of nodes in
the pairwise connectivity graph (PCG).

3. We conduct experiments on different wiki data sets. Experimental results
show that our method outperforms the state-of-the-art framework for cross-
lingual knowledge linking.

The rest of this paper is organized as follows. Section 2 presents some related
works. Section 3 presents some basic concepts and the problem formulation. In
Sect. 4 we present our detailed approaches. The experimental results are reported
in Sect. 5. Finally we conclude our work in Sect. 6.

2 Related Work

Our work is relevant to cross-lingual knowledge linking, which concerns the
discover of missing cross-lingual links across online wikis. There exist sev-
eral related works. Sorg and Cimiano [11] proposed a classification-based app-
roach to infer new CLs between German Wikipedia and English Wikipedia.
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Erdmann et al. [4] extracted a dictionary from Wikipedia by analyzing the link
structure of Wikipedia. Hassan et al. [6] address the task of cross-lingual seman-
tic relatedness by exploiting the cross-lingual links available between Wikipedia
versions in multiple languages. Wang et al. [14] employed a factor graph model
which leverages link-based features to find CLs between English Wikipedia and
Chinese Wikipedia. All the aforementioned works intend to propose a general
framework for cross-lingual knowledge linking. To our best knowledge, our work
is the first to focus on discovering CLs in specific domains.

Ontology and instance matching is another related problem. The goal of
ontology and instance matching is to find equivalent elements between two het-
erogeneous semantic data sources. Currently, there exist several systems for
ontology matching, such as Silk [12], idMesh [2], SOCOM [5] and RiMOM [7].
The Silk and idMesh focus on monolingual matching tasks, while SOCOM and
RiMOM can deal with ontology matching across languages.

3 Preliminaries

In this section, we introduce some basic concepts, and formally define the key
problem of domain-specific cross-lingual knowledge linking.

Definition 1. Knowledge Graph. Let E be a set of entities and R be a set
of binary relations. A knowledge graph G is defined as a directed graph whose
nodes correspond to entities in E and edges of the form (s, r, t), where s, t ∈ E
and r ∈ R. Each edge (s, r, t) indicates that there exists a relationship r from
the entity s to entity t.

Definition 2. An Online Wiki can be represented as K = {ai}pi=1, where ai

is a disambiguated article in K and p is the size of K. A wiki article a ∈ K is
formally defined as a 4-tuple a = (title, text, info, link), where title denotes the
title of the article a, text denotes the unstructured text description of a, info
is the infobox associated with a and link is the set of hyperlinks in article a
(hyperlinks in infoboxes are not count). Specifically, info = {(attri, valuei)}qi=1

represents the list of attribute-value pairs for the article a.

Figure 1 gives an example of these four important elements concerning the
article named “Steve Jobs”. Given two online wikis, K and K ′, a correspondence
between entities e ∈ K and e′ ∈ K ′, denoted as 〈e, e′〉, signifies that e and e′ are
equivalent. Cross-lingual knowledge linking is the task of finding correspondences
between multi-language online wikis, which is formally defined as follows.

Definition 3. Cross-lingual knowledge linking. Given two online wikis, K
and K ′, knowledge linking is the process of finding correspondences between
K and K ′. If K and K ′ are in different languages, we call it the problem of
cross-lingual knowledge linking.

In our problem, we further choose a domain D and extract all articles of
domain D from K and K ′ to form two new online wikis, denoted as KD and
K ′

D. We then define the problem of cross-lingual knowledge linking between KD

and K ′
D as domain-specific cross-lingual knowledge linking.
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Fig. 1. An example of online wiki articles

4 The Proposed Approach

Figure 2 shows the framework of our proposed approach. There are two major
components: Knowledge Graph Construction and Graph-based Knowledge Link-
ing. KG Construction aims to build two knowledge graphs, denoted as GD and
G′

D, for KD and K ′
D. Specifically, based on a common relation set, we extract

semantic relations in a structured form of subject-predicate-object triples from
infoboxes and hyperlinks of KD and K ′

D. Then, GD and G′
D are constructed

by these triples. The goal of Graph-based Knowledge Linking is to discover CLs
between GD and G′

D based on the variation of SF algorithm. Two main processes
in this algorithm are PCG construction and similarity propagation. In the fol-
lowing subsections, the KG Construction and Graph-based Knowledge Linking
are described in detail.

4.1 Knowledge Graph Construction

Online wiki’s infoboxes contain rich structured information of various entities.
Among all the infobox attributes, those attributes having hyperlinks in its val-
ues identify semantic relations between entities, which are important for creat-
ing domain knowledge graph. Because attribute names are usually annotated
by human editors, an attribute often have many surface names in infoboxes of
online wiki. For example, in the movie domain, the attributes “Starring” and
“Actor List” both refer to the actors of a movie. Furthermore, attributes across
wikis may also have same semantic meanings (e.g. “Starring” and “ ”).
Therefore, we need to unify all synonymous attribute names of KD and K ′

D to a
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Fig. 2. The framework of the proposed method

disambiguated attribute. We call it the construction of Attribute Mapping, which
is formally defined as follows:

Definition 4. Attribute Mapping. Given two online wikis KD and K ′
D in

domain D, let us denote AD and A′
D as the set of infobox attribute names of

KD and K ′
D. An attribute mapping is a set of disambiguated attributes, denoted

as AM = {ri}qi=1. Each ri ∈ AM can be represented as a set ri = si ∪ s′
i, where

si ⊂ AD and s′
i ⊂ A′

D. Attribute names in ri have identical semantic meanings.

Figure 3 shows an example of attribute mapping of movie domain between
English Wikipedia and Baidu Baike1. Based on the attribute mapping AM ,
we can define a function Map to map an attribute name to its corresponding
disambiguated attribute in AM .

Fig. 3. An example of attribute mapping in movie domain

Given the Map function, we can build a domain knowledge graph for an
online wiki using semantic relations contained in infoboxes. The knowledge graph
construction algorithm is presented in Algorithm 1, where K is the input online
wiki and G is the output knowledge graph. V and E are the vertex set and edge
set of G, respectively. Notice that hyperlinks also represent relations between

1 http://baike.baidu.com/.

http://baike.baidu.com/
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entities. If article a has a hyperlink to article b, there exists some kind of rela-
tionship between a and b, thus we also add an edge (a,<relatedTo>, b) to the
knowledge graph.

Algorithm 1. Knowledge Graph Construction
Input: K,AM
Output: G = (V,E)
V = ∅, E = ∅;
foreach article a in K do

V.add(a);
foreach (attr, value) in a.info do

r = Map(attr);
if r �= None and value ∈ K then

E.add(< a, r, value >);
end

end

end
foreach hyperlink h in a.link do

E.add(< a, relatedTo, h >);
end

4.2 Graph-Based Knowledge Linking

After the construction of knowledge graphs for two input wikis, we match equiv-
alent entities between the two graphs. Because semantic relations between enti-
ties are language-independent features [14], we assume that the two knowledge
graphs share similar structures. Similarity flooding is an efficient algorithm for
alignment between two similar ontologies. Two main processes in SF are pair-
wise connectivity graph (PCG) construction and similarity propagation. If the
number of nodes for two input graphs are m and n, the scale of nodes number
for PCG will be O(m×n). Thus, the SF algorithm is possible for relatively small
m and n (e.g. in schema matching tasks), but clearly infeasible when m and n
are too large. The knowledge graph of one input wiki may contain thousands of
nodes, which makes the nodes number of the PCG become billions. Thus, SF can
not be directly applied to the knowledge linking because of the computational
challenge. To tackle with this problem, we propose a variation of SF algorithm
which reduce the scale of the propagation graph. The algorithm are described
in detail in the following subsections.

Initial Similarity Computation. The two KGs are construed from link-
based structural information such as infoboxes and innerlinks of wikis. The text
descriptions of entities in KG are not considered. In our method, we calculate
the initial similarities of entities based on their text description. In order to
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calculate texture similarities across languages, some priori knowledge about the
two languages should be given. The priori knowledge is defined as the Domain
Dictionary in our model. Specifically, the domain dictionary is a set of word
pairs between two languages. More specifically, given two different languages A
and B and the domain D, the domain dictionary DicD is defined as:

DicD = {<wA
i , wB

i >}Li=1 (1)

where <wA
i , wB

i > is a translation equivalent pair between language A and B (e.g.
<“China”,“ ”>). To provide sufficient priori knowledge for initial similarity
computation, word pairs in DicD should be relevant to the domain D. Given the
domain dictionary DicD, we represent each entity in KGs as a L dimensional
vector. Without loss of generality, for an entity e from a wiki written in lan-
guage A, the i-th dimension of e’s vector is the frequency of wA

i appeared in its
corresponding wiki article. Finally, the initial similarity between entity e and e′

is the cosine similarity of their corresponding vectors.

Propagation Graph Construction. Based on the assumption that a part of
the similarity of two elements should propagate to their respective neighbors [8],
we convert the two knowledge graphs to a Similarity Propagation Graph (SPG)
as follows:

Definition 5. Similarity Propagation Graph. Given two knowledge graphs
G and G′, ((e, e′), r, (o, o′)) ∈ SPG(G,G′) if and only if: (1) (e, r, o) ∈ G, (2)
(e′, r, o′) ∈ G′, (3) Sim(e, e′) > θ, and (4) Sim(o, o′) > θ. The Sim(e, e′) indi-
cates the initial similarity between entity e and e′. θ is a pre-given threshold.

Each node in the SPG represents a candidate alignment pair between the
two KGs. To reduce the scale of SPG, the conditions (3) and (4) in Definition 5
remove the entities pairs which have low initial similarities.

Fig. 4. An example of the construction of SPG

Figure 4 shows an example of SPG construction. The left side of the figure
are two small cross-lingual KGs of movie domain, denoted as O1 and O2. The
right side shows the SPG of O1 and O2. In SPG(O1, O2), nodes are entity pairs
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from two KGs that have some structural relationship in common. For example,
“shutter Island” and “ ” are two entities in O1 and O2. They are con-
structed into a node in SPG(O1, O2) because they share the same relationship
“Director”.

Similarity Propagation. The similarity propagation starts from initial simi-
larities between nodes of two KGs and runs an iterative propagation in the SPG.
In each iteration, the similarity of a given matching pair would be propagated
to the neighborhood matching pairs. The iteration stops when no similarity
changes or after a predefined number of steps. Formally, let us denote σi(e, e′)
as the similarity between e and e′ after the i-th iteration. The iteration equation
to perform similarity propagation is defined as follows:

σi+1(e, e′) =
1
Z

(
σ0(e, e′) + σi(e, e′) + ϕi(e, e′)

)
(2)

ϕi(e, e′) =
∑

(o,o′)∈IN(e,e′)

ω(o, o′) · σi(e, e′) (3)

Z = max
(e,e′)∈SPG(G,G′)

(σi+1(e, e′)) (4)

As defined in Eq. 2, for any entity pair (e, e′) in SPG, the similarity of (e, e′)
in the (i + 1)-th iteration is dependent on its similarity of the i-th iteration
(σi(e, e′)), its initial similarity (σ0(e, e′)) and the similarity gain from its neigh-
bors (ϕi(e, e′)). In Eq. 3, ϕi(e, e′) is defined as the weighted sum of similarities
of (e, e′)’s adjacent nodes. IN(e, e′) is the set of incoming neighbors of the node
(e, e′) in SPG. ω(o, o′) is the propagation weight which is simply defined as the
inverse of the number of out-linking relationships for the node (o, o′). Z is a
normalization factor defined in Eq. 4.

5 Experiments

5.1 Datasets

The proposed method can be used to find cross-lingual links between any online
wikis in different languages. To evaluate the performance of our method, we
extract the articles of the movie domain from three different online wikis. Specif-
ically, one English language online wiki—English Wikipedia—and two Chinese
language online wikis—Baidu Baike and Chinese Wikipedia—are chosen for our
experiments. For English Wikipedia and Chinese Wikipedia, we employ the
latest publicly available Wikipedia dump2, which includes 9,834,664 articles
for English Wikipedia and 886,437 articles for Chinese Wikipedia. As for the
Baidu Baike, which is the largest web-based encyclopedia in China, we crawled
6,223,649 web pages from the latest Baidu encyclopedia.

2 https://dumps.wikimedia.org/enwiki/20160113/.

https://dumps.wikimedia.org/enwiki/20160113/
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To further create datasets of movie domain, we utilize the category system
of online wikis. Specifically, we select several typical categories for the movie
domain such as “film”, “actor” and “director”, and we extract articles with
these categories from the aforementioned three online wikis. As a result, a total
of 222,022 movie domain articles are extracted from English Wikipedia. As
for the Baidu Baike and Chinese Wikipedia, we extract 112,164 and 58,638
articles for the movie domain, respectively. We refer to these three datasets as
EWM (English Wikipedia of movie domain), ZWM (Chinese Wikipedia of
movie domain) and BBM (Baidu Baike of movie domain).

To create gold standard for evaluation, we construct a evaluation dataset
that contains equivalent article pairs between EWM and ZWM. These article
pairs are acquired from the existing Chinese-English cross-lingual links within
Wikipedia. As a result, we obtain 2,678 CLs between EWM and ZWM. We
also create a dataset of CLs between EWM and BBM. Firstly, a total of 10,000
articles are randomly selected from EWM. Then, each selected article is sent
to a human annotator to find its corresponding article in BBM. However, not
all articles in English Wikipedia have CLs to Baidu Baike. Finally, we obtain a
total of 4,022 CLs from the 10,000 sampled articles as our evaluation dataset.

Knowledge Graph Construction. As for the knowledge graph construction,
we use the attribute mapping shown in Fig. 3 for all the three datasets. In other
words, we consider four kinds of relations—<Actor>,<Director>,<Writer> and
<Works>—, which are frequently occurred among entities in the movie domain.
Then, we apply the Algorithm 1 defined in Sect. 4.1 to construct a KG for each
wiki dataset. In addition with the <relatedTo> relation defined in Algorithm 1,
there exist a total of five kind of edges in the constructed KGs. Detailed statistics
of the three constructed KGs are presented in Table 1. For example, in the KG
for the EWM dataset, there exist 185,453 edges with the relation <Actor>.

Table 1. Statistics of knowledge graphs for three datasets

Dataset #Nodes #Edges

<Actor> <Director> <Writer> <Works> <relatedTo>

EWM 220,989 185,453 73,705 48,500 373,550 681,208

ZWM 57,842 81,717 23,544 11,730 93,257 151,299

BBM 111,768 154,112 18,921 9,603 180,370 363,006

5.2 Methods for Comparison

We define four cross-lingual linking methods as the comparison methods.
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– Title Edit Distance (TED). This method first translates the titles of Chi-
nese articles into English by Google Translation API3, then we calculate the
similarity between all article pairs using the edit distance of their titles.

– Initial Similarity (IS). This method directly regards the initial similarities
defined in Sect. 4.2 as the final result. Due to the removal of the similarity
propagation step, the essence of this method is a translation-based method
which calculates the similarities between article texts.

– Simple Similarity Propagation (SSP). This method conducts the similar-
ity propagation process without the influence of initial similarity. We initialize
all nodes in the SPG with a unified initial similarity (set to 0.5 in our experi-
ments). Accordingly, the Eq. 2 is rewritten as:

σi+1(e, e′) =
1
Z

(
σi(e, e′) + ϕi(e, e′)

)
(5)

– Linkage Factor Graph (LFG). The LFG model [14] is a state-of-art
method for cross-lingual knowledge linking. The method first calculates sev-
eral language-independent features from input wikis and then proposes a factor
graph model to discover cross-lingual links.

Implementation Details. For the construction of domain dictionary for the
IS method and the proposed method, we first rank all the words in the EWM
dataset by their TF-IDF, then we select the top 1000 ranked words to form a set
of keywords. Finally, we translate each of the keyword into Chinese by Google
Translation API to get 1000 English-Chinese word pairs. These word pairs are
employed as our domain dictionary. For the LFG, we use 0.001 learning rate and
run 2500 iterations in all the experiments to get its best performance.

Evaluation Metrics. We evaluate our approach on the Chinese-English cross-
lingual links constructed in Sect. 5.1, i.e. the 2,678 EWM-ZWM cross-lingual
links and the 4,022 CLs between the EWM dataset and the BBM dataset. For
an arbitrary candidate matching pair, all comparison methods are able to predict
its similarity, indicating its confidence level of being equivalent. Intuitively, for
an article e in the source wiki, the article in the target wiki which has the highest
similarity with e is regarded as its predicted CL. Thus, we use the prediction
accuracy on the evaluation CLs to evaluate different knowledge linking methods,
denoted as P@1. In addition, we also evaluate the methods by P@5, which is
defined as the percentage of articles that have correct equivalent articles in its
Top-5 candidates.

5.3 Influences of Parameters

There are two parameters in our method that may influence the performance
including: (1) pruning threshold θ, (2) iteration time T . In this section, we look
into the influences of these parameters.

3 http://code.google.com/intl/zhcn/apis/language/translate/overview.html.

http://code.google.com/intl/zhcn/apis/language/translate/overview.html
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The Parameter θ. The parameter θ defined in Definition 5 is used for pruning
the SPG. The entity pair having a lower initial similarity than θ is not considered
as a candidate CL, and will be removed from the SPG. Figure 5(a) demonstrates
the influence of θ on the knowledge linking between EWM and BBM. In the
figure, the Rec. denotes the coverage rate of the PCG for the entity pairs in
the evaluation set, indicating the recall of our method. NodeP is defined as the
number of nodes in PCG divided by the nodes number of PCG when θ = 0.
From the figure, we observe that the Rec. declines rapidly with the increasing
of θ. The reason is: if θ is set too high, we may prune the SPG too much. As
a result, many correct entity pairs may be excluded from the SPG, which leads
to a poor recall. However, if θ is too low, the number of nodes in PCG will
increase rapidly, which makes the algorithm computationally challenging. We
observe that the method reaches its best F1 score when θ = 0.3. The similar
observations are also got on the experiment between EWM and ZWM.

The Iteration Time T . Figure 5(b) shows the P@1 of the proposed method
with different iteration time T on the two knowledge linking tasks. The parame-
ter θ is set to 0.3 for both tasks. From the figure, we observe that the proposed
method reaches its best performance through 4 to 6 iterations. In the knowledge
linking task between EWM and BBM, our method converges to the best per-
formance (89.89 % in terms of P@1) after the 5-th iteration. Similarly, for the
datasets of EWM and ZWM, the method converges to the P@1 of around 83 %
after 6 iterations.

(a) The influence of the parameter θ (b) The influence of iteration time T

Fig. 5. The study of parameter influence on the proposed method (%).

5.4 Results Analysis

After we explore the influences of parameters, we further employ baseline meth-
ods to compare with the proposed method. Table 2 summarizes the performance
of 5 different methods on different knowledge linking tasks. From the table, we
find that the proposed method outperforms all baselines on both two tasks.
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According to the result, the TED method gets the lowest P@1 of 55.32 % and
54.79 %, because only the entity titles are used in this method. The IS method
utilizes the article texts of entities, while the SSP method take advantage of the
semantic information contained in the infoboxes. The two methods have better
performances than TED because of utilizing more information of the wiki arti-
cle. The proposed method can be regraded as the combination of the IS and the
SSP. By combining the texture information and the structural information in
a synergistic way, our method outperforms the IS and the SSP by 21.75 % and
12.28 % with regards to P@1, respectively. Compared with the LFG method, our
method focuses on the knowledge linking task in specific domains. The experi-
mental results show that our method outperforms the LFG (+4.68 % in terms
of P@1 in average) with regards to both P@1 and P@5.

Table 2. Performance of knowledge linking with different methods (%).

Tasks Metrics Methods

TED IS SSP LFG Proposed

EWM-BBM P@1 55.32 68.14 77.61 83.73 89.89

P@5 62.91 75.53 86.56 88.21 93.28

EWM-ZWM P@1 54.79 61.88 70.11 80.26 83.51

P@5 61.53 67.03 80.35 82.29 87.33

6 Conclusion and Future Work

In this paper, we propose a cross-lingual knowledge linking approach for dis-
covering domain-specific cross-lingual links across online wikis. Our approach
combines both domain semantic relations and texture features of the wiki arti-
cle, and employs a variation of similarity flooding to predict new cross-lingual
links. Evaluations on two cross-lingual linking tasks show that our approach can
outperform the state-of-the-art method by an average precision of 4.68 %. Our
future work is to studying the automatical construction method for the attribute
mapping, to extend our approach to a more general one.

References

1. Bizer, C., Lehmann, J., Kobilarov, G., Auer, S., Becker, C., Cyganiak, R., Hell-
mann, S.: Dbpedia - a crystallization point for the web of data. Web Semant. Sci.
Serv. Agents World Wide Web 7(3), 154–165 (2009)
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Abstract. The rapid development of social networks makes it easy for
people to communicate online. However, social networks usually suffer
from social spammers due to their openness. Spammers deliver informa-
tion for economic purposes, and they pose threats to the security of social
networks. To maintain the long-term running of online social networks,
many detection methods are proposed. But current methods normally
use high dimension features with supervised learning algorithms to find
spammers, resulting in low detection performance. To solve this problem,
in this paper, we first apply the Laplacian score method, which is an
unsupervised feature selection method, to obtain useful features. Based
on the selected features, the semi-supervised ensemble learning is then
used to train the detection model. Experimental results on the Twitter
dataset show the efficiency of our approach after feature selection. More-
over, the proposed method remains high detection performance in the
face of limited labeled data.

Keywords: Social networks · Spammer detection · Laplacian score ·
Feature selection · Semi-supervised learning

1 Introduction

With the development of Web 2.0, online social networks have gained increasing
attention [1]. As an open platform, social networks enable people to maintain
social relationships and find common interests with each other online [2]. Though
social networks bring great convenience to people, their open characteristics
make them vulnerable to attacks issued by social spammers [3,4].

Social spammers refer to those people who inject false information (i.e. adver-
tisements, pornography) into social networks for economic purposes [5]. Because
social relationships normally represent certain kind of trust, social spammers
c© Springer International Publishing AG 2016
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pose more threats to social networks than other types of spammers [6]. For
example, it indicates that advertising links in Twitter clicked by more than
twice people than those in e-mails [7].

Social spammers bring economic losses to normal people and hinder the
long-term development of social networks [8]. To alleviate the effect of social
spammers, many notable works have been done. The purpose of these detec-
tion methods is to distinguish spammers from normal users [9]. According to
the amount of needed labeled data, these methods can be classified into three
categories: supervised methods that train a classifier based on features derived
from relationship or content information [10], unsupervised methods that cluster
users into different groups [11], and semi-supervised learning methods based on
the label propagation process [12].

Among these methods, supervised methods need a large number of labeled
data, which become impractical in the real-world situation because of the high
cost of labeling. Unsupervised methods have low detection accuracy due to the
lack of labels. In addition, they are susceptible to the interference of noise data.
Existing semi-supervised methods make use of the random walk process to obtain
users’ credibility, but this process brings high time cost. Moreover, all these
methods train models based on high dimension features because of the large
scale of social networks, which reduces the detection performances.

To solve these problems, in this paper, we combine the unsupervised feature
selection method and the semi-supervised ensemble learning method to get our
detection method, which is called LSSL-SSD. More specifically, we first select
features through their ability to maintain the local geometrical information in
the original data space, or Laplacian score, without the use of label information.
After selecting useful features, a semi-supervised random forest approach is used
to train the detection model to make use of both labeled and unlabeled data.

Note that the feature selection process in LSSL-SSD is an unsupervised one,
so it can be combined with the process of semi-supervised classification. Exper-
iments on the Twitter data set show that the proposed method outperforms
state-of-the-art methods in term of detection rates when the amount labeled data
is limited. Moreover, the operation of feature extraction reduces the dimension
of features, resulting in better generalization ability for spammer detection.

The next of this paper is organized as follows. In Sect. 2, we introduce some
related work about social spammer detection and feature extraction. The descrip-
tion of our proposed method is shown in Sect. 3. Section 4 introduces experimen-
tal results and discussion. Finally is the conclusion and future work.

2 Related Work

In this section, we first introduce current research about social spammer detec-
tion. Then, background knowledge about feature selection is described.
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2.1 Social Spammer Detection Methods

Due to the open nature of social networks, social spammers are able to inject
false information and spread them through social networks [4]. To alleviative
the harness brought by social spammers, increasing attentions have been paid to
detect them [6]. According to the way of training detection models, three kinds
of methods can be summarized.

Supervised Detection Methods. These methods mainly find features to dis-
tinguish spammers from normal users, then train classifiers based on these fea-
tures. For example, Aggarwal etc. [10] detected spammers by using features from
a user’s registered information or content information. Lee etc. [13] did that by
extracting features from behavior information crawled by honeypots. In [14], the
authors proposed detection method based on social network structures. In [2],
content information and structure information are used together to train mod-
els. Supervised methods performance well in detecting social spammers, but the
need of labeled data makes them hard to work well in the real-world situation
due to the high cost of labeling data [15].

Unsupervised Detection Methods. Supervised methods need a large num-
ber of labeled samples, so some researchers put forward unsupervised detection
methods. These methods mainly find spammers by using social network topol-
ogy. For example, in [11], similarities of text content and URLs are used to cluster
users into different groups. The intuition behind this method is that spammers
have fewer similarities with normal users in terms of content information. By
contrast, Tan [16] first located normal users by social relationship graph, then
detect spammers through relationships between different users.

Semi-supervised Detection Methods. Compared with supervised detection
methods, unsupervised detection methods do not require manually labeled data.
But the false positive rates of them are high due to the lack of labels, and their
robustness is low when noisy data exist. In order to solve these problems, Li [12]
proposed a semi-supervised detection framework based on trust propagation,
which uses PageRank to propagate labels to find spammers. This method works
well in practice, but the process of trust propagation needs high time cost.

To summarize, all these methods rely on features extracted from user behav-
ior or relationship information, resulting in high-dimension of features. Among
them, semi-supervised methods are suitable for the real-world application while
the time cost is high. To improve the detection effectiveness and accuracy, unsu-
pervised feature selection method is used together with a novel semi-supervised
learning method to form the proposed detection model.

2.2 Feature Selection Methods

The size of social networks is so large, which makes the dimension of features
derived from them so high [4]. These high dimensional features reduce the
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detection performances of current methods. Feature selection methods are often
used to remove useless features, thus improving the detection performance [17].

There are two types of feature selection methods, i.e. wrapper and filter
methods. Wrapper methods are used with a particular learning algorithm, so
these methods are limited to some specific learning tasks. Filtering methods
make use of the intrinsic characteristics of data to evaluate features. Filtering
methods generally require the relationship between features and labels, such as
the use of Pearson correlation similarity or fisher score for feature selecting [18].

Here, we use feature selection rather than feature transformation because
the latter will change the original feature space, thus reduce the diversity of fea-
tures. Moreover, while little labeled data can be obtained, unsupervised feature
selection method can provide suitable inputs for the next classification process.

3 Proposed Method

In this section, we introduce the proposed detection method (LSSL-SSD). We
treat the problem of social spammer detection as a classification, that is to make
a difference between normal users and spammers. Before the specific algorithm
is given, the overall process of LSSL-SSD is explained in Fig. 1.

Fig. 1. The framework of LSSL-SSD

The whole process includes two main modules. The first one is to select
features. Here we use unsupervised feature selection method, the reason is that
we want to pick up useful features when the labels are lacking. The second
module is to use the semi-supervised random forest learning based on the selected
features to train a detection model. We will introduce the two modules in detail
below.

3.1 Unsupervised Feature Selection Based on Laplacian Score

In social networks, each user has relationship information and content informa-
tion. The large scale of social networks leads to a high dimension representation
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of users. Training a model on these high dimension data will result in low detec-
tion results [2]. Therefore, a feature selection method is useful for effectively
spammer detection.

At the same time, getting enough labeled data needs high cost while tradi-
tional unsupervised and semi-supervised feature selection methods fail to remove
redundant features for general tasks [4]. In order to get a better feature selection
effect in the absence of labeled data, we apply the Laplacian score method that
was proposed by Hu [17] for feature selection. This method is an unsupervised
one, but it can achieve a fantastic effect as supervised ones.

The basic idea of the Laplacian score method is to use the feature’s ability
to maintain neighbor information as a selection standard. The intuition behind
is that the discriminant effect of features represents in their local geometric
relationships in the original data space. The key steps of this method include
two steps, i.e. the construction of k-nearest neighbor graph and the calculation
of the Laplacian score.

Construction of the K Nearest Neighbor Graph. To construct a neighbor-
hood graph G, we need to calculate the similarity between user data in the origi-
nal data space. Here we use Euclidean similarity as the basic measure. Assuming
there are M users in social networks, denoted by (x1, x2, · · · , xi, · · · , xM ), where
xi is user i’s feature vector. For user xi, we find its k nearest neighbor set denoted
by n(xi). Then, we add edge between xi and users in n(xi). Note that the edge
is directed, that is to say, the neighbor relationship is not symmetrical.

Calculation of the Laplacian Score. When the neighbor graph G is got, the
Laplacian score of each feature can be calculated. Firstly, a weighted matrix S is
constructed based on the graph G. S quantifies the local geometric relationships
in the original data space and it is calculated according to Formula 1.

Sij =

{
e− ‖xi−xj‖2

t , if e(xi, xj) ∈ G
0, otherwise

(1)

Here, t is the adaptive constant. When xi and xj exist an edge, then Sij is
obtained by the similarity between xi and xj , otherwise the value is 0. S is a
weighted graph, the Laplacian matrix of S is L=D − S, where D = diag(S) is
the main diagonal matrix of S.

Then, assuming there are R features in total, for the r-th feature, values of M
users on this features form a vector fr = [x1r, x2r, · · · , xMr], and the Laplacian
score of feature r can be calculated by Formula 2.

Lr =
f̃T
r Lf̃r

f̃T
r Df̃r

(2)

where Lr is the Laplacian score of feature r, L is the Laplacian matrix. The
calculation of FT

r is shown in Formula 3.

f̃T
r = fr − fT

r D1
1TD1

1 (3)
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Finally, when the Laplacian score of each feature is calculated, these features
can be sorted according to their scores. The features with high scores are selected.
Lr does not use the label information but it has a good effect on the selection
of useful features. Details of this method can be found in [17].

3.2 Semi-supervised Random Forest

After the feature selection process, the next step is to train a detector based
on the selected features. To solve the problem of insufficient labeled data, an
intuitive way is to make use of both labeled and unlabeled data. In this paper,
we apply the semi-supervised random forest method. This method integrates
ensemble learning and co-training to get the final detection model.

The semi-supervised random forest [19] first learns multiple basic classifiers
on labeled data, and then unlabeled data are used to improve the performance
of classifiers at each iteration. The whole process consists of two parts, namely,
the confidence calculation process and the classifier re-training process.

Confidence Calculation. The whole training set in the system can be divided
into labeled set L and unlabeled set U . L includes |L| labeled data, denoted by
(x1, y1), (x2, y2), · · · , (x|L|, y|L|), where xi represents user i’s feature vector, yi
is user i’ label. U includes |U | unlabeled data, denoted by x1, x2, · · · , x|U |, the
datum in this set is unlabeled.

The semi-supervised random forest method first applies resampling tech-
nology to get N data subsets from labeled set, which can be denoted by Li,
(i = 1, 2, · · · , N). And then N decision tree classifiers fi can be trained on each
subset. In order to make use of unlabeled data, the confidence of each unlabeled
datum in Ui is calculated. For each base classifier, the unlabeled data with high
confidence will then be moved into the corresponding labeled data subset Li.

For a base classifier fi, to get the confidence of unlabeled data, we use the
prediction results of N − 1 classifiers except fi. If there are two groups of users,
i.e. normal users whose labels are −1 and spammers whose labels are 1, then the
confidence of each datum xi can be calculated by Formula 4.

con(xi) = max(
∑

f(xi)=1
1,

∑

f(xi)=−1
1) (4)

The first term (fi(x) = 1) means how many base classifiers predict xi as
spammers, the second term means how many base classifiers predict xi as normal
users. con(xi) reflects the consistency of classifiers to predict xi. The data with
top confidence values will be selected to moved from Ui into Li, (i = 1, 2, · · · , N).

Classifier Re-training. When new data are added into labeled data set, N
classifiers will be re-trained on the augmented labeled data. The process will
continue until the output of N classifiers remains the same. When the process is
over, N classifiers are obtained, and the label of new user data x is determined
by voting, as shown in Formula 5.
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f(x) =
{

1 if
∑

fi(x)=1 1 >
∑

fi(x)=−1 1
−1 if

∑
fi(x)=1 1 <

∑
fi(x)=−1 1 (5)

The label with most votes will be assigned to x, i ∈ (1, 2, · · · , N). If the votes
are equal, the label can be assigned randomly. After the two stages, LSSL-SSD
can be obtained. The process of the LSSL-SSD algorithm is shown in Table 1.

Table 1. The process of LSSL-SSD algorithm

Input:
Labeled data set L
Unlabeled data set U
M users, each represented by a R-dimension vector, xi = (xi1, xi2, · · · , xiR)
the number of nearest neighbor k
the number of selected features t
the number of base classifiers N
Output:
N classifiers F = [f1, f2, · · · , fN ]

Steps:
1. Get the k nearest neighbor graph G of M users according to Formula 1.
2. Get the Laplacian scores of R features according to Formula 2.
3. Choose features with the top-t largest Laplacian scores.
4. Re-sample the original labeled data to get N subsets.
5. Train N initial base classifiers fi based on each subset Li, i = 1, 2, · · · , N .
6. iterate until the output of N base classifiers remain the same.

6.1 For each base classifier fi.
6.2 Calculate the confidence of each unlabeled datum according to Formula 4.
6.3 Choose data with top confidence values and add them to Li.
6.4 Re-train fi using updated Li.

6. Output N classifiers, and predict each new-coming datum according to Formula 5.

4 Experiment Results

To analyze the performance of LSSL-SSD, in this section we conduct three groups
of experiments on a real-world data set. The first one is to compare LSSL-SSD
with related methods. The second one is to check the function of the feature
selection process. The third one is about parametric sensitivity analysis.

4.1 Experiment Setup

Data Set. In this paper, we use the Twitter data set provided by Benevenuto
[20]. This data set is collected since August 2009, which includes eight million
users. 1065 users in this data set have been labeled, including 710 normal users
and 355 spammers. Each user has 62 features, which are derived from behavior
and content information. More details about this data set can be found in [20].
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Evaluation Metrics. To evaluate the accuracy of the proposed method, Preci-
sion, Recall and F1-measure are used as evaluation metrics. We denote Na as the
number of spammers who are correctly detected, N as the number of spammers
predicted by the algorithm, and Nt as the number of spammers in the systems.
Precision, Recall and F1-measure are calculated by Formulas 6–8.

Precision =
Na

N
(6)

Recall =
Na

Nt
(7)

F1 − measure =
2 × Precision × Recall

Precision + Recall
(8)

Precision is the ratio between the number of correctly predicted spammers
and those who are predicted as spammers. Recall is the ratio between the number
of correctly predicted spammers and the total number of spammers. F1-measure
is the weighted average of precision and recall. The range of both three metrics
is 0 to 1 and the best value is 1 while the worst one is 0.

Experimental Settings. LSSL-SSD is a semi-supervised algorithm. We hope
our method outperforms supervised methods in terms of detection accuracy. For
fair comparison, we use a common subset for testing. The size of this public
testing set is 20 % of all the data. For supervised algorithms, the remaining
80 % data is used for training. For the semi-supervised algorithm, we divided
the training set into the labeled set L and unlabeled set U . The experiment was
conducted 100 times, and the average results are used to report results.

4.2 Experimental Results and Discussion

Comparison of Detection Performances Between LSSL-SSD and
Supervised Methods. To show that the proposed method has better detec-
tion performance, we compare LSSL-SSD with traditional methods. Naive Bayes,
decision tree, logistic regression, support vector machine (SVM) and random for-
est are used to compare. We change the size of labeled training data from 10 %,
20 % to 40 %. Here 10 % means 10 % of the original data is labeled training data.
Comparison results are shown in Fig. 2.

From Fig. 2, it can be found that the F1-measure values of LSSL-SSD are
higher than those of all supervised algorithms. In addition, with the increase in
the labeled training data size, F1-measure of LSSL-SSD becomes better. Even
when only 10 % labeled data is obtained, LSSL-SSD outperforms other methods.

In terms of precision, the supervised random forest has a good performance.
When the amount of labeled data is small, LSSL-SSD does not perform well, but
with the increase in the labeled data size, prediction becomes good. In terms of
recall, the decision tree has a good performance. But recall rates of LSSL-SSD
are better than those of other algorithms.
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Fig. 2. Comparison of detection performance between LSSL-SSD and others

From the above results, it can be concluded that LSSL-SSD has better detec-
tion performances than traditional methods. Moreover, only a small fraction of
labeled data is used to get our model, which means little labeling cost. This
justifies the real-world value of our proposed method.

Performance of LSSL-SSD with Different Number of Features. The
first step of LSSL-SSD is to use the Laplacian score method to select features.
To verify the effectiveness of this process, we vary the number of selected features
from 10 to all (62) for analysis. Supervised random forest is used as a comparison.
Here 10 % labeled training data is used and the number of base classifiers changes
from 3 to 100 to report results. The results are shown in Fig. 3.

As seen from Fig. 3, LSSL-SSD achieves better detection performances than
random forest in all settings. Also, we can observe that with the increase in
the number of selected features, F1-measure of LSSL-SSD first increases then

Fig. 3. Comparison of detection performance between different number of features
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decreases. When the number is 20, F1-measure is the best. This result shows the
importance of feature selection process because many features are redundant. In
practice, we can use cross-validation to find the suitable number of features.

Performance of LSSL-SSD with Different Number of Base Classifiers.
Since LSSL-SSD uses decision tree as the base classifier, the number of base
classifiers may have an impact on the performance. So we discuss the effect of
the number of base classifiers on detection accuracy. We vary this number from
3 to 100. We change the labeled data size of LSSL-SSD from 10 %, 20 % to 40 %
of the original data to report the results, which are shown in Tables 2, 3 and 4
respectively.

Table 2 shows the case of 10 % labeled training data. With the increase in
the number of base classifiers, precision increases gradually, recall remains the
same and F1-measure shows some fluctuates.

Results in Tables 3 and 4 show some similarities. The results mean that the
number of base classifiers has little impact on the detection performance. The
possible reason is that LSSL-SSD needs the assumption of Classifier diversity.
Therefore, when the number of base classifiers is in a certain range, this condition
is satisfied and the detection effect will have no big change.

To summarize, LSSL-SSD has a perfect detection performance in detecting
social spammers compared with traditional methods. Even when limited labeled

Table 2. Performance of LSSL-SSD with different number of base classifiers (10 %)

3 5 10 15 20 25 50 100

Precision 0.9142 0.86884 0.8684 0.8571 0.88 0.8552 0.88 0.88

Recall 0.7804 0.8048 0.8048 0.8048 0.8048 0.7926 0.8048 0.8048

F1-measure 0.8421 0.8354 0.8385 0.8301 0.8407 0.8227 0.8407 0.8407

Table 3. Performance of LSSL-SSD with different number of base classifiers (20 %)

3 5 10 15 20 25 50 100

Precision 0.8533 0.8684 0.8783 0.9027 0.8904 0.8767 0.8918 0.88

Recall 0.771 0.7951 0.7831 0.7831 0.7831 0.771 0.7951 0.7951

F1-measure 0.8101 0.8301 0.828 0.8387 0.8333 0.8205 0.8407 0.8354

Table 4. Performance of LSSL-SSD with different number of base classifiers (40 %)

3 5 10 15 20 25 50 100

Precision 0.8552 0.8918 0.9041 0.8918 0.9166 0.9041 0.9166 0.9041

Recall 0.7831 0.7951 0.7951 0.7951 0.7951 0.7951 0.7951 0.7951

F1-measure 0.8176 0.8407 0.8461 0.8407 0.8516 0.8461 0.8516 0.8461
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data is available, LSSL-SSD performs well. Moreover, as a common method,
LSSL-SSD can be applied for other social networks such as Facebook.

5 Conclusion and Future Work

The open nature of social networks makes them vulnerable to social spammers.
To fight against social spammers, in this paper, we proposed a novel method,
LSSL-SSD, for social spammer detection. It first calculates the Laplacian score
of each feature for feature selection. Then, based on these selected features, the
semi-supervised random forest method is used to get the final detection model.
Experimental results show that the proposed method not only has a strong
generalization ability due to the process of feature selection, but also has a good
detection accuracy in the face of limited labeled data.

As further work, we will incorporate other information, such as the labels of
data, to select features. This may improve the detection accuracy because we
only make use of local information in this paper. Moreover, for the problem of
limited labeled data, active learning can be used together with semi-supervised
learning to improve the detection performance.
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Abstract. Losing smartphones is a troublesome thing as smartphones
are playing an important role in our daily lives. As smartwatches become
popular, we argue that smartwatches can play a role in smartphone
antitheft design. In this paper, we propose i-Shield, a real-time antitheft
system that leverages accelerometers and gyroscopes of smartphones and
smartwatches to prevent smartphone being stolen. As opposed to existing
solutions which are based on Bluetooth, NFC, or GPS tracking, i-Shield
follows a practical manner to achieve the goal of real-time antitheft for
smartphones. i-Shield recognizes taken-out events of smartphones using a
supervised classifier, and applies a dynamic time warping (DTW) scheme
to recognize whether the events are caused by users themselves. We con-
duct a series of experiments on iPhone6 and iPhone4s, and the evalua-
tion results show that our system can achieve 97.4% true positive rate of
recognizing taken-out actions, and classify taken-out actions with mis-
classification rate of 1.12%.

Keywords: Antitheft · Smartphone · Smart wearable device · Super-
vised classification · Dynamic time warping

1 Introduction

Smartphones are now becoming very ubiquitous and extremely important in our
daily lives. As smartphones always store lots of important personal information
(even including credit card information), the security of smartphones is receiv-
ing more and more attention. A survey of smartphone theft victims conducted
by IDG Research [3] shows that 1 in 10 U.S. smartphone owners are victims of
phone theft, whose amount is 2.1 million in 2014. Smartphone producers have
also brought out some solutions to smartphone theft [1,2,14], such as “Find
My iPhone” of Apple and “Android Device Manager” of Android. Nonethe-
less, these approaches including password mechanism and fingerprint identifi-
cation are effective only after the crime. Besides, Bluetooth technology is also
employed for antitheft design, in order to detect the crimes when they are hap-
pening. But since Bluetooth can detect crimes only after criminals get about 6 m
away (can be too late), it is not very effective in this scenario. Meanwhile, the
majority of smartphones and smartwatches contain abundant advanced built-
in sensors to sense users’ motions. Sensor-based activity recognition has been
c© Springer International Publishing AG 2016
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studied extensively, especially for smartphones [12,13]. These researches focus
on multiple fields, including health care [4,8,12], localization [11] and human
computer interaction [6], but the field of smartphone antitheft has been paid
little attention.

In this paper, we focus on the theft problem of smartphones. We propose i-
Shield, a system employing sensors on smartphones and smartwatches to guard
smartphones from being stolen. i-Shield can recognize taken-out actions of smart-
phones and check the sensor data of both smartphones and smartwatches to
judge if the actions are caused by user themselves. The smartwatches will alarm
users when i-Shield finds that the taken-out actions with high probability are
not caused by users themselves.

The rest of this paper is organized as follows. In Sect. 2, we provide a sys-
tem overview of our i-Shield system. Section 3 introduces the taken-out actions
recognition part of i-Shield system, and Sect. 4 introduces how we judge whether
the actions are secure. Section 5 reports the evaluation of our i-Shield system.
We present the related works in Sect. 6, and give a discussion in Sect. 7.

2 System Overview

In this section, we give a brief introduction of i-Shield, our proposed smartphone
antitheft system. Our system includes two parts which are based on smartphone
and smartwatch respectively.

Fig. 1. System overview of i-Shield on smartphone side.

At the smartphone side, i-Shield firstly acquires the acceleration data and
rotation-rate data from accelerometers and gyroscopes of smartphones, which are
organized in the form of triples (x, y, z) with corresponding timestamps respec-
tively. In the second step, we extract segments from the sensor data time series we
obtain in the former step. Then, we compute a feature vector for each segment,
which consists discriminative cues both in time-domain and frequency-domain.
In the third step, i-Shield constructs a classifier on smartphone, it tells if there
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Fig. 2. System overview of i-Shield on smartwatch side.

is a Taken-out Action. When a Taken-out Action is recognized, smartphone side
i-Shield will send current data segment to smartwatch side (Step 4) since there
is a potential risk that smartphone is being stolen (Fig. 1).

Meanwhile, i-Shield does the same acquisition job and segmentation job at
smartwatch side. Right after receiving data segment from smartphone side, i-
Shield computes distance between two series of sensor data sequences from
smartphone and smartwatch. Based on the distance measured, i-Shield judges
if the taken-out actions are with high probability caused by users themselves.
At last, i-Shield will arouse an alarm event (alert, vibrate, or play sound) when
a risky action is detected. The user can choose to turn the alarm off manually
(Fig. 2).

3 Recognize Taken-Out Actions

In this section, we specifically describe the recognition process i-Shield imple-
ment on smartphone side. The recognition process mainly needs three steps to
recognize an action, which are Segmentation, Feature Vector Computation and
Classification respectively. Firstly, i-Shield divides sensor data time series into
segments, then feature vectors are computed based on segments. After feature
vectors computed, classification algorithms are applied, segments can be classi-
fied into specific actions.

3.1 Segmentation

To detect taken-out actions precisely and efficiently, sensor data time series are
divided into segments of appropriate length.

Figure 3 plots the waveform of accelerometer data generated by 6 min of
daily activities including walking, going upstairs and downstairs, and having
short rest. As shown in Fig. 3, we extract two segments from the original data.
Segment A shows a intense wave (actually, taking out phone while walking),
while Segment B shows a flat wave (having a short rest).

In this paper, we focus on potentially dangerous actions, namely Taken-
out Actions, which will cause waveforms of a certain shape, e.g. waveform of
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Fig. 3. Waveform of accelerometer data.

Segment A. In the meantime, Segment B indicates an almost dormant state
that we regard as a safe action. Accordingly, we do not need to purchase all
available segments, but only the segments containing waveforms at least of a
certain intensity.

Sliding Windows [15] and End-Points Detection [7] are two of the most
popular segmentation methods. As Sliding Window-based segmentation algo-
rithm will collect massive segments including ones we will not need, and cause a
enormous consumption of computing resources, memories and energy. We apply
End-Point Detection-based algorithm in our system, since it can extract specific
segments we are interested in.

3.2 Feature Vector Computation

For later use of classification, we compute a set of features for each segment,
which are organized as a feature vector. In an attentive manner, we choose 24
features for each segment, which can be divided into three categories: Time
Domain Features, Frequency Domain Features, and Statistics Features respec-
tively. These features are listed below in Table 1 (For simplicity, we use Acc. to
denote acceleration value of 3 axes, and Rtr. to denote rotation-rate value).

– Time Domain Features. Time Domain Features are intuitional and they
can be obtained with low computational complexity.

We extract minimum, maximum and mean value of acceleration data and
rotation-rate data on 3 axes. These values can describe approximate shape of
sampled data, and have been exploited generally.

– Frequency Domain Features. In order to describe periodic characteristics
of sampled data, we leverage Fast Fourier Transform (FFT) to transform our
time series segment into frequency domain.

We extract Peak Amplitude, Peak Frequency and Spectral Slope of
Acc.Z.
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Table 1. Feature set for each sensor data segment

Time Domain Features

Accelerometer:

min(Acc.X), max(Acc.X), mean(Abs(Acc.X)),
min(Acc.Y ), max(Acc.Y ), mean(Abs(Acc.Y )),
min(Acc.Z), max(Acc.Z), mean(Abs(Acc.Z)),

mean(
√
Acc.X2 +Acc.Y 2 +Acc.Z2)

Gyroscope:

min(Rtr.X), max(Rtr.X), mean(Abs(Rtr.X)),
min(Rtr.Y ), max(Rtr.Y ), mean(Abs(Rtr.Y )),
min(Rtr.Z), max(Rtr.Z), mean(Abs(Rtr.Z)),

mean(
√
Rtr.X2 +Rtr.Y 2 +Rtr.Y 2)

Frequency Domain Features

Accelerometer:
PeakAmplitude(Acc.Z), P eakFrequency(Acc.Z),
SpectralSlope(Acc.Z)

Statistics Features

Accelerometer: Kurtosis(Acc.Z)

– Statistics Features. We calculate Kurtosis of acceleration value on Z-axis.
This feature weighs how the amplitude decays near the extreme points, namely
the peakedness and flatness. The Kurtosis of accelerometer value on Z-axis is
calculated as:

Kurtosisi =
n

n∑

j=1

(zj − z̄)4

(
n∑

j=1

(zj − z̄)2)2

where zj indicates the value of the j-th sampling point in segment Acc.Z and
z̄ indicates the mean value of all sampling points in segment Acc.Z. n is the
length of segment Acc.Z.

3.3 Classification

We divide all actions into three categories: taken-out when user is still, taken-
out when user is walking, other daily activities. We mark the three categories as
TOS, TOW, and OTHER respectively. Note that OTHER includes all actions
of daily activities except for taking smartphone out of pocket, such as walking,
jogging, riding and so on (Table 2).

We construct four classifiers based on Hoeffding Tree, Logistic, Naive Bayes,
and Random Forest respectively. The result of classification is shown in Sect. 5.1.
When an action is recognized as a Taken-out Action (TOS or TOW), i-Shield
will send the current segment to smartwatch right away through Bluetooth.

4 Check If Actions Are Secure

In this section, we describe how i-Shield works at smartwatch side. i-Shield
will continuously acquire acceleration and rotation-rate data of smartwatch, and
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Table 2. Three categories of actions.

Catagory Actions

TOS taken-out when user is still

TOW taken-out when user is walking

OTHER
still, walking, jogging, riding, sitting down, standing up,
going upstairs and downstairs, working out at the gym, etc.
(phone in hand and phone in pocket respectively)

keep a constant length log using a circular queue. When a data segment comes
from smartphone through Bluetooth, the time-series distance computation pro-
cedure will be activated. Depending on the distance of time-series, i-Shield judges
whether the action is caused by user, if yes, the action is secure. At last, i-Shield
will alarm if the action is insecure. We apply dynamic time warping (DTW)
algorithm to accomplish the task of time-series distance computation.

Dynamic time warping (DTW) has been wildly used in the field of speech
recognition, signature recognition, shape matching and etc. DTW measures sim-
ilarity between two temporal sequences that may vary in time or speed. By
applying DTW, we don’t need to worry difference in both absolute-time (always
different between devices) and sample-rate between smartwatches and smart-
phones.

Given two time series S = [s1, s2, ..., sn] and T = [t1, t2, ..., tm], let Dist[i, j]
denotes the distance between symbol si and tj , that is

Dist[i, j] = (s1.X − t1.X)2 + (s2.Y − t2.Y )2 + (s3.Z − t3.Z)2 (1)

Following DTW, we define F[i, j] which satisfies:

F [i, j] = Dist[i, j] + minimum(F [i− 1, j − 1], F [i, j − 1], F [i− 1, j]) (2)

Finally, we judge if the actions are caused by users themselves in terms of
F[n, m] of acceleration and rotation-rate. When F[n, m] is below the threshold
line, we judge that action is caused by user safely. The detail figure is shown in
Figs. 7 and 8 in Sect. 5.2.

Fig. 4. Coordinate system of smartwatch and smartphone are opposite.

Note that in most cases, coordinate system of smartwatch and smartphone
will not be the same. We consider the most natural way shows in Fig. 4, that the



i-Shield: A System to Protect the Security of Your Smartphone 459

screens of watches and phones should be facing users (not hands or wrists), top
and bottom should not be upside down. In i-Shield, we conform smartwatch’s
X, Y, Z-axis value (acceleration and rotation-rate) to smartphone’s coordinate
system. We denote before-conform X, Y, Z-axis value of smartwatch as (x, y, z),
and after-conform value as (x̃, ỹ, z̃), we have:

(
x̃, ỹ, z̃

)
=

(
x, y, z

)
⎛

⎝
0 −1 0

−1 0 0
0 0 −1

⎞

⎠ (3)

5 Evaluation

In order to ease the development process, we make use of a smartphone tied to
a user’s wrist as a substitute for a smartwatch. We packed i-Shield’s function-
ality of smartphone side and smartwatch side together as an application, and
implemented our system on iOS9.

We evaluate our proposed system using an iPhone6 Plus as our to-be-
protected smartphone, an iPhone4s (small enough to be tied on a wrist) as
our smartwatch simulator. Our evaluation has three parts. We start with evalu-
ating how well we recognize taken-out actions on smartphones. Then, we report
the result of smartwatch side actions checking. Finally, a real world evaluation
is presented.

5.1 Recognizing Taken-out Actions

Our dataset consists of 511 TOS actions, 391 TOW actions and 35756 OTHER
segments, collected by 6 volunteers for over 2 days. We construct six different
classifiers, respectively based on Hoeffding Tree, Logistic, Naive Bayes, Random
Forest, k-Nearest Neighbors, and Multilayer Perceptron. We conduct a series of
10-fold cross-validation experiments, and the results are shown in Table. 3, Figs. 5
and 6. Table. 3 presents the confusion matrixes of the six classifiers. Figure 5
illustrates two histograms of true positive rate (TPR) and false positive rate
(FPR). Figure 6 reports time consumption of the six classifiers on our dataset.
Table. 3 and Fig. 5 indicates that, k-Nearest Neighbors achieves the largest true
positive rate of taken-out actions (TOS and TOW) which guarantees reliable
safety for smartphones. While Random Forest will barely cause a false alarm
on smartwatch as it outputs only 3 times of false positive recognition of taken-
out actions which is the least among the six classifiers. In the meanwhile, the
true positive rate of Random Forest to recognize taken-out actions is as high as
97.4 %. As presented in Fig. 6, Multilayer Perceptron and k-Nearest Neighbors
both consume much more time than other four classifiers. Even though k-Nearest
Neighbors obtains the best accuracy on recognizing taken-out actions, its total
time consumption is 104.95 s that is 12 times as large as Random Forest consumes
(8.78 s). Note that Random Forest consumes most of its total time on training
part (7.97 s), while test time is only 0.81 s on our dataset (36658 items in total).
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Table 3. Time consumption and Confusion matrixes of six classifiers. Note that a, b,
c stands for TOS, TOW and OTHER respectively.

Hoeffding Tree Logistic Naive Bayes

Classified as: a b c a b c a b c

a 478 0 33 494 2 15 478 0 33
b 6 380 5 23 361 7 7 382 2
c 32 1 35723 26 23 35707 32 1 35723

Random Forest KN-Neighbors ML-Perceptron

Classified as: a b c a b c a b c

a 490 0 21 509 0 2 480 0 31
b 1 388 2 3 388 0 0 391 0
c 0 3 35753 6 1 35749 4 1 35751

Since our system runs training process only once during system initialization,
Random Forest is high-efficient in our system. So we implement Random Forest
in our proposed system, it achieves approximately 0.0 % of false positive rate of
recognizing taken-out actions, and the true positive rate is 97.4 %.

5.2 Check If Actions Are Secure

In this section, we present the evaluation of i-Shield on smartwatch side. We
collected 100 time-series pairs of phones and watches which generated when
phones were taken out by users themselves, and 200 time-series pairs generated
when phones were taken out by others. Here we define the former 100 time-
series pairs as Safe Actions, the latter 200 time-series pairs as Unsafe Actions.
We obtained distances of acceleration & rotation-rate for both Safe Actions and
Unsafe Actions using DTW mentioned in Sect. 4. Figure 7 shows the distribution
of Safe Actions and Unsafe Actions in terms of the distances we got.

As shown in Fig. 7, Safe Actions aggregate at bottom-left corner, which means
Safe Actions cause very small-scale distances compared to Unsafe Actions. We

Fig. 5. TP rate (left) and FP rate (right) of six classifiers.
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Fig. 6. Time consumption of six classifiers.

Fig. 7. Distribution of Safe Actions and Unsafe Actions of training set.

graph line y = −0.06145x+550 using a linear classifier. Time-series pairs whose
distances appear below y = −0.06145x + 550 are considered as Safe Actions,
others are considered as Unsafe Actions.

We then calculated distances of other 178 Safe Actions and 424 Unsafe
Actions using DTW as a test set and plot the result in Fig. 8. It’s shown that only
two of the Safe Actions are recognized as Unsafe Actions with misclassification
rate of 1.12 %, while no Unsafe Actions are misclassified. Commonly speaking,
there may be false alarms with very small probability, but will seldom be any
theft situations regarded as safe situations.

5.3 Real World Evaluation

To study how well would i-Shield work in real world situation, we conducted a
real world evaluation with eight volunteers. They are all smartphone users, and
five of them are smartwatch users.

In the study, we let four of them act as users, carrying smartphone in the
pocket and “smartwatch” on the wrist, while other four act as thieves trying
to steal users’ smartphones. We conducted 120 theft actions, 80 safe taken-out
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Fig. 8. Distribution of Safe Actions and Unsafe Actions.

Fig. 9. Result of real world evaluation.

actions and 3600 other daily action segments among these four user-thief pairs.
As shown in Fig. 9, 114 of theft actions were recognized correctly with other 6
are missed by i-Shield. False alarm appeared 3 times as two safe actions and one
other daily action were recognized as theft action.

After the study, a volunteer who had once been a victim of smartphone theft
said, “This system works so sensitively and naturally, it’s just like an invisible
shield of my cell phone!”

6 Related Work

Smartphone related works have been studied extensively in recent years. Great
progress has been made in various fields about smartphone including but not
limited to motion detection [4,12,13], location based service [11], security [10],
energy consumption saving [5]. In this section, we describe two areas of related
work.

Motion sensor related works. Motion sensor has been studied a lot, espe-
cially after smartphones appear. As for smartphones, Thompson et al. [12] pro-
posed a system detecting car accidents using sensors of smartphones. Abbate
et al. [4] proposed a smartphone-based fall detection system with concern for
health of elderly people. As for smartwatches, Gouthaman et al. [6] designed a
system to control computers using accelerometer, gyroscope and gravitational
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sensors of smartwatches. Parate et al. [8] proposed a trajectory-based method
that extracts hand-to-mouth gestures to recognize smoking gestures. In addition,
various commercial applications based on motion detection are available on both
smartphones and smartwatches, and provide helpful and delightful functionali-
ties, such as step counting and sleep tracking. However, motion detection hasn’t
been applied to the field of smartphone antitheft.

Mobile phone antitheft related works. Mobile phone antitheft design has
been studied for many years, since mobile phone theft becomes a serious problem.
Whitehead et al. [14] gave a review of mobile phone antitheft designs. They
reviewed a great many antitheft designs, but most of them are traditional ways,
which are not very practical nowadays. Ren et al. [9] proposed a model that PC
and smartphone would form a loop to track each other. Yu et al. [16] leveraged
emergency call mechanism to achieve remote deletion on stolen phones. These
models works only after our devices are missing, in which condition the devices
are probably turned off by criminals and not trackable.

7 Discussion

We plan to extend our current system to support other situations with more
comprehensive functions.

Location based. We are planning to take location information into considera-
tion to make our i-Shield system more intelligent. For example, crowded places
like subway stations can be considered as high-risky places, i-Shield needs to
lower the threshold line (be more sensitive), to guarantee invulnerably safety.
Likewise, i-Shield needs to lower its sampling rate to reduce energy consumption
when at home.

Smart wallets. Our work can be extended to the field of smart wearable devices.
Wallets which are as popular as smartphones in crime of theft, can be protected
like the way smartphones are, after embedded with sensor-based computation
chips.
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Abstract. The explosion of medical knowledge and the uncertainty of some
patient information in several diseases cause many clinical errors in medical
decision support systems. Therefore, we aim to reduce these deficiencies using
new decision support approach and new improvements. In this paper, we present
a new way to manage rules in expert systems. First, we propose a knowledge
specialization process that uses three types of rule bases. Then we explain how
we can manage rules across these three types of rule bases. Finally, we present
an implementation of a rule management system for the Alzheimer disease. We
think that this improvement can enhance clinical decision support expert system
performances to better support medical decision support.

Keywords: Clinical decision support system · Expert system · Rule management ·
Fuzzy logic · Alzheimer disease

1 Introduction

Alzheimer’s disease (AD) is a degenerative brain disease and the most common cause
of dementia [1]. Because of its socio-economic impact, various works that deal with
the implementation of a medical decision support system for the diagnosis and detec‐
tion of AD, have been the subject of many accomplishments. Sanchez et al. proposed
a decision-making system for an early detection of AD [2]. This system is designed
to assist physicians in the early stages of the AD and a possible early detection of
this disease. Toro et al. proposed a system which consists in the evolution of the
previous work presented above by Sanchez et al. [3]. They developed an experi‐
ence-based CDSS for the diagnosis of AD. Obi et al. developed a neuron fuzzy system
for the diagnosis of the AD [4]. In their work, the traditional procedure for the
medical diagnosis of Alzheimer employed by physicians is analyzed using a neuro-
fuzzy inference procedure. Finally, NES (Neurologist Expert System) is a rule-based
expert system that uses an interactive sequence of questions and answers for the
diagnosis of neurological diseases [5]. All related studies were oriented to the early
detection of the AD. Some of them are designed only to help a physician to predict
if Alzheimer is probable or not [4, 5]. Some others are designed to assist physicians
only in the early stages of the AD [2, 3]. Therefore, there is no work which supports
the AD throughout all its various phases, although relatives and family members of
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the patient are very important actors that must be taken into consideration. Their
information and observations about the patient throughout all the phases of the
disease are important for a good diagnosis and support, even in the final stage of the
disease. Moreover, the patient, who is still in the mild stage of the AD, can be
regarded as an important information source since he is aware of the difficulties in
this stage and can express and describe his state. As a consequence, aid decision
must be addressed to physicians, to the Alzheimer first stage patient and to persons
regarded as caregivers (nurses, housekeepers, spouses, family members). To support
all these kinds of users, we have proposed a new medical decision support approach
for the AD. We have called the concretization of this approach Clinical Decision
Support Expert System (CDSES) [6]. Then we made improvements to this system to
handle the problem of knowledge acquisition uncertainty. In fact, AD symptoms vary
among individuals. Hence, a decision support system could not be very cooperative
and effective in front of this variety in AD. Therefore, we have proposed a knowl‐
edge specialization process which consists on the generation of a specific knowledge
base to each enrolled patient in the system. We specialize knowledge (rules) using
three different rules bases: general rules base (GRB), phase rule base (PhRB) and
patient rules base (PaRB). In this paper we present how we can manage rules in the
three different bases.

This paper is structured as follows: in the next section, we discuss the knowledge
specialization process. Section 3 explains our new way to manage rules in expert
systems. Section 4 presents an implementation of the rule management system for the
AD. Finally, Sect. 5 concludes the paper and gives some perspectives for our future
work.

2 Knowledge Specialization Process

Many studies on AD have shown that symptoms can be expressed differently depending
on the patient [1, 7]. It is possible that a patient presents symptoms that are specific to
him: some signs may appear strongly at the beginning of the disease or, conversely, stay
very discrete even after several years. Moreover, the choice of a treatment is determined
by the severity of the illness. Hence, a system could not be effective in front of this
heterogeneity, especially in chronic progressive diseases like AD. Furthermore, the fact
that new medical advances on AD are frequent involve an exponential grow of new
knowledge [8]. Therefore, over time, the amount of rules will definitely increase too
much since they are provided in a continuous manner by domain experts. Consequently,
inference time will increase proportionally with the increase of the number of rules.
Thus, the system cannot respond quickly to calls for decision aid and then we run the
risk that the results come too late. We should then reduce the rule number, so that the
inference becomes more efficient and does not take too much time. Tools easing the
handling of such information and knowledge are needed [8]. We then propose the solu‐
tion “knowledge specialization” which means that the system must accord to each patient
a knowledge base containing only his pathological specific knowledge. Indeed, if
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knowledge is more specific, then inference will be more precise, the execution time will
be shorter and therefore the results will be better. To specialize an expert system (ES),
we must specialize its knowledge base and therefore specialize its rule base and its fact
base. For this purpose, we propose a knowledge base specialization process (cf. Fig. 1)
which is composed of three steps. In the first step, we gather all the rules gained from
experiences lived by domain experts in a general rule base (GRB). In the second step,
these rules must be classified and distributed on x bases, each base correspond to one
disease phase (PhRB). In the third step, a rule base must be generated to each patient
enrolled in the system which will be specific to him and contains rules suitable to his
pathological case (PaRB). Experts responsible for the pathological case, who are the
only actors able to assess the situation of the considered patient, must validate the rule
base of this patient. This will more ensure the use of the appropriate rules. Then, a fact
base that contains variables describing the state of the considered patient is selected for
each rule base. This fact base is fueled by a data collector module. Finally, as a result
we get a specific knowledge base for each enrolled patient. Once knowledge base is
specialized, an inference engine is paired with this last to reason about the knowledge
and gives the results. The inference is now faster and more efficient since it will run only
on the knowledge of the considered patient.

Fig. 1. Knowledge base specialization process
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Based on knowledge base specialization process, we propose an ES architecture,
which is presented in Fig. 2. The rule base in the knowledge base is composed of three
base types (GRB, PhRB and PaRB). The fact base contain patients data as many fact
bases where each base matches one enrolled patient. The fuzzy inference engine reasons
only on the rule and fact base of the selected patient.

Fig. 2. The proposed expert system architecture

3 Rule Management in CDSES

3.1 Rule Addition

As previously announced, Many studies on AD have shown that the onset of the symp‐
toms and treatments varies from one patient to another [1, 7]. A symptom may appear
in the first phase as it may appear in the second phase even with different occurrence
frequencies. With respect to treatments, for example in case of intolerance or failure to
achieve the maximum recommended doses, it is possible to substitute AChEI1 drug by
another. For moderate and moderately severe stages, Memantine2 drug may be an alter‐
native to AChEI with some patients. However, in moderate forms of the disease, its
efficacy is less well established than AChEI and its place must be discussed by the experts

1 Acetylcholinesterase Inhibitors: restore normal levels of acetylcholine (a chemical messenger
in the brain) in areas affected by the disease.

2 NMDA receptor antagonist: protect neurons from glutamate excess, a chemical messenger in
the brain that can damage nerve cells.
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[9]. Therefore, the rules based on these symptoms and treatments cannot be classified
in x bases with a crisp way. We cannot require that a rule belongs to one single base.
This means that the system must be adaptive to different cases of the disease. Hence,
we can ask how these rules will be classified with the presence of these uncertainties.

Rule addition must be done in an uncertain way. There are several logics to handle
uncertainties. Nevertheless, we choose to use two methods to add a rule. (i) The first
method is to add a rule in a fuzzy way using the fuzzy logic. We choose this logic because
it allows taking into account the linguistic typologies, and therefore all the nuances that
were created to best explain the reality. Besides, in the fuzzy logic, it is often possible
to sufficiently reduce the number of rules to allow a higher speed inference [10]. One
fuzzy rule can replace many (often very many) conventional rules [11]. This allows its
use in most developed control systems. We denote all rule added in fuzzy way by R. (ii)
If it is difficult to approach the efficiency of the rule in each phases of the disease using
membership functions, we add a rule with a weight which indicate its occurrence in a
particular base. We denote all rules added with weight by R′.

Rule Fuzzy Addition. In the first step “Generation of general rule base” of the knowl‐
edge base specialization process (cf. Fig. 1), the rules acquired from the domain experts
must be accompanied by their membership functions. Each rule must have one of the
four fuzzy membership functions (Trapezoidal Function, Triangle Function, R-function
and L-Function) [12]. We can add other functions if needed. Each membership function
represents degrees of the rule efficiency in each phase of the disease. The domain experts,
with the aid of the knowledge engineers, must try to approach the efficiency of the rule
in each phases of the disease using membership functions, which must be based on
Severity Test (ST) values. These values are divided into intervals. Each interval repre‐
sents a phase of the disease. To separate between disease phases we used Phase Discrim‐
inating Values (PDV). We call this step “Classification Fuzzification”. To better explain
our idea, let’s consider the example presented in Fig. 3. In this example, and according
to the membership function, rule Ri is efficient in bases PhRB1, PhRB2 and PhRB3, but
with different degrees of membership based on the ST values.
In the second step “Classification of rules according to phases”, the rules must be clas‐
sified according to the parameters of each membership function type and according to
different PDVs. We call this step “Fuzzy Classification”. We developed a complex
algorithm to deal with four types of membership functions: trapezoidal function, triangle
function, R-function and L-function. For example, rule Ri, presented in Fig. 4, has L-
function membership function. Then, it must be classified as follow:

a = 5, b = 25, PDV1 = 20, PDV2 = 10

∃Ri ∈ PhRB1∕0 < 𝜇(Ri∖PhRB1) <
−PDV1 + b

b − a

∃Ri ∈ PhRB2

/
−PDV1 + b

b − a
< 𝜇(Ri∖PhRB2) <

−PDV2 + b

b − a
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∃Ri ∈ PhRB3

/
−PDV2 + b

b − a
< 𝜇(Ri∖PhRB3) < 1

Now, in the third step “Generation of patient rule base”, the system must first select a
PhRB for each patient among those previously defined (x bases). The system must make
the selection based on the Severity Test (ST) and PDVs. We leave the choice of these
values to the experts, because it varies from one expert to another. Assuming that the
number of PDV is equal to n, then we must have “n + 1” PhRB. The formula is then:

∀n ∈ N; IF number of PDV = n THEN Number of PhRB = n + 1

Fig. 3. Rule Ri membership function

Therefore, when selecting the appropriate PhRB, we must apply the following
algorithm:
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Then, the system must affect a degree of membership to PaRBn for each rule in the
selected PhRB, based on the following formula:

∀Ri ∈ PhRBselected; 𝜇(Ri∖PaRBn) = F
j

i
(ST)

Where i is the index of the rule and j is the index of the membership sub-function. We
call this step “Classification Defuzzification”. In the example presented in Fig. 3, if the
ST value of the patient is equal to 19, the system must choose PhRB2 because, in this
case,PDV2 < ST < PDV1. Therefore rule Ri, belonging to PhRB2, must have a degree
of membership to the PaRBn equal to:

𝜇(Ri∖PaRBn)
=

−ST + b

b − a
=

−19 + 25
25 − 5

= 0, 3.

Weighted Rule Addition We can manually use weight to specify the rule membership
degree (weight). In this case weight is independent from the severity test ST, and adding
rule vary depending on which type of rule base used among the three types defined in
the knowledge specialization process. We present three case of weighted rule addition:

• Adding manually a rule to the general rules base: If a rule R′ is added to the general
rule base GRB with a weight WR′, then R′ must be added to all PhRB and all PaRB
with a weight WR′. So, to add a rule to all rules bases regardless of their type, the
addition must be done at the general rules base.
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∀R′ ∈ GRB∕WR′ = w; R′ ∈ all PhRB and R′ ∈ all PaRB∕WR′ = w

• Adding manually a rule to the phase rules base: If a rule R′ is added to a particular
phase rule base PhRBi with a weight WR′, then R′ must be added to all patient rules
bases PaRBij which inherited their rules from PhRBi. In this case, R′ is specific only
for patients who are in phase i of the disease.

∀R′ ∈ PhRBi∕WR′ = w; ∀PaRBij
/

PhRBi = ∫ PaRBij; R′ ∈ PaRBij
/

WR′ = w

• Adding manually rule to patient rules base: If a rule R′ is added to a particular patient
rule base PaRBj with a weight WR′, then R′ is specific only for the patient j.

3.2 Rule Removal

Removing a rule is not simple since we have used three types of rule bases. Like addition,
removal varies depending on the type of the used rule base. We present three cases of
rule removal:

• Removing a rule from the general rules base: removing a rule R or R′ from GRB
require removing it from all rules bases (PhRB and PaRB). So if we want to remove
a rule completely from the inference system we must do it from the GRB.

• Removing a rule from the phase rules base: removing a rule R or R′ from a particular
PhRBi require removing it from all PaRBij which inherited their rules from PhRBi.
This removal cannot be spread to the GRB if it contains a copy of the removed rule.

• Removing a rule from patient rules base: removing a rule R or R′ from a particular
PaRBi is restricted to this rules base. This removal cannot be spread to the GRB or
PhRB if it contains a copy of the removed rule.

3.3 Rule Modification

The rule modification is not as simple as the removal. The rule can be modified from
any rule base, but it differs from one type to another. Modifying a rule from GRB is not
like modifying it from PhRB or PaRB and it depend in how this rule is added to the rule
base in fuzzy way or added with weight. We present three cases of rule modification:

• Modifying a rule in the general rules base: to modify a rule in GRB we must know
if it is added in a fuzzy way or added with a weight. If it is a fuzzy addition, two cases
are present. (i) The first case is to modify the fuzzy parameters of the rule. This kind
of modification requires firstly a modification in all PhRBi that contains a copy of
the appropriate rule, and secondly a modification in all PaRBij that inherited their
rules from PhRBi concerned by the modification. With respect to the modification in
the PhRB, fuzzy parameters and degrees of membership intervals of the appropriate
rule must be modified. For the PaRB, the degree of membership or the weight of the
appropriate rule must be modified according to the new fuzzy parameters in the
PhRB. (ii) The second case is to modify the rule text. This kind of modification
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requires that the modification must be applied in all rules bases that contain the
concerned rule. Now, if the rule is added to GRB with a weight, rule can be modified
in text and\or weight. This modification must be spread to all rule bases that contained
the concerned rule.

• Modifying a rule in the phase rules base: Like in GRB, to modify a rule in PhRB it
is necessary to know if it is added in a fuzzy way or added with a weight. If it is a
fuzzy addition, then only modifying the rule text is allowed. If the rule is added
originally in the PhRB with weight then the rule text and/or the weight can be modi‐
fied. In two cases, modifications must be spread to all PaRB that inherited theirs rules
from the concerned PhRB.

• Modifying a rule in the patient rule base: In this case there is no need to know if the
rule is added in fuzzy way or added with weight because weight in this final step is
equivalent to degree of membership in fuzzy addition. Here, rule text and/or the
weight can be modified.

3.4 Rule Movement

Only weighted rule can be moved from one base to any other base, because rules, added
in fuzzy way, are classified and fixed with parameters and functions. Moving a weighted
rule require many modifications in related bases. We identify five cases of rule move‐
ment:

• Moving a weighted rule from GRB to PhRB: three steps must be flowed to move a
weighted rule from GRB to a particular PhRBi (cf. Fig. 4). (i) The first step is to make
a copy of the rule we want to move. (ii) Then, we need to delete the concerned rule
from GRB, all PhRB and all PaRB. (iii) Finally, rule copy must be added to the
selected PhRB in the some way we add manually a rule to PhRB (cf. Section weighted
rule addition).

• Moving a weighted rule from GRB to PaRB: like the previous case, three steps must
be flowed to move a weighted rule from GRB to a particular PaRBj. (i) The first step
is to make a copy of the rule we want to move. (ii) Then, we need to delete the
concerned rule from GRB, all PhRB and all PaRB. (iii) Finally, rule copy must be
added to the selected PaRBj.

• Moving a weighted rule from PhRB or PaRB to GRB: In this case rule must be copied
in all rule bases (GRB, all PhRB and all PaRB).

• Moving a weighted rule from PhRB to PaRB: In this case rule must be deleted from
PhRBi and from all PaRBij that inherited their rule from PhRBi except the selected
PaRB that we want to move in the rule.

• Moving a weighted rule from PaRB to PhRB: In this case rule must be copied in the
selected PhRBi and in all PaRBij that inherited their rule from PhRBi.
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Rule copy

GRB

Remove All copies from 
all rule bases

Add rule copy to

PhRBiMove rule to

Make

PaRBij

Add rule to

Fig. 4. Moving a weighted rule from GRB to PhRB

3.5 Inference Limiter

Rules are now classified in PaRB with different weights and the system must manipulate
them in a flexible manner. The system must be able to use rules with the highest weight
in a given situation and use lower weight in another situation if needed. For this purpose,
we propose to use a limiter, which allows applying inference only on the rules that have
a weight greater than a value “x”. For example, if the limiter is adjusted to 0.4, then the
system must use only rules with a weight greater than 0.4. This limiter must be adjustable
according to the posed situation. For example, if there are no results, the system can
decrease the limiter value to use rules with a lower weight, and then the system can give
results.

4 Implementation

We have implemented the rule management system for AD. We adopt that there is four
phases in AD. That’s mean we must have four PhRB and then three PDV. In this imple‐
mentation we used different software modules. Eclipse (juno version 4.2.0) was used to
build a Java software and interfaces. Jess (Java Expert System Shell) and NRC FuzzyJ
Toolkit (Fuzzy Jess) was used to create a Java program that encodes rules and fuzzy
rules. Finally, we have used xml files to store rules.

To add a new rule, user has to write it in Jess syntax and check if it doesn’t contain
an error because wrong rule cannot be added. If an error occurs, a complete description
of the error will be presented in the check text area. Then, he must choose between (i)
adding a rule in fuzzy way, by choosing one of the four membership function, and (ii)
adding a rule with weight, by choosing “No Function”. Once user hits the “Save rule”
button, rule will be saved in xml files according to all its parameters inserted in the “add
Jess rule” interface. Figure 5 presents an example of adding a rule in a fuzzy way using
a trapezoidal membership function. User must specify all membership function param‐
eters and give the three PDV which separate between phases.
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To edit a rule, user has to select the appropriate rule. Text and all parameters will be
presented in the interface to be modified. User can also change the location of the rule
by modifying the base containing the rule. Figure 6 presents an example of editing and
moving a rule stored in PhRB1. First, user must select the base from where we want to
edit or move a rule. Then, he can modify the rule text and recheck the rule syntax by
hitting the check button. If there are errors in rule syntax then the edited rule cannot be

Fig. 5. Adding rule in fuzzy way

Fig. 6. Editing and moving a weighted rule
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saved. Finally, if he wants to move the rule to another base he must select another base
where he wants to move in the rule. He can change also the rule weight if he needs to
do that. Once he hits the “edit” button all changes made in this interface will take effects
in xml files.

5 Conclusion

In this paper we proposed a rule management system for expert systems. Our new way
to store, to edit, to remove and to move rules in expert systems allows supporting all
fuzziness and uncertainty present in disease like Alzheimer. It allows better managing
medical information heterogeneity and also improving inference engine performance.
This will make inference systems more powerful and faster since it will run only on
knowledge that are specific to every patient enrolled. We have integrated our rule
management system in a medical decision support system and we have performed a
primary experiment to evaluate the inference time. This experiment shows that inference
time is reduced by 38.56 %. Moreover, reasoning becomes different especially when we
used the inference limiter. In fact, the results and recommendations differ from one
patient to another. Even for the same patient, when we decrease or increase the limiter,
the results change according to rule weight, because decreasing the limiter means using
low weight.

In our future work, we aim to experiment our new system in a real medical case to
test the feasibility of the proposed improvement. The results of these experimentations
will constitute the object of a forthcoming paper.
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Abstract. A switched system is a hybrid system that is composed of a
family of continuous-time and discrete-time subsystems with a specific
rule orchestrating the switching among the subsystems. In this paper,
switched systems are grouped into two broad categories based on the
switch strategy. They are time-driven switched systems and event-driven
switched systems, respectively. The sufficient conditions for exponentially
asymptotic stability of the above two switched systems are discussed. We
then perform both state responses and phase planes simulation of those
systems in MATLAB. The stability of the subsystems and the switched
system as a whole is further analyzed based on the simulation results.

Keywords: Switched systems · Simulation · Switch strategy · Expo-
nentially asymptotic stability

1 Introduction

In general, the most widely studied dynamic systems in the literature can be
classified into two groups: continuous and discrete switched systems [1]. But
in practice, the discrete and continuous dynamics constitute of the fundamen-
tal attribute of dynamic systems [2], such systems are called hybrid dynamic
system. Switched system is a kind of important hybrid dynamic system which
is studied from the aspects of Systematics and Cybernetics, and it is made up
by continuous-time evolving subsystems, discrete-event driven subsystems which
interact with each other and switch strategy that decides which of the subsys-
tem is active at each moment(switch strategy is also called switch rate, switch
law, switching signal etc.). A main problem of switched systems which is always
inherent in all dynamical systems is the presence of uncertainties and external
disturbances [3], the attribute of switched systems is not simple superposition
of all subsystems’. Namely, even if each subsystem is not stable, by structuring
switch strategy, it can ensure that switched systems are tended to be asymptot-
ically stable, and even if each subsystem is stable, selecting inappropriate switch
strategy, switched system may not have stability.

Switched systems can depict actual system more scientifically, and as an
international cutting-edge direction of the research of hybrid system theory, it
gets extensive attention on the field of control and computer. There are many
applications of switched systems, such as in control of mechanical systems, traffic
c© Springer International Publishing AG 2016
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management and many other practical control fields. The motivation of studying
switched systems is from the fact that many practical systems are inherently
multi-models [3], and as a special simplified model of hybrid systems, its analysis
and design method is easier to generalize to general hybrid dynamic system. So
switched system draws extensive attention on the field of control and computer.
At present, switched systems will be one of the most research directions and
strategic important topic.

1.1 Research Background of System Simulation

Simulation is the imitating for real things, and it, which is based on the theory of
similarity theory, cybernetics and computer information processing technologies,
etc., is a multi-disciplinary crossing technology in order to research real systems
by the tool of computers and physical devices to build mathematical models.
Simulation is an important scientific mean to gradually know complex systems
and an efficient mean of optimization for hybrid systems. It can help realize the
essence of systems and accurately analyze the performance of systems, it also
deepens the understanding of complex system and gains a set of system theory
which can strengthen the control of systems. At present, where there is scientific
research, there must have the support of simulation. Simulation becomes one of
the main research methods in the field of scientific research after experiment and
theory.

1.2 Introduction of Simulator

Simulator can intuitively model for the systems of realistic life and improve and
efficiency of modeling through user friendly graphical interface. Based on the the-
ory of switched systems, the simulation of systems can be implemented under the
MATLAB environment more easily and conveniently with the framework [2]. So
this article mainly simulates several types of switched systems under the design
environment of MATLAB. Based on the MATLAB simulation, it can not only
facilitate the modeling of complex systems, but also can be more understanding
of interaction of each subsystem and the nature of complex system.

1.3 Main Work of This Paper

Most of the previous papers studied dynamic systems which are classified into
continuous or discrete switched, linear or non-linear. Such as, discrete-time lin-
ear switched systems [4,5], continuous-time systems [6], and so on. And most
consider the construction of Lyapunov function to study stability of systems [7],
which is hard to get the conditions. But in this paper, we divide dynamic sys-
tems into event-driven and time-driven switched systems according to the switch
strategy. We can simply simulate the stability of all kinds switched systems and
the relationship with their subsystems. The main work of this paper as following.
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The rest of the paper is organized as follows. In Sect. 1, we describe the
related works about incentive schemes. Section 2 analyses and simulates time-
driven switched system including periodically switched systems and impulsive
switched systems. Event-driven switched system is analyzed in Sect. 3, in which
subsystems are designed based on event driven switched system of user require-
ment.

2 Stability of Time-Driven Switched System and Its
Simulation

2.1 Theory of Stability of Periodically Switched Systems

Periodically switched systems are timely carried out in accordance with the fixed
time, namely periodically switched systems have a periodic switching rule. In a
period, each subsystem switches based on the order of switch law in a fixed time.
In each period, subsystems cycle successively and switch in sequence.

In accordance with the definition of periodically switched system, we establish
the mathematical model of periodically switched systems, as the following Eq. 1:

ẋ(t) = Aσ(t)x(t)
x(t0) = x0 (1)

In which, it can be easily seen that each subsystem ẋ(t) = Aσ(t)x(t) is
active for �tk seconds within each Period [11]. If the period of periodically
switched system is T , the system matrix appears periodical satisfying AiεR

n×n

and A(t) = A(T + t), x(t)ε�n×n is state vector of switched systems and is the
right continuous piecewise constant function, σ(t) : [0,+∞] → M = 1, 2, . . . m
is switched signal, σ(t) = i means that the i-th subsystem is activated. Switch-
ing sequence is {x0; (i0, t0)(i1, t1)...(ik, tk)|ikε M, k ε N}, In which, t0 is initial
time, (ik, tk) represents that the ik-th subsystem of switched system is activated,
when tk ≤ t ≤ tk+1, and at the time of tk+1, ik-th subsystem finishes and ik-th
subsystem is activated. Therefore, in the time of [tk, tk+1], the motion trajectory
of periodically switched system (1) is determined by the ik-th subsystem. And
periodical switching sequence is

Σr = {x0; (i0, t0)(i1, t1)...(m, tm−1)
(1, T0 + T )(2, t1 + T )...(m, tm−1 + t)...
(1, t0 + lT )(2, t1 + lT )(m, tm + lT )... (2)

|T > 0, l = 0, 1, 2, 3....}
In which, switching period of periodically switched system is T = tm − t0, we
define Δtk = tk − tk−1k = 1, 2 . . . m as the running time of k-th subsystem in
each period, which is equivalent to the dwell time of each subsystem in each
period.

We know that if system matrix of a subsystem is stable, subsystem has
stability. The main results about the stability of subsystem are as following
Lemma 1.



Stability Analysis of Switched Systems 481

Lemma 1. If the system matrix Ai, i = 1, 2 . . . m of each subsystem is stable
matrix, all eigenvalues of each system matrix Ai, i = 1, 2 . . . m has negative real
part or negative real number.

Lemma 1 is suitable for each kind of switched system, including impulsive
switched system in Sect. 2.3 and designed event-driven switched system in Sect. 3.

2.2 Simulation Example of Periodically Switched Systems

Example 1. Supposed periodically switched system is

⎧
⎨

⎩

ẋ(t) = A1x(t)
ẋ(t) = A2x(t)
ẋ(t) = A3x(t)

, which

has three subsystems. The system matrix of first subsystem is A1 =⎡

⎣
−3 −1 0
−4 −3 0
0 0 −3

⎤

⎦, the system matrix of second subsystem is A2 =

⎡

⎣
0 0 −3

−2 1 0
0 −4 1

⎤

⎦,

the system matrix of third subsystem is A3 =

⎡

⎣
−2 −3 0
0 −1 0
0 3 −1

⎤

⎦, initial value of

system is x(0) = 1, y(0) = 2, z(0) = −2, and period is 6 s.

Example 2.1 of periodically switched system switches according to the switched
law in Fig. 1(a), we draw the system state response diagram in Fig. 1(b) and
phase plane diagram of switched system in Fig. 1(c). According to Lemma 1,
there exists a positive definition matrix P1 which makes system matrix A1 of

first subsystem have P−1
1 A1P1 =

⎡

⎣
−1 0 0
0 −5 0
0 0 −1

⎤

⎦, the eigenvalues of A1 are −1,

−1 and −5 which are all negative, so first subsystem is stable; there exists a
positive definition matrix P2 which makes system matrix A2 of second subsystem

have P−1
2 A2P2 =

⎡

⎣
−2.2593 0 0

0 2.1296 + 2.4673i 0
0 0 2.1296 − 2.4673i

⎤

⎦, the eigenvalues

of A2 are −2.2593, 2.1296 + 2.4673 and 2.1296 − 2.4673i which don’t all have
negative real part, so second subsystem is unstable; similarly, there exists a
positive definition matrix P3 which makes system matrix A3 of third subsystem

have P−1
3 A3P3 =

⎡

⎣
−2 0 0
0 −1 0
0 0 −1

⎤

⎦, eigenvalues A3 of are −2, −1 and −1 which

are all negative, so third subsystem has stability. We can get first and third
subsystem are stable and second subsystem is unstable in Fig. 2 which is exactly
consistent with above reasoning. Although subsystems of periodically switched
system of Example 2.1 are not all stable, but the whole periodically switched
system of Example 2.1 is tended to globally exponential stability in Fig. 1(b)
under switch law in Fig. 1(a).



482 J. Zhang et al.

1 3 5 7 9 11 13 15 17 19

time t

0

subsystem1

subsystem2

subsystem2

0 2 4 6 8 10 12 14 16

time t

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

x(t)
y(t)
z(t)

-2
2

-1

1

0

z(
t)

1 0.5

1

y(t)

0

x(t)

2

0 -0.5
-1

-1 -1.5

Fig. 1. (a) Switch law of Example 2.1; (b) state response curve of switched system;
(c) phase plane of switched system

Fig. 2. State response of subsystems. (a) State response curve of the first subsystem;
(b) state response curve of the second subsystem; (c) state response curve of the third
subsystem



Stability Analysis of Switched Systems 483

2.3 Theory and Stability of Impulsive Switched Systems

Impulsive dynamical systems are a type of hybrid systems consisting of three
elements: an impulsive law being used to determine when the impulses occur; a
continuous differential equation, which governs the continuous evolution of the
system between impulses; and a difference equation governing the way the sys-
tem states are changed at impulse times [9]. In other words, impulsive switched
system is put a pulse function or impulse switch strategy into switched system,
and the states of systems will sudden change at certain instants of switching
which will change the value of state variable of some subsystems and which
leads to switched system structure changed. Different switch law may lead to
different switched results. Within the past several years, there is an increasing
interest in the qualitative theory of impulsive switched systems. The reason is
that impulsive switched systems can model nonlinear systems which exhibit not
only impulsive dynamical behaviors but also switching phenomena [10].

Supposed there are m subsystems, we establish the mathematical model of
impulsive switched systems, as the following Eq. 3:

⎧
⎨

⎩

ẋ(t) = Aikx(t), t ε (tk, tk+1), ik + 1, 2...m, k = 1, 2, ...m
Δx(t

k
) = x+

k − x−
k = Bkx(tk), k = 1, 2...m

x+
0 = x0

(3)

In which x(t) ∈ �n is input state vector, tk is on behalf of switched state of
k-th subsystem in the moment of tk and in this moment adding a pulse control
to switched system, k = 1, 2 . . . m, t−k and t+k respectively represent a moment
before and after the moment of tk and have

x(tk) = x(t−k ) = lim
h→0+

x(tk − h)

x(tk) = x(t+k ) = lim
h→0−

x(tk − h)

Ai is the system matrix of impulsive switched system, Bi is impulsive control
matrix which is adding a pulse effect to switched system in a moment.

2.4 Simulation Example of Impulsive Switched Systems

Example 2. Supposed impulsive switched system is
{

ẋ(t) = Aikx(t)
Δx(tk) = Bkx(tk) in

which system matrix of switched system is A1 =

⎡

⎣
−7 0 −1
−9 −8 0
−8 −3 −1

⎤

⎦ and impulsive

control matrix is B1 =

⎡

⎣
−1 6 −8
0 −1 −2
0 0 −1

⎤

⎦, initial value is x(0) = [1; 0;−2].

Example 2.2 switches according to the switch law in the following Fig. 3(a). Then
using MATLAB, we can draw the system state response diagram and phase plane
diagram in Fig. 3(b) and in Fig. 3(c), respectively.
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Fig. 3. (a) Switch law of Example 2.2; (b) state response curve of switched system;
(c) phase plane of switched system
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Fig. 4. State response of subsystems. (a) State response curve of switched system
subsystem; (b) state response curve of impulsive control subsystem

Because in a moment the time of impulsive control matrix is too short, so
the time axis of switch law of Example 2.2 in Fig. 5(a) expends 50 times.

According to computing, the eigenvalues of system matrix A of example 2.3
are −9.7190, −5.9526 and −0.3284, the eigenvalues of impulsive control matrix
B are all −1 which is triple root. So all subsystems are stable. According to the
state response and phase plane curve of switched system in Figs. 4(a) and (b),
respectively. We can also see subsystem and impulsive control subsystem are
tended to globally exponential stability. And we can gain the whole impulsive
switched system is tended to globally exponential stability in Fig. 3(b) under the
switch strategy in Fig. 3(a).
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3 Stability of Event-Driven Switched System and Its
Simulation

3.1 Theory of Stability of the Designed Switched Systems

Subsystem is designed based on event driven switched system of user require-
ment, switched systems carry out based on switch strategy related to system
state, and it switches to the corresponding subsystem by judging the switching
condition based on the change of switch law at any time. Supposed there are m
subsystems, we establish the mathematical model of designed switched systems,
as the following Eq. 4:

⎧
⎨

⎩

ẋ(t) = fp(x)(x(t)) = Aix(t)
y(t) = gp(x)(x(t))
p(t+) = δp(x)(x(t), σ(t))

(4)

In which, p(x) ∈ {1, 2, 3 . . . n} is discrete state variables in actual process,
when it satisfies the switch strategy related to some system state, it switches to
a subsystem, namely it indicates logic state of first subsystem, second subsystem
etc. ẋ(t) ∈ �n presents the collection of subsystem of switched system which is a
continuous set of input state. y(t) ∈ �n is output function, δ() function depends
on piecewise constant function of state of subsystems x(t) which is discrete input.

Above all, if we need determine whether a switched system is tended to
asymptotically stable, we must examine each subsystem, if eigenvalues of sub-
system matrix are all negative, the subsystem is stable. If subsystems are not all
stable, we just need to find positive definite symmetric matrix P , if there exists
such matrix, the system is stable, otherwise the system is unstable.

3.2 Simulation Example of Designed Switched Systems

Example 3. Supposed the following event driven switched system:

dx
dt = f(x) + y

dy
dt = −x

f(x) =

⎧
⎨

⎩

−4x
−2x

−x − 3

x > 0
−1 ≤ x ≤ 0

x < −1

This switched system includes three subsystem, when switch law x > 0,

defining the first system is
dx
dt = −4x + y
dy
dt = −x

, the general solution is

{
x(t) = C1 × (2 +

√
3)e−(2+

√
3)t + C2 × (2 − √

3)e(−2+
√
3)t

y(t) = C1e−(2+
√
3)t + C2 × e(−2+

√
3)t

(5)

When switch law −1 ≤ x ≤ 0, define the second subsystem is
dx
dt = −2x + y
dy
dt = −x

,

the general solution is
{

x(t) = (C1 + C2 × (t − 1))e−t

y(t) = (C1 + C2 × t)e−t (6)
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When switch law x < −1, defining third subsystem is
dx
dt = −x−3
dy
dt = −x

, the gen-

eral solution is
⎧
⎪⎨

⎪⎩

x(t) = 1
2C1 × e− 1

2 t(sin(
√
3
2 t) − √

3 cos(
√
3
2 t))

+ 1
2C2 × e− 1

2 t(
√

3 sin(
√
3
2 t) + cos(

√
3
2 t))

y(t) = C1 × e− 1
2 t cos(

√
3
2 t) + C2 × e− 1

2 t sin(
√
3
2 t) + 3

(7)

According to the general solution in Eqs. 5–7, when t → ∞, x(t), y(t) are
all tended to 0. Therefore, when t → ∞, three subsystems of Example 3.1 are
all tended to globally exponential stability. Supposed initial value is x(0) =
−1, y(0) = 1 and the value of t is from 0 to 100. Switch law of Example 3.1 is
only related to the state of system, and it switches according to switch law in
Fig. 5(a). Using MATLAB, we can draw the system state response and phase
plane diagram in Figs. 5(b) and (c).

According to state response and phase plane curve of subsystems in Fig. 6, we
can see that first and second subsystem are all tended to stability in Fig. 6(a) and
in Fig. 6(b), third subsystem is unstable in Fig. 6(c), but the whole switched sys-
tem is tended to globally exponential stability under the switch law in Fig. 5(c).
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Fig. 5. (a) Switch law of Example 2.2; (b) state response curve of switched system;
(c) phase plane of switched system
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Fig. 6. State response of subsystems. (a) State response curve of the first subsystem;
(b) state response curve of the second subsystem; (c) state response curve of the third
subsystem

4 Conclusions

The article mainly expounds several kinds of switched system and their back-
ground, meaning and purpose of system simulation, establish mathematical
model of each kind of switched system and analyzes stability of periodically
switched system, impulsive switched system and designed event driven switched
system whose switch strategy is related to the state of subsystem. Simulta-
neously, using MATLAB simulation software, we simulate and program those
switched system and analyzes their stability from the whole switched system
and their subsystems to study their relationship.

Stability is the basic condition of running a system, and is a challenging
issue in the study of switched system [8]. So if you want to study the evolution
process of a system, you must study the stable condition of system running.
At present, many problems of switched systems still have miraculous differences
and arguments in the academic which include the uncertainty and emergent of
hybrid system, and there have no necessary and sufficient conditions to prove
the stability of one switched system. So now, switched systems, scientific theories
about simulation and method systems need to be further thought and developed
in order to better apply to reality and solve more problems in more field of
reality.
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Abstract. Recommender Systems based on collaborative filtering could
provide users with accurate recommendation. However, sometimes due
to data sparsity and cold start of the input ratings matrix, this method
could not find similar users accurately. In the past, researchers used
implicit trust weight instead of the similarity weight to find similar users,
to improve the quality of recommendation [17]. And they often ignore the
role of explicit trust in the process of finding similar users. Therefore,
in this paper, we explore the calculation of implicit trust and explicit
trust. Then according to their role in the recommendation system, we
propose a method that combined trust and similarity to get a better rec-
ommendation. At last, by experimenting on FilmTrust [5] data set which
has the explicit trust matrix, the result showed that the method we pro-
posed significantly improve the quality of recommendation, in addition,
implicit trust and explicit trust have a positive effect on the quality of
the results of recommendation.

Keywords: Recommender system · Collaborative filtering · Implicit
trust · Explicit trust

1 Introduction

Collaborative filtering is one of the most successful method in the recommen-
dation field. In 1990s, researchers began to pay attention on this field, and col-
laborative filtering also has promoted the development of the whole research of
personalized recommendation. In 1992, Goldberg et al. was the first to apply
collaborative filtering to the recommendation system, and collaborative filtering
became the first algorithm in recommendation field. In the early twenty-first
Century, the world’s top researchers organized the first meeting of the Recom-
mender System ACM in the field of personalized recommendation. After that,
the field of recommendation system has been greatly developed. Until now, both
in academic research and commercial application, personalized recommendation
have been made many achievements, and are changing people’s habit to make
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 489–500, 2016.
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people easily find the useful information for them in the age of information
explosion.

However, there are still some problems such as data sparsity and cold start
in the traditional collaborative filtering technology, which has seriously caused
some negative influences on the quality of the results of recommendation. In the
following research work, in order to improve the quality of recommendation, the
researchers proposed many solutions, such as reducing the dimension of rating
matrix [20], adding social relation in matrix operation [9], combining the item
similarity and user similarity to find similar users. Recently, researchers have
started to introduce machine learning and deep learning to recommendation
system and some of them have got better results [18,21], but these methods
are not mature, most of these methods cost a lot. Now take these problems
from another point of view, we have considered the influence of interpersonal
relationships on the recommendation system.

In our life, people often take the advice of friends who is trusted when they
make decisions. Through these suggestions, the correctness of the decision will
be greatly improved [1]. So in the Internet age, this relationship has become par-
ticularly important. In the traditional recommendation system, it often ignores
the relationship, and the user is divided into a separate individual to consider.
Therefore, no matter how we improve the recommendation, we cannot solve the
actual problem of recommendation. Application of trust network among users
in recommendation system, on the one hand can be combined with the users
own characteristics and their neighbors and better mining user preferences and
interest information [13], improve the quality of the recommendation system.
On the other hand, through the analysis of the trust network can provide addi-
tional information, such as trust propagation, we can alleviate the problem of
data sparsity and cold start problems in traditional recommendation system in
a certain extent. So it is very necessary to study the trust network among the
recommender systems.

At present, in the research of the application of trust network in the recom-
mendation system, the explicit trust and the implicit trust are separately studied.
The explicit trust is often used in collaborative filtering of matrix factorization
[8,12,14]. And on the contrary, the implicit trust is used in collaborative filtering
based on user [19]. In fact, the combination of the above two kinds of trust on
the recommendation system also has an important significance, and it can better
improve the quality of the recommendation.

In this paper, in order to solve the problem of data sparsity and cold start,
we introduce a more abundant trust network included implicit trust and explicit
trust to the recommendation system. We combine user similarity and trust as the
new weight to find similar users and to recommend. Through several sets of con-
trol experiments, we found that either explicit or implicit trust could improve the
recommendation results. And this proved the validity of trust network. Before the
combination, we firstly discussed the calculation of implicit trust. Then because
the trust is propagable, the method of trust propagation are developed. After
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having more abundant social relations, we can find the similar users accurately
and get more accurate rating prediction, and this model named TPKNN.

2 Related Work

In order to attain the information which is useful for us efficiently, the rec-
ommendation system is widely applied to recommend films, books and songs.
Collaborative filtering is one of the most successful technologies that has been
applied in recommendation field. It gets huge success in both e-commerce and
radio website applications. There are two kinds of collaborative filtering, the
recommendation method based on items and based on users. The collaborative
filtering based on items generated in mathematical statistics and the collabo-
rative filtering based on users came from habits of people, the latter is more
explanatory.

Collaborative filtering based on users is one of the earliest proposed collab-
orative filtering method, and it has been recognized in various industry recom-
mendations. The core of collaborative filtering is mining the relationship between
users, between items and between user and item. From these historical data, we
can find the users potential behavior rules and recommend new items to users.
And this is exactly using the shopping habits of people. K nearest neighbor
model is a typical representative of collaborative filtering, and its working prin-
ciple is using historical data to find k neighbors who is the most similar to the
target user, then use the neighbor set to predict the target user’s preference for
the item. This approach does not feature extraction for the users or items, so
this method is suitable for the item which is not structured.

In 1996, for the first time, M. Blaze et al. proposed the concept of trust
management in their study [2]. However their purpose is to solve the security
problem of Internet service. After the application, the concept of trust was born
and many researchers began to put the trust management mechanism apply to
recommendation systems. Trust management mechanism in the application of
recommendation method is becoming more and more mature after the formula-
tion of the calculation and propagation of trust. Although there is no uniform
method to get trust network, researchers are still finding a better method.

Paolo Massa et al. discussed the propagation mode of explicit trust [15], and
John O’Donovan et al. proposed the calculation method of implicit trust [16].
Yang Bo et al. in the collaborative filtering based on matrix factorization dis-
cussed the relationship between trustee and truster in the recommendation, and
gived a method to combine the front two [22], and Soude et al., in the matrix fac-
torization, compared the difference to the result of recommendation between the
explicit trust and the implicit trust [3]. Khosravani compared the different trust
recommender models in collaborative filtering recommendation [11]. Recently,
Zheng Yaoyao et al. had put the distrust into trust networks to form a new
trust model [23]. And this model improved the quality of recommendation for
the dataset which has the relationship of distrust. So in this paper, we proposed
a new networks combined explicit trust and implicit on these basis to get better
results of recommendation.
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3 TPKNN: A Model Combined with Similarity and Trust

3.1 Basic Steps of Collaborative Filtering

The collaborative filtering based users is a method which is recommended by the
rating similarity, is also the first proposed and widely used in the commercial
recommendation system. The collaborative filtering based users need find the
similar users firstly, then generates the rating prediction by the set of similar
users. And the general process includes getting user similarity matrix, finding K
neighbors and prediction [4].

Getting User Similarity Matrix

This step is mainly for data preprocessing. Firstly, user similarity refers to the
degree of similarity between the two users in the evaluation of the item, and it
is standard to select the neighbors. The original input data is rating matrix, and
the column vector and row vector of the matrix represent the set of users who
rates the item and the set of items which rated by the user, respectively. So we
can use the method of calculating the similarity between the vectors to express
the similarity between the users and the users.

At present, the score similarity calculation method can be divided into the
following three categories Cosine Similarity, Adjusted Cosine Similarity, Pearson
Correlation Coefficient [1]. Cosine Similarity is the most basic and simple method
to get the rating similarity, which is expressed by the cosine of the angle between
the two vectors. However, it doesn’t take into account the different rating criteria
from all kinds of users. So Adjusted Cosine Similarity takes a way to eliminate
this difference, and Pearson Correlation Coefficient further optimizes the method
of calculating the similarity between users. In order to get more accurate results,
we use the Pearson Correlation Coefficient to get the user similarity matrix, the
formula is as follows:

sim(i, j) =

∑
t∈KR

i ∩KR
j
(rit − r̄i) • (rjt − r̄j)

√∑
t∈KR

i
(rit − r̄i)2 •

√∑
t∈KR

j
(rjt − r̄j)2

(1)

where KR
i and KR

j denote the set of items which rated by user i and user j,
respectively, r̄i and r̄j denote the mean rating of user i and user j, respectively.

Finding K Neighbors

The K nearest neighbors of user is a set of K users who have the highest similarity
with the target users. And they have similar interests with the target users.
Although it is the easiest step, the selection of neighbors will also affect the
quality of the recommended results. For the user u, we first get the similarity
between user u and other users, and then sorted from largest to smallest, finally
select the front K users as the neighbor users. The number of nearest neighbor
K determines the recommended range of changes. Whether the K value is too
large or too small, the accuracy of the recommendation will not be guaranteed.
So in this paper, we will take several groups of experiments to observe the effect
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of different K on the recommended result, and the number of K is 5, 10, 20, 30,
40, 50.

Prediction

Prediction would get the recommended result. After the user similarity matrix
and neighbor users are obtained, we can predict the rating for users. Similar
to the method of calculating the similarity, we also need take into account the
different rating criteria from all kinds of users. And the formula is as follows:

r̂ui = r̄u +

∑
v∈Tu∩KR

i
sim(u, v) • (rvi − r̄v)

∑
v∈Tu∩KR

i
sim(u, v)

(2)

where sim(u, v) denotes the similarity between user u and user v, Tu denotes
the neighbor users of user u, r̄u and r̄v denote the mean rating of user u and
user v, respectively.

This recommendation method is widely applied in all kinds of fields because
it is easy to interpret and it has better accuracy, we called it PKNN. However,
data sparsity and cold start problems still exist, so in the following section, we
introduce trust network to the collaborative filtering to solve these problems.

3.2 Trust Network

Trust network is a complex network composed of interpersonal relationships.
From the way of acquisition, it is divided into explicit trust and implicit trust.
Explicit trust can be obtained directly from the dataset, and it comes from the
mutual evaluation between users. The value of explicit trust is generally 0 or 1,
and 0 and 1 represent distrust and trust respectively, so when combined with
the similarity we need a weight to change the explicit trust between 0 and 1.

However, up to now, the trust network is very sparse, so we need add implicit
trust to supplement. Implicit trust is derived from the users historical rating
matrix [7], and it can also mining the hidden trust relationship between users
[16]. Since the correctness of the recommendation has indicated the difference
of user preferences, the accuracy of the recommendation can be used as the
standard to calculate the implicit trust between two users. When calculating the
implicit trust of the user u and the user v, we put the user v as a single neighbor
of the user u, then we use the formula (2) to calculate the prediction rating of
user u on the item i, set r̂ui. And we use Correct(i) to denote the set of items
which is correct prediction, the formula is as follows:

Correct(i) = {i||̂rui − rui| < e} (3)

where rui denotes the real rating to item i from user u, e is a fixed value that
represents the range of allowable errors.

Let the Total(i) denotes the total number of items which have been predicted,
and the formula for calculating the implicit trust between user u and user v is
as follows:

trust(u, v) =
count(Correct(i))

Total(i)
(4)
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We can get the implicit trust matrix by this method easily. In this formula,
count(Correct(i)) is always less than Total(i), in other word, the molecular is
always less than the denominator, so the range of the implicit trust value is
between 0 and 1, which is convenient to combine with the similarity.

However, the above method to calculate the trust network is not enough,
the trust network is still sparse. To avoid the problem, we introduce the method
of trust propagation to the trust network [6]. Moreover, the method of explicit
trust propagation and implicit trust propagation is different.

In the process, we use R(m,n) to show the path between the node m and
node n, that is the path of trust. And NR(m,n) indicates that the number of
nodes on the path. In the method of explicit trust propagation, let d denotes the
maximum propagation distance, and the formula is as follows:

DTR(m,n) = (d − NR(m,n))/d (5)

In the method of implicit trust propagation, there are two rules to calculate
the indirect trust.

Rule 1: There is only one shortest path in the paths of node m to node n, the
formula is as follows:

DTR(m,n) = trust(m,a1) × trust(a1, a2) × . . . × trust(ak, n) (6)

where ai denotes the node in the path of trust.

Rule 2: There are more than one shortest path in the paths of node m to node
n, the formula is as follows:

DTR(m,n) =
∑k

i DTRi

k
(7)

where DTRi
is got by the Rule 1.

At the last, because the attenuation of the trust propagation we set the max-
imum propagation distance d to 4 in our research. And this not only increases
the speed of calculation but also does not reduce the accuracy of the recommen-
dation.

3.3 The New Weight

According to the above method, we can get the new trust network, then combine
trust and similarity to get a new weight for finding the neighbor users and
predicting. When we combine one trust and similarity, the formula of the new
weight is as follows:

W (u, v) = sim(u, v) ∗ (1 − α) + trust(u, v) ∗ α (8)

where the trust(u, v) denotes the explicit trust or implicit trust, α denotes the
weight of the explicit or implicit trust. And when we combine two trust and
similarity, the formula of the new weight is as follows:

W (u, v) = sim(u, v) ∗ (1 − α − β) + etrust(u, v) ∗ α + mtrust(u, v) ∗ β (9)
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where etrust(u, v) denotes the explicit trust, mtrust(u, v) denotes the implicit
trust, α denotes the weight of explicit trust, β denotes the weight of implicit
trust.

After get the new weight, we can replace user similarity with the new weight,
and the new formula of prediction is as follows:

r̂ui = r̄u +

∑
v∈Tu∩KR

i
W (u, v) • (rvi − r̄v)

∑
v∈Tu∩KR

i
W (u, v)

(10)

where W (u, v) denotes the new weight got from the above.
In this section, we first introduced the steps of collaborative filtering, and then

introduced the trust network in detail and the calculation of getting explicit trust
and implicit trust, finally get a new weight combined similarity and trust and
put the new weight to the formula of prediction to get the final recommendation
results. The above is the steps of TPKNN to recommend, and next we will
experiment to verify the validity of this method.

4 Experiments and Validations

4.1 Description of Dataset

The dataset used in our experiments is from the FilmTrust website which uses
trust in web-based social networks to create predictive movie recommendations.
The FilmTrust dataset is a small dataset crawled from the entire FilmTrust
website in June, 2011 [5]. And the date contains rating matrix and trust matrix,
so we can get the explicit trust easily. In FilmTrust dataset, the range of rating
id between 0.5 and 4, the value of explicit trust matrix is 0 or 1, representing
the distrust or trust relationship, respectively. This dataset contains 1642 users
and 2071 items, the total number of ratings is 35497 and the total number of
trust is 1853. So the dataset is very sparse, and its density is 1.04 % and 0.069 %
in terms of ratings and trust relations, respectively.

4.2 Experimental Setup

Evaluate metrics. In the experiment, we use the classical evaluation metrics
to test the prediction quality of the proposed model, which is the mean absolute
error (MAE) and the root mean square error (RMSE) [10].

The formula of MAE is as follows:

MAE =

∑
i,j |Ri,j − R̂i,j |

N
(11)

where Ri,j represents the rating user i gives to item j, R̂i,j denotes the rating
user i gives to item j, and N is number of test dataset.
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The formula of RMSE is as follows:

RMSE =

√∑
i,j((Ri,j) − R̂i,j)2

N
(12)

where Ri,j represents the rating user i gives to item j, R̂i,j denotes the rating
user i gives to item j, and N is number of test dataset.

Comparison Methods. In order to comparatively evaluate the performance of
our proposed methods, we compare the following four methods, and the existing
method is traditional recommender method which only use the user similarity.
And the details are as follows:

PKNN: the traditional collaborative filtering recommendation which using
Pearson Correlation Coefficient to get the user similarity matrix and set the
user similarity as the weight for finding k neighbors and predicting [1].

ETPKNN: proposed in this paper which combined the user similarity and
explicit trust as the new weight for finding k neighbors and predicting.

MTPKNN: proposed in this paper which combined the user similarity and
implicit trust as the new weight for finding k neighbors and predicting.

TPKNN: proposed in this paper which combined the user similarity and all
trust as the new weight for finding k neighbors and predicting.

Cross-Validation. In the model training and rating testing, we used cross vali-
dation to process the data set. In simple terms, cross validation divides the data
set into k parts, and then selects the (a) parts as a training set, and the rest
(K-a) parts as a test set. Because the FilmTrust data set is sparse, we use a
5-fold cross-validation. In each time we randomly divide the data into 5 parts,
then select 1 part as the test set and the rest 4 parts as the training set. That
is to say, there are 80% of the data for the training set, 20% of the data for the
test set. We make a total of 5 times tests, and take the mean as the final result.

4.3 Results

In Eqs. 8 and 9, it can be seen that the weight of trust α and β is very important
for recommendation, since it shows the proportion of user similarity, explicit
trust and implicit trust, and only when we find the best value of α and β,
we can get the best comparison results. So before comparing these models, we
need first determine the optimal weight of trust. According to the experimental
results, we first plot the change of MAE according to the weight of explicit and
implicit trust, as shown in Fig. 1, where the number of neighbor is set to 20.
And we can find that when the weight of explicit trust is 0.2 and the weight
of implicit trust is 0.3, the MAE is minimum, which means the performance of
recommendation is the best at that time.

So in the ETPKNN model, we set the weight to 0.2 and the weight set to 0.3
in the MTPKNN model. Similar to the above experiment, the weight of explicit
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Fig. 1. Impact of weight

Fig. 2. The comparison of recommendation performance

trust and implicit trust are both set to 0.18 in the TPKNN model. We could
find that the weight of user similarity is the highest no matter which model is,
and the weight of implicit trust is higher than explicit trust in single model.

By comparing the performance of ETPKNN, MTPKNN and PKNN to verify
the effectiveness of the trust network in the recommendation. The experimen-
tal results are shown in Fig. 2. It shows that the performance of ETPKNN and
MTPKNN is better than PKNN, so it proves that our theory about trust network
and the propagation trust is reasonable, and this combination can improve the
accuracy of the recommendation. But on the other hand, although the perfor-
mance of ETPKNN does not improve much, it costs the same time as PKNN. On
the contrary, the model of MTPKNN improves the accuracy of recommendation
obviously, but it needs a lot of time to calculate the implicit trust.
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Table 1. Comparison result against baselines in term of MAE and RMSE

The number of neighbor Measure PKNN MTPKNN ETPKNN TPKNN

5 MAE 0.672 0.659 0.665 0.653

RMSE 0.877 0.865 0.877 0.863

10 MAE 0.66 0.649 0.652 0.646

RMSE 0.863 0.853 0.861 0.854

20 MAE 0.642 0.636 0.636 0.632

RMSE 0.843 0.835 0.842 0.836

30 MAE 0.636 0.627 0.629 0.624

RMSE 0.836 0.823 0.832 0.824

40 MAE 0.632 0.623 0.624 0.62

RMSE 0.831 0.818 0.827 0.82

50 MAE 0.63 0.62 0.622 0.617

RMSE 0.828 0.815 0.825 0.817

After verifying the validity of the trust network, we do another experiment to
verify the performance of the TPKNN model and the results are shown in Table 1.
We can find that the TPKNN performs the best of all, no matter how much the
number of neighbors. On one hand, the more neighbors there are, the better the
quality of the recommendation is. Until the number of neighbors increased to
40, the change of MAE is not obvious, which indicates that the recommended
model has contained almost users who can be trusted, the increase of neighbors
would not improve the accuracy of the recommendation. On the other hand,
the MAE of TPKNN with 5 neighbors is less than the MAE of PKNN with 10
neighbors. However, the time of PKNN is the sum of the time of the ETPKNN
and MTPKNN, so when TPKNN obtains more accurate results, it sacrifices
other resources at the same time.

5 Conclusion

In this paper, we proposed a model combined user similarity and the trust net-
works which combined explicit trust and implicit trust. In the model, we not
only use the user-item rating matrix, but also use the user-user trust matrix to
get social relations. The experiment on Filmtrust dataset shows that the model
we proposed model performs better compared with traditional method, so the
validity of trust network is proved. The model also confirmed the validity of the
way to get explicit trust and implicit trust, and the possibility of combination
between user similarity and trust. So it could be a direction of the future study.

The model proposed in this paper showed the superiority in experiment, but
it’s definitely not the best. So in the future work, there are still several challenges
for the researchers. Firstly, making the way of trust propagation more reasonable
would make the trust network more abundant, then the recommendation result
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would be more accurate. Secondly, the way of combination between user simi-
larity and trust could be more complex instead of a simple linear combination.
Whats more, the success of the TPKNNN model would encourage more people
to explore the calculation of trust networks.
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Abstract. In this paper, we propose an additional application area of
the subset space semantics of modal logic in terms of cooperating agents.
While the original conception reflects both the knowledge acquisition
process and the accompanying topological effect for a single agent, we
show how a slight extension of that system can be utilized for modeling
agents which, in a strict sense, cooperate for knowledge. In so doing, the
agents will come in by means of so-called effort functions. These functions
shall represent those of the agents’ actions which are targeted at more
knowledge of the whole group. Our investigations result in a particular
multi-agent version of the well-known logic of subset spaces, which allows
us to reason about qualitative aspects of cooperation like the dominance
of a joint commitment over any individual effort. On the technical side,
a soundness and completeness theorem for one of the logics arising from
that will be proved.

Keywords: Reasoning about knowledge · Subset space semantics ·
Cooperating agents · Effort functions · Completeness

1 Introduction

The title of this paper contrasts with that of our contribution to the previous
edition of KSEM in an obvious manner; see [12]. The research into the present
object of study has, in fact, developed from a corresponding discussion at that
meeting. The point here is that the suitability of the subset space semantics
of modal logic for describing the joint knowledge of cooperating agents shall be
examined.

Thus, we are concerned with the topic of reasoning about knowledge. The
classic textbooks [6,16] give detailed information about the foundational con-
cepts underlying this nowadays huge field of research. Accordingly, a binary
accessibility relation RA connecting possible worlds or conceivable states of the
world, is associated with every instance A of a given finite group G of agents.
The knowledge of A is then defined through the set of all formulas being valid at
every state the agent considers possible at the actual one. This widespread and
well-established way of thinking is complemented by Moss and Parikh’s bi-modal
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logic of subset spaces, LSS (see [4,17], or Chap. 6 of [1]), of which the basic idea
is reported in the following since our proceeding is based on it.

The epistemic state of an agent in question, i.e., the set of all those states
that cannot be distinguished by what the agent topically knows, can be viewed
as a neighborhood U of the actual state x of the world. The formulas of the
language for LSS are then interpreted with respect to the resulting pairs x,U
called neighborhood situations. Thus, both the set of all states and the set of all
epistemic states constitute the relevant semantic domains as particular subset
structures. The two modalities involved, K and �, quantify over all elements of U
and ‘downward’ over all neighborhoods contained in U , respectively. This means
that K captures the notion of knowledge as usual (see [6] or [16] again), and �
reflects a kind of effort to acquire knowledge since gaining knowledge goes hand
in hand with a shrinkage of the epistemic state. In fact, knowledge acquisition
is this way reminiscent of a topological procedure so that it is natural to ask for
the actual topological significance of LSS (which, of course, has already been
done; see, e.g., [7]). For some of the more recent developments pertaining to the
topological and, respectively, the epistemic content of the logic of subset spaces,
see [2,5,14,19].

In the paper [11], an attempt was made to obtain an appropriate multi-
agent version of LSS. The key idea behind that approach is to incorporate the
agents in terms of additional modalities. This leads to an essential modification
of the logic (namely to a hybridization in the spirit of [3], Sect. 7.3), while the
original semantics basically remains unchanged. The ‘right’ generalization of
LSS to multiple agents has then been found by Wáng and Ågotnes; see [18].
Their partition semantics, however, assigns sets of sets of subsets to the agents,
complicating the handling of the system considerably. Thus, one might still ask
how far-reaching the ‘naive’ subset space semantics for multiple agents is. In
this paper, we argue that the effect of agents being exclusively geared to group
knowledge can satisfactorily be embodied on that basis.

In doing so, we follow a two-faced principle. The neighborhood components of
any subset space are as of now (and here for the first time) viewed as knowledge
states of the given group G of agents on the one hand, on the other hand, the
agents are represented by the actions they are able to perform at any state;
moreover, these actions are of such a nature that no decrease of the knowledge
of G can result.1 In other words, only (the improvement in) group knowledge is
of interest to us and the individual knowledge of the agents is neglected here. In
this way, the semantic problems with the latter can be avoided and a multi-agent
logic of subset spaces can nevertheless still be brought about for an interesting
special case.

Let us give a bit more precision to these ideas. In usual epistemic logic, the
knowledge of a group of agents is differentiated into at least three kinds: every-
one’s knowledge, common knowledge, and (implicit or) distributed knowledge;
see [6], Sect. 2.2. Each of these notions relies on the individual knowledge of the
agents. As opposed to this, we take up the following position. We let the LSS-

1 This is in accordance with the general setting in the context of subset spaces.
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operator K become a modality for group knowledge, no matter whether its rela-

tion equals the union
⋃

A∈G

RA, the reflexive and transitive closure
(

⋃

A∈G

RA

)∗
, or

the intersection
⋂

A∈G

RA of the individual relations (as related to the above cases),

or something like that. Thus, we see it as less important how the interpretation
of K has recourse to the relations for the individual agents. This ‘coarsening of
information’, which is typical of LSS to a certain extent, is here justified since
cooperation is the center of attention. To put it the other way round, it is only
the group that counts. Several application examples relating to this immediately
come into mind when thinking about that (e.g., joint product development). – We
confine ourselves to such scenarios in this paper.

As indicated above, the idea of cooperation for group knowledge is realized
by certain actions, which will formally be captured by agent-specific functions
shrinking neighborhood situations. Since the latter requirement reminds one of
the effect of the �-operator from above,2 the term effort functions is used for
them. And the fact that the set of all group knowledge states correspondingly
decreases shows that the idea in question is adequately reflected by this means.
In the logic, the effort functions will be appear as additional modalities.

Several examples of what can be expressed in the language resulting from this
outline eventually will be given in Sect. 3. Both the concept of agent cooperation
we have in mind and its distinction from a knowledge-competitive behavior of
the agents as considered in the paper [12], are discussed in more detail there,
too. However, that section primarily contains the formal design of our approach.

As a whole, this paper is organized as follows. In the next section, we recapit-
ulate the language and the logic of subset spaces for single agents, for prepara-
tory reasons. The content of Sect. 3 has just been mentioned. Section 4 contains
the main technical contribution of this paper: the completeness of a new logic
is proved there, which will deliberately be chosen from the system properties
introduced in Sect. 3. In the final Sect. 5, we summarize, discuss some related
issues, and point to a couple of topics for a future research.

Concerning the basic facts from modal logic needed here, the reader is referred
to the standard textbook [3].

2 The Basic System

In this section, the starting point of our investigation is clarified on a technical
level. To this end, the language for single-agent subset spaces, L, is determined
first. And second, the most important meta-results on the corresponding logic
are recalled.

To begin with, we define the syntax of L. Let Prop = {p, q, . . . } be a denu-
merably infinite set of symbols called proposition variables, which shall represent
the basic facts about the states of the world. Then, the set SF of all subset for-
mulas over Prop is defined by the rule α ::= � | p | ¬α | α ∧ α | Kα | �α.

2 The part this operator plays in the novel system will become apparent later.
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The missing boolean connectives are treated as abbreviations, as needed. The
operators that are dual to K and � are denoted by L and ♦, respectively. In view
of our description in the previous section, K is called the knowledge operator and
� the effort operator.

We now fix the semantics of L. For a start, we single out the relevant domains.
We let P(X) designate the powerset of a given set X.

Definition 1 (Semantic Domains).

1. Let X be a non-empty set (of states) and O ⊆ P(X) a set of subsets of X.
Then, the pair S = (X,O) is called a subset frame.

2. Let S = (X,O) be a subset frame. The set NS := {(x,U) | x ∈ U and U ∈ O}
is then called the set of neighborhood situations of S.

3. Let S = (X,O) be a subset frame. Under an S-valuation we understand a
mapping V : Prop → P(X).

4. Let S = (X,O) be a subset frame and V an S-valuation. Then, M :=
(X,O, V ) is called a subset space (based on S).

Note that neighborhood situations denominate the semantic atoms of the bi-
modal language L. The first component of such a situation indicates the actual
state of the world, while the second reflects the uncertainty of the agent in
question about it. Furthermore, Definition 1.3 shows that values of proposition
variables depend on states only, which is in line with the common practice in
epistemic logic; see again [6].

For a given subset space M, the relation of satisfaction, |=M , is now defined
between neighborhood situations of the underlying frame and formulas from SF.
The notion of validity of formulas in subset spaces is then based on that. In the
following, neighborhood situations are often written without parentheses.

Definition 2 (Satisfaction and Validity). Let S = (X,O) be a subset frame.

1. Let M = (X,O, V ) be a subset space based on S, and let x,U ∈ NS be a
neighborhood situation of S. Then

x,U |=M � is always true
x, U |=M p : ⇐⇒ x ∈ V (p)
x,U |=M ¬α : ⇐⇒ x,U 	|=M α
x,U |=M α ∧ β : ⇐⇒ x,U |=M α and x, U |=M β
x,U |=M Kα : ⇐⇒ ∀ y ∈ U : y, U |=M α
x,U |=M �α : ⇐⇒ ∀U ′ ∈ O : [x ∈ U ′ ⊆ U ⇒ x,U ′ |=M α] ,

where p ∈ Prop and α, β ∈ SF. In case x,U |=M α is true we say that α holds
in M at the neighborhood situation x,U.

2. Let M = (X,O, V ) be a subset space based on S. A subset formula α is called
valid in M iff it holds in M at every neighborhood situation of S.

Note that the idea of knowledge and effort described in the introduction is
made precise by Item 1 of this definition. In particular, knowledge is also here
defined as validity at all states that are indistinguishable to the agent.
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The next subject to be discussed is the logic of subset spaces, LSS. The
subsequent axiomatization from [4], together with the standard modal proof
rules, was proved to be sound and complete for subset spaces in Sect. 1.2 and,
respectively, Sect. 2.2 there.

1. All instances of propositional tautologies
2. K(α → β) → (Kα → Kβ)
3. Kα → (α ∧ KKα)
4. Lα → KLα
5. (p → �p) ∧ (♦p → p)
6. � (α → β) → (�α → �β)
7. �α → (α ∧ ��α)
8. K�α → �Kα,

where p ∈ Prop and α, β ∈ SF.
The last schema is by far the most interesting one, as it displays the inter-

relation between knowledge and effort. The members of this schema are called
the Cross Axioms (for K and �) since [17].

Note that the axioms involving only proposition variables comply with the
above remark on the third item of Definition 1. It ensues from these axioms that
L can, in essence, only speak about the ongoing modification of knowledge (and,
e.g., not about states changing over time).

Towards the final point in this section, let us take a brief look at the effect of
the axioms from the above list within the relational framework of common modal
logic. For this purpose, we consider bi-modal Kripke models M = (W,R,R′, V )
satisfying the following four properties:

– the accessibility relation R of M belonging to the knowledge operator K is an
equivalence,

– the accessibility relation R′ of M belonging to the effort operator � is reflexive
and transitive,

– the composite relation R′ ◦ R is contained in R ◦ R′ (which is usually called
the cross property of R,R′), and

– the valuation V of M is constant along every R′-path, for all proposition
variables.

Such structures are called cross axiom models in the literature. It can be verified
without much difficulty that LSS is also sound and complete with respect to the
class of all cross axiom models, which was utilized for proving the decidability of
LSS in [4], Sect. 2.3. This approach will play an important part in our discussion
in Sect. 5 as well.

3 Subset Spaces for Cooperating Agents

Before we discuss some interesting attributes of cooperation, the formalism from
the previous section will first be extended to the case of n agents, where 2 ≤ n ∈
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N. We again start with the logical language, containing n additional operators
C1, . . . ,Cn as of now. Thus, the set nSF of all n-subset formulas over Prop is
defined by the rule α ::= � | p | ¬α | α ∧ α | Kα | �α | C1α | · · · | Cnα.
Obviously, SF is a subset of nSF. For i = 1, . . . , n, the modality Ci is called
the cooperation operator associated with agent i. The syntactic conventions from
Sect. 2 apply correspondingly here. However, there is no need to consider the
dual to Ci separately since Ci turns out to be a functional modality, thus being
self-dual.

The additional semantic features are covered by the following definition, in
particular.

Definition 3 (Subset Structures for Cooperating Agents). Let n ∈ N be
fixed as above, and let S = (X,O) be a subset frame.

1. For every agent i ∈ {1, . . . , n}, let fi : X × O → O be a partial function
satisfying the following two conditions for all x ∈ X and U ∈ O.
(a) The value fi(x,U) exists iff x ∈ U , and
(b) fi is contracting, i.e., if fi(x,U) exists, then x ∈ fi(x,U) ⊆ U .
Then, the triple

S = (X,O, {fi}1≤i≤n)

is called a subset frame for n cooperating agents (or an n-ca-subset frame
for short), and the mapping fi is called the effort function for agent i.

2. The notions of neighborhood situation, S-valuation and subset space for
n cooperating agents (n-ca-subset space) are completely analogous to those
introduced in Definition 1.

Some comments on this definition seem to be appropriate. For a start, it is
obviously guaranteed through the contraction requirement that the basic idea of
the subset space semantics, as described in the introduction and made precise
in Sect. 2, is preserved by the effort functions. These functions, considered after
currying, depend on agents and states of the world. This is a (certainly debat-
able) question of system design, which at least results in the simplest ground
logic.3 On the other hand, taking functions for realizing the agents’ epistemic
actions is quite in conformity with the usual practice; cf. [6], Sect. 5.1. Finally,
it should be mentioned that already the semantic domains represent the differ-
ence between the present approach and the one to knowledge-competitive agents
proposed in the paper [12], since, apart from the appearance of the functions fi,
the set O remains undivided here; cf. Definition 3 there.

With regard to satisfaction and validity, we need not completely present the
analogue of Definition 2 at this place, but may confine ourselves to the clauses
for the new operators.

3 If the effort functions shall depend on knowledge states alone, then topological next-
time logic, see [9], would enter the field. This would lead to a somewhat more com-
plicated but related system.
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Definition 4 (Satisfaction). Let S = (X,O, {fi}1≤i≤n) be an n-ca-subset
frame, M an n-ca-subset space based on S, and x,U ∈ NS a neighborhood
situation of S. Then, for every i ∈ {1, . . . , n} and α ∈ nSF, we let

x,U |=M Ciα : ⇐⇒ x, fi(x,U) |=M α.

The basic logic of n-ca-subset spaces, CALSSn, is yielded by adding the
following list of axioms to those from Sect. 2 (and joining the necessitation rules
for each of the Ci’s with the proof rules for LSS).

9. Ci(α → β) → (Ciα → Ciβ)
10. Ci¬α ↔ ¬Ciα
11. KCiα → CiKα
12. �α → Ciα,

where i ∈ {1, . . . , n} and α, β ∈ nSF.
The effect of these axioms on the behavior of the operator Ci is as follows.

Axiom 9 describes the usual distribution of a normal modality over implications.
Axiom 10 captures the functionality of the accessibility relation associated with
Ci; see, e.g., [8], Sect. 9 (for the operator next from temporal logic). In the
present framework, it comes along with the case that those functions fi have
been assigned to the agents. The schema 11 is formally similar to the eighth one,
thus comprising the Cross Axioms for K and Ci. And the fact that the effort
functions, when defined, are contracting, is reflected by Axiom 11. With regard
to the relational semantics, this last schema says that the accessibility relation
for Ci is contained in that for �. It is also responsible, together with Axiom 10,
for the absence of the counterpart of Axiom 5 for Ci

4.
The basic logic of n-ca-subset spaces might be regarded as not very interest-

ing, since ‘essentially new’ relationships between the modalities are missing. In
fact, it is known how to handle a system enriched by a set of functional modali-
ties, particularly with regard to the typically desired meta-results. On the other
hand, such relationships must not be too ‘strong’ in order to be technically man-
ageable. In the following, we discuss a selection of candidates which do or might
possibly constitute a good compromise in this respect. They all represent system
properties that are worthy of discussion in the context of agents cooperating for
group knowledge.

– There is some agent j ∈ {1, . . . , n}, which contributes not less than all the
other agents to the knowledge of the group.

This is to say that the knowledge state resulting from the effort function for
j is (set-theoretically) equal to or smaller than those resulting from the effort
functions for every i ∈ {1, . . . , n}, which can formally be expressed by

Ci�α → Cjα, where i ∈ {1, . . . , n} and α ∈ nSF. (1)

4 In other words, the schema (p → Cip) ∧ (Cip → p) is CALSSn-derivable.
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If this schema is added to CALSSn, then the logic examined in the paper [13] is
obtained. The understanding of the modality �, playing the part of missing effort
operator there, will be retained for the moment. However, the interpretations of
both Ci as cooperation action and K as group knowledge are new here.

Concerning the relational semantics, it can be proved that a certain property
of lying in between corresponds to the schema (1). In fact, (1) bears a structural
resemblance to the schema for weak density from ordinary modal logic, ��α →
�α; cf. [8], Sect. 1. This is the reason why that logic has turned out to have nice
meta-properties like completeness and decidability.

The next item goes some way beyond this, namely by turning the lying-in-
between criterion into a further cross property.

– By the iterated effort of any two agents i and j, at least as much can be
achieved as by any single agent k :

Ck�α → CiCjα, where i, j, k ∈ {1, . . . , n} and α ∈ nSF. (2)

We will consider the system CALSS+n := CALSSn + (2) in more detail below,
in particular, with regard to the effect of the slight complication of the axioms.

Iterating the formal realizations of the agents’ actions can be taken as a
sequentialized modeling of joint effort, provided that the order in which the
effort functions are applied does not play any role.5 The latter postulation leads
us to the schema

CiCjα → CjCiα, where i, j ∈ {1, . . . , n} and α ∈ nSF, (3)

since this one implies, together with Axiom 10, the ‘Commutation Axioms’
CiCjα ↔ CjCiα needed for that.

In this connection it should be mentioned that one can also express that
every effort gap can be closed by iteration, in other words that � represents
the reflexive and transitive closure of the accessibility relation associated with
C1∪· · ·∪Cn. As to the precise facts and circumstances regarding this, the reader
is referred to the paper [10].

There is still another way of dealing with joint effort into cooperating, which
stresses the aspect of parallelism a bit more.

– Any jointly acting agents i and j are more successful than one of them.

In other words, there is a common refinement of the outcomes of their respective
effort functions:

Ci�α → Cj♦α, where i, j ∈ {1, . . . , n} and α ∈ nSF. (4)

Thus, � is now viewed as a joint effort operator. In usual modal logic, (4)
means that the respectively assigned accessibility relations are confluent (also

5 This point of view is derived by analogy with sequencing from the theory of parallel
programming.
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called weakly directed; cf. again [8], Sect. 1). In connection with subset spaces, the
corresponding closure under intersections is a rather complicated issue, which
shall not be considered further in this paper (except for the example following
in a moment); cf. [20].

Each of the properties (1)–(4) captures a particular aspect of cooperation.
Although this concept is the main focus in the present paper, it should be
remarked that each of the corresponding schemata also tells us something about
the (attainable) knowledge of the given group of agents. This is a fortiori the
case when α is a knowledge formula. For instance, Ci�Kα → Cj♦Kα says that
the group knows α after a joint effort of the agents i and j.

The rest of the technical part of this paper deals with the logic CALSS+n . The
intended semantic structures for this system are given by the next definition.

Definition 5 (n-Die-Subset Spaces). Let M = (X,O, {fi}1≤i≤n, V ) be a
subset space for n cooperating agents. Then, M is called an n-die-subset space
(where ‘die’ means ‘dominating iterated effort’), iff, for all i, j, k ∈ {1, . . . , n},
x ∈ X, and U ∈ O containing x,

fj (x, fi(x,U)) ⊆ fk(x,U).

Finally in this section, it is proved that CALSS+n is sound with respect to the
class of all n-die-subset spaces.

Proposition 1. Let M = (X,O, {fi}1≤i≤n, V ) be an n-die-subset space. Then,
every axiom from the above list or from the schema (2) is valid in M; moreover,
every CALSS+n -rule preserves the validity of formulas.

Proof. We confine ourselves to the schema (2). Let Ck�α → CiCjα be an
instance of this, and let x,U |=M Ck�α be satisfied for any neighbourhood
situation x,U of the frame underlying M. According to Definition 4, this means
that x, fk(x,U) |=M �α. Due to Definition 2, x,U ′ |=M α is valid for all U ′ ∈ O
such that x ∈ U ′ ⊆ fk(x,U). From this we obtain that x, fj (x, fi(x,U)) |=M α,
since M is an n-die-subset space. Consequently, x, fi(x,U) |=M Cjα is satisfied,
again by Definition 4, which then gives us x,U |=M CiCjα. This proves (the
special case of) the proposition.

4 Completeness

This section is directed to the expert. It is aimed at proving the following main
result of this paper.

Theorem 1. The logic CALSS+n is complete for the class of all n-die-subset
spaces.

Proof. Due to space limitations, only rough sketch can be drawn on the some-
what involved argument. Almost all technical details must therefore be omitted.
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The overall structure of the proof consists of an infinite step-by-step model
construction, as it is often the case with subset space logics.6 Using such a
procedure seems to be necessary, since subset spaces do not straightforwardly
harmonize with the main modal means supporting completeness, viz canonical
models; see [1], p. 321, for a more precise comment on this matter.

The canonical model of CALSS+n will come into play nevertheless. So let us
fix some notations concerning that model first. Let C be the set of all maximal
CALSS+n -consistent sets of formulas from nSF. Furthermore, let K−→ , �−→ , and
Ci−→ be the accessibility relations induced on C by the modalities K, �, and Ci,

respectively, where i ∈ {1, . . . , n}. And finally, let α ∈ nSF be a formula which
is not contained in CALSS+n . Then, we have to find a model for ¬α.

This model is constructed by recursion in such a way that better and better
intermediary structures are obtained, which means that more and more existen-
tial formulas of the form Lβ, ♦β, or Ciβ are realized. In order to ensure that
the resulting limit structure behaves as desired, several requirements on those
approximations have to be met at every stage. Describing the details of this con-
struction and verifying the necessary properties each time, makes up the very
core of the proof. The subsequent lemma is needed in the course of this.

Lemma 1. Let n ∈ N be fixed as above, and let i, j, k ∈ {1, . . . , n}. Suppose
that Δ,Θ,Ξ ∈ C are maximal CALSS+n -consistent sets of formulas satisfying

Δ
Ci−→Θ

Cj−→Ξ. Then, there is some Ψ ∈ C such that Δ
Ck−→Ψ

�−→Ξ.

Proof. One can argue in a similar way as in the case of the Cross Axioms for
the basic logic of subset sapces; cf. [4], Proposition 2.2. Of course, those axioms
have to be replaced with the schema (2) here.

The previous lemma guarantees that the relational counterpart of the n-die-
characteristic from Definition 5 is satisfied on the canonical model of CALSS+n ,
which marks one of the essential steps towards the success of our model con-
struction. However, the decisive point here is that the otherwise applicable end
extensions of the approximating subset structures must, in some cases, be sub-
stituted with suitable inserting procedures, which are technically feasible only
because we are dealing with functional modalities in doing so.

For the reasons stated above, the rest of the proof has to be postponed to
the full version of this draft.

5 Conclusion, Addenda and Final Comments

Summarizing the paper up to this point, it can be stated that its main contribu-
tion to the development of subset spaces (and, with this, to the field of knowledge
science) comes from reinterpreting these domains as knowledge structures for a
6 One or another proof of such a kind can be found in the literature; see, as regards

a fully completed version for LSS, [4]. Note that the special circumstances of each
individual case require an appropriate adjustment, which is most often non-trivial.
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group of cooperating agents. In doing so, the agents are represented through their
respective actions having an impact on the knowledge of the whole group. We
discussed several conditions governing that cooperation in terms of the accompa-
nying effort functions, particularly with regard to the idea of joint and iterated
effort, respectively. Moreover, we introduced the basic logic CALSSn for n agents
cooperating for knowledge as well as the logic CALSS+n for dominating iterated
effort. The soundness (Proposition 1) and completeness (Theorem 1) of the latter
system make up the main technical results of this paper.

As was to be expected, a corresponding soundness and completeness result
can be proved for the logic CALSSn as well. But we even obtain more in this
case, as demonstrated in the following theorem.

Theorem 2. The logic CALSSn is sound and complete for the class of all n-ca-
subset spaces. In addition, CALSSn is a decidable set of formulas.

Proof. The proof of the first part of this theorem is similar to the above proof
for CALSS+n . As to the second assertion, cf. the proof of Theorem 2 in [13].

The question comes up why the decidability result for CALSS+n is missing
here. The reason for this lies in the fact that the additional cross property, being
associated with the schema (2) from Sect. 3, cannot be dealt with on the basis
of the methods established so far. One will, in particular, encounter problems
when trying to apply filtrations, since none of the modalities involved here is S5
(like K; cf. Axiom 8 and Axiom 11 above). Thus, the solution of the decidability
problem for CALSS+n has to be postponed to a future research.

While the logic resulting from adding the schema (3) from Sect. 3 to CALSSn
can, even in combination with (2), be handled in a similar way to CALSS+n ,
the schema (4) is more difficult to manage. Thus the latter is, together with
the treatment of further facets of cooperation (like the technically more promis-
ing ‘complement’ of (4), ♦Ciα → �Cjα, or a combination of cooperating and
competitive agents (see [12] once again)), a future topic as well.

Our final remark concerns the exact computational complexity of the satisfi-
ability problem for the logics considered in this paper. It is to be expected that
the corresponding bounds can be determined not until solving that problem
for the usual logic of subset spaces. Regarding the latter, the following par-
tial results are known. (1) The LSS-satisfiability problem is hard for PSPACE.
(2) The LSS−-satisfiability problem is complete for PSPACE, where LSS− is the
Cross Axiom-free fragment of LSS. The first of these findings is contained in the
paper [15] and the second in [2].
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Abstract. Natural language inference (NLI) aims to judge the relation
between a premise sentence and a hypothesis sentence. In this paper,
we propose a context-aware tree-based convolutional neural network
(TBCNN) to improve the performance of NLI. In our method, we uti-
lize tree-based convolutional neural networks, which are proposed in our
previous work, to capture the premise’s and hypothesis’s information. In
this paper, to enhance our previous model, we summarize the premise’s
information in terms of both word level and convolution level by dynamic
pooling and feed such information to the convolutional layer when we
model the hypothesis. In this way, the tree-based convolutional sentence
model is context-aware. Then we match the sentence vectors by heuris-
tics including vector concatenation, element-wise difference/product so
as to remain low computational complexity. Experiments show that the
performance of our context-aware variant achieves better performance
than individual TBCNNs.

Keywords: Context-awareness · Tree-based convolutional neural net-
work · Natural language inference

1 Introduction

Natural language inference (NLI), also known as recognizing textual entailment,
is an important task in natural language processing (NLP), and has profound
impact on other NLP applications [1,2], including paraphrase detection [3], ques-
tion answering [4], and automatic summarization [5]. Formally, NLI aims to judge
the relation between two sentences, called a premise sentence and a hypothesis
sentence, respectively. The objectives of NLI are Entailment, Contradiction,
and Neutral, where Entailment means the hypothesis sentence can be entailed
from the premise sentence, Contradiction means the two sentences are con-
tradictory to each other, and Neutral means the two sentences are logically
independent to each other [2]. Examples are illustrated in Table 1.

Traditional approaches to NLI mainly focus on feature engineering [4] and for-
mal reasoning [6]. Recently, neural networks have become one of the mainstream
c© Springer International Publishing AG 2016
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approaches to almost every NLP task, including natural language inference.
Researchers have applied various neural models, e.g., recurrent neural networks
(RNNs) [7,8], to capture sentence-level meanings; then heuristic matching or
word-by-word attention mechanisms are used to classify the relation between the
premise and the hypothesis. While attention mechanisms typically yield higher
performance, they are more computationally intensive than heuristic matching
in terms of complexity order: O(n2) versus O(n), where n is the number of words
in a sentence. Therefore, heuristic matching is still a hot research topic in the
NLP community, especially when complexity is a major concern.

In our previous work [9], we apply a tree-based convolutional neural network
(TBCNN) as the underlying sentence model and then match the premise and
the hypothesis by heuristics like vector concatenation, element-wise product,
and element-wise difference. Such approach has achieved state-of-the-art perfor-
mance in the complexity of O(n), justifying the rationale of using TBCNN as
the underlying sentence model.

However, the main shortcoming of this model is that the premise and the
hypothesis are modeled independently, that is, when extracting features of the
hypothesis by tree-based convolution, the model is unaware of the information
of the premise. Evidence in the literature shows that context-awareness may
be important in sentence pair modeling, which means that it is important to
concern the information of the other sentence when we are modeling on one of the
sentences: Rocktäschel et al. [8] propose a single-chain RNN that runs through
both sentences, and achieve higher performance than two separate RNNs. This
could be intuitively thought of as such that, in Table 1 for example, it is valuable
to know the phrase drinking orange juice in the premise, when we model drinking
juice in the hypothesis. Likewise, the phrase An older man provides a useful hint
of the contradiction to Two women. Hence, we are curious whether such context-
awareness can benefit our TBCNN model.

Table 1. Examples in the Stanford Natural Language Inference (SNLI) dataset. The
classification objectives of NLI are Entailment, Contradiction, and Neutral. The
Neutral class indicates two irrelevant sentences.

Premise

An older man is drinking orange juice at a restaurant

Hypothesis Label

A man is drinking juice Entailment

Two women are at a restaurant drinking wine Contradiction

A man in a restaurant is waiting for his meal to arrive Neutral

In this paper, we propose a context-aware tree-based convolutional neural
network to improve the performance of NLI. Our idea is to summarize the
premise’s knowledge as fixed-size vectors, which are fed to the tree-based convo-
lutional layer when we model the hypothesis. Then two sentences’ information
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is matched by heuristics as in [9]. In this way, the underlying sentence model
is context-aware, but the overall complexity remains low, i.e., O(n), in contrast
to word-by-word attention mechanisms. We conduct our experiments on a large
open dataset, the Stanford Natural Language Inference (SNLI) Corpus [10], and
achieve better performance than our previously published TBCNN model did.

2 Related Work

In past years, researchers have mainly focused on feature-based approaches to
natural language inference. For example, Harabagiu et al. [4] use linguistic knowl-
edge and lexical alignment to decide the extent to which a sentence can be
entailed from another. Bos et al. [6], on the other hand, use formal reasoning by
combining shallow (word overlap) and deep (semantic parsing) NLP methods.
While reasoning approaches can search for a proof in logical forms for entailment
recognition, their scope and accuracy are highly limited.

Recent advances in neural networks bring new methods to NLI, which can be
viewed as a task of sentence pair modeling, that is, the goal is to determine the
relation between a pair of sentences (the premise and the hypothesis). Typically,
these approaches involve two steps: sentence modeling and matching.

2.1 Sentence Modeling

In this step, the goal is aimed at capturing the meaning of a sentence. Kalch-
brenner et al. [11] and Kim [12] use convolutional neural networks (CNNs) to
model sentences; in CNNs, a sliding window extracts features of neighboring
words. Recurrent neural networks (RNNs) iteratively pick up words in a sen-
tence by keeping one or a few hidden states [13]. Socher et al. [14] propose
recursive neural networks—which utilize a tree structure and—by propagating
information recursively from leaf nodes to the root to summarize a sentence as a
vector. In our previous work [15], we propose a tree-based convolutional neural
network (TBCNN), which combines the merits of CNNs and recursive nets: it is
structure-sensitive as recursive nets and has short propagation paths like CNNs.
We have achieved state-of-the-art performance in several sentence classification
tasks with TBCNN, showing its effectiveness. Based on the above sentence mod-
els, many studies build sentence pair models upon RNNs [7,8], CNNs [16,17],
etc.

2.2 Sentence Matching

To determine the relation between a pair of sentences, Zhang et al. [17] and Hu
et al. [16] concatenate the vectors of each sentence; He et al. [18] use Euclid-
ean distance, cosine, and element-wise absolute difference as features. Other
researchers compute word-by-word similarity matrices [3,7].

Recently, Rocktäschel et al. [8] demonstrate that context-awareness is impor-
tant in sentence matching. They propose several methods including single-chain
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(a) Modeling premise with
context-free TBCNN

Hypothesis

Premise

(b) Modeling hypothesis with 
context-aware TBCNN

(c) Sentences matching
with heuristics

Fig. 1. The context-aware TBCNN model.

RNNs, static attention, and word-by-word attention, outperforming separate
underlying sentence models. Wang et al. [19] further improve the performance
by developing more elegant attention methods.

Although word-by-word attention and similarity matrices usually outperform
simple matching heuristics, they are of higher overall complexity order, i.e.,
O(n2). In this paper, we focus on O(n) methods: we enhance the TBCNN model
with context-awareness, but remain in low complexity.

3 Our Approach

In this section, we describe our approach in detail. Subsection 3.1 provides an
overview of our approach. Subsection 3.2 introduces the context-free tree-based
convolutional neural network (TBCNN), which serves as the base model. We
propose the context-aware TBCNN variant in Subsect. 3.3. Then we present
matching heuristics and the training objective in Subsects. 3.4 and 3.5, respec-
tively.

3.1 Overview

Figure 1 depicts the overview of our model. Concretely, our model has three main
components:
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– First, we apply TBCNN to capture the meaning of the premise (Fig. 1a).
This part is essentially the same as the original context-free (i.e., individual)
TBCNN model in [9].

– Then, we design another TBCNN to model the hypothesis (Fig. 1b). Contrary
to previous work, the tree-based convolution here is aware of the premise’s
information. This is accomplished by summarizing the premise as fixed-size
vectors, which are fed to the convolutional layer to interact with the hypoth-
esis.

– After sentence modeling, we match the two sentences’ vectors by heuristics
including concatenation, element-wise product and difference. Finally, we use
a softmax layer for classification. (See Fig. 1c.)

embracing

ROOT

women are go

root

nsubj aux advcl, xcomp

two
num mark dobjnsubj aux

while holding to packages

Fig. 2. Dependency parse tree

3.2 Tree-Based Convolution

The tree-based convolutional neural network (TBCNN) is proposed to model
the parse trees of both programming languages [20] and natural languages [15].
In this part, we elaborate the process of tree-based convolution without context
awareness, which is used to model the premise sentence in the NLI task.

First, we apply the Stanford parser1 [21] to convert a sentence to a depen-
dency tree, illustrated in Fig. 2. In our notations, an edge a

r−→ b refers to a being
governed by b with the dependency type r. In total, we have approximately 30
different types (e.g., nsubj, dobj); other rare relations are mapped to a special
type default in our study.

Then we perform the tree-based convolution over the dependency tree. We
use pretrained word embeddings [22] as input signals. A subtree-based sliding
window extracts structural features as the output of the convolution (denoted
as y). Formally, given a parent node p and its child nodes c1, · · · , cn, we have

y = f

(

Wpp +
n∑

i=1

Wr[ci]c + b

)

(1)

1 http://nlp.stanford.edu/software/lex-parser.shtml.

http://nlp.stanford.edu/software/lex-parser.shtml
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as detected features of the tree-based convolution at a certain position. Here,
bold letters p and ci refer to word embeddings of corresponding nodes; b is the
bias vector. f is a nonlinear function; we used rectified linear units (ReLU) in
our experiments, given by

f(x) =

{
x, if x > 0
0, otherwise

(2)

Notice that we have the same number of detected features y’s and words
in the original sentence, and that the number varies in different data samples.
Hence, we apply dynamic pooling to summarize the features extracted by con-
volution. Specifically, a max-pooling operator takes the maximum value in each
dimension of all features along the dependency tree. Suppose the tree-based con-
volutional layer extracts m features of nc dimensions, the pooling layer outputs
a vector πc

premise, its j-th dimension being

πc
premise[j] = max

{
y1[j],y2[j], · · · ,ym[j]

}
, 1 � j � nc (3)

The superscript c indicates that the features are pooled from those after
convolution; the subscript suggests the features correspond to the premise. In
all, πpremise provides summarized information of the premise and is used for
sentence matching, described in Subsect. 3.4.

3.3 Context-Awareness for Tree-Based Convolution

As has been discussed in previous sections, context-awareness is important to
sentence pair modeling, including the task of natural language inference. In this
subsection, we propose a context-aware TBCNN variant to model the hypothesis
sentence, that is to say, when we extract features of the hypothesis by tree-based
convolution, we are equipped with the information of the premise sentence so
that the second sentence model may focus on more relevant information rather
than merely extract generic features of the sentence.

Concretely, we apply dynamic pooling to summarize the knowledge of the
premise as fixed-size vectors and feed the vectors to the tree-based convolutional
layer when modeling the hypothesis. More specially, we leverage two sets of
features, which are of different abstraction levels, from the premise sentence:

– Convolution-level features. In Subsect. 3.2, we have summarized the
premise’s information as a vector πc

premise. It is natural to use such knowl-
edge in the context-aware TBCNN model.

– Word-level features. In addition to the above convolution-level features, we
also pool the raw word embeddings in the premise sentence as a vector, given
by

πw
premise[j] = max

{
w1[j],w2[j], · · · ,wm[j]

}
, 1 � j � ne (4)

Similar to Eq. (3), we have m vectors of word embeddings w1, · · · ,wm, and
ne denotes embeddings’ dimension. The superscript w indicates that this set
of features is of word level.
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After obtaining the convolution-level and word-level features, πc
premise and

πw
premise, respectively, we feed them to the tree-based convolutional layer where

we extract the hypothesis’s features. We modify the convolution formula (1) as
follows.

y = f

(

Wpp +
n∑

i=1

Wr[ci]ci + W cπc
premise + Wwπw

premise + b

)

(5)

In the above equation, Wp, Wr[ci], and b are the same weights and bias as
in Eq. (1) because the tree-based convolution operator detects general structural
information of sentences. However, during the interaction, we also provide feature
detectors (convolution operators) with the premise’s information πc

premise and
πw
premise, linearly transformed by the weight matrices W c and Ww, respectively.

After the context-aware convolution process, we obtain a set of features over
the dependency tree of the hypothesis sentence. Then we use max pooling to
summarize them as a vector πc

hypothesis in a same way as Eq. (3). (Details are
not repeated here.) The vector πc

hypothesis, along with that of the premise sen-
tence πc

premise, is used for sentence matching, as will be described in the next
subsection.

3.4 Matching Heuristics

Before matching the two sentences’ vectors, we transform them by a fully-
connected hidden layer

hpremise = f
(
Whπc

premise + bh

)
(6)

hhypothesis = f
(
Whπc

hypothesis + bh

)
(7)

This hidden layer is designed empirically and not the main point of this paper.
Then we apply several heuristics proposed in our previous work [9] to match

the premise and the hypothesis:

– Concatenation of the two sentence vectors:

concat = [hpremise; hhypothesis]

– Element-wise difference:

diff = [hpremise − hhypothesis]

– Element-wise product:

prod = [hpremise ◦ hhypothesis]

Then, they are further concatenated as the final features m

m = [concat; diff ; prod]
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which are fed to the softmax output layer. (In the above equations, semicolons
refer to vector concatenation.)

In this way, we manage to integrate the premise’s information to the hypoth-
esis, but remain a low overall complexity of O(n). The computational complexity
lies in the underlying (both context-free and context-aware) sentence models.

3.5 Training Objective

Finally, we feed the sentence matching vector m to a softmax layer as the output.
We use standard cross-entropy loss as our cost function. Let m be the number of
data samples in the training set and nl be the number of labels. Suppose further
t(i) is the one-hot ground truth and y(i) is the output of the softmax layer for
the i-th data sample. The j-th element in t(i) is on (= 1) if the sample belongs
to the j-th class. The training objective is

J = −
m∑

i=1

nl∑

j=1

t
(i)
j log

(
y
(i)
j

)

The network is trained by mini-batched stochastic gradient descent with
backpropagation and regularized by dropout.

4 Evaluation

In this section, we describe the dataset of our experiment in Subsect. 4.1. We
present our hyperparameters and settings in Subsect. 4.2. We compare our model
with other models and analyze different context-aware TBCNN variants in detail
in Subsect. 4.3.

Table 2. Statistics of the SNLI dataset.

Train Validation Test

550,152 10,000 10,000

4.1 Dataset

We use the Stanford Natural Language Inference (SNLI)2 [10] to evaluate our
context-aware TBCNN model. SNLI is a large dataset of more than 550k sam-
ples. All samples in SNLI are human-written sentences and are labeled manu-
ally. As illustrated in Table 1, SNLI has three categories of labels: Entailment,
Contradiction, and Neural. Entailment means the hypothesis can be inferred

2 http://nlp.stanford.edu/projects/snli/.

http://nlp.stanford.edu/projects/snli/


Context-Aware TBCNN for Natural Language Inference 523

from the premise, while Contradiction means the two sentences have contradic-
tory meanings. Neural, however, indicates that the premise and the hypothesis
are irrelevant to each other. The labels are roughly equal-distributed in the
dataset. We apply the official split for train/validation/test, which is listed in
Table 2.

4.2 Experimental Settings

In this subsection, we details the experimental settings for our context-aware
TBCNN. All layers including the word embeddings are 300-dimensional. Embed-
dings are pretrained on the Wikipedia corpus and fine-tuned during training. We
use mini-batch stochastic gradient descent and set the mini-batch size to 50. The
above values are chosen empirically mainly following [9]. We tune the following
hyperparameters on the validation test: learning rate is chosen from {3, 1, 0.3,
0.1}. Power decay of learning rate is chosen from {1x, 0.9x, 0.3x}, which is the
residual of learning rate after one epoch; intuitively, they can be thought of
as no, slow, or fast decay. We do not add �2 penalty for convenience and sim-
plicity. Instead, we use dropout [23] to regularize our model. The dropout rate
is chosen from {0, 0.1, 0.2, 0.3, 0.4}. For efficiency of hyperparameter tuning,
we do not conduct meaningless settings (e.g., a larger dropout rate when the
model has ready been underfitting). Our context-aware TBCNN model reaches
its peak performance when the learning rate is 0.3, the power decay is 0.9, and
the dropout rate is 0.3. In the following part of our paper, we report the test
accuracy that corresponds to the highest performance on the validation test.

In order to have a better understanding of the role of convolution-level fea-
tures and word-level features when we model the hypothesis, we have an addi-
tional variant of context-aware TBCNN, where we only leverage the convolution-
level features. That is to say, we only feed πc

premise to the tree-based convolu-
tional layer when modeling on the hypothesis. Word-level features are simply
ignored in this variant. Thus, the output vector of the hypothesis’s convolutional
layer is:

y = f

(

Wpp +
n∑

i=1

Wr[ci]ci + W cπc
premise + b

)

(8)

The above equation is different from Eq. (5) in that we do not have the
Wwπw

premise term. By contrast, the full context-aware TBCNN proposed in
Sect. 3 has two levels of abstraction of the premise.

4.3 Performance

We present the performance of our models in comparison with previously pub-
lished results in Table 3. As we can see, our full context-aware TBCNN model
outperforms the competing approaches which are of O(n) overall complexity,



524 Z. Meng et al.

Table 3. Context-awared TBCNN compared with other models.

Overall complexity Model Test accuracy (%)

O(n) Unlexicallized features [10] 50.4

Lexicallized features [10] 78.2

Vector sum + MLP [10] 75.3

Vanilla RNN + MLP [10] 72.2

LSTM RNN + MLP [10] 77.6

CNN + cat [9] 77.0

GRU w/skip-thought pretraining [24] 81.4

Single-chain LSTM RNN [8]+ two-way attention [8] 81.4

82.4

Non-context-aware TBCNN [9] 82.1

Full context-aware TBCNN 82.7

O(n2) LSTM+word-by-word attention [8] 83.5

mLSTM [19] 86.1

Table 4. Test accuracies of TBCNN variants with different levels of context awareness.

Variants of model Test accuracy (%)

TBCNN w/o context information [9] 82.1

TBCNN w/πc
premise 82.5

TBCNN w/πc
premise and πw

premise 82.7

including two feature-based models (either unlexicalized or lexicalized), and sev-
eral neural network-based models including RNNs and CNNs. Moreover, the pro-
posed context-aware TBCNN model also outperforms the previous context-free
TBCNN variant.

We compare TBCNN models of different levels of context awareness in Table 4
so as to have an in-depth analysis of context-awareness. If we only feed the
premise’s convolution-level features to the TBCNN model of hypothesis, we
have an accuracy improvement of 0.4 %. This provides consistent evidence of
the effectiveness of context-awareness. By furthering feeding the word-level fea-
tures, we improve the model by another 0.2 %, indicating that more awareness
of the premise results in higher performance.

We have to concede that our context-aware TBCNN model does not out-
perform LSTM models with intensive attention mechanisms. However, our com-
plexity is lower than those in order, which is important is retrieval-and-reranking
systems [25]. Our result is even comparable to one word-by-word attention model
with LSTM-RNNs [8], showing the high performance of our model. Experiments
show that context-awareness does improve TBCNN models in the NLI task.
Intuitively, context-awareness helps the model find some relevant parts of the
premise and the hypothesis when the model is judging the relation between the
two sentences. For example, in Table 1, the model is aware of a man and drinking
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orange juice of the premise sentence when modeling on the hypothesis, which
contains the information of two women and drinking wine. Hence it is easier for
the model to judge that the two sentences are contradictory to each other, or,
the hypothesis sentence does not logically follow the premise sentence [2].

5 Conclusion

In this paper, we proposed a context-aware TBCNN model for NLI. The model
can leverage different levels of abstraction from the premise when modeling on
the hypothesis. Such abstraction includes convolution-level features and word-
level features. Our experiments have shown that context-awareness is help-
ful when applied on TBCNN model. Moreover, the overall complexity of our
context-aware TBCNN model remains low despite the newly added mechanism
of context-awareness.
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Abstract. Deep learning has been applied for processing programs in
recent years and gains extensive attention on the academic and indus-
trial communities. In analogous to process natural language data based
on word embeddings, embeddings of tokens (e.g. classes, variables, meth-
ods etc.) provide an important basis for processing programs with deep
learning. Nowadays, lots of real-world programs rely on API libraries for
implementation. They contain numbers of API tokens (e.g. API related
classes, interfaces, methods etc.), which indicate notable semantics of
programs. However, learning embeddings of API tokens is not exploited
yet. In this paper, we propose a neural model to learn embeddings of API
tokens. Our model combines a recurrent neural network with a convo-
lutional neural network. And we use API documents as training corpus.
Our model is trained on documents of five popular API libraries and eval-
uated on a description selecting task. To our best knowledge, this paper
is the first to learn embeddings of API tokens and takes a meaningful
step to facilitate deep learning based program processing.

Keywords: API tokens · Embeddings · Program processing · Deep
neural networks

1 Introduction

Deep learning has achieved significant breakthroughs in a number of fields, such
as image processing [9,11], speech recognition [5] and natural language processing
[2,19]. The mainstream models of deep learning, deep neural networks (DNNs),
can extract complex features from raw data with little human engineering knowl-
edge. Recently, the advantages of deep learning have also been exploited in
program processing and gains more and more attention on the academic and
industrial communities [1,15,22].

When processing programs with DNNs, it’s usually required to represent
tokens (e.g. classes, variables, methods, etc.) in programs as real-value embed-
dings so that DNNs could accept programs as inputs. This is analogous to
processing natural language sentences and paragraphs based on word embed-
dings [4,10]. A few works have been proposed to learning embeddings of tokens in
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 527–539, 2016.
DOI: 10.1007/978-3-319-47650-6 42



528 Y. Lu et al.

programs, such as learning embeddings of identifiers based on programs’ abstract
syntax trees [15] or learning embeddings of keywords in programs for software
document retrieval [21].

However, learning embeddings of API 1 tokens has not been exploited yet,
while they appear in lots of real-world programs. API tokens here refer to the
program artifacts related to API libraries, like classes, interfaces, methods etc.
Nowadays more and more programs rely on API libraries for implementation.
Numbers of API tokens are used to leverage functions provided by API libraries.
These API tokens indicate important semantics of programs and play a vital
role in processing and analyzing the corresponding programs.

Figure 1 shows an example of a code snippet SimpleHostConnectionPool.java
of the Astyanax project. It implements an internal method to wait for a con-
nection on the available connection pool. As shown in Fig. 1(a), API tokens are
related to core functions of this program, such as obtaining the start time, trying
to get a free connection, throw timeout exception and interrupting threads of
waiting for connections. We can infer that these API tokens have more important
influences than other components (Fig. 1(b)) of programs. Learning embeddings
of API tokens is meaningful in processing programs that rely on API libraries.

In this paper, we propose a neural model to learn embeddings of API tokens
to facilitate deep learning based program processing. Our model is composed of
a recurrent neural network with a convolutional neural network to learn embed-
dings of API tokens from API documents. API documents provide detailed
descriptions of functions for API tokens. Our dataset contains documents of
five popular Java API libraries to train our model. Finally, we use a description
selecting task to evaluate learnt embeddings. To the best of our knowledge, our
work is the first to learn embeddings of API tokens and takes a meaningful step
on processing programs with deep learning.

The rest of this paper is organized as follows. Section 2 introduces related
work of deep learning based program processing. Section 3 describes our model
for learning embeddings of API tokens with deep neural networks. Section 4
illustrates the dataset information and evaluation results. Section 5 presents the
conclusion.

2 Related Work

Deep learning has been applied to program processing of different application
scenarios. In this section, we first introduce the most relevant work to ours, then
discuss other related work.

Mou et al. [15–17] proposed a tree-based convolutional neural network
(TBCNN) for classifying programs with different algorithm labels. TBCNN was
constructed based on programs’ abstract syntax trees (ASTs) to capture pro-
grams’ structural features. Also, TBCNN learned embeddings for identifiers of
AST trees and program vectors. The dataset was composed of C programs which

1 https://en.wikipedia.org/wiki/Application programming interface.

https://en.wikipedia.org/wiki/Application_programming_interface
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Fig. 1. Code from SimpleHostConnectionPool.java of the Astyanax project (Color
figure online)

were written by students to solve algorithm assignments. However, TBCNN is
inappropriate for processing real-world programs that contain numbers of API
tokens. API tokens will be transferred to identifiers of AST trees, which leads to
the lost of important semantics in such programs. We propose to learn embed-
dings of API tokens based on its corresponding descriptions in API documents,
which can capture the tokens’ semantics.
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Ye et al. [21] split code and text into sets of keywords, then adapted Skip-
gram model to learn embeddings of keywords. The learnt embeddings were used
to compute document similarities for software document retrieval tasks. They
took documents as bag-of-words and used word-based equations to measure
similarities between documents. API documents were used as a part of train-
ing datasets. Differently, we take API tokens and their descriptions as word
sequences, capture the sequential context rather than bag-of-words and output
embeddings for API tokens completely.

Despite the above work, deep learning was also used to predict programs’
execution results or generate programs. Zaremba et al. [22] presented a character-
level recurrent neural network to predict outputs of short python code. Allamanis
et al. [1] proposed an attentional convolutional neural network to generate short,
descriptive function name-like phrases for given code snippets. Ling et al. [13]
presented a neural network architecture to generate programs for two card games
with a mixed natural language and structured specification Gu et al. [6] modified
the sequence-to-sequence network of machine translation [19] to generate API
call sequences for given queries.

3 Learning Embeddings of API Tokens

3.1 Overview

We use API documents as training corpus to learn embeddings of API tokens.
Because API documents provide mappings of API tokens and descriptions, which
contain useful semantic information about API tokens’ function.

Table 1 shows a mapping example. As for the API token part, we involve the
package prefix (“java.awt.color”) as a part of the entire API token. Because in
real-world programs, packages should be imported before using API tokens. As
for the description part, it provides a natural language summary of the corre-
sponding API token’s function, which is useful for program processing.

Table 1. An example of API tokens-description mappings

Token Description

java.awt.color.ColorSpace This abstract class is used to serve as a color space tag
to identify the specific color space of a Color object
or, via a ColorModel object, of an Image, a
BufferedImage, or a GraphicsDevice

Here we explain several pre-processing steps for the actual inputs of our
neural model first. We process the raw data of tokens and descriptions into
word sequences. First, we remove punctuations and split the text into sequences
by whitespaces. Then we decompose the words of the CamelCase2 format
2 https://en.wikipedia.org/wiki/CamelCase.

https://en.wikipedia.org/wiki/CamelCase
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(e.g. names of classes, interfaces, etc.) into componential words by breaking at
the positions of the capital letter or the underline (Sect. 4.1). There are two rea-
sons for this operation. First, CamelCase rules use word combinations for token
naming. The chose componential words usually help to express semantics of the
entire token. Second, API tokens under the same package often share componen-
tial words as the common prefix, which indicates important lexical context of
API tokens. For example, “InputMethod”,“InputMethodContext” and “Input-
MethodDescriptor” under the package “java.awt.im.spi” have the common com-
ponential words “Input” and “Method”. The CamelCase decomposition helps
to capture the common prefix and makes the semantic space to be respectively
dense. After that, we do the lowercase and stemming operations on each word.
Finally, we get word sequences of the token and description. They are notated
as tSeq and dSeq respectively.

Fig. 2. Overview of the model architecture

The overview of the model architecture is shown as Fig. 2. Our neural model
consists of a recurrent neural network (notated as tRNN) and a convolutional
neural network (notated as dCNN). (The basic knowledge of networks is intro-
duced in Sect. 3.2). tRNN accepts tokens as inputs and outputs embeddings
of tokens. Correspondingly, dCNN accepts descriptions as inputs and outputs
embeddings of descriptions. To capture the semantic mapping relation between
tokens and descriptions, we use a score function to compute the similarity
between tRNN’s outputs and dCNN’s outputs. Then to train the model in
an unsupervised manner, we introduce noise-contrastive estimation [7] into our
model, which is widely used in natural language modeling [14] and proved to
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be fast and effective on model training [4,23]. Its basic idea is to train a logis-
tic regression classifier to discriminate between samples from the data distrib-
ution (i.e. positive samples) and samples from some “noise” distribution (i.e.
negative/noisy samples). In this paper, the positive sample is the correct token-
description pair and the noisy pair is a wrong description paired with a given
token. Then positive and negative samples share dCNN in our architecture.
Finally, the objective function of our model is to minimize the max-margin loss
J as Eq. 1.

J(θ) =
∑

(i,j)∈P

∑

k∈Si

max(0,Δ − score(vi, uj) + score(vi, uc)) (1)

In Eq. 1, vi is the learnt embedding for the token part. uj and uc are the learnt
embeddings for the correct and noisy descriptions respectively. P is the set of
all matched API token-description pairs (i, j) and S is the set of unmatched
descriptions for i th token.

3.2 Basic Knowledge of RNNs and CNNs

Recurrent neural networks (RNNs) are widely used to process sequential data
across a wide range of applications in speech recognition [5] and NLP [18]. For a
given sequence, RNNs do the same operation for every element in it, which means
“recurrent”. Usually, the basic RNNs [18] read one element at one time step, then
send both the output of the previous time step and the current element input
into the recurrent layer at the next step. The basic RNNs suffer from the gradient
vanish problem in training, which leads to the lost of long history information.
Then gated recurrent units, like LSTM [8] and GRU [3] cells, are proposed to
memorize longer dependencies. They use neural gates that could read or forget
information via internal memory states and have been successfully applied to
numbers of NLP tasks, such as machine translation [19] and answer selecting
[20].

Convolutional neural networks (CNNs) are firstly used in image classification
[12] and have been applied to NLP tasks successfully [4,10] in recent years. CNNs
contain two core operations: convolution and pooling. The convolution operation
uses a filter with a fixed window size to extract local features of the input data.
The pooling operation deals with the variant size of the input data and tailors
them into the same size with given functions like maximal or average. CNNs
usually process inputs with groups of convolutional layers and pooling layers,
then use a layer to flatten all the feature maps into one fixed-size embedding for
the supervised classification tasks.

3.3 tRNN

Here we first explain the reason for choosing the LSTM-based recurrent neural
network to learn embeddings for the token part. The token part keep a hier-
archical structure, which indicates different levels of concept abstraction. It is
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shown in the package prefix. Then after decomposing tokens of the CamelCase
format into words, there’s also a hierarchy among these componential words.
Since RNNs have been proved powerful on capturing sequential context [18] and
LSTM cells could memorize long sequential context better [8], we use a LSTM-
based recurrent neural network (tRNN) to capture tSeq’s hierarchical context
and learn the embedding of the token part.

Then we introduce the process of learning embeddings for tokens via tRNN.
As shown in Fig. 2(left), tRNN reads words in a direction from the general pack-
age prefix snippet to the specific word after CamelCase decomposition. Each
word of the tSeq is transferred to an embedding via a look-up matrix Wl, then
sent to a LSTM layer. When tRNN reads one word, it moves one time step.
At each time step, the LSTM layer accepts current word’s embedding and the
output of the previous time step, then sends its output to the next step. After
reading the last word, tRNN sends the output of the LSTM layer in the last
time step into a fully connected hidden layer, which outputs a d-dimensional
embedding for the token part.

3.4 dCNN

Here we also explain why we use a convolutional neural network to encode the
description part first. According to our observations and statistics on API doc-
uments of five API libraries (shown in Sect. 4.1), descriptions usually contain
a long sentence, even a small paragraph. Then we note that the core function
is usually related to several local phrases in the long descriptions. Since CNNs
are good at extracting local features across words without any syntactic pars-
ing operations, we apply CNNs to learn the semantics of the description into
embeddings.

The architecture of dCNN is shown in Fig. 2 (right). Words of the dSeq are
transferred to embeddings via a look-up matrix Wr first. Then we process the
sequence of word embeddings via two groups of 1D-convolutional layers and
max-pooling layers. Here we use the 1D-convolutional layer in [10] to extract
local features of phrases. It contains several convolution kernels. Each kernel
slides a window of m words on the entire word sequence and outputs a filtered
feature map of the input sequence. Then max-pooling layers are arranged after
the 1D-convolutional layer and used to remain maximal values of each dimension
based on the given window, so that the features of key phrase can be captured.
After that, a flatten layer is used to concat features of different feature maps into
one fixed-size embedding. Finally, dCNN sends the flatten layer’s output into a
fully connected hidden layer and gets the d-dimensional vector of the description
part.

3.5 Tree-Based Negative Sampling

In this section, we illustrate our negative sampling method. To train a model
via noise-contrastive estimation, negative samples are needed as the input. Since
API documents only provide positive pairs, which are matched token-description
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root

java javax org

java.awt

...java.awt.im java.awt.image java.awt.colorjava.awt.dnd

java.awt.im.spi java.awt.image.renderable

Fig. 3. A multiway tree constructed from package prefixes of Java SE 8

pairs, we need to extract negative samples by ourselves. For a given API token, we
expect to find appropriate noisy descriptions. If they were too hard to distinguish
on lexical information, it would take a long time for our model to converge
to the optimal point. If they were too easy via identifying just from the type
information, the robustness of our model would be weak.

Here we present a tree-based negative sampling method. We note that the
package prefixes in tokens hold hierarchical structures that indicate different
abstraction levels. Descriptions under the same package prefix share more com-
mon words than those under different package prefix. Then descriptions of API
tokens with different types, such as Class,Exception, Enum, are usually easier to
be distinguished from the sentence pattern that those with same types. So con-
struct a multiway tree based on all the package prefixes of the corpus to sample
noisy descriptions, like the one shown in Fig. 3. Each node presents a part of the
package prefix. A virtual root node is added to connect all the package prefixes
into a universal tree. Token-description mappings are saved under leaf nodes.
For tokens or descriptions under different leaf nodes, we assume that the more
common ancestor nodes they share, the more similar they are. So for a given
API token T , we trace from the leaf node L of its package prefix, and go up with
h depth. Then we find the find the ancestor A with h depth far from the leaf
node L. Now we collect descriptions saved under the leaf nodes of the ancestor
A except for the subtrees containing L. Then we filter descriptions holding the
same type of T as candidates. Finally, we sample k descriptions randomly from
the collected candidates as noisy descriptions for the given API token.

4 Evaluation

4.1 Datasets

In this paper, we use API reference documents of five Java API libraries as
datasets: Jave SE 8, Eclipse Platform 4.3, Spring 4.3, Lucene 6.1 and Java EE 7.
We download API documents from their official websites and use an HTML
parser to extract mappings of API tokens and descriptions in raw text.

Several pre-processing steps are done to transfer these raw text of mapping
into word sequences, so that they can be fed into the model in Sect. 3. First
we remove punctuations and numerical digits, then split the text into word
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sequences by whitespaces. Then we do CamelCase decomposition operations on
tokens of the CamelCase format, of which the reasons have been explained in
Sect. 3.1. We break tokens of the CamelCase format into words at the position of
the first capital letter followed by a lowercase letter or the position of the under-
line symbol. For example, “ICC ColorSpace” is transferred to a word sequence
of “ICC”, “Color” and “Space”. Finally, we do lowercase transformation and
stemming on all the words.

Table 2 shows the basic statistical information of the five datasets. We remove
the mappings of one-letter template classes and mappings of empty descriptions
from the datasets, of which the number is tagged by “Filtered”. Then we split
the data into the training, dev, test subsets with the ratio of 8:1:1. “AvgLength”
and “MaxLength” show the average and maximal length of the word sequences
– tSeq and dSeq. “VocabSize” gives the vocabulary size for words in the token
and description part.

Table 2. API documents for training and test

API library Java SE 8 Eclipse Platform 4.3 Spring 4.3 Lucene 6.1 Java EE 7

#Sample (filtered/original) 4252/4457 3883/4001 3821/3875 2659/2672 2038/2134

#Train/#Dev/#Test 3401/425/426 3106/388/389 3056/382/383 2127/266/266 1630/204/204

#AvgLength (TOKEN/DESC) 5/14 7/13 7/14 8/11 5/15

#MaxLength (TOKEN/DESC) 11/69 15/55 21/57 20/73 13/93

#VocabSize (TOKEN/DESC) 1268/2268 885/1683 959/3229 1025/1838 729/1341

4.2 Training

We pre-process our datasets with python and implement our model by Keras
1.0.3 with the backend of Theano 0.8.3. All the weights in our model, including
the word embeddings, are randomly initialized. The dimension is set to 256 for
embeddings of words, tokens and descriptions. The number of units in LSTM
layer is set to 256. The two 1D-convolution layers use convolutional kernels in
the number of 32 and 64 respectively. The size of the convolutional window is
set to 3 words for both convolutional layers. And the max-pooling window is set
to be 2 words. Two kinds of score functions are used to measure the similarity
of token-description pairs: cosine similarity and flipped Euclidean distance (i.e.
negative values of the original euclidean distance). We train the model with 100
epochs for each dataset.

4.3 Results of Description Selecting

Here we explore the quantitative metrics to evaluate the learnt API embeddings
of API tokens via our model. Since we expect to capture the mapping relations
of API tokens and descriptions after learning embeddings for the two part, we
propose a description selecting task.
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The description selecting task is defined as follows. For each API token in
the test set, we mix its original matched API description with k noisy descrip-
tions sampled in Sect. 3.5 as candidates. Using the tRNN’s output as embed-
dings of API tokens and the dCNN’s output as embeddings of the descriptions,
we compute the similarity score between the given API token and candidate
descriptions. Then we rank their matching scores and compute the accuracy by
identifying the correct description as the top one result.

We use Bag-of-Words (BoW) model as our baseline. BOW uses one-hot
embeddings for words in tokens and descriptions and takes the average embed-
dings of all words in a sequence as the embedding of the entire sequence.

Table 3. Accuracy (%) of description selecting task

API library Java SE 8 Eclipse Platform 4.3 Spring 4.3 Lucene 6.1 Java EE 7

Cos Score BoW 87.90 88.43 90.19 90.20 86.15

OurWork 93.45 93.35 91.71 91.43 87.69

EucScore BoW 72.54 72.25 78.10 62.44 72.30

OurWork 86.65 81.50 87.86 86.94 75.90

Table 3 shows the accuracy on five datasets. Here we mixed one cor-
rect description and three noisy descriptions as candidates. Our model runs
100-epoch training on each dataset. “Cos Score” means that the model is trained
with the score function of cosine similarity and “EucScore” with the flipped
Euclidean distance. Our work outperforms the baseline on both cosine score
and Euclidean score. Then we can infer that using cosine similarity gets better
results in all the datasets and more training samples lead to better results after
the same training epochs. Also, more training samples the model is trained with,
more improvement our model gets than the baseline.

We present results of several test cases in Table 4. The correct description is
marked with * and bold fonts. CaseA shows a correct selecting case by both BoW
and our work. Because the correct description share some keywords like “chan-
nel” and “write” with the given token, while other candidates do not. CaseB
gives a case that can be identified correctly by our work while Bow cannot. In
this case, there’s no shared keywords between the given token and all the candi-
dates. And our work could capture the semantics expressed by the token itself
and its description effectively. CaseC shows a case failed by BoW and our work.
Both models capture the semantics from keywords like “error”,“factory”, “con-
figuration”, but they both failed to identify the core semantics of the keyword
“transformer”.

All in all, the results of Tables 3 and 4 show that the learnt API embeddings
could identify the correct description with high accuracies and our model could
capture semantics of tokens and descriptions effectively.
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Table 4. Results of several test cases

CaseA: java.nio.channels.NonWritableChannelException

*Unchecked exception thrown when an attempt is made to write to a
channel that was not originally opened for writing

Checked exception thrown when an input character (or byte) sequence is valid but
cannot be mapped to an output byte (or character) sequence

Runtime exception thrown when a file system cannot be found

Checked exception thrown when an input byte sequence is not legal for given
charset, or an input character sequence is not a legal sixteen-bit Unicode sequence

CaseB: java.nio.charset.Charset

*A named mapping between sequences of sixteen-bit Unicode code units
and sequences of bytes

A multiplexor of SelectableChannel objects

A selectable channel for stream-oriented connecting sockets

A token representing the membership of an Internet Protocol (IP) multicast group

CaseC: javax.xml.transform.TransformerFactoryConfigurationError

Thrown when a problem with configuration with the Schema Factories exists

Thrown when a problem with configuration with the Parser Factories exists

An error class for reporting factory configuration errors

*Thrown when a problem with configuration with the Transformer
Factories exists

5 Conclusion

In this paper, we propose a neural model to learn embeddings of API tokens,
which is important for processing API dependent programs with deep learning.
Our model combines a recurrent neural network with a convolutional neural
network and integrates a tree-based negative sampling method in training. The
experimental results show that learnt embeddings of API tokens capture seman-
tics expressed by API documents effectively.
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Abstract. In the collaborative design environment, there is an increas-
ing demand for information exchange and sharing to reduce lead time
and to improve product quality and value. Software and communication
technologies can be a relevant approach in this context, using for instance
PLM (Product Lifecycle Management) systems. Each product lifecycle
development phase generates knowledge, and managing this knowledge
can be placed in a closed-loop. In this paper, we present a research in
progress that exposes a collaborative architecture based on a multi-agent
system which aims to support the knowledge management process in the
closed-loop. This is a new strategic approach to manage the product
lifecycle information efficiently in a distributed environment. The pur-
pose of this paper is to illustrate the use of DOCK (Design based on
Organization, Competence and Knowledge) methodology for the design
of our multi-agent system and to demonstrate how to handle intelligent
knowledge via a use case study.

Keywords: Product lifecycle management · Knowledge management ·
Intelligent knowledge · Multi-agent systems · Collaborative design

1 Introduction

Collaborative design of industrial products is the inevitable trend in the enter-
prises to improve the engineering activities of product lifecycle. The objective is
to generate lower costs and to ensure higher efficiency of the product design and
the manufacturing process. To remain competitive, a lot of industrial enterprises
and networks increasingly need to collaborate with each other into collaborative
design environment of industrials products [1–3]. In this context, several actors
are involved with different views during different phases of the product lifecycle,
while exchanging knowledge expressed in heterogeneous formats. This knowledge
is related to different concepts such as product structure, usage, project history
and design activities, parameters and constraints. Enterprises have now to differ-
entiate themselves by extending their strategic business approach to the entire
c© Springer International Publishing AG 2016
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product lifecycle and by deploying knowledge management techniques [4]. The
objective is to improve their knowledge management over the complete product
lifecycle by implementing the approach of closed-loop PLM. The idea is that
some information of one lifecycle stage could be useful for another stage. For
instance, information of the production phase could be used at the recycling
stage, to support deciding the most appropriate recycling option (especially to
take decisions about remanufacturing and reuse). This information can also be
combined with the recycling information and used as feedback for the produc-
tion to improve the new generations of the product. Our research consists in the
modeling and implementation of an intelligent knowledge-based system for col-
laborative design. The purpose of our system is to identify, capture, synthesize
and reuse the professional knowledge in the closed-loop. To address this need,
the multi-agent systems (MAS) paradigm provides a relevant solution frame-
work to our research idea. MAS allows to design and implement such systems
based on the interactions of different agents. The design of our system is based
on the DOCK methodology (Design based on Organization, Competence and
Knowledge) [5], a methodology to design intelligent knowledge-based systems,
supporting the knowledge management process.

The present paper is organized as follows. Section 2 introduces closed-loop
PLM for collaborative design. It describes how closed-loop PLM improves knowl-
edge management over the complete product lifecycle and the use of MAS to han-
dle intelligent knowledge in the context of closed-loop PLM. Section 3 describes
the multi-agent system architecture that we propose and the main concepts of
the DOCK methodology, which is used to the design of our intelligent knowledge-
based system. Section 4 illustrates the first results. Section 5 concludes the paper
and discusses some future improvements.

2 Literature Review

2.1 Closed-Loop PLM for Collaborative Design

Product Lifecycle Management (PLM) is primarily a business strategy [6], which
aims to efficiently manage the product related information during the whole
product lifecycle, for all internal and external actors involved in its creation.
PLM most widely used definition is “a strategic business approach that applies
a consistent set of business solutions in support of the collaborative creation,
management, dissemination and use of product definition information across the
extended enterprise from concept to end of life - integrating people, processes,
business system, and information” [7]. The PLM approach is supported by
software to create a collaborative work environment for all actors involved in
product development cycle. It allows to orchestrate the progress of business
processes (or workflow), in which the responsibilities, access rights and roles are
clearly defined. The information recorded in the common database of PLM are
structured using metadata involving individuals (objects), classes (sets of object
types), attributes (object properties), relationships (links between objects) and
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events. Despite the benefits of PLM systems in the project design, the collabo-
rative design of industrials products still remains complex.

To face the new industrial challenges and enable the factory of the future such
as digital manufacturing, decision support technologies, etc., the information
loops along the whole product lifecycle have to be closed. The concept of closed-
loop PLM has appeared in 2007 [8] and is based on the new tracking technologies
and monitoring products (Radio Frequency IDentification (RFID), chips, etc.).
These new technologies allow to follow each product during the “beginning of
life” (BOL),“middle of life” (MOL) and the “end of life” (EOL). They also
allow to extract the necessary information for maintenance and recycling, and
to improve the design and manufacturing of future products. With the closed-
loop PLM, the information is not transmitted from phase to phase as in the PLM
approaches. As shown in Fig. 1, these technologies involve closing the information
loops throughout the lifecycle.

Fig. 1. Closed-loop PLM

In all these phases of closed-loop PLM, data, information and knowledge are
created. Closed-loop PLM can improve the quality of product design and the
efficiency of production. In this paper, we focus on the BOL phase (design and
production), which is the phase where the product concept is generated and phys-
ically created. In fact, the creation of data, information and knowledge are sup-
ported by intelligent systems such as Computer aided design (CAD), Computer-
aided manufacturing (CAM) and Computer-aided engineering (CAE) [9]. In the
closed-loop PLM, designers will receive feedback about detailed product informa-
tion such as product status, product usage, conditions of retirement and disposal.
This feedback information is valuable for product design as it enables design-
ers to exploit the expertise and know-how of other participants in the product
lifecycle.

2.2 The Use of Multi-agent System to Handle Intelligent Knowledge

The term “agent” is loosely defined in the literature as it is used in very different
contexts. In our context, an agent can be referred to as a component of software
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and/or hardware, which is an intelligent entity capable of acting like a human
user in order to accomplish tasks. The agent paradigm provides the ability to
model the distributed activities and exchanges between the business actors. A
multi-agent system (MAS) [10] is a system composed of several agents interacting
with each other. The interaction is usually done by messages. To successfully
interact, agents require the ability to cooperate, coordinate, and negotiate with
each others, much as people do. MAS have become an appealing paradigm for the
design of computer systems based on autonomous cooperating software entities.

Knowledge management systems (KMS) [11] are complex systems especially
when knowledge is distributed and heterogeneous. Our idea is to use a MAS
to manage a KMS. Indeed, MAS offer several benefits such as interoperabil-
ity with other existing systems, and heterogeneity management. This is possible
because agents that are autonomous, cooperating and communicating to decom-
pose problems into sub-problems and solve them more easily.

The development of a KMS based on the agent paradigm has been the sub-
ject of several research works such as (Vizcaino and al) [12] which recommended
a multi-agent system to computer engineers to support the different stages of
lifecycle of a KMS. (Wang and Xu) [13] have proposed a KMS based on MAS to
help an organization in problem solving and decision-making activities. To man-
age and share knowledge of more applications (manufacturing, banking, medi-
cine, entertainment), Sajja [14] followed a fixed topological modeling such as a
relational database management system managed by a MAS. (Zhang et al.) [15]
also proposed a MAS to manage heterogeneous and distributed knowledge but in
the case of implementation of projects in collaboration via the Internet. While
(Toledo et al.) [16] have handled this problem in the case of business process
management based on the platform Jacamo (Boissier et al.) [17].

In the work presented in this paper, we are interested in multi-agent systems
in the field of industrial design to manage tacit or explicit knowledge throughout
the design process. The goal is to collect the knowledge based on the cooperation
of intelligent agents and formalize them in ontologies. The ontologies describe the
concepts used by the trades actors to complete a project or design a product. The
created ontologies will be used by agents to achieve the extraction of knowledge
in business applications, dissemination and reuse for future projects.

3 Architecture of Distributed Environment for
Collaborative Design

In this section, we describe the objective and components of our architecture
based on multi-agent system. The contribution of this proposal is in the context
of the decision support in collaborative design. The application allows:

1. to define the design tasks for a product,
2. to coordinate the achievements of each task,
3. to assemble all of the collected data from the tasks to build a solution,
4. and finally to distribute these tasks between the involved designers.
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Fig. 2. Architecture of distributed collaborative environments

As illustrated in Fig. 2, the proposed architecture is composed of four layers:

– Man/machine interface: all hardware devices and software enabling the
user to interact with the application.

– Middleware ESB (Enterprise Service Bus): enables the communication
and the mediation between services and applications. It connects heteroge-
neous environments using a service oriented approach in order to orchestrate
the different services

– Application layer: it is the process layer of our architecture. As mentioned
before, in this part we propose our multi-agent system. A number of software
agents have been designed. We describe the agents and their functions in the
next section.

– The data storage layer: includes all the application data sources (product
database + product knowledgebase).

3.1 The Design of Our Multi-agent System Using DOCK
Methodology

To be reliable, our MAS must be designed and analyzed according to an organiza-
tional methodology oriented towards knowledge engineering applications called
DOCK. As we have mentioned before, the main goal of the MAS is to allow
designers to capitalize, share and reuse the knowledge generated throughout
decision-making process. The DOCK approach is focused on the design of a
knowledge-based system using the agent paradigm. This system must be respon-
sive, proactive and flexible. To meet these requirements, the MAS has two types
of agents:

– Cognitive agents: They are derived from modeling human organizations.
These agents are continuously in touch with trades actors in order to provide
them with proactive support in their activities.
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– Reactive agents: they ensure the operation of knowledge management cycle,
responding to external requests (from the cognitive agents or the trades
actors).

This modeling of MAS with organizations and types of agents provides a flex-
ible and adaptable system to different types of processes. The obtained system
is composed of three organizational levels. The first is the human organization
level, the second corresponds to the organization of cognitive agents and the
third the reactive agents level.

To describe the modeling of human organization, DOCK uses organizational
modeling methodology derived from KROM (Knowledge Reuse Organizational
Model) [18], to expose the necessary and sufficient elements for the implementa-
tion of a knowledge management system. It highlights the skills of professional
actors, description of the knowledge that they create, use and share, as well as
the formalization of the organizational structure that they apply.

The chosen case study in this paper focuses on decision-making process in
industrial product design projects. The MAS provides proactive assistance to
users by capitalization and reuse of the knowledge generated throughout this
process. These knowledge are created, used, shared and also reused in a closed-
loop. To ensure the progress of the knowledge management process, four roles
are formalized (see Fig. 3).

Fig. 3. The different types of agents and their roles in the knowledge management
process

Following the DOCK approach, our system is composed of three organiza-
tions. The first concerns the human organization and represents the system user
layer. In the second, cognitive agents interact with human actors and reactive
agents to fulfill their missions (see Table 1).

In the latest organizational layer, reactive agents support the knowledge man-
agement process. The capitalization agent and repository agent work together
to identify and store knowledge. Exploitation agent together with sharing agent
are in charge of the evaluation, the update and the provision of the knowledge
base. The Fig. 4 shows the general architecture of our MAS.
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Table 1. The different types of reactive agents and their roles

Agents Roles

Capitalization agent Ensures the identification and formalization of the knowledge
manipulated by the actors during the process of
decision-making. The capitalization agent has no direct
access to what the human actors do. It is the cognitive
agents who request it by offering the knowledge to
capitalize.

Repository agent Provides classification and storage of knowledge in the
knowledge base.

Exploitation agent Ensures the use of the knowledge, as well as their evaluation
and updating.

Sharing agent Ensures the sharing and dissemination of the knowledge
manipulated by other reactive agents. It is the only
reactive agent that sends “informations, queries,
knowledges” to cognitive agents or business actors

3.2 Descriptive Model of Cognitive Agents’ Interactions

As shown in Fig. 5, the activity diagram describes the main functions of our sys-
tem, the operating cycle and the interactions between different agents. There
are five types of cognitive agents in our proposed system (project manager
agent, data management agent, design coordination agent, design agent, designer
agent). All of these agents work and react depending on their incoming messages.
The main agents are briefly described in the following.

– Project manager agent: The main purpose of the project manager agent
is to help the project manager to manage the design project. It allows to
decompose a complex design into subtasks. Furthermore, it makes a schedule

Fig. 4. The architecture of the MAS
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for all the designers involved to realize their design tasks on time. It also allows
to view a detailed vision on project progress (completed tasks, missed tasks,
current tasks)

– Designer agent: The designer agent allows to provide support based on
knowledge related to the design process driven by human designers. The inter-
est of this agent is to identify and regroup all similar strategies adopted at the
realization of the previous design tasks, from this cluster, the designer agent
proposes to the involved designers a process model based on the different
similar processes.

– Data management agent: This agent is responsible of collecting the data
in the collaborative product design process.

– Design coordination agent: The design coordination agent is specially
designed to manage the coordination between the design processes. Moreover,
it alerts the designers involved in the design tasks of constraint conflicts and
their respective reason.

– Decision agent: The decision agent is specifically designed to support
decision-making in the design of industrial products. In our MAS, the infor-
mation is distributed and controlled by each agent. Therefore, it is necessary
to have a decision agent that controls and validates the solution proposed by
the designer agent. It also runs the simulation and optimization of the process
based on the key performance indicators.

4 Experimental Case

To validate our approach, we decide to implement a Web-based shared envi-
ronment for experience feedback in design projects. Figure 6 shows the first user
interface of the Web application. It is an environment that provides the following
services:

– List of current projects: The list includes all projects driven with the
platform (list of completed projects, list of current projects and list of future
projects)

Fig. 5. Descriptive model of cognitive agents interactions
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– Management of project design: This part is proposed to support designers
in their design process. It focuses on the management and coordination of the
collaborative processes using the knowledge and experiences of the designers.
It also recovers all similar processes then discover a process model and displays
it as workflows.

– Mode RETEX: This section provides an overview of the platform’s projects,
with the involved designers team. More precisely, it present a repository of
knowledge in order to continuously improve the industrial design processes.

Fig. 6. User interface

The proposed system takes into account the knowledge management cycle
linked to the process of decision making. To validate our approach, we decide
to expose and explain how reactive agents interact with cognitive agents on a
concrete example which is “designing a mechanical engine”.

As we have already mentioned, reactive agents ensure the operation of knowl-
edge management cycle. The first phase in this cycle is to identify the knowledge
of the design project by the capitalization agent. These knowledge are identified
from previous experience in similar projects and formalized to build an ontol-
ogy [19]. The ontology provides a structured and semantic vocabulary for dealing
with knowledge related to a specific area.

Before the creation of the ontology, the capitalization agent targets the busi-
ness application to specify in what type of database it will be stored and there-
fore the storage format. Each ontology is identified by name. The Fig. 7 shows
a simple example of an ontology built in the design of a mechanical engine. It
describes the components of a mechanical engine.

When running a new process that is similar to our design process “mechanical
engine”, the capitalization agent is automatically activated to enrich the ontol-
ogy. The backup and integration of ontology are guaranteed by the repository
agent, this agent gathers the name of the ontology proposed by the capitaliza-
tion agent. The created ontology is stored in an OWL (Web Ontology Language)
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Fig. 7. Ontology of a mechanical engine

format [20] file in a knowledge base. The OWL file includes classes and “Object-
Property”.

The following example shows an example of the class “piston” built by the
repository agent. This class is a subclass of class “Power train”.

<owl:Class rdf:ID=?piston?>
<rdfs:subClassOf rdf:resource="#Power train" />
</owl:Class>

The OWL file includes “DatatypeProperty” and restrictions on these properties.
The following example presents a creation of the property “Outside diameter
hole” with a domain that allows to specify in which class we can assign this
particular property, as well as the range that allows to specify the type of
property. In our example, the property contains a restriction that is specified by
the syntax “hasValue”. This restriction on the property requires that “outside
hole diameter” should be equal to 15. So, only the pistons which have the outside
hole diameter = 15 will be returned to the user as a result.

<owl:DatatypeProperty rdf:ID="Outside_diameter_hole">
<rdfs:domain rdf:resource="#piston"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>

<owl:Class rdf:ID="piston">
<rdfs:comment> the outside diameter hole must be equal to 15 cm
</rdfs:comment>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="#Outside_diameter_hole"/>
<owl:hasValue rdf:resource="15"/></owl:Restriction>
</rdfs:subClassOf>
</owl:Class>

To exploit these knowledge, the cognitive agent “designer agent” sends a request
to the “data management agent”. The latter contacts the “Exploitation agent”.
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The “exploitation agent” queries the knowledge base and performs a search of
similarity between the vocabularies provided by ontologies stored in the knowl-
edge base. Ontologies are stored as OWL files, so to extract data more easily, we
decide to use the Semantic Query-Enhanced Web Rule Language (SQWRL).

5 Conclusion and Future Work

This paper presents a collaborative architecture that aims to facilitate the tech-
nical design of industrial products in a cooperative, multi-user and distributed
environment. This required the implementation of a proactive design scheme
and an interdisciplinary approach that includes monitoring, decision and control
execution process. More precisely, it allows designers to create, collect, search,
share and reuse knowledge from the database. To achieve this goal, we have used
multi-agent systems. This paradigm has the ability to manage complex systems
such as heterogeneous knowledge management systems.

We use ontologies to solve the problem of management and knowledge reuse.
These ontologies describe heterogeneous and distributed knowledge. They rep-
resent a semantic contribution through the concepts that they express.

The first experiment exposed on this paper, shows an overall view of how
our agents interact to manage knowledge. We have chosen as a case study the
designing of a mechanical motor. Our future task is to equip the agents with
inference rules to provide relevant knowledge for designers. In addition, we plan
to deploy and test our system on a real industrial case.
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Abstract. In the last years, ontology modeling became popular and
thousands of ontologies covering multiple fields of application are now
available. However, as multiple ontologies might be available on the same
or related domain, there is an urgent need for tools to compare, match,
merge and assess ontologies. Ontology matching, which consists in align-
ing ontology, has been widely studied and benchmarks exist to eval-
uate the different matching methods. However, somewhat surprisingly,
there are no significant benchmarks for merging ontologies, proving input
ontologies and the resulting merged ontology. To fill this gap, we pro-
pose a benchmark for ontologies merging, which contains different ontolo-
gies types, for instance: taxonomies, lightweight ontologies, heavyweight
ontologies and multilingual ontologies. We also show how the GROM
tool (Graph Rewriting for Ontology Merging) can address the merging
process and we evaluate it based on coverage, redundancy and coherence
metrics. We performed experiments and show that the tool obtained
good results in terms of redundancy and coherence.

Keywords: Ontologies merging · Benchmark · Graph rewriting ·
GROM tool

1 Introduction

In the two last decades, ontologies have become widely used in several domains
such as semantic web, medicine, e-commerce and natural language processing.
With this multitude of ontologies that represent and cover sometimes the same
domain, there is a growing need to merge these ontologies [1].

Merging ontologies have the goal of “creating a new ontology from two or
more existing ontologies with overlapping parts, which can be either virtual or
physical” [2]. It starts with the identification of the overlapping part (the simi-
larities) between the ontologies entities and based on this result, it merges them
and creates a new one [3]. Merging ontologies is a challenging issue that depends
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on several factors. Among them, the most important are: (1) the quality of ini-
tials ontologies (consistent or inconsistent), (2) the quality of ontology alignment
(the identification of the similarities could recognize syntactic and/or semantic
and/or structural correspondences between the ontologies ?), and (3) the merg-
ing strategy and the quality of its results. To evaluate the merging process and
compare the tools proposed by the community, it is important to: (1) check
the consistency of the initials ontologies (it could be done with a reasoner such
as Pellet, Hermit, etc.); (2) evaluate the ontologies alignment; (3) evaluate the
merging result.

To evaluate ontologies alignment, researchers can use existing proposed
benchmarks. This research field has now reached a significant maturity and there
are specialized conferences that propose important benchmarks. As an example,
the Ontology Matching1 conference presents more than 20 datasets and pub-
lishes annually the results of their alignment. However, somewhat surprisingly,
there are no significant benchmarks for merging ontologies [1,3]. To the best of
our knowledge, the only work is the one of Raunich and Rahm [1]. It presents
some taxonomies and the result of their merging using the ATOM (Automatic
Target-driven Ontology Merging) tool [3]. This work has two main limitations.
The first one is that it studies only taxonomies. Therefore, it can not test and
evaluate the heavyweight ontologies (no property, no axioms contradiction, etc.).
The second limit is that the benchmark is not published and therefore cannot
be used.

We propose in this paper a benchmark for ontologies merging, which contains
both lightweight and heavyweight ontologies. We show how our tool GROM
(Graph Rewriting for Ontology Merging) [4] can address the merging process
and we evaluate it based on coverage, redundancy and coherence metrics. All
the ontologies, the result of their alignment and of their merging are available
on the web for download.

The paper is structured as follows: Sect. 2 introduces the background of the
work. It presents the merging process and the typed graphs grammars formalism.
Section 3 defines our formalism and discusses how to use it to merge ontologies
and resolve their inconsistencies. Section 4 presents a benchmark for ontologies
merging and evaluates the GROM tool. Finally, a conclusion summarizes the
presented work.

2 Background

2.1 Ontologies Merging

Ontologies are living objects that represent knowledge with an explicit and for-
mal way [5]. They conceptualize a given domain by their concepts (classes, prop-
erties, individuals, axioms, etc.) in order to offer mechanisms of reasoning and
inference. Given two or more ontologies, ontologies merging aims at producing a
new ontology with their overlapping parts [2]. This process can be symmetric or

1 http://www.ontologymatching.org.

http://www.ontologymatching.org
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asymmetric. Symmetric solutions aim at completely integrating all input ontolo-
gies with the same priority. Asymmetric approaches, by contrast, take one of the
ontologies as the source and merge the other as a target. In this type of app-
roach, the concepts of the source ontology are preserved and only the concepts
of the target ontology, that not alter the consistency, are added [3].

Several approaches have been proposed in the literature, we briefly present
in this section the approaches that are implemented with a proposed tool. The
Table 1 summarizes these approaches according to: (1) the merging strategy
(symmetric or asymmetric), (2) the ontology specification (OWL (Web Ontol-
ogy Language), RDFS (Resource Description Framework Schema), Frame, etc.),
(3) the tool, and (4) their specificities and the inconsistencies resolution (con-
flicts management). Note that because of the no-existence of the benchmark for
merging ontologies, the researchers do not present details evaluation for their
tools.

Table 1. Summary of some ontologies merging approaches.

Approach Merge strategy Specification Tool Specificity and conflicts

management

Stumme et al. [6] Symmetric Frame FCA-Merge - Semi-automatic

approach

- Approach based on

the formal concept

analysis (FCA)

- No conflicts

management

Noy et al. [7] Symmetric &

Asymmetric

Frame Prompt - Semi-automatic

approach

- Conflicts detection

- User intervention for

the conflicts

resolution

Kotis et al. [8] Symmetric – HCONE - Semi-automatic

approach

- Approach based on

the Latent semantic

analysis (LSA)

- No conflicts

management

Li et al. [9] Symmetric OWL MOMIS - Automatic approach

- Management of some

conflicts (structural

and semantic)

Raunich et al. [3] Asymmetric OWL Taxonomy ATOM - Automatic approach

- Delete the redundancy

- Management of some

structural conflicts
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2.2 Quality Measures for Ontology Merging

Measuring the quality of ontology merging finds its origins in the field of concep-
tual schemas. Indeed, to evaluate the quality of an integrated schema, Duchateau
et al. [10] proposed two measures: minimality and completeness. The minimality
checks that no redundant concept appears in the integrated schemas. The com-
pleteness represents the percentage of concepts presented in the data sources
that are covered by the integrated schemas. It is calculated as follows:

comp(Sitool, Siexp) =
|Sitool ∩ Siexp|

Siexp
(1)

where Siexp is the integrated schema proposed by an expert and the Sitool is
the integrated schema generated by a tool.

Rahm et al. [1] proposed the same metrics to evaluate the quality of the
merging ontologies result and they called them: coverage (for the completeness)
and redundancy (for the minimality). The coverage is then related to the degree
of information preservation. It measures the share of input concepts preserved
in the result and it depends on the type of approach symmetric or asymmetric
one. With symmetric approaches (full merge) the coverage is equal to 1: all
the concepts are preserved. For the asymmetric approaches, the concepts of the
target ontology are preserved but only the concepts non-redundant of the source
ontology are preserved (i.e. all the redundant concepts are removed).

Besides the coverage and the redundancy metrics, it is also important to
check the coherence of the ontologies merging result. This metric checks if the
ontology result is coherent or contains some conflicts. To ensure theses three
metrics, we have used the typed graph grammar formalism for our approach of
merging ontologies.

2.3 Typed Graph Grammars

Typed Graph Grammars (TGG) are a mathematical formalism that permits to
represent and manage graphs. They are used in several fields of computer science
such as software systems modelling and formal language theory [11]. Recently,
they started to be used in the ontology field, in particular for the modular
ontologies formalization [12] and consistent ontologies evolution [13,14]. A typed
graph grammar is defined by TGG = (G,TG,P ) where:

– G is a start graph also called host graph.
– TG is a type graph that represents the elements type of the graph G.
– P is a set of production rules also called graph rewriting rules which are

defined by a pair of graphs patterns (LHS, RHS) where: (1) LHS (Left
Hand Side) represents the preconditions of the rewriting rule and describes
the structure that has to be found in G; (2) RHS (Right Hand Side) represents
the postconditions of the rule and must replaces LHS in G (see Fig. 1).
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Fig. 1. The principle of graph transformation.

A rewriting rule can be extended with a set of negative application conditions
(NACs). A NAC is another graph pattern such as: “if there exist a morphism
from NAC to the host graph G, then, the rule cannot be applied”. In this way,
a graph transformation defines how a graph G can be transformed to a new
graph G′. More precisely, there must exist a morphism that replaces LHS by
RHS to obtain G′. To apply this replacement, different graph transformations
approaches are proposed [15]. In this work, we use the algebraic approach [16]
based on the pushout concept [17]. Given three objects (in our case graphs) G1,
G2 and G3 and two morphisms f : G1 → G2 and g : G1 → G3, the pushout
of G2 and G3 consists of: (1) an object G4 and two morphisms f ′ : G2 → G4

and g′ : G3 → G4 where f ′ ◦ f = g′ ◦ g; (2) for any morphisms f ′′ : G2 → X
and g′′ : G3 → X such that f ◦ f ′′ = g ◦ g′′, there is a unique morphism
k : G4 → X such that f ′ ◦ k = f ′′ and g′ ◦ k = g′′. Algebraic approaches
are divided into two categories: the Single PushOut, SPO [18] and the Double
PushOut, DPO [19]. The DPO approach consists of two pushouts and requires
an additional condition called the “dangling condition”. This condition states
that the transformation is applicable only if it does not lead to “dangling edges”,
i.e. an edge without a source or a target node. Indeed, in the SPO approach, one
pushout is required and the dangling edges are removed which permits to write
a wide variety of transformations not allowed by the DPO approach. Thus, in
this work, we only consider the SPO approach. Applying a rewriting rule to an
initial graph (G) with the SPO method consists in the following steps:

1. find a matching of LHS in G, i.e. find a morphism m : LHS → G.
2. delete the sub-graph m(LHS) − m(LHS ∩ RHS) from G.
3. add the sub-graph m(RHS) − m(LHS ∩ RHS) to G to get G′.
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3 Merging Ontologies with Typed Graph Grammars

3.1 Ontologies as Typed Graphs Grammars

In order to represent the ontologies and the ontology changes with the typed
graph grammars (see Fig. 2), we use the TGGOnto (Typed Graph Grammars
for Ontologies) model [13,14]:

TGGOnto = {TGO, GO, RO},where :

TGO is a type graph that represents the meta-model of an ontology, GO is a
host graph that represents an ontology and RO is a set of rewriting rules that
formalize the ontology changes. In our work, we consider the OWL ontologies.
Therefore, the type graph (TGO) represents the OWL meta-model. Thus, the
vertices types of TGO are:

VT = {Class(C), P roperty(P ), ObjectProperty(OP ),−
DataProperty(DP ), Individual(I),DataType(D), Restriction(R)}.

The edge types correspond to properties used to relate different entities. For
example, subClassOf is used to link nodes of the type Class.

ET = {subClassOf, equivalentTo, range, domain, ...}.
An ontology change (CH) is formalized by rewriting rules and executed as graphs
transformation using SPO algebraic method [14].

CH = ri ∈ RO = (NACs,LHS,RHS,CHDs),where :

– NACs are graph patterns that define the conditions should not be satisfied
to apply the change;

– LHS is a graph pattern that defines the preconditions that should be satisfied
to apply an ontology change;

– RHS is a graph pattern that defines the change to apply in the ontology;
– CHDs are derived changes added to the principal change (CH) for keeping

the consistency of the modified ontology.

3.2 GROM Approach

To merge ontologies, we use the automatic and asymmetric approach GROM
(Graph Rewriting for Ontologies Merging) which consists in three main steps
that are briefly described below (for more details, we invite readers to refer to
our previous work [4]).

1. Similarity search that identifies the correspondences between the ontolo-
gies entities based on syntactic, structural and semantic similarities. Given two
ontologies (O1 and O2), we distinguish: (1) CN , the set of commons nodes
between O1 and O2; (2) EN , the set of the syntactically equivalent nodes; (3)
SN , the set of the synonyms nodes and (4) IsaN , the set of the nodes that share
a subsumption relation.
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Ontology change

Rewriting rules

NAC LHS RHS

Ontology
Typed

graph (G)
New version of
the graph G

Formalization

Formalization

Appply ontology
change with SPO

Fig. 2. The coupling between ontologies and typed graph grammars

2. Ontologies merging that represents ontologies with TGGOnto =
{TGO, GO, RO} model and merges them based on the result of the similar-
ity search step. The merging process consists in applying a set of consecutive
rewriting rules with the SPO algebraic method in order to create a consistent
global ontology (see Algorithm 1).

Inputs: two ontologies O1, O2

a set of correspondences: CN , EN , SN , IsaN
Outputs: a global ontology GO

for N ∈ EN do
O′

1 ← SPO RenameEntity (O1, EN{O1}, EN{O2} );
end

CN ← CN ∪ EN{O1} ;

CO ← Create the common ontology;

GO ← SPO MergeGraph (O′
1, CO, O2);

/* Adapt the global ontology */
for N ∈ SN do

GO ← SPO AddEquivalentEntity (GO, SN{O1}, SN{O2} );
end
for N ∈ IsaN do

GO ← SPO AddSubClass (GO, IsaN{O1}, IsaN{O2} );
end

Algorithm 1. Merging ontologies algorithm.

3. Global ontology adaptation step enriches the global ontology with the syn-
onym (SN) and the subsumption (IsaN) relations identified in the step 1 (simi-
larity search). As example, the rewriting rule of AddEquivalentClasses(C1, C2)
ontology change is presented in the Fig. 3.
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Fig. 3. Rewriting rule for the AddEquivalentClasses change.

The Rewriting rule (Fig. 3) preserves the ontology consistency thanks to the
NACs. NAC1 ensures the no redundancy. It prohibits the adding of existing
knowledge. NAC2 ensure that no contradictory axiom is added to the ontology
by the application of the AddEquivalentClasses ontology change.

4 Experimental Results

4.1 Test Scenarios

We presented here two examples of ontologies (lightweight and heavyweight) to
show and discuss the conflicts that can be found in the merging process.

Taxonomies case (Cars ontologies example [1]): The Fig. 4 shows an exam-
ple of two taxonomies that represent the vehicle domain. They share com-
mons concepts (“Automobile”, “BMW”, “Fiat”) and subsumption relations (isA
(“German Car”, “European Car”), isA (“Italian Car”, “European Car”) and
isA (“Mercedes”, “German Car”)). Merging these taxonomies can cause the fol-
lowing conflicts and situations:

– Data redundancy. Considering that the ontologies share common concepts,
their merge result can contain redundant elements, for example (“Automo-
bile”, “Automobile”), (“Audi”, “Audi”), etc.

– Sharing subsumption relations. The ontologies could share subsomp-
tion relations, for example: isA(“German Car”, “European Car”) and
isA(“Italian Car”, “European Car”).

– Existence of cycles. Adding the subsumption relations could provide cycles. For
example, if we merge the ontologies we can obtain the cycle: isA(“German Ca-
r”, “European Car”), isA(“German Car”, “Automobile”), isA(“European-
Car”, “Automobile”).
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Fig. 4. European Cars ontologies [1].

OWL ontologies case (CCAlps ontologies example [14]): Fig. 5 presents extracts
from the EventCCAlps and CompanyCCAlps ontologies developed in the frame
of the European project CCAlps.
Merge OWL ontologies can cause the following situations and conflicts:

– Data redundancy. The concepts that have names syntactical close could be
considered as redundant knowledge, for example: “hasPlace” and “has place”.

– Synonyms concepts. The ontologies could share synonyms relations, for exam-
ple: “Individual” and “Person”. It is important in this case, to link theses
concepts by synonyms relations on the global ontology.

– Axioms contradiction. Merging OWL ontologies could cause several axioms
contradictions relating to the disjunction, the equivalence, the restrictions,
the subclass axiom, etc.

4.2 Benchmark and Results

To evaluate the ontologies merging process and test the GROM tool, we are based
on the benchmark below, which is available for download in the supplementary
material attached with this paper2:

– Cars ontologies [1] are taxonomies which are composed of classes and subsump-
tion relations (already described in Sect. 4.1, Fig. 4). They are mainly included
in the benchmark, for testing the hierarchical properties and for checking if a
tool of ontologies merging can remove the cycles.

– CCAlps ontologies [13] are heavyweight OWL ontologies (described in
Sect. 4.1, Fig. 5). These ontologies represent restrictions, properties, axioms,
etc. and offer a good case study to check if an approach can manage or not
the contradictory axioms and preserve or not the consistency of the global
ontology.

2 http://mariem-mahfoudh.info/ksem2016.

http://mariem-mahfoudh.info/ksem2016
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(a) Extract from EOCCAlps
ontology (O1)

(b) Extract from
COCCAlps ontology (O2)

Fig. 5. CCAlps ontologies [14].

– Lebensmittel (Google, web) [20] are multilingual ontologies that cover the
food domain. Google.Lebensmittel.owl is represented in the English lan-
guage and it is composed of 59 classes, 1306 individuals and 58 subClass
axioms. Web.Lebensmittel.owl is represented in the German language and
it is composed of 53 classes, 1566 individuals and 52 subClass axioms. The
two ontologies have 15 synonyms classes that describe the same concepts but
in two different languages.

– Freizeit (dmoz, Google) are multilingual ontologies that represent leisure.
Google.Freizeit.owl is represented in the English language and it is com-
posed of 71 classes. Web.Freizeit.owl is represented in the German language
and it is composed of 76 classes. The two ontologies have 67 synonyms classes.

– Conference (ekaw, iasted, cmt, confof) ontologies [21] describe the conferences
organization. They are datasets published by the OEAI (Ontology alignment
evaluation initiative) to provide benchmark for the ontology alignment. We
use the same ontologies to provide benchmark for the ontology merging.

The Table 2 presents the set of ontologies that form the proposed benchmark
and their result merge by GROM approach. It specifies: (1) the number of con-
cepts of each ontology (nbC), (2) their similarities (the set of commons nodes
(CN), the set of synonyms nodes (SN), the set of nodes that share isa relations
(IsaN) and the set of nodes that are syntactically close (EN)), (3) the number
of concepts of the merge result, (4) the number of redundant concepts in the
merge result, (5) the number of inconsistencies and (6) the value of coverage
(Cov).
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Table 2. Merging result of some ontologies with GROM tool.

Ontologies nbC Similarities Merge Redundancy Inconsistencies Cov Used in

Cars 7 .. 6 6 #CN=3,

#IsaN =3

13 0 0 1.00 [1]

CCAlps

(Event,

Company)

12 .. 8 4 #CN=1,

#EN=1,

#SN=1,

#IsaN=1

18 0 0 0.9 [4]

Lebensmittel

(Google,

web)

53 .. 59 15 #SN=15 112 0 0 1.00 [20]

Freizeit (dmoz,

Google)

71.. 67 67 #EN=67 71 0 0 0.51 [20]

Conference

(ekaw,

iasted)

107 .. 182 10 #CN=5,

#EN=3,

#SN=2

280 0 13 0.97 [21]

Conference

(cmt,

confOf)

29 .. 38 9 #CN=9 58 0 0 0.86 [21]

3 The detected inconsistency is from iasted ontology.

The Table 2 shows that all the output ontologies (the results of the process
merging) don’t contain any redundancy. Furthermore, GROM tool manages the
inconsistencies and produces consistent ontologies.

5 Conclusion

In this paper, we presented a benchmark for ontologies merging that covers dif-
ferent ontologies types: taxonomies, lightweight ontologies, heavyweight ontolo-
gies and multilingual ontologies. We have ensured that the benchmark presents
different pathological cases for merging process (data redundancy, existence of
cycles, axioms contradiction, etc.) in order to assess the performance of ontolo-
gies merging tools. We also presented our tool, GROM (Graph Rewriting for
Ontology Merging) and we described how it can automatically merge ontologies.
Thanks to the graph grammar formalism, in particular the NAC (Negative Appli-
cation conditions), GROM preserves the ontology consistency and removes the
redundancies. To evaluate the merging process, we have used the coverage, the
redundancy and the coherence metrics. The evaluation has shown that GROM
obtained good results in terms of redundancy and coherence. All the ontologies
are provided for download. In the near future, we plan to expand this benchmark
with the results of other researchers in order to compare the different results of
the related work and test the performance of the ontologies merging tools.
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Abstract. In the era of information explosion, the Internet has become
one of the most important tools for users to get information. As one of
the main applications, most of the tourists, if not all, utilize the search
engine to obtain the useful travelling information online which makes
tourism recommender systems valuable. However, given a huge amount
of online information, it still remains challenging to develop an effec-
tive tourism recommender system. To tackle this challenge, in this work,
we propose TRSO, an ontology-based tourism recommender system by
incorporating different techniques. First, we adopt the association rules
to dig out the associated users from a large number of users. By doing so,
users in the database are divided into two categories: related users and
unrelated users. Second, for the related users, we propose a collabora-
tive filtering algorithm by incorporating the time and evaluation factors.
For the unrelated users, we utilize a different collaborative filtering algo-
rithm, which integrates the time factor and the tourism attraction ontol-
ogy information. Third, we further filter useless information according to
the context information. Finally, we expand the tourism attraction with
other tourism information such as shopping, eating and traveling based
on a tourism ontology. The experimental results on the standard bench-
mark show that the proposed tourism recommendation algorithm can
achieve satisfactory and comprehensive recommendation performance.

Keywords: Tourism recommendation · Association rules · Collabora-
tive filtering · Context information · Ontology

1 Introduction

Nowadays, with the substantial improvement of people’s living standard, tourism
has become an increasing popular leisure activity for people. In addition, the
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Internet has become an important resource for those who are planning their
trips to get tourism information. However, the huge amount information on the
Internet always get people overwhelmed. Therefore, it is highly desired to develop
an effective tourism recommender system, which is able to provide people the
useful tourism information.

Existing recommendation technologies [1] can be roughly classified into four
categories: content-based recommendation, collaborative filtering recommenda-
tion, knowledge-based recommendation, and mixed recommendation. Among
these recommendation technologies, collaborative filtering recommendation has
been considered as the most successful recommendation strategy. The basic idea
of collaborative filtering recommendation is that if users have the same pref-
erences in the past (such as browsing the same webpages or purchasing the
same products), then they are more likely to have similar preferences and hence
make the same choices in the future. Considering the same phenomenon arises
in tourists behaviors, the user-based collaborative filtering recommendation has
been widely used in the tourism recommendation as well [3].

Although existing recommendation algorithms have been adopted in the
major e-commerce sites [2], it still remains challenging in developing an effective
tourism recommendation algorithms. The first challenge is how to improve the
accuracy of the recommendation results to meet users’ need. Most of the rec-
ommended results remain at the landscape level recommendation, which ignores
other tourism factors, such as cloth, food, accommodation and travel. The other
challenge is how to develop one dynamic recommendation algorithm, which can
take both the context and the personalization into the consideration. To tackle
these challenges, this paper aims at proposing a new tourism recommender sys-
tem which is able to generate accurate result and achieve dynamic recommen-
dation by incorporating the context and personalization.

The main contribution of the paper are two-fold. First, we propose TRSO, a
tourism recommender system based on attraction ontology. In particular, we first
adopt the association rules to identify the related users which avoids the prob-
lem of sparse matrix in collaborative filtering recommendation and reduces the
time costs. Meanwhile, we construct the attraction ontology to provide a com-
prehensive definition and relationships among tourism concepts. Furthermore,
we incorporate one hybrid recommendation approach by integrating the results
derived from different types of users by applying different algorithms using the
time factor, evaluation factor and the ontology. Second, we conduct extensive
experiments to evaluate proposed algorithms and the experimental results indi-
cate the superiorities of them over the traditional algorithms.

The rest of the paper is organized as follows. Section 2 introduces the tourism
attractions ontology constructions. In Sect. 3, we introduce the TRSO system
design as well as all the proposed algorithms. Sections 4 and 5 present our exper-
imental evaluation and conclusion respectively.
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2 Construction of Tourism Attractions Ontology

The ontology concept originated from the philosophy domain, which refers to the
description of the object in existence in the world [4]. Recently, ontology theory
has gradually appeared in the field of artificial intelligence, and has been widely
applied in various contexts, such as the semantic web [5], intelligent information
retrieval [6], and digital libraries [7]. However, there is still no clear definition of
ontology today. The most widely quoted definition, proposed by Gruber et al.
[8], is that “ontology is a clear specification of the conceptual model.” In a
sense, ontology is used to describe concepts and the relationship among these
concepts in a particular area or a more general area. By assigning reasonable,
clear and unique definitions of concepts and relationships, ontology facilitates
the communication between users and computers [9,15,16].

Tourism, an integrated industry including shopping, food, accommodation
and travel, involves more complex and diverse information. Simply listing the
flat tourism information cannot meet users’ need well. Meanwhile, ontology does
not only provide clear and rich concepts, but also is capable of characterizing
the hierarchical relationship among concepts. Therefore, it is important to take
the ontology into consideration to recommend hierarchical tourism information.

Based on existing tourism attraction ontology and the online travelling infor-
mation, this paper constructs a more comprehensive tourism attraction ontology.
It is worth noting that we standardize the names according to the specifica-
tion. The construction of the tourism attractions ontology includes ten classes:
accommodation, services, transportation, food, culture, activity, shopping, envi-
ronment, natural landscape, and cultural landscape. This ontology is the basis of
the whole tourism recommendation and plays a significant role in the subsequent
recommendation.

3 The Ontology-Based Tourism Recommender System

In the context of tourism recommendation, similar users may share similar pref-
erences. Due to the high cost and exclusive characteristics of tourism, collabora-
tive filtering strategy can be applied for the tourism recommendation. However,
in reality, it is inevitable to encounter the problem of sparse matrix by using
the collaborative filtering recommendation algorithm. Towards this end, we pro-
pose to employ the association rules. Association rules have one important step
- minimum support filtering, which guarantees the completeness of users. Con-
sidering that the contextual information plays an essential role in tourism, we
further incorporate the context filters. Finally, based on the tourism attraction
information, we expand the proposed ontology and hence provide comprehensive
tourism recommendation.

3.1 Mining Association Rules

Association rules were originally designed to mine the products sales correlation
in data mining, such as the example of the “beer diaper” [10]. It is worth men-
tioning that such a relationship is not based on the similarity between products.
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This paper aims to take advantage of association rules to find the relationship
between tourists instead of the tourism attractions. In particular, based on users’
travel history, we aim to find the related tourists for a given tourist. In this way,
we can effectively solve the problem of sparse matrix in collaborative filtering,
and also improve the efficiency.

Apriori algorithm [17] is one of the most widely used association rules and
initially designed to solve database problems. In particular, Apriori algorithm
repetitively scans the database to obtain the frequent item sets. Although this
algorithm is simple and easy to implement, it is both time and space consuming.
Later, FP-Growth algorithm was developed based on the Apriori algorithm,
which employs a tree structure to store the data and hence significantly reduces
the time costs regarding the repetitive scanning and space costs for the candidate
sets.

3.2 Collaborative Filtering with Time Factor and Evaluation Factor

Different to existing collaborative filtering algorithm, this paper handles different
categories of users differently. Users are first divided into two categories by asso-
ciation rules. The first category consists of the users whose supports are larger
than the minimum support, while the second consists of the users whose supports
are less than the minimum support. To this end, we propose the TEUCF (user
based collaborative filtering with time factor and evaluation factor) algorithm
to recommend tourism attractions to users. Detailed algorithm is introduced as
follows.

The phenomenon of user’s dynamic interests that may change with time, is
common in recommendation field. Users’ recent behavior can reflect users’ cur-
rent interests better than that occurred long time ago. In other words, users’
interests gradually decrease with time. This paper uses Ebbinghaus forgetting
curve as the time factor to improve the recommendation performance. Ebbing-
haus forgetting curve [11] can simulate the forgetting curve of human brain well,
and hence better reflect the normal case of human forgetting. Ebbinghaus forget-
ting curve is where the horizontal axis represents time (in days) and the vertical
axis represents the percentage of the amount of memory (total memory capacity
of 100 %).

The Ebbinghaus forgetting curve simulates human memory retention in time.
It can be seen from the figure that the amount of memory goes down as time
goes on. The curve sharply decreases in the beginning and then gradually levels
off. Overall, the curve is gradually approaching the horizontal axis. Due to the
fact that the memory curve cannot be expressed by regular functions, several
scholars [12] proposed the maintained memory function to fit the memory curve.
Maintained memory means the amount of memory maintained in brain. The
function of maintained memory curve is:

J(t) =
20eb

(t + t0)c
(1)
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where t is the time variable (in days), e is the natural log base, b, c and t0
are the constants to be determined. In particular, we empirically set b = 0.42,
c = 0.0225, t0 = 0.00255, to make the function most consistent with human
memory curve. This paper normalizes the formula, and proposes time factor
formula as follows.

T (t) =

{
1 t > 1
eb

5(t+t0)c
t ≤ 1

(2)

Apart from giving scores to tourism attractions, users also provide other
evaluation forms, such as the textual evaluation comments. These comments
not only illustrate the reasons for the scores but also affect the overall rating
of the tourism attraction. If users feel the comments useful, they can give an
“thumbs up” to express their agree with the comments. In particular, this paper
introduces users’ such “thumbs up” behaviors. The more “thumbs up” an eval-
uation comment harvests, the more accurate the corresponding score is and the
higher weights this score deserves. This paper incorporates users’ “thumb up”
behavior as the evaluation factor into the collaborative filtering algorithm by
using the below evaluation factor formula:

C =

{
1 i = 0

⋃m
i=1 ci i > 1

(3)

E(u) = 1 +
Cu

C
(4)

where Ci and C are the number of reviews for comment i and the total number of
reviews, and Cu and E are the number of comments for user U and the evaluation
factor respectively. We incorporate the time factor and evaluation factor into the
scoring matrix. In particular, we use Pearson correlation coefficient to measure
the similarity. The Pearson correlation coefficient [13] is shown in formula 5.

simuv =

∑
i∈Iuv

(rui − r̄u)(rvi − r̄v)
√∑

i∈Iu
(rui − r̄u)2

√∑
i∈Iv

(rvi − r̄v)2
=

∑
i∈Iuv

RuiRvi
√∑

i∈Iu
R2

ui

√∑
i∈Iv

R2
vi

(5)
Therefore, the Pearson correlation coefficient with time factor and evaluation

factor is shown in formula 6.

Rui = (rui − r̄) × T (ui) × E(u) =

{
(1 + Cu

C )(rui − r̄) t < 1
eb(1+Cu

C )(rui−r̄)

5(t+t0)c
t ≥ 1

(6)

TEUCF algorithm procedure is shown as follows.
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Algorithm 1. TEUCF Algorithm

Input: Target users; user-rating matrix M; Time factor; Evaluation factor;
Output: Top-N recommendation;

01: FP-Growth algorithm is used to mine the association rules of matrix M.
And get the related user set Ub, which consist of the related user - attraction
rating matrix.
02: Put time factor into rating matrix.
03: Based of step two, put evaluation factor into new rating matrix constructed
by step two.
04: Use the new rating matrix which includes time factor and evaluation factor
to calculate the similarity of related users to find out Top-N high similarity
users, according to these users choice to generate recommendations.

3.3 Collaborative Filtering Based on Attractions Ontology

Certain tourists with a limited tourism attraction history would be filtered out by
the association rules. Many existing algorithms would simply remove these users
to achieve better performance which may result in incomplete result for such
filtered users. Differently, in this paper, we propose an ontology-based collaborate
filtering recommendation algorithm to deal with such users.

It is apparent that directly incorporate users with limited tourism attraction
history in the collaborate filtering may devastate the recommendation perfor-
mance due to the sparse matrix. To solve this problem, we use attraction ontol-
ogy to classify various attractions into different categories. And we generate a
new users-attractions class matrix, where the rating of each class is the average
rating of all attractions of this class.

In this part, time is also an important factor which affects users’ interests.
Recent interests may reflect users current interests better. It is thus reasonable to
put time factor into this algorithm. However, it is worth noting that the method
to incorporate time factor is different from that in TEUCF. Normally, users may
become interested in visiting one type of attractions within one time period and
then change their interests after a while. But, it is likely that tourists will visit
the similar type of attractions as their previous touring. In other words, the
tourists’ interests can be regained. On the basis of this observation, this paper
uses the last time of visiting one specific type of attractions as the time for the
whole continuous visiting for that type to avoid such regain behavior getting
overwhelmed by the huge amount of history data. By doing so, each continuous
visiting of one specific type of attractions is given one identified time. The rating
with time factor formula is shown as follows.

RuLi
= (ruLi

− r̄) × T (ui) =

{
(ruLi

− r̄) t < 1
eb(rui−r̄)
5(t+t0)c

t ≥ 1
(7)

TCUCF algorithm procedure is shown as follow.
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Algorithm 2. TCUCF Algorithm

Input: no related users Ul; attractions ontology;
Output: Top-N recommendation;

01: Divide the old no related users-attractions rating matrix into the new
related users-attractions types rating matrix based on attractions ontology.
02: Find out the last time of visiting this type of attractions. Put this time
into the new related users-attractions types rating matrix.
03: Use the new rating matrix which includes time factor to calculate the
similarity of related users to find out Top-N high similarity users, according
to these users choice to generate recommendations.

3.4 Hybrid Algorithm

Hybrid algorithm is a common approach in recommender system, which is able to
overcome the limitation of a single recommendation algorithm. Existing hybrid
algorithms mainly have two kinds of hybrid modes: one for aggregating the
results resulted in multiple individual algorithms and the other one for aggre-
gating the algorithm processes. Due to the fact that this work separates users
into two categories and handles them respectively, the first hybrid mode is pre-
ferred. In addition, the proposed tourism recommender system has two main
branches. On branch takes the time factor as well as evaluation factor into con-
sideration, while the other one considers the ontology. In particular, the second
branch actually also achieves the hybrid of algorithm processes. The basic idea
of the proposed hybrid algorithm is, by adopting the ontology information, to
apply different algorithms for different category of tourists individually where
the results are further aggregated together. Due to the space limitation and the
simplicity of the algorithm, we will omit the detail here.

3.5 Multiple Context Information Filtering

Now, we are ready to introduce how the multiple context information filtering
is applied in the system. Tourism is a field that is always influenced by con-
text. The context may not only decide whether a tourism activity is feasible,
but also affect the performance of tourism recommendation. In this work, the
context information is obtained from the tourism attraction ontology. The pro-
posed attraction ontology well fits the characteristics of tourism. The context
information are set as ‘season’, ‘location’, ‘weather’ and ‘time’, which fully takes
into account the characteristics of tourism.

To obtain the aforementioned context information, both the explicit and
implicit approaches are applied. Specifically, the location and time can be explic-
itly collected, and the local weather conditions and season information are implic-
itly obtained online.

Adomavicius et al. [14] proposed two ways for context filtering in 2005, which
are context pre-filter and context post-filter. Context pre-filter removes the in-
relevant information about users’ preferences regarding tourism attractions at
first. And then traditional recommendation algorithm can be used to process the
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data set. In this way, the recommendation can fit well for users need and context
need. Differently, context post-filter first conducts the recommendations by tra-
ditional recommendation algorithm. And then filter out the recommendations
that do not fit for users’ preferences.

Consider that the context pre-filter is much vulnerable to the context granu-
larity. Coarse granularity may lead to the useless attractions in the recommenda-
tion, while too fine granularity may lead to the much sparse data set. Therefore,
the post-filter method is adopted to ensure the recommendation performance.

3.6 Information Expansion Based on the Tourism Attractions
Ontology

This work utilizes an ontology-based tourism recommendation algorithm which
is able to find out the attractions which users may interested in. Furthermore, we
use the context information (e.g., time, season, location and weather) to filter the
recommendation results. This part uses a tourism attraction ontology to provide
comprehensive tourism recommendation. The attraction ontology in this paper
includes ten aspects: transportation, food, culture, activities, attractions, ser-
vices, shopping, environment and accommodation. This ensures the diversity of
tourism information and makes the tourism information recommendation being
of more practical value.

4 Experimental Results and Analysis

In this section, we first introduce the dataset used for evaluation, and then
present the method used for evaluation followed by the experimental results and
analysis.

Datasets: In this work, the tourism information is crawled from the “Baidu
tourism”. In particular, we collect the following information about the attrac-
tions: names, attractions ratings, tourism time, weather and evaluation. After
preprocessing, we store all these data in the database.

In total, we collected 1975 tourists’ records which consists of about 2000000
attraction records. Each attraction has one rating, which can be five levels from
low to high. Each record includes attraction, attraction type, location, time and
“thumbs up” counts.

In the experiment, we randomly select 80 % rating data as the training set
and the rest as the test set. This learning process is conducted in multiple rounds.
The final result is calculated by averaging the value of all rounds.

Evaluation Method: The recommendation algorithm in this paper is devel-
oped on the basis of the traditional user-based collaborative filtering algorithm
(UserCF), which consists of four steps as shown below:

– The first step is to find the association users whose supports are lager than
10 by the FP-Growth algorithm.
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– The second step uses the UserCF algorithm to recommend attractions among
related users. This algorithm is referred as FUCF algorithm.

– The third step first uses TEUCF and TCUCF to handle the related users and
unrelated users, respectively, and then hybrids the recommendation results.
We call this method as the MUCF algorithm.

– The fourth step takes the context information filter into consideration. This
algorithm is called CMUCF algorithms.

4.1 Results and Analysis

First, we use the precision and recall to evaluate the quality of the recommen-
dation. Precision represents the ratio of the intersection of the recommended
attractions to the user and the actual tourism attractions of the user over the
the actual tourism attraction of the user. Recall stands for the ratio of the inter-
section of the recommended attractions to the user and the user’s actual viewing
of the site over the recommended attractions to the user. Note that the larger the
precision is, the more accurate the recommendation is. Recall follows the same
manner. We change the number of K to do comparative experiments. Precision
and recall are shown in Table 1 with different K-value.

Table 1. Precision comparison and Recall comparison

k Pre(UserCF) Pre(FUCF) Pre(MUCF) Rec(UserCF) Rec(FUCF) Rec(MUCF)

1 0.3678 0.4059 0.4785 0.1169 0.1236 0.1013

2 0.3029 0.3372 0.4119 0.1862 0.1967 0.1872

3 0.2651 0.2928 0.3779 0.2374 0.2459 0.2462

4 0.2359 0.2627 0.3477 0.2735 0.2836 0.2751

5 0.2157 0.2427 0.3296 0.3049 0.3177 0.3141

6 0.1996 0.2263 0.3149 0.3303 0.3451 0.3600

7 0.1869 0.2111 0.2971 0.3526 0.3633 0.3962

8 0.1767 0.2010 0.2840 0.3728 0.3856 0.4326

9 0.1689 0.1934 0.2709 0.3936 0.4087 0.4638

10 0.1621 0.1884 0.2610 0.4126 0.4356 0.4962

From Table 1, we can see that the precision of FUCF algorithm and MUCF
algorithm significantly improved the recommendation performance compared
with the traditional collaborative filtering algorithm. In terms of recall, when the
number of recommended records is low (i.e., smaller than 6), all the three algo-
rithms perform similarly. As the recommended number increases 6 and above,
the MUCF significantly outperforms the other two, and the difference increases
continuously. This indicates that the MUCF algorithm proposed in this paper is
superior to the traditional algorithms in terms of the precision and recall.

We then employ MAE and RMSE to evaluate the recommendation quality.
MAE and RMSE calculate the error between the predicted ratings and the actual
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users’ ratings. The smaller the MAE and RMSE are, the more accurate the
recommendation is. The performance of different algorithms regarding MAE
and RMSE are shown in Table 2.

Table 2. MAE and RMSE comparison

k MAE(UserCF) MAE(FUCF) MAE(MUCF) RMSE(UserCF) RMSE(FUCF) RMSE(MUCF)

1 0.4561 0.4652 0.4611 0.6213 0.6165 0.6225

2 0.4648 0.4802 0.4553 0.6468 0.6308 0.6158

3 0.4523 0.4738 0.4544 0.6304 0.6326 0.6132

4 0.4623 0.4701 0.4526 0.6423 0.6275 0.4785

5 0.4690 0.4777 0.4494 0.6551 0.6386 0.6111

6 0.4700 0.4795 0.4516 0.6542 0.6426 0.6135

7 0.4701 0.4755 0.4508 0.6530 0.6407 0.6118

8 0.4673 0.4697 0.4515 0.6501 0.6335 0.6161

9 0.4704 0.4668 0.4502 0.6622 0.6313 0.6150

10 0.4724 0.4654 0.4495 0.6653 0.6296 0.6144

We can see that there is no clear advantages of FUCF over other algorithms
regarding MSE when the recommended number is less than 8. The MAE of
MUCF algorithm is lower than the other two algorithms only when k equals to 2.
Overall, MUCF outperforms the other traditional recommendation algorithms.

Furthermore, we also evaluate the coverage rate as another metric in the
recommendation to evaluate whether the personalization recommendation can
be achieved. The coverage rate reflects the popularity of recommended attrac-
tion. The hot spots often appear on each tourism recommendation, thus the
personalized recommendation is poor. The coverage rates are shown in Table 3.

Table 3. Coverage rate table

k Cove(UserCF) Cove(FUCF) Cove(MUCF)

1 0.0629 0.0666 0.0988

2 0.1036 0.0962 0.1536

3 0.1480 0.1443 0.1762

4 0.1776 0.1813 0.1973

5 0.2072 0.2035 0.2518

6 0.1996 0.2263 0.2734

7 0.2960 0.2960 0.3506

8 0.3330 0.3404 0.3676

9 0.3478 0.3774 0.3854

10 0.3774 0.4218 0.4313

The corresponding coverage rate curves of different algorithms show that
there is no significant difference between FUCF and UserCF in terms of coverage
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rate. But MUCF clearly outperforms UserCF which indicates the superiority of
MUCF of handling the personalized recommendation.

Next, we evaluate the performance of context filtering algorithms. The con-
text information is obtained from the attraction ontology which includes loca-
tion, season, weather and time. In the experiment settings, we set the location as
“Harbin”, season as the “winter”, time scheduled as the days in December. We
obtain the weather conditions from the “www.tianqi.com”. The sample weather
conditions of Harbin in December is shown in Table 4.

Table 4. Part of December weather conditions in Harbin

Date HighTemperature LowTemperature DayWeather NightWeather WindDirection WindPower

1st 1 −4 Cloudy Snow Shower ES Gentle Breeze

2nd −10 0 Snow Shower Snow Shower ES

3rd −13 0 Snow Shower Snow Shower WS

4th −7 −13 Sunny Snow S Gentle Breeze

5th −7 −20 Snow Shower Sunny WN Gentle Breeze

6th −11 −21 Sunny Sunny WS Breeze

7th −10 −19 Sunny Sunny WS Breeze

8th −4 −15 Sunny Cloudy WS Gentle Breeze

... ... ... ... ... ... ·
29th −11 −24 Sunny Smog W Breeze

30th −15 −23 Smog Smog W Breeze

31st −11 −19 Smog Smog WS Breeze

As shown in Table 4, there is no extreme snow or moderate gale in December.
Only 30th and 31th had the smog weather. Therefore, it is reasonable to recom-
mend indoor tourism activities from 30th to 31th due to the smog weather. And
the rest of the month is fine for either indoor or outdoor tourism. We further cal-
culate the precision and recall after the context filtering as shown in Table 5. As
what Table 5 indicates, CMUCF achieves the best performance. This also shows
that taking the context filtering into consideration can improve the precision
and recall simultaneously.

Finally, instead of simply recommending tourism attraction, we expand the
recommendation with other tourist attraction information based on the ontology
which is able to meet users’ basic necessities (e.g., cloth, food, accommodation
and travel). For instance, we have set the location for the “Harbin”, season
for “winter”, time for daytime, as the context. We thus based on the context
information combined with the ontology to provide the final recommendation.
For example, we can get the recommended attraction as “Snow World” and
the nearby shopping malls such as “Wanda Plaza”, nearby special restaurant
such as “Manhattan restaurant” and nearby hotel such as “seven days inns”.
Moreover, considering the season context, we recommend the winter activity
“Harbin International ice and snow festival”.

www.tianqi.com
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Table 5. Precision and recall comparison

k Pre(MUCF) Pre(CMUCF) Rec(MUCF) Rec(CMUCF)

1 0.4785 0.4877 0.1013 0.1992

2 0.4119 0.4247 0.1872 0.2998

3 0.3779 0.3865 0.2462 0.3592

4 0.3477 0.3645 0.2751 0.4013

5 0.3296 0.3477 0.3141 0.4212

6 0.3149 0.3376 0.360 0.4415

7 0.2971 0.3303 0.3962 0.4598

8 0.2840 0.3243 0.4326 0.4737

9 0.2709 0.3190 0.4638 0.4856

10 0.2610 0.3161 0.4962 0.5019

5 Conclusions

Towards a better tourism recommendation service, we proposed TRSO, a
tourism recommender system which adopts the ontology. Specifically, we intro-
duced different techniques of identifying related/unrelated tourists using the
association rules, constructing the attraction ontology, conducting the hybrid
recommendation after applying different algorithms on different types of tourists
and filtering the information based on the context information. The experimental
results indicate the efficiency and accuracy of the proposed techniques.
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Abstract. For semantic modelling, ontologies are a good compro-
mise between formality and accessibility to the layman, but lack suf-
ficient methodological support and development tools. In particular,
Generic Ontology Design Patterns are suggested as a domain indepen-
dent methodological tool. Qualitatively graded relations combine seman-
tic relations with qualitative valuations. Qualitatively graded configura-
tion is illustrated in two application domains: mobility assistants for
users with a variety of age-related impairments, and allowed food for
users with diet restrictions.

1 Introduction

The objectives of this paper are twofold: to introduce Generic Ontology Design
Patterns as a methodological tool in abstract semantic modelling, and to illus-
trate their use for qualitatively graded configuration.

Abstract Modelling. Mastering of complexity has traditionally been one of the
major concerns in computer science, and is still a primary challenge in increas-
ingly complex applications today. Apart from methods for separation of concerns
(structuring of data, divide-and-conquer algorithms), abstraction is the key (cf.
information hiding in Abstract Data Types), ranging from high level program-
ming to abstract formal specification.

For abstract modelling, ontologies are a rather good compromise between
data types (which may be too concrete and specific) and formal, e.g. algebraic,
specifications (which may be too sophisticated). Data are abstracted into hier-
archies of categories (classes); relations (object properties) abstractly capture
semantics, modelling interrelations, but also operations and mere data access.

A particularly desirable feature of OWL-DL [5] is the decidability of abstract
constraints expressed as axioms in Description Logic; thus modern reasoners
provide effective execution of queries—indeed tools such as Stardog [7] combine
modelling and data in one repository and make the implicit deduction of addi-
tional properties beyond the mere data appear as if it was one coherent data

c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-47650-6 46
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Fig. 1. Domain ontologies and import structure

Fig. 2. Composite configuration for Person needsMobilityDevice MobilityDevice

base. Additional structuring can be achieved by modularisation of an ontology
into a network of separate domain ontologies (“hyper-ontology”), cf. [8,15].

The challenge for modelling in OWL-DL is then to capture all relevant aspects
of the application in Description Logic. However, the modelling should never-
theless be sufficiently structured and uncluttered to be understandable.

Generic Ontology Design Patterns. To further bolster the ontology develop-
ment process, methodological support is provided in the form of Generic Ontol-
ogy Design Patterns (see Sect. 3). While current Ontology Design Patterns are
primarily intended for particular domains, these now act as generic tools, to be
instantiated to a particular domain.
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A Generic Ontology Design Pattern serves initially as guideline for a design
with a particular form or semantic content; it also provides a constrained focus as
a context for ongoing developments. When applied to a previous development,
the pattern acts as a kind of “corset” to allow only particular development
operations, with the possibility to check for violation of semantic constraints.
Thus Generic Ontology Design Patterns support not only the design but also
the safe development process, with corresponding support tools (see Sect. 4).

Several patterns are devoted to various kinds of abstraction (see Sect. 3.1),
while special patterns are defined to support a particular kind of configuration,
qualitatively graded configuration (see Sect. 3.2).

Applications of Qualitatively Graded Configuration. The methodology
for qualitatively graded configuration supports grading at several levels of quali-
tative abstraction, abstracting away from quantitative detail; at the same time,
it allows as many levels of sophisticated grading as the application requires.

The approach is illustrated by two significantly distinct applications: con-
figuration of mobility Devices to provide suitable assistance for persons with
individual age-related impairments, and configuration of FoodAndDrink for
persons with individual diet restrictions. The first application is introduced in
Sect. 2 as a motivation for the particular configuration approach, and the sec-
ond in Sect. 3 while describing the Generic Ontology Design Patterns; thus both
justify the abstraction from a particular application to general patterns and act
as a “proof of concept” for instantiation in a distinct application domain.

2 Configuration Methodology

2.1 Configuration of Mobility Assistants

In the project Assistants for Safe Mobility (ASSAM) [2,14], multifaceted vari-
ants of mobility assistants have been developed on the basis of walkers, wheel-
chairs and tricycles. These are intended to compensate for individual age-related
impairments: end-users may be afflicted by diseases leading to motoric impair-
ments (e.g. loss of endurance, strength, visibility, or hearing) or cognitive impair-
ments (e.g. disorientation). With appropriate hardware/software components,
the mobility devices not only compensate for motoric impairments, but also
provide orientation and navigation assistance, indoors and outdoors.

This variety presents a considerable challenge for assessment and configura-
tion; a first attempt in [17,18] is elaborated here as a motivation for defining
patterns for Qualitatively Graded Configuration (see Sect. 3.2).

Semantic Modelling. A structured hyper-ontology has been developed (com-
prising more than 10,000 hand-edited classes, object property relations, and
axioms, cf. Fig. 1) consisting of 25 separate interlinked ontologies for general (e.g.
Medicine) or specific application domains (e.g. Ability, FoodAndDrink, or
Person). They are based on Upper Ontologies for structuring (DUL, derived
from DOLCE, cf. [3]) or quantity standards (QUDT, cf. [6]).



Generic Ontology Design Patterns: Qualitatively Graded Configuration 583

Fig. 3. Taxonomies of Disease and Impairment (excerpt)

Composite Configuration. The relation needsMobilityDevice (Fig. 2) is a step-
wise composition of individual relations from Person to separately defined ontolo-
gies to manage complexity (“separation of concerns”). At first, individual Dis-
eases of a particular Person are assessed, captured by the relation hasDisease.
A Disease will, in general, result in some Impairment; which Impairment(s) are
affected is modelled in the relation affects. Thus the relation hasImpairment
already contains some entries when a further anamnesis of Impairments is made.
In turn, an Impairment impliesAbility an Ability; an Ability may be compensatedBy
some Assistance, which is providedBy some MobilityDevice. For (excerpts of) the
classes Disease, Impairment, Ability, Assistance, MobilityDevice see Figs. 3, 4 and 5.

Thus the relation needsMobilityDevice is sequentially composed, where each
relation is a “triangular” composition, e.g. for needsMobilityDevice:

requiresAssistance ◦ providedBy → needsMobilityDevice
There may be several such axioms. It is sufficient to model the individual rela-
tions affects, impliesAbility, up to providedBy, separately, and once and for all;
the rest is deduced by OWL-DL reasoners by logical inference.

Such structuring is essential to master complexity. The introduction of Assis-
tance is an example of an extra intermediate domain, modelled by intermediate
abstraction (cf. the pattern in Fig. 11, Sect. 3.1; see also [13]).
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Fig. 4. Taxonomies of Ability and Assistance (excerpt)

Example. Abel Muller is slightly afflicted by Asthma. As a consequence he
needs a special walker. For the deduction consider the interrelation axioms1

Asthma � affects some EnduranceImpairment
EnduranceImpairment � impliesAbility some EnduranceAbility
EnduranceAbility � compensatedBy some UpHillForceAssistance
UpHillForceAssistance � providedBy some iWheelHWComponent
iWheelHWComponent � isMobilityHWComponentOf some eWalker

He also has a slight OrientationImpairment
OrientationImpairment � impliesAbility some WayfindingAbility
WayfindingAbility � compensatedBy some WayFindingAssistance
WayFindingAssistance � providedBy some WayfindingSWComponent
WayfindingSWComponent � isDeviceOf some eWalkerNavigationAid

thus an eWalkerNavigationAid with associated HW and SW is needed.

Complete Device Arrangements. The above relations capture the compo-
nents that a device arrangement comprises. The modelling includes more appli-
cations of the respective isHW/SWComponentOf relations (cf. also Figs. 5 and 6).
1 X � r some Y means: for each x in X, some y in Y exists, related by r. Because of
the universal quantification of x and existential quantification of y, X should be a
maximal and Y a minimal superclass, resp., for compositions r ◦ s.
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Fig. 5. MobilityDevice arrangements (excerpt)

Fig. 6. Relations for Person, Assistance and Device (excerpt)

For example, a WayfindingSWComponent has a sister RoutePlanningSWCompo-
nent, and both are components of a NavigationAidiWheelSWComponent, have user
interface components; eWalkerNavigationAid has a hardware component SmartIn-
teractionPC (such as a smartphone or tablet) to run the software components for
navigation and provide an appropriate interface, and so on. The component rela-
tions isHWComponentOf etc. (Fig. 6) have a transitive closure isDeviceOf; thus
the relation providedBy can be extended to cover all contributing components:
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providedBy ◦ isDeviceOf → providedBy

Crosswise Requirements that a component requires another for proper func-
tioning can be captured by a separate relation requiresDevice. It allows a proof
by deduction, that such components are part of a complete device arrangement.

2.2 Qualitatively Graded Relations

This modelling captures the relationships from Disease to Assistance rather well.
However, the assessment should be more subtle: is the person’s impairment slight
or severe? does the mobility device provide slight or moderate assistance?

Qualitative Abstraction. To achieve a graded valuation according to some
qualitative abstraction of a semantic concept, we might introduce extra valuation
domains with values such as Slight, Moderate, Severe (cf. the value partitioning
design pattern in [1]), or some other (arbitrarily fine) qualitative metrics; the
number of levels depends on the application. To combine a class, say C, with
its valuations, resp., we would have to construct extra combined domains, say
C-Slight, C-Moderate, C-Severe, one for each domain. Alternatively, we could
introduce standard individuals for valuation combinations; but then each extra
individual generated by some application would have to “inherit” the appropriate
valuation or be made equivalent with such a standard individual, cf. [17]. This
involves a very considerable overhead, is clumsy and ultimately error-prone.

Graded Composition. Instead, the novel approach described here (cf. [18] for
an earlier attempt) uses qualitatively graded relations to encode such valuations.
A graded composition then typically starts with an assessment of a Person (or
other class in focus), i.e. a graded classification by relating the person to some
relevant property class using qualitatively graded relations.

Qualitatively Graded Relation Example. As an example, consider Fig. 6.
The relation hasDisease is split into relations has-1SlightDisease, ... has-3Severe
Disease2, similarly for the other relations with Person as domain (for a similar
approach cf. Fig. 8). In a more sophisticated anamnesis Abel Muller clicks “Slight
Disease Asthma” on a multiple choice interface, generating for the individual

Person AbelMuller has-1SlightDisease Disease Asthma.
Note that the modelling for the relations affects, impliesAbility, compensatedBy
stays as is, the associated grading is automatically transferred by the composi-
tions (cf. the pattern for Simplified Symmetric Configuration in Fig. 12), e.g.:

has-1SlightDisease ◦ affects → has-1SlightImpairment

Upgrading and Downgrading. Alternatively, we may wish to model some
upgrading or downgrading influence. As an example, we split affects into several
downgrading relations affects0Neutrally, affects-1Worse, affects-2MuchWorse; we
replace the axiom for Asthma in Sect. 2.1 above by
2 The strictly mnemonic names/numbers receive their semantics only through axioms.
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Fig. 7. FoodOrDrink and BasicFood taxonomies (excerpt)

Asthma � affects-1Worse some EnduranceImpairment
and the composition axioms, rather than relating the levels one-to-one, capture
the effects of downgrading

has-1SlightDisease ◦ affects0Neutrally → has-1SlightImpairment
has-1SlightDisease ◦ affects-1Worse → has-2ModerateImpairment
has-1SlightDisease ◦ affects-2MuchWorse → has-3SevereImpairment
has-2ModerateDisease ◦ affects0Neutrally → has-2ModerateImpairment
has-2ModerateDisease ◦ affects-1Worse → has-3SevereImpairment
has-3SevereDisease ◦ affects0Neutrally → has-3SevereImpairment

Qualititative Assessment of the Target. The graded composition ends
with a qualitative assessment of the target domain, in this case the device
arrangements, cf. Fig. 6. The relation providedBy is split into relations
providedBy1SlightlyAssistingMD ... providedBy3SeverelyAssistingMD, and the com-
ponents of a device arrangement are classified as to their influence, resp., e.g.:

UpHillForceAssistance �
providedBy2ModeratelyAssistingMD some iWheelHWComponent

Differentiated Qualitative Composition. As the modelling of Sect. 2.1
essentially stays the same, the effect for Abel Muller is not immediately apparent.

However, the achievements of a more differentiated modelling by qualitative
composition emerge when we consider an additional VisualImpairment.
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If it is slight, the corresponding restricted VisualPerceptionAbility can be com-
pensated on the same channel by VisualPerceptionAssistance, provided, say, by
large arrow symbols on a screen of the SmartInteractionPC.

If it is moderate, compensation on a different, e.g. the tactile, channel is
required; VibrationFeedbackAssistance for direction instructions is provided by a
VibrationOutputDevice in an additional iHandleBarHWComponent on the walker.

If it is severe, a different mobility assistant, a wheelchair with speech control
and AutonomousDrivingAssistance with obstacle avoidance, will be selected.

Fig. 8. Grading RestrictedDiet

2.3 Configuration of Food and Drink for Diet Restrictions

Before the abstraction to Generic Ontology Design Patterns in the next section,
consider the other application domain in which these are to be instantiated.

Assume that you want to cook for several invited guests; it is quite likely,
that they would have a variety of different diet restrictions or preferences to be
considered. For this purpose (and other ongoing work to model the semantics
of food and cooking), the target domain FoodAndDrink has been extensively
modelled, see Figs. 1 and 7. Figure 8 shows the overall structure of the qualita-
tively graded configuration (FOD occasionally abbreviates FoodOrDrink).

Note that the domains Person and Medicine are re-used and extended by
appropriate class hierarchies etc., since the general configuration approach is the
same: for mobility assistance, a Person has individual Diseases and age-related
Impairments, for which adapted MobilityDevices are configured; analogously, a
Person’s individual Diseases (Fig. 3) require RestrictedDiets (Figs. 8 and 9), for
which FoodOrDrink is 1recommended, -1discouraged, -2denied, or -3forbidden. As
an example of two different medical conditions consider:

GastroesophagealReflux � requiresDiet some LowFatDiet
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Fig. 9. Taxonomies for MedicallyRestrictedDiet and PreferredDiet (excerpt)

GastroesophagealReflux � requiresDiet some LowSugarDiet
GastroesophagealReflux � requiresDiet some NoHotSpiceDiet
PregnancyCondition � requiresDiet some NoHotSpiceDiet
PregnancyCondition � requiresDiet some NoNaturalStimulantDiet

both require i.a. a NoHotSpiceDiet, which forbids any HotSpice in BasicFood:
NoHotSpiceDiet � allowsBasicFOD-3forbids some HotSpice

any food that contains3 HotSpice (Fig. 7) is thus forbidden, e.g.:
HotSpice � containedInFOD some HotSauce
HotSpice � containedInFOD some HotSpiceMixture

In analogy to Impairments, a parallel assessment of individual preferences for
RestrictedDiets can be obtained; the union of these for a list of guests then leads
to overall FoodOrDrink restrictions to be taken as a basis for adapted recipes.

3 Using an inverse relation containsFOD is OK as long as it is completely specified on
corresponding individuals. However, care has to be taken for axioms on the inverse:
seemingly equivalent axioms on the original relation do not hold in general and are
not deduced (similarly for provides as an inverse of providedBy, Fig. 2).
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Fig. 10. Taxonomic and supplementary abstraction patterns

3 Generic Ontology Design Patterns

In the repository for ontology patterns (OPs) [4], most of the patterns treat Upper
Ontologies, or design issues and structuring in specific application domains (cf.
Content Design Patterns in [10,16]). The OPs proposed in this paper fit better
into the classification of [9] as “Generic domain independent Ontology Design
Patterns”. They abstract from application domains to a generic methodolog-
ical level, and are instantiated to particular domains as part of an ontology
engineering process. The patterns have initially been inspired by the work on
configuration of mobility assistants (Sect. 2.1). They were then applied to mod-
elling diet restrictions, food and drink, etc. (Sect. 2.3); it is this latter domain to
which they shall be applied in this section for further illustration.

The notation <X> shall denote a pattern variable X to be instantiated.

3.1 Abstraction Patterns

Taxonomic Abstraction. A class in a taxonomic hierarchy comprises the dis-
tinctive properties characterising this class, its subclasses and the constituent
individuals. Axioms for the superclass hold for all subclasses and make an indi-
vidual treatment for each subclass superfluous, an “added value” of abstraction.

The taxonomic abstraction pattern in Fig. 10 illustrates the introduction of a
new class <Y> as a superclass for <Z1> to <Zn>, making <Y> a subcategory
of <X>; we assume, that previously <Z1> to <Zn> were direct subclasses of
<X> at the same level as <Zq>. Common properties of <Z1> to <Zn> are
collected at <Y>; <X> now shares all properties of <Y> and <Zq>.

Tools supporting such patterns and associated development operations
should automatically support a re-distribution of properties. Moreover, semantic
constraints such as adherence to disjointness axioms must be checked: if <Z1>
to <Zn> and <Zq> were previously stated to be disjoint, this axiom must be
adapted to exclude <Zq>; otherwise an inconsistency occurs, a common error.
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Fig. 11. Collateral, kernel extension and intermediate abstraction patterns

Supplementary Abstraction in Fig. 10 introduces <Y> as a supplementary
superclass, which collects the properties shared by <Zi> to <Zj>.

This case occurs often, e.g. when defining BasicFood as a subclass of both,
BasicFoodOrDrink and Food, cf. Fig. 7 and kernel extension below.

Similarly, HotSpice has been introduced in BasicFood as a supplementary
abstraction for spices with spicy hot aromas, classified elsewhere: e.g. Mustard-
SeedSpice is a subclass of SeedSpice. If the supplementary superclass can be
characterised by relation axioms as a defined class (cf. recommendation in [1]),
then shared subclasses can be deduced by reasoning, e.g.

HotSpice ≡ Spice and (has2EssentialFlavour some SpicyHotSensationAspect)

Collateral Abstraction occurs when we perform some abstraction in two
domains collaterally, see Fig. 11. As an instantiation of <rel> consider the rela-
tion fromOrganism: it relates a BasicFoodOrDrink to the corresponding Organism
in Biology. Since plants or animals often have local or colloquial names, such
“anchoring” is indispensable for food to achieve a correct identification and trans-
lation in multilingual ontologies. Taxonomic abstraction is desirable on either
side of the pattern, in a coordinated fashion, to relate superclasses, when shared
properties correspond, e.g. GourdFruitVegetables fromOrganism Cucurbitaceae.
However, CucurbitaMaxima (or CucurbitaMoschata) contains plants, whose fruits
are in distinct GourdFruitVegetable categories w.r.t. their culinary properties
having either a soft (squashes) or a hard rind (pumpkins) (cf. [13]).

Kernel Extension. A similar situation arises when a relation <ext> extends
a subdomain <Y> to a domain <Z> (Fig. 11).

The extension relation isDeviceOf in Sect. 2.1 for device arrangements shows
a composition pattern r ◦ ext → r, such that r with the kernel as target now also
holds for the extended domain.

Similarly, for containedInFOD (Sect. 2.3, Figs. 7 and 8), the focus of modelling
can stay on the kernel BasicFoodOrDrink, which remains rather stable, while the
extended domain FoodAndDrink will ever so often be augmented by a derived
food product, in whose ingredients products from the kernel are contained.
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Fig. 12. Grading and configuration patterns

Intermediate Abstraction splits a relation <comp> into a composition of
<left> and <right> instead of defining it directly (Fig. 11).

Assistance is such an intermediate abstraction (Fig. 2): its class hierarchy may
be structured according to need: “on the left” by defining compensatedBy from
Ability, and “on the right” by defining providedBy to MobilityDevice. Similarly,
DietRestriction and BasicFoodOrDrink are intermediate abstractions (Fig. 8).

A major methodological advantage (again: separation of concerns to master
complexity) lies in the fact that <left> and <right> can be separately defined
and focused on during the development. It is often helpful to introduce appro-
priate extra superclasses in <X>, <Y>, or <Z> to gather common properties.

For example, HotSpice directly corresponds to NoHotSpiceDiet (Sect. 2.3).

3.2 Qualitatively Graded Configuration Patterns

Qualitative Abstraction and Grading has been described in Sect. 2.2. The
first pattern in Fig. 12 shows the general situation: relations <pm> to <pn> are
introduced, whose names convey some grading semantics.

A grading level often corresponds to an appropriate interval of quantitative
properties. When the levels are ordered (the intervals are consecutive), it makes
sense to let a higher grade subsume a lower one, mnemonically indicated by some
numbering scheme. Then a higher relation subsumes a lower one (Figs. 6 and 8):
x providedBy2ModeratelyAssistingMD y → x providedBy1SlightlyAssistingMD y

The number of levels depends on the application. The support of a pattern
for adding an additional grade (“step-by-step” pattern) will be tricky, since the
previous grading for adjoining relations will most likely have to be revised.
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Symmetric Configuration is the most common: the levels of the source and
the target correspond. Simplified symmetric configuration (Fig. 12) takes advan-
tage of this fact: only a single relation <q> between <X> and <Y> is needed;
composition axioms have the form <pi> ◦ <q> → <ri>; cf. impliesAbility or
compensatedBy (Sects. 2.1 and 2.2, Fig. 2), and requiresDiet (Sect. 2.3, Fig. 8).

Up- and Downgrading Configuration (Fig. 12) is described in Sect. 2.2. In
the composition axioms, the effects of the original graded relations <pi> and of
the up/downgrading relations <qj> add up in the mnemonic index (or subtract,
if j is negative) until the bounds of i; axioms have the form (for all i and j):

<pi> ◦ <qj> → <ri+j>.

Adaptive Configuration allows for a general correspondence between grading
levels m to n and k to l (Fig. 12). As an example consider Fig. 8: the axioms

has-1SlightDisease ◦ requiresDiet → has-1DietRestriction
has-2ModerateDisease ◦ requiresDiet → has-2StrictDietRestriction

are sufficient, since has-3SevereDisease is subsumed in has-2ModerateDisease.
However, depending on a positively or negatively formulated RestrictedDiet

(Fig. 9) such as DietRichInFish or NoHotSpiceDiet, a corresponding BasicFOD
category is 1recommended, -1discouraged; in case of a strict diet restriction even
-2denied or -3forbidden, depending on the allowsBasicFOD... classification (notice
the non-continuity between 1 and negative subsumption):
has-1DietRestriction ◦ allowsBasicFOD1recommends → is1recommendedBasicFOD
has-1DietRestriction ◦ allowsBasicFOD-1discourages → is-1discouragedBasicFOD
has-2StrictDietRestriction ◦ allowsBasicFOD-2denies → is-2deniedBasicFOD
has-2StrictDietRestriction ◦ allowsBasicFOD-3forbids → is-forbiddenBasicFOD

4 Ongoing and Future Work

Development Support Tools. Further work on tools for patterns is under
way, along with a formal definition of patterns and their semantic constraints.
The patterns in Sect. 3 introduce a new class and all of its descendants, properties
and axioms in one step. For actual tool support, “step-by-step” patterns would
be preferable since they mirror the development situation more realistically: the
pattern has already been previously applied and we want to add one more class
and/or property/axiom guarded by the pattern. These should include associated
development operations, (re-)distribution of properties, and constraint checking.

An application domain expert would expect a pattern-based editor for domain
ontology development, with browsing, structural editing and semantic checking
in the focus of an instantiated pattern; thus only the operations allowed by the
corresponding pattern become possible. Similarly, a semantic modelling expert
would expect a (meta) editor for ontology pattern development, with a toolbox
for the definition of generic patterns, axioms, links to reasoners to prove semantic
constraints, and similar facilities as for the pattern-based editor.
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The above experts are allowed to change the modelling level of an ontology;
an application interface for an end-user will only be able to browse (possibly
in a variant of a pattern-based editor with a frozen model), and add or change
(local) data (i.e. individuals/instances), such as person profiles, guest lists, new
recipes, or shopping lists.

The potential for support is considerable. It cannot be expected that ontolo-
gies are ever “complete”; thus the development process and the correctness of
changes on the resulting ontologies are a major concern.

Modelling. Modelling beyond the demonstration prototype stage will be
pursued once appropriate tools are available. Indeed, the present modelling,
although of considerable size and sophistication, can only be considered as pre-
liminary until its contents are verified by domain experts, e.g. in Medicine.

An extension of the present hyper-ontology (Fig. 1) to cover various aspects of
assistance in daily life, in particular Ambient Assisted Living (AAL), is intended.
Modelling personal impairments/abilities in AAL (Sect. 2.1), or diseases/diet
restrictions (Sect. 2.3), could easily be extended to other medical conditions.

Configuration. The modelling approach for qualitatively graded configuration
is very general and has promising perspectives in many application domains.

For mobility assistants it is presently extended to cover user-adapted space
accessibility, such as suitable paths in appropriately configured routes.

Multimodal configuration for specific tactile, visual, or hearing impairments
and their implications for interaction with dedicated input/output devices is
being refined; switching from reinforcing monomodal compensation to comple-
mentary multimodal compensation (Sect. 2.2) will be discussed in a future paper.

The food modelling (Sect. 2.3, [13]) has been used in a shopping assistant
[12]. The modelling of food flavours [11,19] is being considerably refined with
qualitatively graded configuration for ingredients and flavours, now also covering
abstract dosage and the influence of cooking operations on aroma persistence.
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Assistenten. In: VDE E.V. (ed.) Zukunft Lebensräume Kongress 2016 (ZL 2016),
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Abstract. Software information sites such as Stack Overflow and Ask Ubuntu
allow programmers to post their questions and share knowledge online. Usually
tags that describe the key content of the questions are required by the website.
These tags play an important role in organizing and indexing user posts effi-
ciently and provide accurate abstracts of complicated technical problems. Users
attach tags to the questions according to their experience and knowledge. Due to
the expression difference and lack of grasp of the software, choosing the
accurate tags is not an easy job. In this paper, we propose CUT, an automatic tag
recommendation approach which recommends appropriate tags after users post
their questions. This approach incorporates code fragments, text content, users’
preference to tags and tag relation in recommendation process. We evaluated
CUT by conducting comparative experiments on the Stack Overflow dataset.
The results show that CUT achieves 69.9 % and 81.6 % respectively for
recall@5 and recall@10, which outperforms the latest relevant approach.

Keywords: Tag recommendation � Software information sites � Labeled LDA �
Combined approach

1 Introduction

Tagging, which refers to labelling objects with pivotal short descriptions, usually a few
of words, has been widely used in local knowledge management and online
community-based sites, such as Quora and Flickr. Tagging for the text or multimedia
objects on the websites not only enable users to organize and index their content
efficiently [5], but also produce tremendous value for the websites. For example, with
the well-tagged objects, websites can push interesting contents to users according to
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their focused tags to foster the development of websites. Meanwhile, with the boom in
open source software, lots of websites for programmers’ communication have arisen,
such as Stack Overflow and Ask Ubuntu, which are called software information sites.
Generally, an object of software information sites is mainly composed of tags, poster
information, post content including text content and several code fragments. Posters are
required to attach several tags to the questions they posted. Accurate tags help bridge
the gap between social and technical aspects [4] and contribute to quick and profes-
sional answers.

Websites usually allow users to freely tag their posts with unlimited words, which
makes it easier to tag objects. However, it also results in inaccurate tags and reduces the
value of tags. On the one hand, tags differ a lot due to expression difference even if they
describe the same question or object. Thus similar objects will be tagged with greatly
different tags. On the other hand, compared to other websites, software information
sites require more professional knowledge to tag the objects accurately. It’s a tough job
for newbies to choose the appropriate tags especially with the increasing scale and
complexity of software systems. Therefore, a tag recommendation system for software
information sites to recommend proper and accurate tags to users is necessary, which
will greatly reduce the impact of expression difference and make it easier for users to
choose the appropriate tags even if they don’t have deep insights of the software
system.

In this paper, we tackle the tag recommendation problems in software information
sites by proposing CUT which incorporates code fragments, user profile, text content
and tag relation to perform tag recommendation. Given the untagged object, CUT will
analyze the object from different aspects and recommend accurate tags for it with the
knowledge learned from historical objects. Besides, we respectively implemented a
prototype of CUT and EnTagRec [2] — the state-of-art tag recommendation approach
for software information sites, and conducted comparative experiments on Stack
Overflow dataset to quantitatively evaluate CUT with recall@k which we will intro-
duce in Sect. 4 in detail. What makes CUT different from other tag recommendation
approaches is that it is the first approach to consider code fragment which is the key
character that discriminates software information sites with other websites. Besides,
content including code and text content, user, and tag relation factors are combined in
CUT to produce a powerful tag recommendation approach.

The rest of the paper is organized as follows. Section 2 presents previous related
works in tag recommendation. An overview and detailed description of CUT are given
in Sect. 3. In Sect. 4, we introduce the datasets and metrics. Then CUT is evaluated
and experiment results are shown. Section 5 draws some conclusions and explore the
future directions.

2 Related Works

Tag has been a fertile research area and there exist various approaches to recommend or
predict tags for different types of website, such as social networking sites [5–7, 9, 23,
24] and software information sites [1–3].
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Van et al. [5] proposed an approach to recommend tags for photos on Flickr based
on collective knowledge. Aiming at creating a more homogenous set of tags, Zangerle
et al. [9] studied how to recommend suitable tags for a certain Twitter message. Wang
[23] and Zhao [24] focused on tag recommendation for microblogs and they mainly
applied topic models and collaborative filtering. Two tag recommendation algorithms
for folksonomies, which are separately an adaptation of user-based collaborative fil-
tering and a graph-based recommender, were proposed by Marinho [6]. Chirita et al.
[7] used P-TAG, which combines the textual content of web pages and user profile, to
automatically generate personalized tags for web pages when users browse web pages.

The synonym of tags in software information sites has also been studied. A simi-
larity metric among software tags was proposed by Wang et al. [12] and then they
created a taxonomy of tags based on their semantically related software terms detecting
algorithm. Beyer et al. [11] analyzed the synonym tags in Stack Overflow and pre-
sented TSST to produce possible synonyms for each tag. Besides, Treude et al. [4]
explored how tagging is used to bridge the gap between technical and social aspects of
managing work items and showed that tagging has become a significant part of many
informal processes. Thung et al. [10] proposed a solution to detect similar applications
based on tags.

An object in software information sites is mainly composed of content including
text content and code fragments, user who posts this object and tags. Previous works
for tag recommendation in software information sites focus on different parts with
various approaches. TagCombine [1] mainly considers the text content of objects with
three core components—multi-label ranking component, similarity based ranking
component and tag-term based ranking component. These three components generate
tags and corresponding scores for the untagged objects respectively with TF-IDF (term
frequency–inverse document frequency) [25], NB (Naïve Bayes) and affinity of tag to
term. NetTagCombine [3] is the latest work. It expands TagCombine by adding a
component which leverages bipartite graph between users and tags. It also improves
similarity based ranking component of TagCombine by clustering the objects as
communities based on the objects network. EnTagRec [2] achieves the best result
among the three approaches. It not only applies LLDA (Labeled Latent Dirichlet
Allocation) [8] in text content to produce tags and scores, but also builds tag network to
take tag relation into consideration. Table 1 summarizes the key techniques and main
difference of these approaches including CUT.

Table 1. Comparison of different tag recommendation approaches

TagCombine NetTagCombine EnTagRec CUT

Content text-text TF-IDF TF-IDF + clustering – –

text-tag NB + affinity NB + affinity LLDA + frequency LLDA
code-code – – – Edit distance

User user-tag – Bipartite graph – Frequency
Tag tag-tag – Tag network Frequency
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3 Methodology

When performing tag recommendation for a new post in software information site,
none of previous work attaches importance to code fragments of post. And a composite
approach which combines content (code and text), user and tag relation is lacked.
Based on this observation, we propose CUT. In this section, we first present an
overview of CUT. Then we describe each component of CUT in detail. Question and
object will not be distinguished in this and following part of this paper.

3.1 An Overview of CUT

CUT is composed of six components, as shown in Fig. 1, which are Preprocessing
Engine(PE), Code Engine(CE), User Engine(UE), Text Engine(TE), Expanding Engine
(EE) and Combining Engine(CoE) respectively. The workflow of CUT can be divided
into two stages—offline training stage and online recommendation stage.

In offline training stage, training data are processed by PE, then a code model, a
user model, a text model and a tag relation model are generated based on the processed
objects. Besides, key parameters for CoE are determined.

In online recommendation stage, an untagged question is processed by PE.
Then CE, UE and PE will recommend limited tags to the question based on the trained
models, which produce tags and corresponding scores according to the code fragments,
user profile and text content separately. EE will expand and update tags and scores
produced by the three components according to the trained tag relation model. Finally,
CoE combines expanded results of CE, UE and TE and recommends k tags for the
untagged question according to the final scores of tags.

Training Data

New Object

Text
engine

Tokenize

Remove

Stem

Extract User
engine

Code
engine

top-k
tags

online recommendation offline training

Preprocess-
ing engine

Expanding 
engine

Combining
engine

Fig. 1. An overview of CUT
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3.2 Preprocessing Engine

At first, PE extracts code fragments, user information, text content and tags from raw
objects. Then, tokenization, punctuation and number removal, stop words filtering and
stemming are performed for text content. For code fragments, in order to preserve the
code structure, we only remove number and common annotation such as text following
//, /**. Code fragments are simply extracted from the question content according to
the < code > </code > tag. Stop words are provided by NLTK Corpus [18] and NLTK
implementation for Porter stemming algorithm [14] is adopted in PE.

3.3 Code Engine

Code fragments are treated as normal text [1–3] in previous work. In software infor-
mation sites, posting questions with code fragments are common because code frag-
ments usually depict problems more accurately compared to normal text. And
questions with code fragments usually get quick and precise answers. We analyzed the
proportion of questions that have code fragments of Stack Overflow from 2008 to 2015
by extracting the first 10,000 questions for each year. From Fig. 2 we can know that,
with the development and maturity of Stack Overflow, more and more questioners tend
to attach code fragments to their questions. Thus, tag recommendation will benefit a lot
from taking code fragments into consideration.

We also analyzed the code fragments in questions and found that content of code
fragments can be roughly categorized as program code (including scripts), configu-
ration file, software log and stack trace. And questioners incline to post just a part of
the initial code content. Therefore, although there are many approaches to analyzing
each kind of code fragments, a general approach is absent. For example, abstract syntax
tree (AST), which is widely used in program analysis, cannot be used in CE to generate
possible tags according to the code fragments of a new question.

CE leverages the trained code model to generate tags and their scores. The score of
a tag is determined by the similarity between code fragments of untagged objects and

Fig. 2. The proportion (%) of questions with code fragments
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objects in training data. We denote training objects which have code fragments as OC,
OC ¼ fOC1;OC2; . . .OCng. And correspondingly, their code fragments are denoted as
C, C = {C1, C2, … Cn}. The set of all possible tags are T = {t1, t2,… tm}. The
untagged object and its code fragments are O� and C�. We use Levenshtein distance
[13] to measure the code fragments similarity which is computed as follows:

SimðCi;C
�Þ ¼ DisðCi;C�Þ

maxðjCij; jC�jÞ ; 0\i� n ð1Þ

Then the score of a tag ti can be obtained from the most similar code fragments that
has been tagged with ti. The score of tag ti is computed as follows:

ScorecðtiÞ ¼ maxðSimðCj;C
�ÞÞ;Cj 2 Cti ð2Þ

In the above equation, Cti means the set of code fragments that have been tagged
with ti. We summarize the workflow of CE as follows:

(1) If the untagged object doesn’t have code fragment, return nothing
(2) For each tag ti of T, calculate its score by (1) and (2)
(3) Sort tags by score and return the top-N tags and their scores.

3.4 User Engine

UE returns tags and their scores based on users’ preference. Users are likely to fre-
quently post content in the same or similar area with several tags. Users’ preferences to
tags are inferred from training objects. Given the possible tag set T = {t1,t2,… tm} and
user set U = {u1, u2, … un}, user uj’ preference to tag ti can be computed as follows:

ScoreuðtiÞ ¼ jOuj;tij
jOujj ð3Þ

In the above equation, Ouj represents the objects that user uj has participated in. The
participation includes posting a question, giving answers and providing comments.
Ouj;ti represents the objects that uj has participated in and tagged with tag ti. We
summarize the workflow of UE as follows:

(1) If the user of the untagged object doesn’t appear in previous objects, return
nothing

(2) For each tag ti of T, calculate its score by (3)
(3) Sort tags by score and return the top-N tags and their scores.
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3.5 Text Engine

TE outputs tags and their scores according to text content. TE is similar to the Bayesian
Inference Component(BIC) of EnTagRec [2]. The major difference is that TE doesn’t
process code fragments which have been process in CE. We use topic models, in which
topics are distributions of words and documents are distributions of topics, to represent
questions and tags. Tags are mapped to topics and text contents of questions are
mapped to documents. We adopt Stanford Labeled LDA(LLDA) [8, 17] implemen-
tation to build the topic model and use the model to produce tags and scores for the
untagged objects. The workflow of TE can be summarized as follows:

(1) For each tag, produce its score with the learned topic model according to the text
content of the untagged object.

(2) Sorted tags by score and return the top-N tags and their scores.

3.6 Expanding Engine

From the description of CE and UE we know that they will not produce tags and scores
if untagged objects don’t have code fragments or it’s the first time for users to post
content. And users’ preferred tags usually are sparse when users participate in a few
questions. Besides, complicated relations exist between tags such as hierarchical and
synonym. Therefore, it’s necessary to expand the limited tags produced by CE, UE and
TE according to the tag relation.

In EE, we define the tag relation with asymmetric correlation. Each tag has a
correlation score to all possible tags. For possible tags set T = {t1,t2,… tm}, a corre-
lation matrix M with dimension m� m are learned from the training data. The corre-
lation score can be computed with Eq. (4), in which Oti \ tj represents the objects
tagged with both ti and tj and Oti refers to the objects tagged with ti.

Correlationðti; tjÞ ¼
jOti \ tj j
jOti j

ð4Þ

Given the recommended tags T 0 ¼ ft1; t2; . . . tng from CE, UE or TE, EE expands
recommended tags with the tag correlation matrix and update the scores of existed tags.
For tag ti and its current Score�ðtiÞ, EE calculates expanding scores for each tag in T .
The expanding score is denoted as Scoreðti; tjÞ and computed by Eq. (5).

Scoreðti; tjÞ ¼ Score�ðtiÞ � Correlationðti; tjÞ; ti 2 T 0; tj 2 T ð5Þ

After expanding the recommended tag T 0, each tag of T has n expanding scores.
Then, EE selects the maximum value as the scores for each tag in T . Finally, EE returns
the top-N tags after sorting the tags by scores. If T 0 is an empty tag set, EE will generate
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top-N most frequently used tags and its frequency as the expanding results. The
detailed step to expand and update recommended tags is shown in Algorithm 1.

3.7 Combining Engine

CE, UE and TE separately generate the final N tags and their scores for the untagged
object after expanding by EE. In order to combine the recommended tags by the three
components, CoE assigns CE, UE and TE with different weights wc, wu and wt. Then,
for each tag ti, the final score is calculated with Eq. (6).

ScoreðtiÞ ¼ wc � ScorecðtiÞþwu � ScoreuðtiÞþwt � ScoretðtiÞ ð6Þ

To automatically find the wc, wu and wt that generate the best recommendation
results, we perform the grid search [19] which is also used in EnTagRec, TagCombine
and NetTagCombine on a set of test questions. We provide the algorithm to find best
wc, wu and wt in Algorithm 2. The evaluation criteria in Algorithm 2 is recall@k. After
obtaining the best wc, wu and wt, we use them to combine the recommendation results
of CE, UE and TE in other recommendation process. Finally, CoE will sort tags by the
combined final score and return the first k tags as the final recommendation results.
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4 Experiment and Evaluation

4.1 Datasets

To conduct comparative experiments with previous works of tag recommendation for
software information sites, we use the common Stack Overflow datasets. We gain the
datasets by extracting Stack Overflow data from Stack Exchange data dump on March
1,2016 [20], which almost contains all data of Stack Overflow from 2008 to March 1,
2016. We choose the first 50,000 questions and their answers, comments, users and
tags, which we think their tags have stabilized and are relatively accurate. We perform
the same filtering process of EnTagRec to filter out tags that appear less than 50 times.
After the filtering, the real dataset is summarized in Table 2.

4.2 Evaluation Metrics

Recall@k is a widely used metric in tag recommendation. It measures how many
correct tags are recommended to the untagged objects. In this paper, we adopt recall@k
to evaluate the recommendation result. k means the number of recommended tags.

Table 2. Stack Overflow dataset information

Question Tags Real question Real tags

Number 50,000 9,233 47,750 438
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Given the untagged objects set O ¼ fO1;O2; . . .Ong, recommended tags Tagstop�k
i and

correct tags TagsCorrecti for Oi, the formula to calculate recall@k is:

recall@k ¼ 1
n

Xn

i¼1

jTagstop�k
i \ TagsCorrecti j
jTagsCorrecti j ð7Þ

As mentioned in Short’s work [3], TagCombine may use the recall_Adj@k which
only considers the filtered limited tags when performing recommendation and recall@k
calculation. In this paper, recall@k means recall_Adj@k. Then we show recall@5 and
recall@10 of CUT and previous tag recommendation approaches.

4.3 Results and Discussion

We randomly divide the dataset into ten parts. We set (wc, wu, wt) = (1.0, 0.3, 0.3) as
the default weights combination, which produces the best recall@k on one part. And
for each experiment, we perform ten-fold cross-validation to minimize the deviation.

4.3.1 Approach Comparison
We implement EnTagRec with Labeled LDA implementation of Stanford Topic
Modeling Toolbox [17] and Stanford Log-linear Part-Of-Speech Tagger [15, 16] as a
baseline for CUT. Parameter N is set to 30 as default. We name it OurEnTagRec.

Figure 3 shows the recall@5 and recall@10 of CUT, OurEnTagRec,
NetTagCombine and TagCombine. CUT achieves 69.92 % and 81.56 for recall@5 and
recall@10, which outperforms OurEnTagRec 4.13 % and 5.46 % respectively. CUT
also outperforms NetTagCombine 2.02 % and 2.86 % respectively.
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Besides, we find that OurEnTagRec significantly performs worse than the cited
EnTagRec results. The difference is shown in Table 3. Beyesian and Frequentist are the
two components of EnTagRec. The deviation may result from the different imple-
mentation of Labeled LDA which is not specified in the paper [2]. The deviation may
also be related with the dataset or slight difference of preprocessing. However, we are
only interested in how code fragments and a combined approach can improve the tag
recommendation results, so we added CE and UE of CUT to EnTagRec and named it
ExEnTagRec. After our expanding, ExEnTagRec obtains 2.6 % and 2.4 % improve-
ment for recall@5 and rcall@10 compared to OurEnTagRec.

4.3.2 Component Effect Analysis
We use T to represent our CUT considering only text content, CT/UT to represent
considering only text content with code fragments/user profile. Expanding means using
EE to expand recommended tags and no-expanding means the opposite. Fig. 4 shows
the component effect analysis result. It is known that TE and UE are the most important
components and EE also brings obvious improvement. CE, which leverages code
fragments, makes a little effect on the recall@5. The reason is that in order to keep
consistent with TagCombine, NetTagCombine and EnTagRec, the first 50,000 ques-
tions and their corresponding answers, comments and tags which generated in 2008 are
used. As shown in Fig. 2, the proportion of questions with code fragments was small in
2008, which impedes the advantage of CE. With the increasing proportion of questions
with code fragments, CE will play a more important part in CUT.

4.3.3 Parameter Sensitivity
CE, UE, TE and EE produce top-N tags according to their scores. For simplicity, the
unified N values is used by these four components. In order to investigate how the
performance of CUT is affected by N, we varied N in a certain range and calculated
recall@5 and recall@10 of CUT.

Figure 5 shows the impact of N on CUT. The minimum value of N is set to 10 to
calculate recall@10. Recall@10 increases with a larger N value ð10�N� 30Þ. When
N succeeds 30, N has little influence on the recall@10 of CUT. We notice that re-
call@5 of CUT is hardly affected by various N values. The experiment proves that
CUT has a stable performance with various N values ð10�N� 110Þ.

Table 3. Performance of claimed EnTagRec and our implementation of EnTagRec

EntagRec/OurEnTagRec Beyesian/OurBeyesian Frequentist/OurFrequentist ExEnTagRec

recall@5 80.5 %/65.8 % 56.5 %/47.6 % 59.3 %/46.2 % 68.4 %
recall@10 86.8 %/76.1 % 67.1 %/58.4 % 69.1 %/57.2 % 78.5 %
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5 Conclusion and Future Work

In this paper, we propose CUT, which is the first attempt to leverage code fragments
and combine post content, user and tag relation, to recommend proper tags for users
when they post content in software information sites. We evaluated the performance of
CUT on the common dataset—Stack Overflow dataset, which is also used by
TagCombine, EnTagCombine and NetTagCombine. We conducted comparative
experiments with previous approaches and showed that CUT outperforms TagCom-
bine, NetTagCombine and our implementation of EnTagRec. The deviation between
our EnTagRec and claimed EnTagRec may result from several aspects, but we show
that EnTagRec will obtain improvement after combining the CE and UE components
of CUT. Finally, we analyzed the importance of different components of CUT and
performance sensitivity to parameter N, which shows CUT has a stable performance
with different N values.

But there are still some limitations for CUT. Firstly, the current adopted method—
Levenshtein distance cannot make full use of the characters of various kind of code
fragments. Secondly, it is not quite proper to directly map tags to topics in topic model,
because tags attached to post objects are usually limited and the relation of tags are
complicated. For example, Stack Overflow allow users to attach no more than five tags
to a question. In the future, we will search for more effective and efficient methods to
leverage code fragments to improve the performance. We also plan to employ the LDA
[21] or HDP [22], unsupervised methods, in CUT to replace the Labeled LDA used in
text engine. Besides, we will also explore other metrics to evaluate our approach.
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Abstract. The pervasive use of Location-based Social Networks calls
for more precise Point-of-Interest recommendation. The probability of a
user’s visit to a target place is influenced by multiple factors. Though
there are several fusion models in such fields, heterogeneous informa-
tion are not considered comprehensively. To this end, we propose a novel
probabilistic latent factor model by jointly considering the social cor-
relation, geographical influence and users’ preference. To be specific, a
variant of Latent Dirichlet Allocation is leveraged to extract the topics
of both user and POI from reviews which is denoted as explicit inter-
est. Then, Probabilistic Latent Factor Model is introduced to depict the
implicit interest. Moreover, Kernel Density Estimation and friend-based
Collaborative Filtering are leveraged to model user’s geographic alloca-
tion and social correlation respectively. Thus, we propose CoSoLoRec,
a fusion framework, to ameliorate the recommendation. Experiments on
two real-word datasets show the superiority of our approach over the
state-of-the-art methods.

Keywords: Location-based Social Network · Point-of-Interest recom-
mendation · Topic model · Probabilistic latent factor model · Heteroge-
neous information

1 Introduction

In recent years, with rapidly development of Location-based Social Net-
works (LBSNs), boundary between the physical world and virtual networks is
broken. As an interlink between these two worlds, Point-of-Interest (POI) refers
to a place, such as restaurant that users may find useful or tend to visit and
plays an essential role in LBSN thereby leading to an application - POI recom-
mendation. This application can not only benefit merchants by increasing their
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revenue through virtual marketing but also benefit customers accrelating their
decision-making by filtering out uninteresting places thus makes them satisfied.

Traditional recommender systems can be seamlessly applied by treating POI
as an ordinary item, however there are several characteristics of POI recommen-
dation that make it different from conventional recommendations thus if well
considered, the performance would be improved in a significant margin.

– Tobler’s Law of Geographical Influence. As Tobler [1] indicates, the aggrega-
tion of a user’s check-ins depicts that users’ check-in probability is inversely
proportional to the geographical distance. Geographical influence can be
denoted as a physical metric between the user and the POI.

– Homophily of Social Correlation. Homophily is one of the most important
theories in sociology and also works in social network [2]. The depiction of
homophily suggests that people tend to trust and have similar favorite as
their friends psychologically, thus making social correlation a psychological
metric between the user and the POI.

– Heterogeneous Information. A LBSN contains heterogeneous information,
such as geographical location, social network, rating data and text reviews.
Undoubtedly, utilizing heterogeneous data indubitably results in more precise
user profiling and more personalized recommendations.

Despite the successes and improvements of the existing studies, the hetero-
geneous information is not comprehensively considered in one model. Generally
speaking, users’ behavior in choosing POIs can be influenced by multiple factors.
So our recommendation will show more accurate and efficient if we consider more
factors which will influence users’ bahaviors. However, under some circumstance
in reality, one or several pieces of information are not available, so real life appli-
cations demand for robust modeling. To this end, we propose a novel probabilistic
latent factor model by considering the geographical location, social correlation
and textual reviews simultaneously. Specifically, our model consists of four-fold
measurements, i.e., physical distance, psychological distance, explicit interest
and implicit interest. Firstly, physical distance denotes the distance between the
user and the POI in real world. We apply Kernel Density Estimation (KDE) to
estimate the visiting probability of a user at a target POI based on his or her
historical visiting records in adherence to Tobler’s Law. Secondly, for calculating
psychological distance, friend-based Collaborative Filtering (CF) is simultane-
ously utilized to predict the visiting probability under the assumption called “the
phenomenon of homophily” which means a user’s visiting behavior is influenced
by his or her friends. Thirdly, in order to leverage a user’s explicit interest,
we aggregate all the reviews written by him or her as a document and apply
Latent Dirichlet Allocation (LDA) on it to derive the topic distribution of such
user afterwards. The matching on the corresponding topics reveals preference
for a user to a POI. Finally, under the belief that there are several factors that
implicitly affect a user’s decision-making, we apply the Latent Factor Model to
depict the implicit interest thereby augmenting it to the explicit interest to form
the entire interest in the model. The detail architecture of this model named as
CoSoLoRec can be seen in Fig. 1.
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In summary, we have made several contributions in this paper:

– We propose a novel probabilistic latent factor model for heterogeneous Point-
of-Interest recommendation by simultaneously considering the geographical
location, social correlation and the user preference.

– Our model can keep its robustness due to its modularization. It means every
heterogeneous information is embedded into the model as a module thus
removing anyone of them won’t affect the praticality but only decline the
performance somewhat.

– We conduct extensive experiments on two real-world large scale datasets to
evaluate both the efficiency and the effectiveness of our model. The results
demonstrate that our approach outperforms other state-of-the-art methods.

The rest of the paper is organized as follows. We review the recent studies in
Sect. 2. Problem is defined in Sect. 3.1 along with the model formation in Sect. 3.2
and the model description in Sect. 4. The experiment is demonstrated in Sect. 5.
We conclude our work in Sect. 6.

2 Related Work

In recent years, POI recommendation has grown in popularity with the increas-
ing demand of LBSNs. In reality, geographical information plays critical roles
in influencing user’s behaviors [4,5] since physical interactions are required in
LBSNs which differs from other non-spatial situations totally. To exploit influ-
ence of geographical information in improving the quality of location recommen-
dations, Some techniques model the distance between two locations visited by
a user as a distribution for all users. In [4], Ye et al. employed power-law dis-
tribution (PD) to model user’s checkin behaviors using naive bayesian method.
Instead of making PD assumption, Cheng et al. [5] proposed the Multi-center
Gaussian Model (MGM) to capture features of user’s checkin behaviors. How-
ever, the geographical influence on individual user’s visiting behaviors should be
personalized rather than appearing as a common distribution. So Zhang et al.
[17] used kernel density estimation (KDE) to model geographical influence as
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personalized distance distribution for each user. In our work, we adopt KDE to
model geographical factor since its superior in personalized modeling.

According to homophily of social correlation, friends tend to share common
interests which will make recommendation more accurate and efficient. H. Ma
proposed social trust concept [12] summarized as friend-based Collaborative Fil-
tering (CF) to explain social influence. In [13], H. Tong proposed Random Walk
with Restart(RWR) to capture social relations. In this paper, we adopt friend-
based CF since its lower computation cost and more accuracy.

Exploring text information can also better understand patterns in LBSNs and
improve LBSNs services. Ye et al. [24] explored explicit patterns of individual
places and implicit revelance among similar places through semantic annotation.
Liu et al. [9] proposed TL-PMF model to consider both the extent to which a user
interest matches the POI in terms of topic distribution and the word-of-mouth
opinion of the POI. Kurashima et al. [19] proposed Geo-Topic Model which
jointly estimates user’s interests and activity areas. Yin [20] proposed LCA-LDA
model by giving consideration to both personal interest and local preference.
Zheng et al. [22] proposed a cross-region collaborative filtering method based
on hidden topics about check-in records to recommend new POIs. Zhang et al.
[23] distinguished the user preferences on the content of POIs from the POIs
themselves and combined the predicted rating on content and location of POI.

Previous studies mainly focused on just one or two aspects which affects
user’s visiting behaviors. However, overall consideration on the joint effects of
heterogeneous information can show great superiority in POI recommendation.
Ye et al. [4] incorporated social and geographical influences into user-based CF
framework by using linear interpolation. In [5], Cheng et al. considered geo-
graphical influence, check-in patterns, frequency and social networks in POI rec-
ommendation. Hu and Ester [6] considered spatial and textual aspects of posts
published by mobile users and predicted user’s willing locations. However, this
work is more similar to a location prediction problem rather than POI recom-
mendation. B. Liu [10] proposed the Geo-BNMF model to embrace geographical
influence, popularity, text information and latent factor model. Based on this,
They also proposed Geo-PFM [11] to combine geographical influence, latent
factor model with latent region. Lian et al. [21] proposed a weighted matrix
factorization method incorporating the modeling of the spatial clustering phe-
nomenon. In this paper, we jointly fused heterogeneous information with latent
factor model to describe users’ behaviors.

3 Fusion Model with Heterogeneous Information

In this section, we define the problem of POI recommendation and introduce a
fused probabilistic latent factor framework for heterogeneous information.

3.1 Problem Definition

The major task for POI recommendation is to recommend POIs which a
user has not visited using heterogeneous information in LBSNs. Let U =
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{u1, u2, . . . , ui, . . . , um} be the set of users and V = {v1, v2, . . . , vj , . . . , vn} be
the set of POIs. Each user ui visited some POIs Li historically and rated on
these POIs.

User’s visiting behavior may be not only influenced by geographical distance
between his destination and visited POIs but also influenced by ratings made
by user’s friends Fi. We regard these factors as geographical influence and social
influence which can also be regarded as physical distance and psychological dis-
tance respectively. Text information such as reviews may also reflects explicit
interest of user ui with user-topic distribution θi in topic model.

The problem under investigation is essentially how to effectively and accu-
rately estimate user’s probability in visiting new POIs by employing information
containing above three aspects. To attack this problem, in Sect. 3.2, We formu-
late a fused probabilistic latent factor model by incorporating these factors.

Table 1. Mathematical notations

Symbol Size Meaning

U m Set of all users in one LBSN

V n Set of all POIs in one LBSN

Li |Li| Set of locations visited by a user

Xi

(|Li|
2

)
Sample of distances between Li

Fi |Fi| Friends of user i

ui d Preference of user i

vj d Affinity of POI j

θi K User i’s review topic distribution

πj K POI j’s review topic distribution

As for POIs, each POI vj has its own location lj labeled as vector <
lonj , latj > in representing latitude and longitude respectively. Also each POI
has its own textual profiles with its topic distribution πj in topic model. For
convenience, we term i and j as user ui and location lj respectively.

3.2 Fused Probabilistic Latent Factor Model

To make CoSoLoRec model concrete, we assume the follow factor representa-
tion: (1) each user i is associated with his or her interest η (i, j) with respect to
POI j. (2) each user has an intended visiting probability pf (i, j) with respect
to POI j on the basis of friend-based CF. (3) geographical influence impels user
i to estimate the probability he or she will visits POI j denoted as pl (i, j). We
integrally consider user’s interest, physical distance and psychological distance.
Finally we got a joint model with these three factors:

p (i, j) ∝ η (i, j) ((1 − λ) pl (i, j) + λpf (i, j)) (1)
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The recommend process of user i for POI j can be represented in a generative
way. For user’s preference, η (i, j) can be represented as a linear combination
of latent factor uT

i vj and function of user’s and POI’s observable properties
which can be expressed as topic distribution of user i and POI j named as
θi,πj . We denote these two parts as implicit interests and explicit interests
of a user respectively. We use η1 (i, j) and η2 (i, j) to notate them. Also, user’s
rating y (i, j) can be influenced by his visiting probability. Here we adopt Possion
distribution to describe this relation. So fused probabilistic latent factor model
can be expressed as follows:

1. Draw a user interest
(a) Generator user latent factor uiw ∼ Gamma(αU , βU )
(b) Generator item latent factor vjw ∼ Gamma(αV , βV )
(c) user’s explicit interest η1 (i, j) = θT

i πj , implicit interest η2 (i, j) = uT
i vj

(d) user’s interest η(i, j) = η1(i, j) + η2(i, j)
2. y (i, j) ∼ P (p (i, j)) where

p (i, j) = (η1 (i, j) + η2 (i, j)) ((1 − λ) pl (i, j) + λpf (i, j))

4 Model Specification

In this section, we introduce detailed model specifications and present our fusion
model called CoSoLoRec.

4.1 Geographical Influence

We aim to exploit geographical Influence by measuring the distance from a
user’s visited POIs to an unvisited POI. Thus we employ Kernel Density Esti-
mation (KDE) to model the geographical influence of POIs on users’ visiting
behaviors.

Like MGM, KDE is also a widely-adopted method to estimate geographical
influence. What’s more, it shows superior to other methods which model geo-
graphical influence in considering visited POIs. We can evaluate general influence
of all POIs using the following method:

pl (i, j) = P

⎛

⎝
|Li|⋃

t=1

(ct → c0)

⎞

⎠ = 1 − P

⎛

⎝
|Li|⋂

t=1

ct → c0

⎞

⎠ = 1 −
|Li|∏

t=1

(1 − P (ct → c0)) (2)

From the Eq. (2), we can discover that before fetching geographical influence
of locations pl (i, j), our task is to learn the probability that event ct → c0 occurs.
Here we use the same algorithm proposed in [17] to learn it.

P (ct → c0) =
1

|Xi|
∑

x∈Xi

K
(zt − x

δ

)
=

1√
2π|Xi|

∑

x∈Xi

e
− (zt−x)2

2δ2 (3)
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Here, zt is the distance between user visiting POI c0 and each of user’s his-
torical POIs, which can be used to derive the probability of c0. K(·) represents
kernal function. Also δ is a smoothing parameter which is called the bandwidth.
We use optimal bandwidth [3] δ ≈ 1.06δ̂|Xi|−1/5. However, the computational
complexity grows rapidly with the increment of Li. So we use efficient approxi-
mation algorithm [17] to measure pl (i, j).

Eventually, by combining Eqs. (2) and (3), we can exploit geographical influ-
ence of locations by using pl (i, j). However, only the geographical information
is not sufficient. Thus social correlation is introduced.

4.2 Friend-Based Collaborative Filtering

With the exponential growth of online social network, social relationship plays
an important role in influencing users’ behaviors. Friends usually have similar
behaviors due to the phenomenon that sociologists call homophily [4].

Aiming to predict the probability of user i to a POI j, we adopt the user-
based collaborative filtering(CF) by regarding all of i’s friends as neighbors. In
order to determine the probability in interval [0, 1], We devise the calculation as:

pf (i, j) =

∑
i′∈Fi

sim (i, i′) ri′j
∑

i′∈Fi
sim (i, i′)

· 1

rmax
(4)

Here, rmax can ensure pf (i, j) is normalized. sim (i, j) refers to similarity
between user i and user j. In our study, we choose cosine similarity.

4.3 Probabilistic Latent Factor Model

Probabilistic Factor Model (PFM) [14] is a generative probabilistic model.
The notations involved in PFM are defined in Table 1. Here, f̂ij is assumed
to follow Possion Distribution, the mean is ŷij . Also, ui and vj are given
certain distributions as priors. Here, ui = (ui1, ui2, ..., uiw, ..., uid) and vj =
(vj1, vj2, ..., vjw, ..., vjd).

Therefore, the process of Probabilistic Factor Model is as follows:

1. for all w, generate uiw ∼ p (uiw|Φuiw
)

2. for all w, generate vjw ∼ p
(
vjw|Φvjw

)

3. generate f̂ij from user i to location j with equation f̂ij =
d∑

w=1
uiwvjw = uivj

4. generate ŷij ∼ P
(
f̂ij

)

Here, Φuiw
and Φvjw

are hyperparameter lists respect to uiw and vjw. We
assume latent factors are non-negative in real situations. So uiw and vjw are
given Gamma distributions as empirical priors [14,15]. The gamma distribution
of U and V can be represented as functions:

p (U |αU , βU ) =

m∏

i=1

d∏

w=1

uiw
αU −1 exp (−uiw/βU )

βU
αU Γ (αU )

(5)
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p (V |αV , βV ) =

n∏

j=1

d∏

w=1

vjw
αV −1 exp (−vjw/βV )

βV
αV Γ (αV )

(6)

where uiw, vjw, αU , βU , αV , βV >0, Γ (�) is the Gamma function. Given user latent
factor ui and item latent factor vj , the The possion distribution of yij given fij
is

P
(
ŷij |f̂ij

)
= (uivj )

ˆyij
exp (−uivj )

ŷij !
(7)

Expressed in matrix of the above equation with F = UV T . With the method of
maximum a posterior(MAP), posterior distribution of Y can be modeled as

p (U, V |Y, αU , βU , αV , βV ) ∝ P (Y |F ) p (U |αU , βU ) p (V |αV , βV ) (8)

Finally, we can infer parameters with stochastic gradient descent (SGD) method.

4.4 Textual Analysis

In order to extract users’ explicit interest, we use an aggregated LDA model. The
model has two latent variables with corresponding super parameters as priors:
(1) document-topic distributions Θ. (2) topic-word distributions Φ. In order to
learn users’ interests, we aggregate all the reviews written by each user into
a document. Thus, user and document are interchangable in reflecting user’s
interest.

In this way, we build an aggregated Topic Model. Each user in LBSN is asso-
ciated with topics following a multinomial distribution, denoted as θ. Also, each
topic is associated with textual items according to a multinomial distribution.
As we have sampled Θ and Φ of Topic Model of users. Obviously, the dimension
for document-topic distribution of both Topic Model should be the same. Using
gibbs sampling, the topic distribution for POI j and document-topic distribution
θ of users is:

πjs =
n
(s)
j + α

K∑

s=1

n
(s)
j + Kα

θis =
n
(s)
i + α

K∑

s=1

n
(s)
i + Kα

(9)

Here, n
(s)
j is the topic observation count for POI j. n

(s)
i is the topic observa-

tion counts for user i(document d). V and K are the number of unique words
and topics. α and β are hyperparameters in corresponding to topic model.

4.5 Learning and Inference

Parameter Estimation. Let us denote all parameters as Λ = {U, V } and let
Ω = {αU , βU , αV , βV } be the hyperparameters. Hyperparameters are all apriori
given. Given the observed data collection D = {p (i, j)}Iij where p (i, j) is the
user visiting probability, and Iij = 1 when user i visited POI j, and Iij = 0
otherwise.
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To estimate the parameters Λ, we use maximum likelihood estimation (MLE)
method and sampling algorithm to learn all the parameters. So the postprior
probability can be expressed as the following:

P (Λ|D, Ω) ∝
∏

D
P (y (i, j) |U, V, Ω)Iij × P (U |αU , βU ) P (V |αV , βV ) (10)

For simplicity, we use logarithmic form of posterior distribution instead. We
express this as follows:

L (U, V ;D) =

M∑

i=1

N∑

j=1

Iij (y (i, j) log p (i, j) − p (i, j))+

M∑

i=1

d∑

w=1

(

(αU − 1) log uiw − uiw

βU

)

+

N∑

j=1

d∑

w=1

(

(αV − 1) log vjw − vjw

βV

)

(11)

Here, p (i, j) =
(
uT
i vj + θT

i πj

)
((1 − λ) pl (i, j) + λpf (i, j)) In order to approxi-

mate actual value of ui and vj , we use stochastic gradient descent (SGD) method
to optimize them and update parameters iteratively using all training samples,
ξi and ξj are learning rates.

uiw ← uiw + ξi × ∂L
∂uiw

vjw ← vjw + ξj × ∂L
∂vjw

(12)

4.6 Recommendation

After we learn the parameters Λ, CoSoLoRec model predicts the ratings of a user
for a given POI using E (y (i, j)) =

(
uT
i vj + θT

i πj

)
((1 − λ) pl (i, j) + λpf (i, j)).

We adjust hyperparameters in training process and adjust parameter λ to bal-
ance physical and psychological influence in making decisions. Our model learns
the latent factors by SGD effectively. Therefore we make POI recommendation
via our trained model.

5 Experiment

In this section, we conduct several experiments based on CoSoLoRec model and
baselines to evaluate the performance of our proposed approach empirically. All
experiments are conducted on two real-world datasets in LBSNs, collected from
Yelp and Foursquare.

5.1 Dataset

Yelp dataset. Yelp is a famous website which provides reviews and ratings for
restaurants and other business places [16]. To make the experimental results more
convinced, we manually choose two cities named “Phoenix” and “Las Vegas”
which consist of 80 % of original datasets to evaluate our approaches. We filter
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out users who have more than 300 friends to avoid spam generated by brushed
from robots and less than 20 friends to make our datasets dense. With the same
reason, we filter out users who have more than 300 reviews and less than 20
reviews. Finally, we obtain a dataset consists of 3059 users, 26446 business along
with 180755 review records.

Foursquare dataset. Besides the Yelp dataset, we also evaluate our models on
Foursquare (4sq). The dataset includes POIs distributed in the United States.
With the same reason in handling Yelp dataset, we filter out users with more
than 500 friends and less than 18 friends. Similarly, we filter our ratings given
by more than 500 users and less than 20 users. We finalize a dataset of 6895
users for 13208 POIs with 166989 ratings. Table 2 indicates the data statistics
for Yelp and Foursquare.

Table 2. Data description

Yelp Foursquare

Number of users 366715 571700

Number of locations 61184 8318919

Review items 1569265 5550203

User-location matrix density 6.99 × 10−5 1.17 × 10−6

Number of cities 10 50

To unify ratings with probability to visit a POI, we normalize the discrete rat-
ing using f (x) = x

max{x} , where max{x} represents the largest rating value [7].

5.2 Evaluation Metrics

We present each user with N POIs sorted by the predicted probability and
evaluated based on which of these POIs were actually visited by users.

rPrecision. To unify evaluation of a universal baseline and baseline with region-
based attached, we introduce relative precision for evaluation. We assume C
as the candidate POIs. The precision in a top-K list of a random recommen-
dation system is |Svisited|

|C| . Then, the relative precision [10,25] is defined as:

rPrecision@N = |SN,rec∩Svisited|·|C|
|Svisited|·N

RMSE. We also use Root Mean Square Error (RMSE) for evaluation. RMSE =√
1
N

∑
(u,i)∈E (rui − r̂ui)

2. where E is the test dataset. rui and r̂ui represent the
observed and predicted performance used for user i on business j respectively.
Smaller value of RMSE implies better performance in our recommendation.
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5.3 Baseline Comparison

In this section, we introduce baselines and parameters involved in experiments
and evaluate our model with baselines in a number of experiments.

Comparative Approaches. In this section, in order to show the effectiveness
of our CoSoLoRec model, we compare our model with the following baselines:

1© Probabilistic Matrix Factorization (PMF). PMF [7] is a recommen-
dation method widely used for different recommendation tasks.

2© Non-negative Matrix Factorization (NMF). NMF [8] is a method
used in recommender system which constrains the factors to be non-negative.

3© Bayesian Non-Negative Matrix Factorization (BNMF). BNMF
[18] is an unsupervised learning method using Markov chain Monte Carlo sam-
pling method based on Non-negative Matrix Factorization.

4© Geographical-Topical Bayesian Nonnegative Matrix Factoriza-
tion (GT-BNMF) [9]. This is a new method combining geographical informa-
tion, textual information with other aspects based on BNMF.

5© Geographical Probabilistic Factor Model (Geo-PFM) [11]. This is
a fusion method using latent factor model considering geographical information
with no textual information and social correlation.

To further understand the benefits using different forms of implicit interest
and distinction between implicit interest and explicit interest, we implement
three modifications of CoSoLoRec model.

6© CoSoLo-PMF (C-PMF) is a modification of CoSoLoRec model using
PMF to depict implicit interest.

7© CoSoLo-NMF (C-NMF) is a modification of CoSoLoRec model using
NMF to depict implicit interest.

8© CoSoLo-BNMF (C-BNMF) is a modification of CoSoLoRec model
using BNMF to depict implicit interest.

We divide data as training set and test set on the ratio of 7:3 with the
review time order. For CoSoLoRec model, we set αU = 5 and βU = 0.2 as
hyper parameters of prior of U . Also, we set αV = 20 and βV = 0.2 as hyper
parameters of prior of V . We initialize λ = 0.5 for comparing our model with
baselines. For PMF, we set hyper parameters σU = 0.05 and σV = 0.05 as priors
of U and V . Also, we set σ = 0.2 as prior of y (i, j). For textual aspects, we
initialize the topic number K = 30, α = 40/K, β = 0.3. We set the number of
regions |R| = 50 for foursquare which is the number of regions according to all
the states in USA(expect Alaska). For yelp, we set |R| = 2 for data from two
cities.

Expermental Results. To reflect how the models actually outperform a uni-
versal baseline and baseline with region-based attached, we use relative per-
formance. Figure 2(a) and (b) indicates CoSoLoRec model outperforms all the
basslines including classical baseline models (PMF,NMF,BNMF) as well as
recent proposed model (GT-BNMF,Geo-PFM) in both datasets. Furthermore,
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Fig. 2. r-Precision with different latent factor dimension and @N

CoSoLo-PMF, CoSoLo-NMF and CoSoLo-BNMF show almost equivalent per-
formance in precision. However, they performs better than classical beselines
but no obvious better performance than recent proposed model. This phenom-
enon indicates heterogeneous information can reflect user’s interests accurately.
Also, probabilistic latent factor model can reflect user’s implicit interest bet-
ter. GT-BNMF model considers heterogeneous information such as geographical
information, popularity and user’s interests. However, our model considers fur-
ther more about these factors. Geo-PFM model use Possion factor model which
can guarantees a rigorous probabilistic generative process. However, our model
performs better since heterogeneous information fused.

Table 3. Performance comparison in different dimensions

D Metrics PMF NMF BNMF C-PMF C-NMF C-BNMF GT-BNMF Geo-PFM CoSoLoRec

Yelp 10 RMSE 0.8225 0.7644 0.766 0.7639 0.7824 0.7769 0.7241 0.7076 0.6692

Improve 18.64% 12.45% 12.64% 12.40% 14.47% 13.86% 7.58% 5.43%

20 RMSE 0.8455 0.7502 0.7564 0.7365 0.7716 0.7672 0.7573 0.6881 0.6693

Improve 20.84% 10.78% 11.52% 9.12% 13.26% 12.76% 11.62% 2.73%

4sq 10 RMSE 0.8792 0.8515 0.8624 0.8335 0.8612 0.8454 0.8282 0.7815 0.7476

Improve 14.97% 12.20% 13.31% 10.31% 13.19% 11.57% 9.73% 4.34%

20 RMSE 0.8763 0.8498 0.85 0.8019 0.8509 0.8334 0.8132 0.7739 0.7319

Improve 16.48% 13.87% 13.89% 8.73% 13.99% 12.18% 10.00% 5.43%

In order to measure the difference between estimated rating values and real
rating values in test datasets, RMSE is introduced. We conduct experiments on
different latent factor dimensions. From Table 3, we can conclude that our model
achieves less mean square error than baselines with different data divisions. So it
is obvious that our model can achieve more accurate recommendation for user’s
interestd places. Also, three modified model based on CoSoLoRec achieves less
mean square error than classical baselines and performs almost equivalently with
recently proposed models. This phenomenon indicates heterogeneous can ensure
more precise prediction in recommendation system.
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5.4 Parameters Sensitivity

As mentioned, both geographical influence and social influence play important
roles in estimating user’s interest on unvisited POIs. So in the following part, we
respectively set λ as 0.2, 0.4, 0.6, 0.8 to detect importance of geographical and
social factors.

Fig. 3. Experimantal results in parameter sensitivity and model robust

From Fig. 3(a) and (b), we can find that rPrecision rises first and falls later while
RMSE shows a reverse trend. Since PMF,NMF,BNMF,GT-BNMF and Geo-
PFM do not consider relation between geographical distance and psychological
distance, results show no change with different parameter λ. We can find both
geographical and social influence play comparative roles. Our model outperforms
baselines in every value of λ while three modifications show almost equivalent
performance with Geo-PMF and GT-BNMF.

5.5 Impact of Geographical, Social and Textual Information

In some situations, it is ideal that all aspects are covered in our model. So
it is necessary to evaluate our model if not all the data is present. In this
part, we choose three models which are based on CoSoLoRec model: (1) CoL-
oRec: social correlation removed. (2) CoSoRec: geographical factor removed.
(3) SoLoRec: textual information removed. All the experiments are conducted
in K = 20, N = 10.

Figure 3(c) shows results comparing the above three models with CoSoLoRec
model. We conclude that above three models perform worse than CoSoLoRec
model since user preference can not be completely described if one of factors
in CoSoLoRec removed. However, relevant indicators show not much decline
comparing with CoSoLoRec model. In particular, CoLoRec and CoSoRec models
show not much decline compared to SoLoRec model which shows users’ text
information contributes greater than geographical factor and social correlation.
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6 Conclusion

In this paper, we proposed CoSoLoRec model fusing heterogeneous information
like geographical factor, social correlation and text information. We incorporate
user preference with geographical factor realized by KDE and social correla-
tion realized by friend-based CF. Further more, we devide user interest into
explicit interest implemented by Topic Model and implicit interest implemented
by probabilistic latent factor model. Experimental result conducted with Yelp
and foursquare dataset demonstrated that CoSoLoRec model is superior to all
other approaches evaluated, such as PMF, NMF, GT-BNMF and Geo-PFM and
three different forms of CoSoLoRec model. Also we can conclude text infor-
mation is more important than geographical factor and social correlation. Our
model performs better in any different combinations between geographical and
social influence.
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Abstract. Recommender Systems (RSs) in particular the collabora-
tive filtering approaches have reached a high level of popularity. These
approaches are designed for predicting the user’s future interests towards
unrated items. However, the provided predictions should be taken with
restraint because of the uncertainty pervading the real-world problems.
Indeed, to not give consideration to such uncertainty may lead to unrep-
resentative results which can deeply affect the predictions’ accuracy as
well as the user’s confidence towards the RS. In order to tackle this issue,
we propose in this paper a new evidential item-based collaborative fil-
tering approach. In our approach, we involve the belief function theory
tools as well as the Evidential K-Nearest Neighbors (EKNN) classifier
to deal with the uncertain aspect of items’ recommendation ignored by
the classical methods. The performance of our new recommendation app-
roach is proved through a comparative evaluation with several traditional
collaborative filtering recommenders.

Keywords: Recommender systems · Collaborative filtering · Belief
function theory · Uncertainty · Evidential K-Nearest Neighbors

1 Introduction

Recommender systems (RSs) are considered as a powerful tool to guide users in
their decision making process [8]. That is why, much research has been recently
devoted to the development of RSs aiming to enhance the accuracy and the
performance of the recommendations. One of the most promising recommenda-
tion approaches is the collaborative filtering which is considered as a leading
approach in the RSs field due to its straightforwardness and its high accuracy
[2]. It tends to predict users’ preferences of items not yet rated. For example,
when a user is browsing a movie website in order to get an idea about the new
releases, the system recommend him movies that he had not watched yet by
predicting a rating for each movie. The question that arises here is how far
the system can assume that the computed outputs are certain? In one way or
another, the provided predictions are not perfect and they involve uncertainty
which should not be ignored. In this case, it is obvious that this approach exhibits
some weakness related to its unability to deal with the uncertainty involved in
c© Springer International Publishing AG 2016
F. Lehner and N. Fteimi (Eds.): KSEM 2016, LNAI 9983, pp. 628–639, 2016.
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the predictions. That is why, we are oriented to the improvement and the exten-
sion of the traditional version of the collaborative filtering in order to deal with
this kind of problems. In fact, a little attention has been paid to the problem
of managing uncertainty in the field of RSs, either by means of fuzzy set theory
[3,4], probability theory [5] or possibility theory [6]. However, the uncertainty
that is generally pervading in the prediction results has not been considered.
Consequently, ignoring this important point can decrease the user’s confidence
towards the system which can deeply affect the quality of recommendations as
well as their reliability. This fact prompted us resorting to a powerful theory
which offers a flexible tool to deal with imperfect information namely the belief
function theory [7]. This theory is appropriate to cope with uncertainty in clas-
sification problems within several machine learning techniques, out of which the
K-Nearest Neighbors (KNN). Indeed, an extension of the classical KNN based
on the belief function framework has been proposed by [18]. Such classifier allows
the objects to belong to not only a specific class.

Thus, the idea behind our new recommendation approach is to take advan-
tage of the belief function tools as well as the Evidential K-Nearest Neighbors
(EKNN) in order to deal with the prediction uncertainty. The proposed method
is able to provide an evidential representation of the ratings given by similar
items as well as the aggregation of their contributions. In this paper, the EKNN
formalism is used to represent both the interactions between similar items and
the processes leading to a richer information content of the final recommenda-
tion. Besides, we show how incorporating uncertainty in the prediction process
leads to more significant and accurate results.

The remainder of this paper is organized as follows: Sect. 2 provides a review
of the Recommender Systems. Section 3 recalls the Evidential K-Nearest Neigh-
bors. Our proposed recommendation approach is presented in Sect. 4. Section 5
exposes its experimental results conducted on a real world data set. Finally, the
contribution is summarized and the paper is concluded in Sect. 6.

2 Recommender Systems

With the continual growth of the available information, RSs have sprung up
as a suitable solution to provide the users with personalized recommendations
[1]. Such systems start by collecting users’ preferences and try to predict their
future evaluation towards unrated items. Generally, RSs fall into three cate-
gories [10] namely the content-based recommender [9], the collaborative filtering
recommender [11] and the hybrid approaches [12]. The first type consists of a
matching process between the contents of the unrated items and those of the
items in which the user has previously expressed an interest. In this category, a
prior access to the item’s features is required which cannot be always the case.
Indeed, when items have a limit number of available features, no content-based
recommender can provide suitable suggestions. Moreover, recommending items
sharing the same features may lead to an overspecialization problem. That is to
say, since content-based approach relies solely on items’ descriptions, this lat-
ter cannot in any case find out different items that may please the user. Such
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phenomenon refers to serendipity which cannot be obtained by this approach
unlike the collaborative filtering (CF). This second type relies on a matrix of
user-item ratings rather than items’ features to predict preferences. By making
use of other users’ ratings, this approach is able to generate recommendations
even when items’ descriptions are not available or hard to extract. Besides, it
can deal with any kinds of content and help users find interesting items that
they might not have discovered otherwise. Surprising the users and recommend-
ing different items even the ones that are dissimilar to those rated in the past
is the key advantage of this approach. The CF is often characterized as either
being model-based or memory-based. The model-based techniques learn a model
to predict the future preferences based on the entire collection of users’ ratings.
The second category, refereed as neighborhood-based, computes the similarity
between users (user-based [14]) or items (item-based [15]) and select the most
similar ones for recommendation. In some applications, hybrid approaches have
also emerged combining two or more recommendation techniques to increase
their performance while leveling out the weakness of each one. However, the CF
in particular the memory-based has remained the most popular and commonly
implemented approach in RSs field due to its simpleness, robustness and its suc-
cess in real-world applications [13]. That is why the new method will be centered
around the memory-based CF approach.

3 Evidential K-Nearest Neighbors

In this section, we recall the basic concepts of the belief function theory as well
as the Evidential K-Nearest Neighbors classifier.

3.1 Belief Function Theory

The belief function theory [16,17], also refereed to Dempster-Shafer Theory
(DST), is among the most used theories for representing and reasoning with
uncertainty. In this theory, a problem domain is represented by a finite set of
elementary events called the frame of discernment and denoted by Θ. The belief
committed to the elements of the frame of discernment Θ is expressed by a basic
belief assignment (bba) which is a mapping function m : 2Θ → [0, 1] such that:

∑

A⊆Θ

m(A) = 1 (1)

Each mass m(A), called a basic belief mass (bbm), quantifies the degree of
belief exactly assigned to the event A of Θ. An event A is called a focal element
if m(A) > 0. The bba which has at most one focal element aside from the frame
of discernment Θ is called simple support function. It is defined as follows:

m(X) =

⎧
⎪⎨

⎪⎩

w ifX = Θ

1 − w ifX = A for some A ⊆ Θ

0 otherwise
(2)
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where A is the focal element and w ∈ [0, 1].
Given two bba’s m1 and m2 induced from two reliable and independent infor-

mation sources, the evidence can combined using Dempster’s rule of combination
defined as:

(m1 ⊕ m2)(A) = k.(m1 ∩©m2)(A) (3)

where (m1 ∩©m2)(A) =
∑

B,C⊆Θ:B∩C=A

m1(B) · m2(C) (4)

and k−1 = 1 − (m1 ∩©m2)(∅) and (m1 ⊕ m2)(∅) = 0 (5)

To make decisions, beliefs can be represented by pigninstic probabilities defined
as:

BetP (A) =
∑

B⊆Θ

|A ∩ B|
|B|

m(B)
(1 − m(∅))

for all A ∈ Θ (6)

3.2 Evidential K-Nearest Neighbors

The Evidential K-Nearest Neighbors (EKNN) [18] is a pattern classification
method based on the belief function theory. This latter improves the classifica-
tion performance over the crisp KNN approach. It allows a credal classification of
the objects which leads to a richer information content of the classifier’s output.

Notations

– Θ = {C1, C2, ..., CM}: The frame of discernment containing the M possible
classes in the system.

– Xi = {X1,X2, ...,Xn}: The object Xi belonging to the set of n distinct objects
in the system.

– X: A new object to be classified.
– NK(X): The set of the K-Nearest Neighbors of X.

EKNN Procedure

The EKNN aims to classify a new instance X based on the information provided
by the training set. A new pattern X to be classified should be assigned to one
class of the NK(X) based on the selected neighbors. However, the knowledge
that a neighbor X belongs to class Cq can be considered as a piece of evidence
that raises the belief that the pattern X to be classified belongs to the class Cq.
That is why, the EKNN technique treats each neighbor as a piece of evidence
supporting a number of hypotheses regarding the class of the object X to be
classified. Indeed, the more the distance between X and Xi is scaled down, the
more the evidence is strong. This evidence can be represented by a simple support
function with a bba verifying:

mX,Xi
({Cq}) = α0 exp−(γ2

q×d(X,Xi)
2) (7)
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mX,Xi
(Θ) = 1 − α0 exp−(γ2

q×d(X,Xi)
2)

where α0 is a constant that has been heuristically fixed to 0.95 and d(X,Xi) is the
Euclidean distance between the object to be classified and the other objects in
the training set. On the other hand, γq has been defined as a positive parameter
assigned to each class Cq. It is considered as the inverse of the mean distance
between all the training patterns belonging to the class Cq.

Once the different bba’s provided by the K-Nearest Neighbors are generated,
they can be combined using Dempster’s rule of combination.

mX = mX,X1 ⊕ ... ⊕ mX,XK
(8)

where {1, ...,K} is the set containing the indexes of the K-Nearest Neighbors.

4 Evidential Item-Based Collaborative Filtering

The idea behind our contribution is to take into account the uncertain aspect
of the predictions made by RSs. To ensure this task, we propose to rely on the
EKNN which is a machine learning algorithm under the belief function frame-
work. The whole process of our proposed evidential collaborative filtering app-
roach is performed in three phases namely the initialization phase, the learning
phase and the prediction phase.

Step1: Initialization Phase

The first step consists of assigning values to the two parameters α0 and γri
to be

used in the next phase. This procedure starts by initializing the parameter α0

and then exploits the user-item matrix in order to compute the second parameter
γri

. The parameter α0 is initialized to the value 0.95 as mentioned in the EKNN
formalism [18]. Note that the initialization of α0 is executed only once while
the γri

computation is performed each time according to the current items’
ratings. In order to ensure the γri

computation, we should firstly find items
having separately exclusive ratings. In other words, we extract the items having
equal values of the provided ratings. According to the selected items, we assign
a parameter γri

to each rating ri which will be computed as the inverse of the
average distance between each pair of items i and j having the same ratings. This
computation is performed based on the normalized Euclidean distance denoted
by d(i,j) and defined as follows:

d(i, j) =

∑
u∈ui∩uj

(ru,i − ru,j)2

|ui ∩ uj | (9)

where ru,i and ru,j correspond to the rating of the user u for the items i and j.
Moreover, ui and uj are the users u who have rated the items i and j.

Step2: Learning Phase

Once the two parameters α0 and γri
have been assigned, the second phase con-

sists in the items’ selection. This selection is performed according to a similarity
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computation as that proposed in [15] by isolating the co-rated items. In our
method, we firstly consider users who have rated common items. Then, we com-
pute for each item j in the database, its distance with the target item i. Given
a target item, we have to spot to its K-most similar items, also referred to the
neighbors, by picking out only the K items having the lowest distances that we
denote by dist(i,j).

Step3: Prediction Phase

The prediction phase is the most important one in RSs since it provides users
with their future evaluations regarding the unrated items. In this section, we
shed light on the prediction process of our contribution. The two key procedures
of this phase are respectively, the bba’s generation and the bba’s combination.

1. The bba’s Generation
Traditional methods in this step, provide the user with a predicted rating
that indicates a score of his future degree of satisfaction given an item. As we
argued in the introduction, the RS cannot draw any certain inference about
the future rating. Even if the ratings provided by the most similar items can
increase our belief about the most probable one, we cannot admit that such
knowledge is certain. In view of this assumption, we emphasize the presence
of uncertainty facet in the predictions through the belief function theory.
In such case, we maintain that different pieces of evidence which involve a
particular hypothesis about the predicted rating can contribute to the final
prediction. Hence, the evidence would be over the ratings provided by the
K-most similar items. The main advantage under this representation is that
the final prediction must be a basic belief assignment which reflects more
credible results. We start by observing the ratings provided by the different
pieces of evidences (i.e. the K-similar items). Accordingly, we generate the
corresponding bba’s.

Using the terminology of the belief function theory, we can define the frame
of discernment corresponding to this situation as:

Θ = {r1, r2.....rn} (10)

where n denotes the number of the possible ratings r that can be provided in
the system.

Since each item involves a particular hypothesis about the predicted rating,
we generate a bba over each rating provided by the similar items as well as
the whole frame of discernment Θ. According to the similarities computed in
the learning phase as well as the two parameters α0 and γri

initially assigned,
we can represent this bba as a simple support function defined as following:

mi,j({ri}) = αri

mi,j(Θ) = 1 − αri
(11)

where i is the target item and j is its similar item such that: j = {1, ..,K},
αri

= α0 exp−(γ2
ri

×dist(i,j)2), α0 and γri
are the two parameters assigned in
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the initialization phase and dist(i, j) is the distance between the items i and
j computed in the learning phase.
In this situation, each neighbor of the target item has two possible hypothe-
ses. The first one corresponds to the value of its provided rating while the rest
of the committed belief is allocated to the frame of discernment Θ. There-
upon, the focal elements of the belief function are the ratings provided by
the K-similar items and Θ. By treating the K-most similar items as indepen-
dent sources of evidence, each one is represented by a basic belief assignment.
Hence, K different bba’s can be generated for each item.

2. The bba’s Combination
In the previous step, we showed how to generate bba’s for each similar item.
Now, we describe how to aggregate these bba’s in order to synthesize the final
belief about the rating of the target item. Using the belief function theory,
such bba’s can be combined using Dempster’s rule of combination. Therefore,
the resulting bba encodes the evidence of the K-Nearest Neighbors regarding
the rating that should be provided to the target item.

mTarget item = mTarget item,Item 1 ⊕ ... ⊕ mTarget item,Item K (12)

This final bba is obtained as follows:

m({ri}) =
1
R

(1 −
∏

i∈iK

(1 − αri
)) ·

∏

rj �=ri

∏

i∈iK

(1 − αrj
) ∀ri ∈ {r1, .., rn} (13)

m(Θ) =
1
R

n∏

i=1

(1 −
∏

i∈iK

(1 − αri
))

where iK = {i1, i2..., iK} is the set containing the indexes of the K-nearest
neighbors of the target item over the user-item matrix, n is the number of
the ratings provided by the similar items, αri

is the belief committed to the
rating ri, αrj

is the belief committed to the rating rj 	= ri, R is a normalized
factor defined by:

R =
n∑

i=1

(1 −
∏

i∈iK

(1 − αri
)

∏

rj �=ri

∏

i∈iK ,

(1 − αrj
) +

n∏

i=1

(
∏

i∈iK

(1 − αrj
)) (14)

Figure 1 illustrates the prediction phase.

5 Experimental Study

We conduct some experiments on the MovieLens1 data set which is one of the
widely used real word data sets in the field of CF. It contains in total 100.000
1 http://movielens.org.

http://movielens.org
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Fig. 1. The prediction phase

ratings collected from 943 users on 1682 movies. Indeed, a study of the choice
of the appropriate metric to be used in CF has been performed in [20] using
MovieLens data set. According to this study, the Euclidean distance achieves
the best results in terms of accuracy. Otherwise, another experimental study [21]
has proven that both Pearson and Cosine are the most appropriate similarity
measures. Hence, the choice of the most suitable metric is still arguable in the CF
framework. That is why, we propose to perform a comparative evaluation over
our proposed method as well as the traditional one using these three different
similarity measures commonly used in the memory-based CF category.

5.1 Evaluation Metrics

To evaluate our approach, we carry out experiments over three evaluation metrics
namely the Mean Absolute Error (MAE) [22], the Root Mean Squared Error
(RMSE) [23] and the Distance criteron (dist crit) [24] defined by:

MAE =

∑
u,i |pu,i − ru,i|

N
, (15)

RMSE =

√∑
u,i(pu,i − ru,i)2

N
(16)

dist crit =

∑
u,i dist crit(i)

N
(17)

where

dist crit(i) =
n∑

i=1

(BetP ({ru,i}) − δi)2 (18)

– ru,i is the real rating for the user u on the item i and pu,i is the predicted
value of the rating. N is the total number of the predicted ratings over all the
users and n is the number of the possible ratings that can be provided in the
system. δi is equal to 1 if ru,i is equal to pu,i and 0 otherwise.
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It is appropriate for all these measures to remain as low as possible in order to
achieve a higher performance of the predictions. Hence, a small value of MAE,
RMSE and dist crit means a better prediction accuracy.

5.2 Experimental Protocol

Working on the MovieLens data set, we follow the same experimental protocol
introduced by [19]. In the first step, we rank the movies available in the data set
according to the number of the provided ratings. Hence, we get:

Nbuser(m1) ≥ Nbuser(m2) ≥ ...Nbuser(m1682)

where Nbuser(mi) is the number of users who rated the movie mi. From the
original MovieLens data set, we extract 10 subsets each of which contains the
ratings provided by the users for 20 movies. The selection of the subsets is
performed by progressively increasing the number of the missing rates. In other
words, since few ratings provided for the total number of items are available,
each subset will contain a specific number of ratings leading to different degrees
of sparsity. For each subset, we randomly extract 20 % of the available ratings
as a test set and the remaining 80 % are used as a training set. We compute
the MAE, the RMSE and the dist crit for each subset by varying each time the
value of the neighborhood size K.

5.3 Experimental Results

Our proposed approach is characterized by its ability to deal with the uncertainty
pervaded in the prediction task. Hence, we will be concerned by showing how this
contribution improves the accuracy of the predictions. That is why, we perform
several experiments over the 10 subsets by varying each time K from 1 to 10.

Performance for Different Sparsity Degrees

Table 1 recapitulates results considering different sparsity degrees and recom-
mendations’ approaches in the two cases namely, certain case and uncertain case.
We mention that the obtained results for each subset correspond to the average
of 10 Nearest-Neighbors in order to have fair results over the four approaches. As
can be seen, the evidential item-based CF has practically better MAE, RMSE
and dist crit values comparing to the three other approaches under a certain
framework. For example, at a sparsity level of 75 %, the MAE of our proposed
method (equal to 0.744) is lower than the MAE of Pearson CF (equal to 0.943)
leading to a reduction of 20 % in the error rate. Similarly, it outperforms both
Cosine (equal to 0.877) and Euclidean CF (equal to 0.851). Besides, the dist crit
corresponding to our approach remains the lowest over the different sparsity
degrees. (e.g. 0.786 compared to 1.283, 1.353 and 1.444 at a sparsity of 95.9 %.)

Performance for Different Neighborhood Sizes

According to the neighborhood size, we can observe a variation of the MAE, the
RMSE and the dist crit corresponding to the four approaches. This variation
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Table 1. Comparison result in term of MAE, RMSE and dist crit

Certain framework Uncertain framework

Measure Sparsity Euclidean Pearson Cosine Evidential

MAE 53% 0.815 0.839 0.824 0.751

RMSE 1.178 1.231 1.158 1.089

dist crit 1.195 1.27 1.205 0.859

MAE 56.83 % 0.886 0.936 0.87 0.84

RMSE 1.22 1.291 1.215 1.158

dist crit 1.279 1.293 1.251 0.875

MAE 59.8 % 0.853 0.863 0.825 0.761

RMSE 1.223 1.256 1.198 1.135

dist crit 1.217 1.191 1.178 0.795

MAE 62.7 % 0.858 0.905 0.876 0.763

RMSE 1.21 1.267 1.232 1.092

dist crit 1.255 1.308 1.244 0.859

MAE 68.72 % 0.914 0.990 1 0.831

RMSE 1.249 1.367 1.351 1.184

dist crit 1.307 1.372 1.374 0.862

MAE 72.5 % 0.915 0.976 0.917 0.851

RMSE 1.28 1.348 1.272 1.184

dist crit 1.257 1.333 1.29 0.858

MAE 75% 0.851 0.943 0.877 0.744

RMSE 1.194 1.27 1.212 1.187

dist crit 1.24 1.322 1.266 0.858

MAE 80.8 % 0.792 0.927 0.848 0.718

RMSE 1.112 1.265 1.179 1.079

dist crit 1.214 1.322 1.259 0.837

MAE 87.4 % 0.889 0.958 0.978 0.840

RMSE 1.248 1.309 1.334 1.18

dist crit 1.263 1.317 1.32 0.856

MAE 95.9 % 0.98 0.913 1.13 0.991

RMSE 1.381 1.217 1.527 1.445

dist crit 1.283 1.353 1.444 0.786

is illustrated in Figs. 2, 3 and 4. As seen, the four approaches have almost the
same behavior over the different neighborhood sizes. However, we can observe
that the curve of the evidential item-based CF remains always under those of the
three traditional methods. According to these results, the evidential approach
shows the greatest performance over all the traditional item-based CF methods.
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Fig. 2. The MAE
results

Fig. 3. The RMSE
results

Fig. 4. The dist crit
results

Thereupon, we can conclude that our new approach significantly improves the
prediction accuracy.

6 Conclusion

In this paper, we have proposed a new recommendation approach based on the
Evidential K-Nearest Neighbors. Our approach is based on the generation and
the combination of the different bba’s corresponding to each similar item which
allows an improvement over the crisp results related to the traditional methods.
This solution may increase the user’s confidence towards the system as well as the
accuracy of the provided predictions which would be fully beneficial to the RSs
field especially, nowadays where reliability becomes a crucial parameter to attend
user’s satisfaction. Moreover, the proposed evidential item-based collaborative
filtering approach offers the users the possibility of having a global overview of
their future interests which leads to a better decision making. As future works, we
suggest to introduce uncertainty in the users’ preferences which are considered
as the inputs of our approach.
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