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Preface

This volume contains the proceedings of the 17th International Conference on Web-
Age Information Management (WAIM), held during June 3–5, 2016, in Nanchang,
Jiangxi, China. As a flagship conference in the Asia-Pacific region focusing on the
research, development, and applications of Web information management, its success
has been witnessed through the previous conference series that were held in Shanghai
(2000), Xi’an (2001), Beijing (2002), Chengdu (2003), Dalian (2004), Hangzhou
(2005), Hong Kong (2006), Huangshan (2007), Zhangjiajie (2008), Suzhou (2009),
Jiuzhaigou (2010), Wuhan (2011), Harbin (2012), Beidahe (2013), Macau (2014), and
Qingdao (2015). With the fast development of Web-related technologies, we expect
that WAIM will become an increasingly popular forum to bring together outstanding
researchers in this field from all over the world.

This high-quality program would not have been possible without the authors who
chose WAIM for disseminating their contributions. Out of 249 submissions to the
research track and 17 to the demonstration track, the conference accepted 80 research
papers and eight demonstrations. The contributed papers address a wide range of
topics, such as big data analytics, data mining, query processing and optimization,
security, privacy, trust, recommender systems, spatial databases, information retrieval
and Web search, information extraction and integration, data and information quality,
distributed and cloud computing, among others.

The technical program of WAIM 2016 also included two keynote talks by Profs.
Beng Chin Ooi (National University of Singapore) and Yanchun Zhang (Victoria
University, Australia), as well as three talks in the Distinguished Young Lecturer Series
by Profs. Tingjian Ge (University of Massachusetts at Lowell), Hua Lu (Aalborg
University), and Haibo Hu (Hong Kong Polytechnic University). We are immensely
grateful to these distinguished guests for their invaluable contributions to the confer-
ence program.

A conference like WAIM can only succeed as a team effort. We are deeply thankful
to the Program Committee members and the reviewers for their invaluable efforts.
Special thanks to the local Organizing Committee headed by Guoqiong Liao and
Xiaobing Mao. Many thanks also go to our workshop co-chairs (Shaoxu Song and
Yongxin Tong), proceedings co-chairs (Xiang Lian and Dexi Liu), DYL co-chairs
(Hong Gao and Weiyi Meng), demo co-chairs (Xiping Liu and Yi Yu), publicity co-
chairs (Ye Yuan, Hua Lu, and Chengkai Li), registration chair (Yong Yang), and
finance chair (Bo Shen). Last but not least, we wish to express our gratitude for the hard



work of our webmaster (Bo Yang), and for our sponsors who generously supported the
smooth running of our conference.

We hope you enjoy the proceedings WAIM 2016!

June 2016 Zhanhuai Li
Sang Kyun Cha
Changxuan Wan

Bin Cui
Nan Zhang

Jianliang Xu
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Abstract. Frequent pattern mining (FPM) is an important data mining
task, having numerous applications. However, an important limitation of
traditional FPM algorithms, is that they rely on a single minimum sup-
port threshold to identify frequent patterns (FPs). As a solution, several
algorithms have been proposed to mine FPs using multiple minimum sup-
ports. Nevertheless, a crucial problem is that these algorithms generally
consume a large amount of memory and have long execution times. In
this paper, we address this issue by introducing a novel algorithm named
efficient discovery of Frequent Patterns with Multiple minimum supports
from the Enumeration-tree (FP-ME). The proposed algorithm discovers
FPs using a novel Set-Enumeration-tree structure with Multiple mini-
mum supports (ME-tree), and employs a novel sorted downward closure
(SDC) property of FPs with multiple minimum supports. The proposed
algorithm directly discovers FPs from the ME-tree without generating
candidates. Furthermore, an improved algorithms, named FP-MEDiffSet,
is also proposed based on the DiffSet concept, to further increase mining
performance. Substantial experiments on real-life datasets show that the
proposed approaches not only avoid the “rare item problem”, but also
efficiently and effectively discover the complete set of FPs in transac-
tional databases.

Keywords: Frequent patterns · Multiple minimum supports · Sorted
downward closure property · Set-enumeration-tree · DiffSet

1 Introduction

In the process of knowledge discovery in database (KDD) [2,3], many approaches
have been proposed to discover more useful and invaluable information from

c© Springer International Publishing Switzerland 2016
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huge databases. Among them, frequent pattern mining (FPM) and association
rule mining (ARM) [2–4] have been extensively studied. Most studies in FPM or
ARM focus on developing efficient algorithms to mine frequent patterns (FPs)
in a transactional database, in which the occurrence frequency of each item-
set is no less than a specified number of customer transactions w.r.t. the user-
specified minimum support threshold (called minsup). However, they suffer from
an important limitation, which is to utilize a single minimum support threshold
as the measure to discover the complete set of FPs. Using a single threshold to
assess the occurrence frequencies of all items in a database is inadequate since
each item is different and should not all be treated the same. Hence, it is hard
to carry out a fair measurement of the frequencies of itemsets using a single
minimum support when mining FPs.

For market basket analysis, a traditional FPM algorithm may discover
many itemsets that are frequent but generate a low profit and fail to dis-
cover itemsets that are rare but generate a high profit. For example, clothes
i.e., {shirt, tie, trousers, suits} occur much more frequent than {diamond} in a
supermarket, and both have positive contribution to increase the profit amount.
If the value of minsup is set too high, though the rule {shirt, tie ⇒ trousers}
can be found, we would never find the rule {shirt, tie ⇒ diamond}. To find the
second rule, we need to set the minsup very low. However, this will cause lots
of meaningless rules to be found at the same time. This is the co-called “rare
item problem” [7]. To address this issue, the problem of frequent pattern min-
ing with multiple minimum supports (FP-MMS) has been studied. Liu et al. [7]
introduced the problem of FP-MMS and proposed the MSApriori algorithm by
extending the level-wise Apriori algorithm. The goal of FP-MMS is to discover
the useful set of itemsets that are “frequent” for the users. It allows the users
to free set multiple minimum support thresholds instead of an uniform mini-
mum support threshold to reflect different natures and frequencies of all items.
Some approaches have been designed for the mining task of FP-MMS, such as
MSApriori [7], CFP-growth [11], CFP-growth++ [10], etc. The state-of-the-art
CFP-growth++ was proposed by extending the FP-growth [4] approach to mine
FPs from a condensed CFP-tree structure. However, the mining efficiency of
them is still a major problem. Since the previous studies of FP-MMS still suffer
the time-consuming and memory usage problems, it is thus quite challenging and
critically important to design an efficient algorithm to solve this problem. In this
paper, we propose a novel mining framework named mining frequent patterns
from the Set-enumeration-tree with multiple minimum supports to address this
important research gap. Major contributions are summarized as follows:

– Being different from the Apriori-like and FP-growth-based approaches, we
propose a novel algorithm for directly extracting FPs with multiple minimum
supports from the Set-enumeration-tree (abbreviated as FP-ME). It allows
the user to specify multiple minimum support thresholds to reflect different
natures and frequencies of items. This increases the applicability of FPM to
real-life situations.
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– Based on the proposed Set-Enumeration-tree with Multiple minimum supports
(ME-tree), a new sorted downward closure (SDC) property of FPs in ME-tree
holds. Therefore, the baseline algorithm FP-ME can directly discover FPs by
spanning the ME-tree with the SDC property, without the candidate generate-
and-test, thus greatly reduce the running time and memory consumption.

– The DiffSet concept is further extend in the improved FP-MEDiffSet algorithm
to greatly speed up the process of mining FPs.

– Extensive experiments show that the proposed FP-ME algorithm is more effi-
cient than the state-of-the-art CFP-growth++ algorithm for mining FPs in
terms of runtime, effectiveness of prune strategies and scalability, especially
the improved algorithm considerably outperforms the baseline algorithm.

2 Related Work

Up to now, many approaches have been extensively developed to mine FPs. Since
only a single minsup value is used for the whole database, the model of ARM
implicitly assumes that all the items in the database have similar occurrence
frequencies. However, as most of the real-world databases are non-uniform in
nature, mining FPs with a single minsup (or mincof ) constraint leads to the
following problems: (i) If minsup is set too high, we will not find the patterns
involving rare items. (ii) In order to find the patterns that involve both fre-
quent and rare items, we have to set minsup very low. However, this may cause
combinatorial explosion, producing many meaningless patterns.

The problem of frequent pattern mining with multiple minimum support
thresholds has been extensively studied, and algorithms such as MSApriori [7],
CFP-growth [11], CFP-growth++ [10], REMMAR [8] and FQSP-MMS [6] have
been proposed, among others [9]. MSApriori extends the well-known Apriori
algorithm to mine FPs or ARs by considering multiple minimum support thresh-
olds [7]. The major idea of MSApriori is that by assigning specific minimum item
support (MIS ) values to each item, rare ARs can be discovered without gener-
ating a large number of meaningless rules. MSApriori mines ARs in a level-wise
manner but suffers from the problem of “pattern explosion” since it relies on a
generate-and-test approach. Lee et al. [9] then proposed a fuzzy mining algorithm
for discovering useful fuzzy association rules with multiple minimum supports
by using maximum constraints. An improved tree-based algorithm named CFP-
growth [11] was then proposed to directly mine frequent itemsets with multiple
thresholds using the pattern growth method based on a new MIS-Tree struc-
ture. An enhanced version of CFP-growth named CFP-growth++ [10] was also
proposed, it employs LMS (least minimum support) instead of MIN to reduce
the search space and improve performance. LMS is the least MIS value amongst
all MIS values of frequent items. Moreover, three improved strategies were also
presented to reduce the search space and runtime. However, it is still too time-
consuming and memory cost.



6 W. Gan et al.

Table 1. An example database

TID Transaction

T1 a, c, d

T2 a, d, e

T3 b, c

T4 a, c, e

T5 a, b, c, d, e

T6 b, d

T7 a, b, c, e

T8 b, c, d

T9 c, d, e

T10 a, c, d

Table 2. Derived FPs

Itemset MIS × |D| sup Itemset MIS × |D| sup

(a) 4 6 (ae) 4 4

(b) 5 5 (bc) 3 4

(c) 3 8 (cd) 3 5

(d) 6 7 (ce) 3 4

(ac) 3 5 (acd) 3 3

(ad) 4 4 (ace) 3 3

3 Preliminaries and Problem Statement

Let I = {i1, i2, . . . , im} be a finite set of m distinct items. A transactional
database D = {T1, T2, . . . , Tn}, where each transaction Tq ∈ D is a subset
of I, contains several items with their purchase quantities q(ij , Tq), and has
an unique identifier, TID. A corresponding multiple minimum supports table,
MMS-table = {ms1,ms2, . . . ,msm}, indicates the user-specified minimum sup-
port value msj of each item ij . A set of k distinct items X = {i1, i2, . . . , ik} such
that X ⊆ I is said to be a k-itemset. An itemset X is said to be contained in a
transaction Tq if X ⊆ Tq. An example database is shown in Table 1. It consists of
10 transactions and 5 items, denoted from (a) to (e), respectively. For example,
transaction T1 contains items a, c and d. The minimum support value of each
item, denoted as ms, is defined and as shows the MMS-table = {ms(a): 40 %;
ms(b): 50 %; ms(c): 30 %; ms(d): 60 %; ms(e): 100 %}.

Definition 1. The number of transactions that contains an itemset is known as
the occurrence frequency of that itemset. This is also called the support count
of the itemset. The support of an itemset X, denoted by sup(X), is the number
of transactions containing X w.r.t. X ⊆ Tq.

Definition 2. The minimum support threshold of an item ij in a database D,
which is related to minsup, is redenoted as ms(ij) in this paper. A structure
called MMS-table indicates the minimum support threshold of each item in D
and is defined as: MMS-table = {ms1, ms2, . . ., msm}.

Definition 3. The minimum item support value of a k-itemset X = {i1, i2, . . . ,
ik} in D is denoted as MIS(X), and defined as the smallest ms value for items
in X, that is: MIS(X) = min{ms(ij)|ij ∈ X}.

For example, MIS(a) = min{ms(a)} = 40%, MIS(ae) = min{ms(a),
ms(e)} = min{40%, 100%} = 40 %, and MIS(ace) = min{ms(a),ms(c),
ms(e)} = min{40 %, 30 %, 100 %} = 30 %. The extended model enables the
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user to simultaneously specify high minsup for a pattern containing only fre-
quent items and low minsup for a pattern containing rare items. Thus, efficiently
addressing the “rare item problem”.

Definition 4. An itemset X in a database D is called a frequent pattern (FP)
iff its support count is no less than the minimum itemset support value of X,
such that sup(X) ≥ MIS(X) × |D|.
Definition 5. Let be a transactional database D (|D| = n) and a MMS-table,
which defines the minimum support thresholds {ms1,ms2, . . . ,msm} of each
item in D. The problem of mining FPs from D with multiple minimum supports
(FP-MMS) is to find all itemsets X having a support no less than MIS(X)×|D|.

For the running example, the derived complete set of FPs is shown in Table 2.

4 Proposed FP-ME Algorithm for FP-MMS

4.1 Proposed ME-Tree

Based on the previous studies, the search space of mining frequent patterns with
multiple minimum supports can be represented as a lattice structure [12] or a
Set-enumeration tree [12], both of them for the running example are respectively
shown in Fig. 1. Note that the well-known downward closure property in associ-
ation rule mining does not hold for FP-MMS. For example, the item (e) is not
a FP but its supersets (ae) and (ace) are FPs in the running example. To solve
this problem, Liu et al. [7] proposed a concept called sorted closure property,
which assumes that all items within an itemset are sorted in increasing order of
their minimum supports.

Property 1. If a sorted k-itemset {i1, i2,. . . , ik}, for k ≥ 2 and MIS(i1) ≤
MIS(i2) ≤ . . . ≤ MIS(ik), is frequent, then all of its sorted subsets with k − 1
items are frequent, except for the subset {i2, i3, . . . , ik} [6].

Definition 6 (Total order ≺ on items). Without loss of generality, assume
that items in each transaction of a database are sorted according to the lexi-
cographic order. Furthermore, assume that the total order ≺ on items in the
designed ME-tree is the ascending order of items MIS values.

Definition 7 (Set-enumeration-tree with multiple minimum sup-
ports). A ME-tree is a sorted Set-enumeration tree using the defined total order
≺ on items.

Definition 8 (Extension nodes in the ME-tree). In the designed ME-tree
with the total order ≺, all child nodes of any tree node are called its extension
nodes.

Since MIS(c) < MIS(a) < MIS(b) < MIS(d) < MIS(e), the total order
≺ on items in the ME-tree is c ≺ a ≺ b ≺ d ≺ e. The ME-tree for the running
example is illustrated in Fig. 2, and the following lemmas are obtained.
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Fig. 1. The search space presentation of FP-MMS.
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Fig. 2. Applied pruning strategies in the ME-tree.

Lemma 1. The complete search space of the proposed FP-MMS algorithm can
be represented by a ME-tree where items are sorted according to the ascending
order of the MIS values on items.

Lemma 2. The support of a node in the ME-tree is no less than the support of
any of its child nodes (extension nodes).

Proof. Let Xk be a node in the ME-tree containing X items, and let Xk−1 be
any parent node of Xk containing (k-1) items. It is straightforward from the
well-known Apriori property that sup(Xk) ≤ sup(Xk−1), this lemma can be
proven.

Lemma 3. The MIS of a node in the ME-tree equals to the MIS of any of its
child nodes (extension nodes).



More Efficient Algorithm for Mining Frequent Patterns 9

4.2 Proposed Pruning Strategies

It is important to note that the sorted downward closure (SDC) property of
FPs in the ME-tree can only guarantee partial anti-monotonicity for FPs, but
not general anti-monotonicity. In other words, the SDC property holds for any
extensions (child nodes) of a given node, but it may not hold for any supersets of
that node. Thus, if the SDC property of FPs is used to determine if all supersets
of an itemset should be explored, some FPs may not be found. For instance,
in the running example database, the item (e) is not a FP since sup(e) = 5
(<10), while its supersets (ae), (ce) and (ace) are FPs, as shown in Table 2. It
is thus incorrect to directly determine the FPs based only on the proposed SDC
property. In MSApriori and CFP-growth++, it was shown that the MIN/LMS
concept can guarantee the global anti-monotonicity of frequent patterns with
multiple minimum supports and ensure the completeness of the set of derived
FPs. To address this problem, we further adopt the MIN/LMS concept in the
proposed FP-ME algorithm.

Definition 9 (Least minimum support, LMS). The least minimum support
(LMS ) refers to the lowest minsup of all frequent patterns. Therefore, the LMS
in a database is always equal to the lowest MIS value among all frequent items.
Thus, the LMS is equal to the lowest value in the MMS-table and is defined
as min{ms(i1),ms(i2), . . . , ms(im)}, where m is the total number of items in a
database.

For example, the LMS of Table 2 is calculated as LMS = min{ms(a), ms(b),
ms(c), ms(d), ms(e)} = min{40 %, 50 %, 30 %, 60 %, 100 %} = 30 %.

Property 2. If X = {i1, i2,. . . , ik} ⊆ I, where 1 ≤ k ≤ n, is a pattern such
that sup(X) < LMS, then sup(X) < min{MIS(i1),MIS(i2), . . . ,MIS(ik)},
it never could be a frequent pattern.

Property 3. If X and Y are two patterns such that X ⊂ Y and sup(X) <
LMS, then sup(Y ) < LMS. It indicates that LMS guarantees the global anti-
monotonicity of frequent patterns with multiple minimum supports.

Proof. Let be an itemset X such that X is a subset of Y . Thus, sup(Y ) ≤
sup(X). The relationship sup(Y ) ≤ sup(X) < LMS holds.

Note that the set of 1-items which having sup(X) ≥ LMS is denoted as
LMS-FP 1, the following theorem can be obtained.

Theorem 1. Assume that 1-itemsets which having a MIS lower than LMS are
discarded and that the sorted downward closure (SDC) property is applied. We
have that if an itemset is not a LMS-FP 1, then it is not a FP as well as all its
supersets.

Proof. Let Xk−1 be a (k -1)-itemset and its superset k -itemset is denoted as
Xk. Since Xk−1 ⊆ Xk, (1) For a LMS-FP 1, sup(X) ≥ LMS; (2) Since
items are sorted by ascending order of MIS values, sup(Xk−1) ≥ sup(Xk)
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and MIS(Xk−1) = MIS(Xk) = min{MIS(i1), MIS(i2), . . . , MIS(im)} =
MIS(i1). Thus, if Xk−1 is not a LMS-FP 1 (MIS(Xk−1) < LMS), none of its
supersets are FPs.

Based on the designed ME-tree, the above lemmas and theorems ensure that
all FPs are included in the extensions of the set of LMS-FP 1 and thus that we
can safely discard the other itemsets. Thus, the designed sorted downward closure
(SDC) property in ME-tree can guarantee the completeness and correctness of
the proposed FP-MMS framework. These properties facilitate to use LMS as
a constraint to reduce the search space. Based on the above analysis, it can be
shown that the LMS plays a significant role in the FP-ME algorithm, it not
only ensures the completeness of the set of derived FPs, but also can be used to
prune the search space.

Strategy 1. In the designed ME-tree using the total order ≺, if a node X has a sup-
port value less than the LMS, then any nodes which contains X w.r.t. all supersets
of X can be directly pruned, X would not be used to explored in the ME-tree.

Lemma 4. Given a transactional database D and multiple minimum support
threshold MIS(ik) of each item ik, the constructed ME-tree contains the complete
information about frequent patterns in D.

Proof. In the construction process of ME-tree, each transaction in D can be
mapped to one path in the ME-tree whenever necessary. And according to The-
orems 1 and 2, all promising itemsets, the LMS-FP 1, their information in each
transaction is completely stored in the ME-tree based on the total order ≺. Notice
that we retained those infrequent items with supports no less than LMS w.r.t. the
LMS-FP 1 in the ME-tree because these items their supersets may be frequent.

Strategy 2. Let be the designed ME-tree using the MIS-ascending order of
items. If a node X has a support value less than its MIS w.r.t. the MIS of its
prefix level-2 node, then any extension of X w.r.t. all child nodes of X can be
directly pruned.

For example, the effect of Pruning Strategy 1 and Pruning Strategy 2
in the running example are respectively shown in Fig. 2(a) and (b). The itemset
(cab) is not considered to be a FP since sup(cab) (= 2 < MIS(cab) × |D|). By
applying the Pruning Strategy 2, all the child nodes of itemset (cab) are not
considered to be FPs since their support values are always no greater than those
of (cab). Hence, the child nodes (cabd), (cabe) and (cabde) (the shaded nodes in
Fig. 2) are guaranteed to be uninteresting and can be pruned safely.

4.3 Proposed FP-ME Algorithm

Note that the top-down traversal strategy is adopted in the ME-tree. As shown in
Algorithm 1, the FP-ME algorithm first scans the database to calculate the MIS
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value of each single item, as well as the LMS, then discover the set of I∗ w.r.t.
LMS-FP 1 (Lines 1 to 2). It is important to notice that here the derived patterns
are the set of LMS-FP 1 but not the set of FPs, the reason had been mentioned
before. The discovered LMS-FP 1 are then sorted in MIS -ascending in order to
construct their TID-Sets by scanning database again, thus forming the final set
of TID-Sets of all item i ∈ I∗ (Lines 3 to 4). Afterwards each 1-itemset X in the
set of I∗ is processed in designed order ≺ to find FPs from the ME-tree, using
the constructed TID-Sets without multiple rescanning the database (Line 5, FP-
Spanning procedure). As mentioned before, the spanning miner mechanism in
the FP-ME is different form the generate-and-test algorithm and the pattern-
growth approaches. The main idea of the FP-Spanning procedure (c.f. Algorithm
2) is that for each 1-itemset Xa, extensions of Xa are recursively explored using
a depth-first search. Moreover, each itemset encountered during that search is
evaluated to determine if it is a defined FP (Lines 2 to 4). Note that the depth
search is only performed for an itemset Xa if the support of Xa (which is directly
obtained from the relevant TID-Sets by calculating its TIDs) is larger than or
equal to MIS(Xa) × |D| (Lines 3 to 4). Simultaneously, the TID-Sets of the

Input: D (n = |D|), MMS-table.
Output: The set of frequent patterns (FPs).

1 scan MMS-table to calculate the MIS value of each single item and put into the
set of MISArrary, as well as the LMS among them ;

2 scan D to find I∗ ← {i ∈ I|sup(i) ≥ LMS}, w.r.t. the LMS-FP 1 ;
3 sort the set I∗ in MIS ascending order ≺;
4 scan D once again to construct the TID-Set of each i ∈ I∗ such as i.T idSet;
5 call FP-Spanning(φ, I∗, MISArray);
6 return FPs;

Algorithm 1: FP-ME algorithm

Input: X: an itemset, extensionsOfX: a set of all extensions of X, MISArray:
an array containing the minimum item support thresholds of all items.

Input: The set of frequent patterns (FPs).
1 for each itemset Xa ∈ extensionsOfX do
2 calculate the sup(Xa) and MIS(Xa) from the built structure of Xa;
3 if sup(Xa) ≥ MIS(Xa) × |D| then
4 FPs ← FPs ∪ Xa;
5 extensionsOfXa ← ∅;
6 for each itemset Xb ∈ extensionsOfXa such that b after a do
7 Xab ← Xa ∪ Xb;
8 calculate the Xab.T idSet by merging Xa.T idSet and Xb.T idSet;
9 extensionsOfXa ← extensionsOfXa ∪ Xab;

10 call FP-Spanning(Xa, extensionsOfXa, MIS(Xa));

11 return FPs;

Algorithm 2: FP-Spanning Procedure
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extensions of Xa is built (Lines 6 to 9). The above process is recursively executed
until all items in LMS-FP 1 have been processed (Line 10).

4.4 Improved Algorithm with the DiffSet Strategy

In [13], a novel vertical data representation called DiffSet was presented, that only
keeps track of differences in the TIDs of a candidate pattern from its generating
frequent patterns. It had been shown that DiffSet drastically cut down the size
of memory required to store intermediate results. Furthermore, we incorporated
the DiffSet into previous vertical mining method FP-ME, significantly increasing
the mining performance, and denoted this improved algorithm as FP-MEDiffSet,
for fast mining FPs. Details of the concept DiffSet and its construction in the
FP-MEDiffSet algorithm were skipped here due to the space limitation.

5 Experimental Results

In this section, substantial experiments were conducted to verify the effective-
ness and efficiency of the proposed baseline FP-ME algorithm (FP-MEbaseline)
and the improved FP-MEDiffSet algorithm. Note that there are several stud-
ies have been done previously on the topic of mining FPs with multiple mini-
mum supports, and it had been shown that the CFP-growth++ [10] significantly
outperforms the MSApriori [7] and CFP-growth [11]; the state-of-the-art CFP-
growth++ was thus executed to derive FPs, which can provide a benchmark to
verify the efficiency of the proposed two algorithms. All algorithms are imple-
mented in Java language and performed on a personal computer with an Intel
Core i5-3460 dual-core processor and 4 GB of RAM and running the 32-bit
Microsoft Windows 7 operating system. And experiments are conducted on two
datasets named kosarak [1] and BMSPOS [1]. The source code of the MSApriori
and CFP-growth++ algorithms can be download from the SPMF data mining
library [5]. Note that the front 100 K transactions in kosarak are selected in the
experiments.

Furthermore, the discussed method in [7] is adopt in the proposed FP-ME
algorithm to automatically assign multiple item supports to items. The method-
ology is as follows: MIS(ij) = max[β ×f(ij), LMS], where β is a constant used
to set the MIS values of items as a function of their frequency (or support). To
ensure the randomness and equipment diversity, β was set in the [0.0, 1.0] inter-
val for the datasets. The parameter LMS is the user-specified least minimum
itemset support allowed, and f(ij) is the frequency (or support) of an item ij .
Note that if β is set to zero, then a single LMS value will be used for all items,
and this will be equivalent to traditional FPM. If β = 1 and f(ij) ≥ LMS, then
MIS(ij) = f(ij).

5.1 Execution Time

For the conducted experiments, the parameter β was randomly set to a fixed
number of each item. Fig. 3 shows the runtime of the algorithms under various
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LMS with a fixed β and under various β with a fixed LMS for different datasets.
From Fig. 3, it can be observed that both the FP-MEbaseline and the improved
FP-MEDiffSet algorithms outperform the CFP-growth++ algorithm on the two
datasets under various LMS with a fixed β or under a fixed LMS with various β.
Moreover, we can see that FP-MEDiffSet has in general the best performance
among them. It is reasonable since CFP-growth++ consists of three phases. It
first scans the database once to construct a global MIS-Tree. All nodes in the
Header-table of a MIS-Tree are sorted by the order of descending MIS values.
Then, the MIS-Tree is restructured to reduce the search space by four pruning
techniques. At last, CFP-growth++ recursively mines the tree by creating pro-
jected trees to generate all desired itemsets. This process is too time-consuming,
thus it performs worse than the two proposed FP-ME algorithms. In contrast,
the proposed algorithms utilize the “structuring when mining” property, and
apply two pruning strategies to early prune unpromising itemsets and search
space in ME-tree, which can avoid the costly join operations of a huge number
of unpromising patterns. Moreover, the FP-MEDiffSet algorithm applies the Diff-
Set to quickly calculate the TID-Set, thus greatly reducing the computations
than the baseline algorithm.
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Fig. 3. Execution time.

5.2 Memory Usage

With the same test parameters, we also assessed the memory consumption of
the compared algorithms. Memory measurements were done using the Java API.
Note that the peak memory consumption of each algorithm was recorded for
all datasets. Results are shown in Fig. 4. It can be clearly seen that the pro-
posed algorithms, both FP-MEbaseline and the improved FP-MEDiffSet, require
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less memory compared to the state-of-the-art CFP-growth++ algorithm under
various parameters on the two datasets, and even up to 8 times as shown in
Fig. 4(a). Specifically, the two ME-tree-based approaches require nearly constant
memory under various parameter values on the all datasets. The memory usage
of the generation-and-test CFP-growth++ algorithm dramatically increases as
LMS or β decreases, while the memory usage of the proposed algorithms remain
stable. Besides, the improved FP-MEDiffSet always consumes little more mem-
ory than that of FP-MEbaseline. This result is reasonable since the vertical data
structure DiffSet is adopted to keep track of differences in the TIDs of a prefix
pattern from its generating FPs.
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Fig. 4. Memory usage. (Color figure online)

5.3 Scalability Analysis

The scalability of the proposed methods are further evaluated by performing
experiments when the kosarak dataset size was varied from 100 K to 500 K, by
increments of 100 K each time. Figure 5 shows the runtime and memory usage for
the three compared algorithms when the LMS and β were set to 0.001 and 0.5,
respectively. It can be observed that the runtime of all compared algorithms is
linear increased along with the increasing of dataset size |X|. The performance
of P-MEbaseline and the improved FP-MEDiffSet significantly scale better than
that of CFP-growth++. With the increasing of the size of dataset, the runtime
of FP-MEbaseline is close to that of FP-MEDiffSet. Specially, the gap of runtime
among them grows wider with the increasing of dataset size. It also can be
clearly seen that the proposed two algorithms require less memory compared to
the state-of-the-art CFP-growth++ algorithm in a wide range of dataset size.
From the observed results of the scalability test, it can be concluded that the
proposed algorithms are more scalable than the previous algorithms.
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6 Conclusion

In this paper, we proposed a novel FP-MMS framework namely FP-ME for min-
ing frequent patterns with multiple minimum supports. Based on the designed
Set-enumeration-tree with multiple minimum supports (ME-tree), a novel sorted
downward closure (SDC) property was proposed. In order to guarantee the com-
pleteness of derived results, the LMS concept was extend in FP-ME to mine
the FPs. Different from the generate-and-test approach, FP-ME can directly
discover FPs by spanning the ME-tree with two pruning strategies. In addition,
an improved algorithm by adopting the DiffSet concept is further developed to
speed up the mining process by reducing the cost of database scans and pruning
search space. From the experiments, it can be found that the proposed two algo-
rithms significantly outperform the state-of-the-art CFP-growth++ algorithm in
terms of execution time, memory usage and scalability. Specifically, the improved
algorithm outperforms the baseline algorithm.
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Abstract. High-utility itemset mining (HUIM) is emerging as an impor-
tant research topic in data mining. Most algorithms for HUIM can only
handle precise data, however, uncertainty that are embedded in big data
which collected from experimental measurements or noisy sensors in
real-life applications. In this paper, an efficient algorithm, namely Min-
ing Uncertain data for High-Utility Itemsets (MUHUI), is proposed to
efficiently discover potential high-utility itemsets (PHUIs) from uncer-
tain data. Based on the probability-utility-list (PU-list) structure, the
MUHUI algorithm directly mine PHUIs without candidate generation
and can reduce the construction of PU-lists for numerous unpromising
itemsets by using several efficient pruning strategies, thus greatly improv-
ing the mining performance. Extensive experiments both on real-life and
synthetic datasets proved that the proposed algorithm significantly out-
performs the state-of-the-art PHUI-List algorithm in terms of efficiency
and scalability, especially, the MUHUI algorithm scales well on large-
scale uncertain datasets for mining PHUIs.

Keywords: Data mining · Uncertainty · High-utility itemset · PU-list ·
Pruning strategies

1 Introduction

Knowledge Discovery in Database (KDD) aims at finding the meaningful and
useful information from the amounts of mass data [4,10,11]. Depending on
c© Springer International Publishing Switzerland 2016
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different requirements in various domains and applications, frequent itemset
mining (FIM) [11] and association rule mining (ARM) [4] are the important and
fundamental issues in KDD. Instead of traditional FIM and ARM, high-utility
itemset mining (HUIM) [8,21] incorporates both quantity and profit values of
an item/set to measure how “useful” an item or itemset is. An itemset is defined
as a high-utility itemset (HUI) if its utility value in a database is no less than
a user-specified minimum utility count. In general, the “utility” of an item/set
can be presented as the user-specified factor in real-life applications, i.e., weight,
cost, risk, or unit profit. Chan et al. [8] first proposed the concept of HUIM.
Yao et al. [21] then defined a unified framework for mining high-utility itemsets
(HUIs). The goal of HUIM is to identify the rare items or itemsets in the transac-
tions, but it can bring valuable profits for the retailers or managers. HUIM serves
as a critical role in data analysis and has been widely utilized to discover knowl-
edge and mine valuable information. Many approaches developed in HUIM have
been extensively studied, such as Two-Phase [15], IHUP [6], UP-growth [18],
UP-growth+ [19], HUI-Miner [14], FHM [17], among others. In real-world sit-
uations, the mass data may be uncertainly collected from the incomplete data
sources, such as wireless sensor network, RFID, GPS, or WiFi systems [2,3], and
the size of the collected uncertain data is very large. Traditional data mining
technologies for handling precise data cannot be directly, however, applied to
the incomplete or inaccurate data for discovering the required information on
business service.

In real-life applications, utility and probability are two different measures
for an object (e.g., an useful pattern). The utility is a semantic measure (how
“utility” of a pattern is based on the user’s priori knowledge and goals), while
probability is an objective measure (the probability of a pattern is an objec-
tive existence) [10]. Up to now, most algorithms of HUIM have been extensively
developed to handle precise data, which are not suitable to mine the data with
uncertainty. It may be useless or misleading if the discovered results of HUIs with
low existential probability. To the best of our knowledge, the PHUIM frame-
work [13] is the first work to address the issue of mining HUIs from uncertain
data. However, the task of mining HUIs from uncertain data, especially large-
scale uncertain data, remains very costly in terms of execution time. Therefore,
it is a non-trivial task and an important challenge to design more efficient algo-
rithms to solve the limitation. In this paper, an efficient mining model namely
Mining large-scale Uncertain data for High-Utility Itemsets (MUHUI) is pro-
posed to effectively discover the Potential High-Utility Itemsets (PHUIs). Major
contributions of this paper are summarized as follows:

– Fewer studies on HUIM have addressed the mining of HUIs from uncertain
data by taking into account both the semantics-based utility measure and
objective probability measure. In this paper, an efficient MUHUI algorithm is
designed to successfully and directly mine the HUIs from uncertain databases
without candidate generation.

– Based on the utility and probability properties, several pruning strategies are
developed to efficiently and early prune the search space and the unpromising
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itemsets. Thus, the search space for mining HUIs can be greatly reduced, and
the mining performance can be significantly improved.

– Extensive experiments show that the proposed algorithm is more efficient than
the state-of-the-art PHUI-List algorithm for mining uncertain HUIs in terms
of runtime, effectiveness of prune strategies and scalability, especially MUHUI
scales well than PHUI-List in large-scale uncertain databases.

2 Related Works

HUIM is different from FIM and ARM, which incorporates the measurements
of local transaction utility (occur quantity) and external utility (unit profit) to
discover the profitable itemsets from the quantitative databases. The HUIM was
first proposed by Chan et al. [8]. Yao et al. [21] then defined a strict unified
framework for HUIM. Since the downward closure property of ARM does no
longer hold for HUIM, Liu et al. [15] designed the TWU model to maintain the
transaction-weighted downward closure (TWDC) property, which can be used
to greatly reduce the number of unpromising candidates for mining HUIs in a
level-wise mechanism. Several tree-based approaches for mining HUIs such as
IHUP [6], UP-growth [18], and UP-growth+ [19] have been extensively studied.
Based on these pattern-growth approaches, more computations are still required
to generate and keep the huge number of discovered candidates for mining the
actual HUIs.

To solve the above limitations of traditional HUIM, the HUI-Miner algo-
rithm [14] was proposed to directly mine HUIs to avoid the multiple database
scans without candidate generation based on the designed utility-list structure.
The FHM algorithm [17] was further proposed to enhance the performance
of HUI-Miner by analyzing the co-occurrences among 2-itemsets. Instead of
traditional HUIM, the variants of HUIM have been also extended and devel-
oped [12,20]. The development of other algorithms for HUIM is still in progress,
but most of them are processed to handle precise data, the PHUIM frame-
work [13] is the only work which focuses on mining high-utility itemsets on
uncertain data.

3 Preliminaries and Problem Statement

3.1 Preliminaries

Based on the mentioned reason in [13], the tuple uncertainty model [3,7] and the
expected support-based model [9] are also adopted in the proposed algorithm.
Let I = {i1, i2, . . ., im} be a finite set of m distinct items in an uncertain
quantitative database D = {T 1, T 2, . . ., Tn}, where each transaction Tq∈D is
a subset of I, contains several items with their purchase quantities q(i j , T q),
and has an unique identifier, TID. In addition, each transaction has a unique
probability of existence p(T q), which indicates that T q exists in D with proba-
bility p(T q) based on a tuple uncertainly model. A corresponding profit table,
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Table 1. An example database

TID Transaction Probability

T1 (A, 1); (C, 3); (D, 4) 0.95

T2 (B, 1); (C, 1); (D, 2) 0.85

T3 (A, 2); (B, 2); (E, 3) 0.85

T4 (C, 2); (E, 2) 0.5

T5 (B, 1); (D, 2); (E, 2) 0.75

T6 (A, 1); (C, 2); (D, 1) 0.7

T7 (A, 3); (C, 1); (D, 3); (E, 4) 0.45

T8 (B, 1); (C, 4); (E, 1) 0.36

T9 (B, 3); (D, 5) 0.81

T10 (D, 5); (E, 2) 0.6

Table 2. Derived PHUIs

Itemset Utility Pro

(C ) 130 5.26

(E) 70 4.61

(AC ) 90 2.75

(CD) 80 3.55

(CE) 105 2.51

(DE) 50 2.40

(ACD) 98 2.75

ptable = {pr1, pr2, . . ., prm}, in which pr j is the profit value of an item i j , is
created. A k-itemset X, denoted as Xk, is a set of k distinct items {i1, i2, . . . , ik}.
Given two user-specified thresholds, the minimum utility threshold (ε) and the
minimum potential probability threshold (μ).

Table 1 shows an example of a tuple uncertainty quantitative database. The
profit table is defined as {pr(A): 6; pr(B): 3; pr(C): 10; pr(D): 1; pr(E): 5}, and
the two thresholds are respectively set at ε (= 15 %) and μ (= 18 %).

Definition 1. The utility of an item i j in a transaction T q is denoted as
u(ij , Tq) and defined as: u(ij , Tq) = q(ij , Tq) × pr(ij).

For example, u(A, T 1) = q(A, T 1) × pr(A) = (1 × 6) = 6.

Definition 2. The probability of an itemset X occurring in T q is denoted as
p(X, T q), which can be defined as: p(X, T q) = p(T q), where p(T q) is the
corresponding probability of T q.

For example, p(A, T 1) = p(T 1) = 0.95, and p(AD, T 1) = p(T 1) = 0.95.

Definition 3. The utility of an itemset X in transaction T q is denoted as
u(X, T q), which can be defined as: u(X,Tq) =

∑

ij∈X∧X⊆Tq

u(ij , Tq).

For example, the utility of (AD) inT 1 is calculated as u(AD,T 1) = u(A,T 1) +
u(D, T 1) = q(A, T 1) × pr(A) + q(D, T 1) × pr(D) = (1 × 6) + (4 × 1) = 10.

Definition 4. The utility of an itemset X in D is denoted as u(X ), which can
be defined as: u(X) =

∑
X⊆Tq∧Tq∈D u(X,Tq).

Definition 5. An itemset X is defined as a HUI if its utility value is no less
than the minimum utility count as: u(X) ≥ ε × TU , in which TU is the total
utility of the be processed database.
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Definition 6. The potential probability of an itemset X in D is denoted as
Pro(X ), which can be defined as: Pro(X) =

∑
X⊆Tq∧Tq∈D p(X,Tq).

Definition 7. An itemset X in an uncertain database D is defined as a potential
high-utility itemset (PHUI) if it satisfies the following two conditions: (1) X is
a HUI w.r.t. u(X) ≥ ε × TU ; (2) Pro(X) ≥ μ × |D|. A desired PHUI indicates
the itemset has both high potential probability and high utility value.

Problem Statement: Given an uncertain database D with total utility is TU ,
the minimum utility threshold and the minimum potential probability threshold
are respectively set as ε and μ. The problem of potential high-utility itemset
mining (PHUIM) from uncertain data is to mine PHUIs whose utilities are larger
than or equal to (ε × TU), and its potential probability is larger than or equal
to (μ × |D|).

4 Proposed MUHUI Algorithm for Mining HUIs

Alougth the PHUI-List algorithm has better performance compared to the
upper-bound-based PHUI-UP algorithm [13], however, it explores the search
space of itemsets by generating itemsets, and a costly join operation of
probability-utility-list (PU-list) has to be performed recursively to evaluate the
probability and utility information of each itemset. By utilizing the PU-list struc-
ture, a more efficient MUHUI algorithm is proposed here to improve the perfor-
mance for efficiently mining PHUIs.

4.1 The PU-list Structure

The PU-list structure [13] is a new vertical data structure, it incorporates the
probability and utility properties to keep necessary information from uncertain
data in terms of TID information, probability, utility, and remaining utility infor-
mation. Let an itemset X and a transaction (or itemset) T such that X ⊆ T ,
the set of all items from T that are not in X is denoted as T\X, and the set
of all the items appearing after X in T is denoted as T/X. Thus, T/X ⊆ T\X.
For example, consider X = {CD} and transaction T7 in Table 1, T7\X = {AE},
and T7/X = {E}.

Definition 8 (Probability-Utility-list, PU-list). The PU-list of an itemset
X in a database is denoted as X.PUL. It contains an entry (element) for each
transaction Tq where X appears (X ∈ Tq ⊆ D). An element consists of four
fields: (1) the tid of X in T q (X⊆T q∈D); (2) the probabilities of X in T q

(prob); (3) the utilities of X in T q (iu); and (4) the remaining utilities of X in
T q (ru), in which ru is defined as X.ru(Tq) =

∑
ij∈(Tq/X) u(ij , Tq).

Therefore, all necessary information from uncertain data can be compressed
into the designed PU-list structure without losing any useful information. Thanks
to the property of PU-list, the probability and utility information of the longer
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k-itemset can be built by joining its parent node and uncle node, i.e., (k-1)-
itemset. The join operation can be easily done without rescanning the database.
The construction procedure of the PU-list is recursively processed if it is neces-
sary to determine the k -itemsets in the search space, details of the construction
can be referred to [13]. Note that it is necessary to initially construct the PU-list
of the complete set of HTWPUI1 [13] as the input for the later recursive process.
The PU-list is constructed in TWU ascending order as (B ≺ A ≺ D ≺ E ≺ C),
which is shown in Fig. 1.

{D}

1 0.95 4 30

2 0.80 2 10

5 0.70 2 10

6 1.00 1 20

7 0.80 3 30

9 0.60 5 0

10 0.90 5 10
tid iu ru

{B}

2 0.80 3 12

3 0.50 6 27

5 0.70 3 12

8 0.76 3 45

9 0.60 9 15

{A}

1 0.95 6 43

3 0.50 12 15

6 1.00 6 21

7 0.80 18 33

{E}

3 0.50 15 0

4 0.95 10 20

5 0.70 10 0

7 0.80 20 10

8 0.76 5 40

10 0.90 10 0

{C}

1 0.95 30 0

2 0.80 10 0

4 0.95 20 0

6 1.00 20 0

7 0.80 10 0

8 0.76 40 0prob

Fig. 1. Constructed PU-list structure of HTWPUI1.

Definition 9. The sum of the utilities and remaining utilities of an itemset X
in D, denoted as X.IU and X.RU , respectively, which can be defined as:

X.IU =
∑

X⊆Tq∧Tq∈D

(X.iu),X.RU =
∑

X⊆Tq∧Tq∈D

(X.ru). (1)

4.2 Search Space and Properties

Based on the PU-list structure, the search space of the proposed MUHUI algo-
rithm can be represented as the Set-enumeration tree by the TWU values of
the 1-items in the set of HTWPUI1 in ascending order, as shown in Fig. 2 (left).
Based on the constructed Set-enumeration tree, the following lemmas can be
obtained.

Lemma 1. The sum of all the probabilities of any node in the Set-enumeration
tree is greater than or equal to the sum of all the probabilities of any of its child
nodes.

Proof. Assume a (k-1)-itemset w.r.t. a node in the Set-enumeration tree be
Xk−1(k ≤ 2), and any of its child nodes be denoted as Xk. Since p(Xk, Tq) =
p(Tq) for any transaction Tq in D, it can be found that: p(Xk,Tq)

p(Xk−1,Tq)
= p(Tq)

p(Tq)
= 1.

Since Xk−1 is subset of Xk, the TIDs of Xk is the subset of the TIDs of Xk−1,
thus,

Pro(Xk) =
∑

Xk⊆Tq∧Tq∈D

p(Xk, Tq) ≤
∑

Xk−1⊆Tq∧Tq∈D

p(Xk−1, Tq) = Pro(Xk−1).
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Lemma 2. For any node X in the Set-enumeration tree, the sum of X.IU and
X.RU is greater than or equal to the sum of all the utilities of any one of its
child nodes.

Proof. From [13], this lemma holds.

Fig. 2. Constructed Set-enumeration tree and EUCS.

4.3 Proposed Pruning Strategies

Based on the PU-list and the properties of probability and utility, five efficient
pruning strategies are designed in MUHUI to early prune unpromising itemsets.

Theorem 1 (Downward Closure Property of HTWPUI). Let Xk and
Xk−1 be the HTWPUI from uncertain databases, and Xk−1 ⊆ Xk. The
TWU(Xk−1) ≥ TWU (Xk) and Pro(Xk−1) ≥ Pro(Xk).

Proof. Let X k−1 be a (k -1)-itemset and its superset k -itemset is denoted as X k,
then

TWU(Xk) =
∑

Xk⊆Tq∧Tq∈D

tu(Tq) ≤
∑

Xk−1⊆Tq∧Tq∈D

tu(Tq) = TWU(Xk−1).

From Lemma 1, it can be found that Pro(X k−1) ≥ Pro(X k). Therefore, if X k

is a HTWPUI, any its subset X k−1 is also a HTWPUI.

Theorem 2 (PHUIs ⊆ HTWPUIs). The transaction-weighted probability
and utilization downward closure (TWPUDC) property ensures that PHUIs ⊆
HTWPUIs, which indicates that if an itemset is not a HTWPUI, then none of
its supersets will be PHUIs [13].

By utilizing the TWPUDC property, we only need to construct the PU-list
for those promising itemsets w.r.t. the HTWPUIs. Furthermore, the following
several pruning strategies are proposed in MUHUI to speed up the computations.
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Strategy 1. After the first database scan, we can obtain the TWU and proba-
bility value of each 1-item in database. If the TWU of a 1-item i (TWU(i)) and
the sum of all the probabilities of i (Pro(i)) do not satisfy the two conditions of
HTWPUI, this item can be directly pruned, and none of its supersets is a desired
PHUI.

Strategy 2. When traversing the Set-enumeration tree based on a depth-first
search strategy, if the sum of all the probabilities of a tree node X w.r.t. Pro(X)
in its constructed PU-list is less than the minimum potential probability, then
none of the child nodes of this node is a desired PHUI.

Strategy 3. When traversing the Set-enumeration tree based on a depth-first
search strategy, if the sum of X.IU and X.RU of any node X is less than the
minimum utility count, any of its child node is not a PHUI, they can be regarded
as irrelevant and be pruned directly.

Theorem 3 (Estimated Utility Co-occurrence Pruning strategy,
EUCP). If the TWU of 2-itemset is less than the minimum utility count, any
superset of this 2-itemset is not a HTWUI and would not be a HUI either [17].

To effectively apply the EUCP strategy, a structure named Estimated Util-
ity Co-occurrence Structure (EUCS ) [17] is built in the proposed algorithm. It
is a matrix that stores the TWU values of the 2-itemsets, as shown in Fig. 2
(right). Note that EUCS is built in the first database scan after discovering the
HTWPUI1.

Strategy 4. Let X be an itemset (node) encountered during the depth-first
search of the Set-enumeration tree. If the TWU of a 2-itemset Y ⊆ X according
to the constructed EUCS is less than the minimum utility threshold, X is not
a HTWPUI and would not be a PHUI; none of its child nodes is a PHUI. The
construction of the PU-lists of X and its children is unnecessary to be performed.

Strategy 5. Let X be an itemset (node) encountered during the depth-first
search of the Set-enumeration tree. After constructing the PU-list of an itemset,
if X.PUL is empty or the Pro(X) value is less than the minimum probability
threshold, X is not a PHUI, and none of X its child nodes is a PHUI. The con-
struction of the PU-lists for the child nodes of X is unnecessary to be performed.

4.4 Proposed MUHUI Algorithm

As shown in the main procedure of MUHUI (Algorithm 1), it first scans the
uncertain database to calculate the TWU(i) and Pro(i) values of each item
i ∈ I (Line 1), and then find the set of I∗ w.r.t. HTWPUI1 (Line 2, pruning
Strategy 1). After sort I∗ in TWU ascending order (Line 3), the MUHUI algo-
rithm scans D again to construct the PU-list for each 1-item i ∈ I∗, and build
the EUCS structure (Line 4). After that, recursively using a depth-first search
procedure PHUI-Search (Line 5) to mine PHUIs. Details of the PHUI-Search
procedure are shown in Algorithm 2.
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Input: D, ptable, ε, μ.
Output: The set of potential high-utility itemsets (PHUIs).

1 scan D to calculate the TWU(i) and Pro(i) of each item i ∈ I;
2 find I∗ ← {i ∈ I|TWU(i) ≥ TU × ε ∧ Pro(i) ≥ |D| × μ}; /* strategy 1*/ ;
3 sort I∗ in TWU ascending order ≺;
4 scan D once again to construct the PU-list of each i ∈ I∗ and build the EUCS ;
5 call PHUI-Search(φ, I∗, EUCS, ε, μ);
6 return PHUIs;

Algorithm 1. MUHUI algorithm

The PHUI-Search procedure takes the inputs as: X, extendO fX, EUCS,
ε and μ. Firstly, each itemset Xa is determined to directly produce the PHUIs
(Lines 2 to 4). Two pruning strategies, both Strategy 2 and Strategy 3, are
applied to further determine whether its extensions satisfy the PHUI conditions
for executing the later depth-first search (Line 5). Before executes the PU-list
construction procedure to build PU-lists for itemsets with prefix itemset, the
MUHUI algorithm utilizes the EUCP strategy to check whether those itemsets
are need to build PU-list or not (Line 8, pruning Strategy 4). If Xa is promis-
ing, the Construct(X,Xa,Xb) is executed to construct a set of PU-list of all
1-extensions of itemset Xa (w.r.t. extendO fXa) (Lines 8 to 12). Note that
each constructed Xab is a 1-extension of itemset Xa (Line 10), if the built PU-
list of Xab satisfies the pruning Strategy 5, Xab should be put into the set of
extendO fXa for executing the later depth-first search; otherwise, Xab would
be directly pruned (Lines 11 to 12). The designed PHUI-Search procedure is
recursively processed to mine PHUIs (Line 13). Based on the above pruning
strategies, the designed MUHUI algorithm can prune the itemsets with lower
potential probability and utility count early, without constructing their PU-lists
of extensions.

5 Experiments

We performed extensive experiments to evaluate the proposed MUHUI algo-
rithm. Note that the PHUI-UP and PHUI-List algorithms are the first work focus
on mining uncertain data for HUIs, and the state-of-the-art PHUI-List algorithm
significantly outperforms the PHUI-UP algorithm [13]. Only the PHUI-UP and
PHUI-List algorithms for mining PHUIs are compared against the proposed
MUHUI algorithm, in terms of runtime, memory usage, the effect of different
pruning strategies, and scalability. Note that the MUHUI2 algorithm adopts the
all designed pruning strategies, the MUHUI1 algorithm does not use the pruning
Strategy 5.

In order to perform a fair comparison, all algorithms used in the experiments
are also implemented in Java language and performed on a personal computer
with 4 GB of RAM and running the 32-bit Microsoft Windows 7 operating
system. And experiments are also conducted on four datasets including both real-
world datasets (foodmart [16], accident [1], and retail [1]), and synthetic dataset
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Input: X: an itemset, extendOfX: a set of all extensions of X, EUCS, ε, μ.
Input: The set of potential high-utility itemsets (PHUIs)

1 for each itemset Xa ∈ extendOfX do
2 obtain the Xa.IU , Xa.RU and Pro(Xa) values from the built Xa.PUL ;
3 if Xa.IU ≥ TU × ε ∧ Pro(X) ≥ |D| × μ then
4 PHUIs ← PHUIs ∪ Xa;

5 if Xa.IU + Xa.RU ≥ TU × ε ∧ Pro(Xa) ≥ |D| × μ then
6 extendOfXa ← ∅;
7 for each itemset Xb ∈ extendOfXa such that Xb after Xa do
8 if ∃ TWU(ab) ∈ EUCS ∧TWU(ab) ≥ TU × ε then
9 Xab ← Xa ∪ Xb;

10 Xab.PUL ← construct(X, Xa, Xb);
11 if Xab.PUL 
= ∅ ∧ Pro(Xab) ≥ |D| × μ then
12 extendOfXa ← extendOfXa ∪ Xab;

13 call PHUI-Search(Xa, extendOfXa, EUCS, ε, μ);

14 return PHUIs;

Algorithm 2. PHUI-Search Procedure

(T10I4D100K) generated using the IBM Quest Synthetic Data Generator [5].
Both the quantity (internal) and profit (external) values are assigned to the
items in the test datasets by the simulation method in previous studies [13,15,19]
except for foodmart dataset. In addition, due to the tuple uncertainty property,
each transaction in these datasets is randomly assigned a unique probability
value in the range of (0.0, 1.0].

5.1 Execution Time

Experiments are compared under varied minimum utility thresholds (abbrevi-
ated as MUs) with the fixed minimum potential probability threshold (abbrevi-
ated as MP). The runtime results under varied MUs with a fixed MP are shown
in Fig. 3.

From Fig. 3, it can be observed that the runtime of all the algorithms is
decreased along with the increasing of MU. In particular, the proposed MUHUI
algorithm is generally up to almost one or two orders of magnitude faster
than the PHUI-UP algorithm, and also outperforms the state-of-the-art PHUI-
List algorithm on all datasets. It is reasonable since the upper-bound-based
generate-and-test mechanism has worse results than the vertical PU-list-based
approaches. Besides, the MUHUI algorithm uses five pruning strategies to early
prune unpromising itemsets and search space, which can avoid the costly join
operations of a huge number of PU-lists for mining PHUIs, but the PHUI-List.
When the MU is set quite low, longer patterns of HTWPUIs are first discovered
by the PHUI-UP algorithm, and thus more computations are needed to process
with the generate-and-test mechanism, especially in a dense dataset. While the
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Fig. 3. Runtime under varied MUs with a fixed MP (Color figure online).

PHUI-List, MUHUI1 and MUHUI2 algorithms directly determine the PHUIs
from the Set-enumeration tree without candidate generation in a level-wise way,
it can effectively avoid the time-consuming dataset scan. Moreover, the MUHUI
algorithm applies five pruning strategies to early prune the unpromising items,
thus greatly reducing the computations than the PHUI-List algorithm.

5.2 Memory Usage

The memory usage of the compared algorithms were evaluated by using the Java
API. In the same way, the performance was tested and examined under varied
MUs with a fixed MP. From Fig. 4, it can be clearly seen that the proposed
MUHUI algorithm requires less memory usage compared to PHUI-UP, but con-
sumes little more memory than the state-of-the-art PHUI-List algorithm except
for the retail dataset. Specially, the memory usage of the two PU-list-based
algorithms, PHUI-List and MUHUI, change smoothly under varied parameters
in four datasets. This performance is somehow similar to the conclusion given
as the above analysis of runtime. This result is reasonable since both PHUI-List
and MUHUI are PU-list-based algorithms, they can easily prune unpromising
itemsets with the help of actual utilities and remaining utilities. The reason why
a little more memory than PHUI-List always consumes for MUHUI is that it has
to spend the extra memory cost for storing the additional EUCS data structure.
Hence, the memory usage of the MUHUI algorithm is somehow similar to that
of PHUI-List.
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Fig. 4. Memory usage under varied MUs with a fixed MP. (Color figure online)

5.3 Scalability Analysis

As shown in Fig. 5, the scalability of the four algorithms is compared in the syn-
thetic dataset T10I4N4KD|X|K with different scales, which is set MP = 0.05 %,
MU = 0.1 %, and |X| is set varying from 100 to 500. It can be observed that the
runtime of all compared algorithms is linear increased along with the increasing
of dataset size |X|. The performance of MUHUI1 and MUHUI2 are, however, rel-
atively stable to the variations of |X|. With the increasing of the size of dataset,
the time of MUHUI1 is close to that of MUHUI2, but significantly faster than
that of PHUI-List. Specially, the gap of runtime among them grows wider with
the increasing of dataset size. With the increasing of dataset size, the running
time of algorithms is linearly increasing as well, and the proposed MUHUI algo-
rithm scales well on large-scale dataset. Figure 5(b) shows the memory usages of
four algorithms which indicates the linearity in term of dataset size. In addition,
we can find that the memory usage of the two PU-list-based algorithms is steady
increasing than that of PHUI-UP.

To evaluated the effect of proposed different pruning strategies, the number
of visited nodes in the search space are further compared, as can be observed
in Fig. 5(c). Note that the number of visited nodes in the PHUI-List, MUHUI1
and MUHUI2 algorithms are denoted as N1, N2, and N3, respectively. It shows
that the number of the visited nodes of MUHUI1 and MUHUI2 are quite less
than that of PHUI-List.

6 Conclusion

In this paper, an efficient algorithm called Mining of Uncertain data for High-
Utility Itemsets (MUHUI) is proposed to consider the mining of those itemsets
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Fig. 5. Scalability of compared algorithms. (Color figure online)

with high-utility and high probability. The MUHUI algorithm is developed by
proposing several efficient pruning strategies, and to improve the performance.
Based on the PU-list structure, MUHUI utilizes the properties of probability
and utility. Several efficient pruning strategies are also designed to speed up the
computations, which can effectively avoid the construction of PU-lists of the
huge number of unpromising itemsets. Substantial experiments both on real-life
and synthetic datasets show that the proposed algorithm consumes a little more
memory than the PHUI-List algorithm, but has great performance in terms of
runtime, the number of visited nodes in the enumeration tree, and scalability
compared to the past works. Specifically, the MUHUI algorithm is more scalable
than the PHUI-UP and PHUI-List algorithms on large-scale uncertain databases.
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Abstract. Wireless sensor networks (WSN) have been employed in
numerous fields of real world applications. Data failure and noise reduc-
tion still remain tough unsolved problems for WSN. Predicting methods
for data recovery by empirical treatment, mostly based on statistics has
been studied exclusively. Machine learning models can greatly enhance
the predicting performance. In this paper, an improved HMM is pro-
posed for multi-step predicting of wireless sensing data given historical
data. The proposed model is based on clustering of wireless sensing data
and multi-step predicting is accordingly accomplished for different vary-
ing patterns using HMM whose parameters are optimized by Particle
Swarm Optimization (PSO). We evaluate our model on two real wireless
sensing datasets, and comparison between Naive Bayesian, Grey Sys-
tem, BP Neural Networks and traditional HMMs are conducted. The
experimental results show that our proposed model can provide higher
accuracy in sensing data predicting. This proposed model is promising
in the fields of agriculture, industry and other domains, in which the
sensing data usually contains various varying patterns.

Keywords: HMM model · Sensing data predicting · k-means
algorithm · PSO algorithm

1 Introduction

Nowadays, wireless sensor network (WSN) has been widely applied in numer-
ous fields of human life. Due to the convenient features exemplified by wireless
communication and self-organization, typical applications of WSN include envi-
ronmental surveillance, industrial detection, health care monitoring, etc. How-
ever, with the applications expanding, representative drawbacks like data failure
impede the further development of WSN.

Data failure is inevitable since it is caused in numerous reasons such as
electromagnetic interference, environmental hazards, hardware malfunctioning,
etc. [1]. Penetration of WSN into many sensitive fields may turn data failure
into disasters. Thus various solutions for WSN data failure are explored, in
which predicting stands as representative. The objectives of WSN data predicting
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generally contain: (1) recovering received failure data; (2) forecasting prospective
data [2,3].

Sensing data acquired in continuous time, therefore predicting of sensing
data equals time series predicting [3]. There are many methods to predict time
series. Among them, machine learning proved efficient for time series predicting
with outstanding capability of generalization. In many typical situations like
stock series predicting or human activities predicting, diverse mature machine
learning methods already exist. But because of the uncertainty and different
varying patterns in sensing data, inadequate choice of machine learning model
can lead to poor performances [2].

In this paper, we proposed an improved HMM model to satisfy the demand
of sensing data predicting. This model contains two specific improvements:
(1) clustering sensing data into different groups based on different varying pat-
terns; (2) seeking out the optimal parameter setting with intelligent algorithm
for the model.

The rest of this paper is organized as follows. In Sect. 2, different typical
predicting methods for sensing data is presented. Section 3 introduces our main
improvements on HMM. Experimental results are shown in Sect. 4 and conclusion
are given in Sect. 5.

2 Related Work

Detailed research work from different perspectives for sensing data predicting
has been published. A comprehensive survey of existing data mining techniques
and their multi-level classification scheme for sensing data predicting are given
in [4], and an adaptive data mining framework of WSNs for future research is
also proposed. [5] presents a predicting method based on neural network and
extreme learning machine (ELM) algorithm. The results show the neural net-
work trained by ELM reduces time-cost efficiently with barely loss of prediction
accuracy. In [6], a WSN system is constructed in big data centers where stays
many servers. An online predicting of steep environmental change is provided
to decrease energy waste. This event predicting method indicates the very feasi-
bility of machine learning in sensing data analysing and predicting. [7] predicts
sensing data for finding potential data failure with time series analytic method
ARIMA, the results demonstrates the close relationship between sensing data
and time series. Saini A, etc. in [8] introduces strategies for predicting outliers
in WSN with different filtering methods like Kalman Filter.

In this paper, the popular mature machine learning model HMM is used as the
main predicting method. Various research related HMM is finished in recent years.
Jialing Li, etc. use HMM to predict the time series of human behaviors based on
the historical habits in [9]. In [10], predicting of hardware failure is conducted by
HMM, themodeling procedure of hardware failure events shows typicality inHMM
predicting. [11] describes a prediciton method with HMM and dynamic principal
component analysis (DPCA). The experimental results based on a bearing test bed
show the plausibility and effectiveness of the proposed method. HMM based pre-
dicting is shown feasible on financial time series in [12]. The proposed model is to
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make aMaximumaPosteriori decision over all the possible stock values for the next
day. InWSN, [13] predicts link qualitywithHMM.This predicting approach is real-
ized by considering the next varying trend of specific links. In 2014, [14] introduces
an adaptive HMM combing k-means to predict the learning style of specific student
and then gives the student learning suggestions. [15] demonstrates a self-adaptive
HMM whose parameters are optimized by intelligent optimizing algorithms. And
the experimental results comparing with other models show the outperformance
of the proposed self-adaptive HMM.

3 Methodology

The randomness and diversity of data varying in WSN causes difficulties in
analyzing, feature extracting and predicting. Therefore traditional predicting
model can hardly be competent to overcome sensing data failure problem. In
this study, we use a improved HMM to analyze and predict sensing data by
historical data. This section will introduce the main methods for wireless sensing
data predicting in our model.

3.1 Hidden Markov Model (HMM)

As a dynamic model, HMM is specially designed to account for random
sequences. In HMM, two finite sets of states are contained as variables: observable
state variables and hidden state variables. The sequences of observable variables
present directly observable discrete-time process of states in the system. Hid-
den state variables stand for the unobservable state of the system, which emit
observable variables with different probabilities. A typical formal description of
HMM is:

λ = {s, o, T, C, π} (1)

• λ = {A specific setting of HMM parameters.}
• s = {Number of (hidden) states that is manually set.}
• o = {Number of observable states, which is also set by user.}
• T = {Transition matrix: each element tij represents the probability that tran-

siting from current state si to sj in the next time step.}
• C = {Confusion matrix: whose element cij represents the probability that the

system observes oi in the hidden state sj .}
• π = {Represents initial probability for each state.}

Apparently, parameter setting λ has significant impact of HMM performance.
In this study, intelligent optimizing is conducted and for parameter setting λ,
especially for parameter s since its unobservability stands for an obstacle in
improving HMM performance.
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3.2 Sensing Data Preprocessing

In our approach, original decimal sensing data will be mapped into five differ-
ent monitor states. Each monitor state represent a specific interval that stays
between two distinct thresholds that determined by existing professional knowl-
edge. Every threshold indicates a “critical value” in sensing data varying curve,
thus the monitor states can explicitly reflect the current situation of monitored
object with barely data loss.

In Fig. 1, a sample of data varying curve in agricultural WSN is illustrated.
Figure 2 shows an instance of agricultural sensing data mapping, and a typical
mapping rule based on profession knowledge is shown in Table 1 as an instance.

Utilizing data mapping, a process of sensing data varying can be described
as a time series of monitor states. Therefore, a finite-state machine is competent
to completely represent the sensing data varying in WSNs. Table 1 presents the
statistics of 1.5 million agricultural sensing data, each row includes one-step
transiting probabilities to every potential state from current state. For example,
the second row whose first element is “1” depicts the transiting probability of
“s1→s1”, “s1→s2”, “s1→s3”..., respectively. According to Table 1, the 5-state
machine will be realized as the basic structure and the monitor states will be
the input of the HMM based model as observations.
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3.3 Sensing Data Clustering

Due to the diversity of data varying patterns in WSN, accuracy of prediction
can hardly improves using single model with constant parameter setting. Thus,
we apply k-means algorithm to cluster the whole sensing dataset into different
smaller subsets on the basis of different data varying patterns.

K-means is an efficient clustering algorithm that aiming to find natural
groups data. In k-means, preparation like feature extraction or rule-making is not
indispensable. The main idea of k-means clustering is to minimize the distances
between the points and the cluster center in each clusters. Formula 2 shows the
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Table 1. Transiting probability matrix of agricultural dataset

Statet

Statet+1 1 2 3 4 5

1 0.2222 0.6803 0.0332 0.0326 0.0317
2 0.0350 0.4450 0.3500 0.1050 0.0650
3 0.0845 0.1296 0.6225 0.0958 0.0676
4 0.0762 0.1238 0.3714 0.3810 0.0476
5 0.0454 0.1022 0.2614 0.3401 0.2509

k-means objective function in this study: M and N indicate the number of clus-
ters and the number of data in specific cluster, ci represents the center of ith
cluster, xj

(i) indicates the jth data sequence is contained by the ith cluster.
Clustering results of the two sensing datasets used in this study are shown in

Figs. 3 and 4. Considering the computation cost by excessive clusters, the best
clustering result is the point on the curve that is the nearest to the origin of
coordinates. Aiming to calculate the distance between coordinate origin and the
points on the result curve, Formula 3 shows the normalization of two axises to
erase impact of different dimensions

minimize[
1
M

M∑

i=1

(
1
N

N∑

j=1

|xj
(i) − ci|2)] (2)

x′ =
x − xmin

xmax − xmin
(3)
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Fig. 3. Clustering in agricultural
dataset
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Fig. 4. Clustering in industrial dataset

According to Formulas 2 and 3, the most possible number of data varying
patterns is 9 in agricultural dataset and 8 in industrial dataset. In our model,
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various HMM parameter settings λct are built for each data varying pattern ct.
All the parameter settings for one dataset are then combined together into a
HMM library to provide precise prediction of sensing data.

3.4 Parameter Optimizing

Aiming to reach higher prediction accuracy, optimizing of HMM parameters is
very necessary since some of the parameters are initiated randomly. Among var-
ious available optimizing strategies, Particle Swarm Optimization (PSO) algo-
rithm is chosen for optimizing our proposed model. PSO is a stochastic optimiz-
ing method inspired by social behavior of bird flocking or fish schooling. In many
cases, PSO shows commendable performance with simpler rules comparing with
Genetic Algorithm.

In our approach, we focus on the parameter of hidden states number in HMM,
namely s in λ. Each particle in PSO symbolize a candidate parameter, and all
the particles move around the solution space. If one particle locally finds the best
known position, the others will be guided there. The best solution will be located
eventually after finite iterations. By PSO, the parameter settings managed by
HMM library will be optimazed for each data varying pattern.

The core procedures of PSO in this study are introduced following. “[]” indi-
cates vector variables. Formula 4 shows the top priority for velocity decision.
The main strategy of particle velocity updating is described in Formula 5. And
Formula 6 updates the position for every particle in searching space.

v ∈ [−Vmax, V max] (4)

v[] = w0 × v[] + w1 × r1 × (locBest[] − curPos[])
+w2 × r2 × (gloBest[] − curPos[])

(5)

curPos[] = curPos[] + v[] (6)

• v = {A manually set variable indicates the limit of velocity.}
• Vmax = {Superior limit of velocity, which is manually set.}
• locBest[] = {Keep records of individual optimal values for each particle.}
• gloBest[] = {Records the global optimal value.}
• curPos[] = {Memory space for the current positions of each particle.}
• w0 = {A nonnegative constant represents of particles motion inertia.}
• w1, w2 = {Indicate constant weight of acceleration for locBest[] and gloBest[],

respectively.}
• r1, r2 = {Two random values between [0,1] for tuning of velocity updating.}
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3.5 Predicting Method

By sensing data clustering and parameter optimizing, HMM library is con-
structed, which contains a series of trained and optimized parameter settings
λct . The sensing data multi-step predicting considering historical data thus con-
duct by following steps:

(1) Seek out the optimal parameter setting λ from HMM library with Forward
Algorithm for given observation sequence O = {o1, o2, ..., ot}.

(2) According to the explicit λ, the data varying pattern pO and the most prob-
able hidden states sequence S = {s1, s2, ..., st} of given O are obtained.

(3) Variable l(O|S, λ) is then introduced to discover the similar historical data
sequence for O. l(O|S, λ) is a lilelihood value describes the relationship
between given O and discovered S under the explicit λ. Formula 7 describes
the definition of l(O|S, λ).

l(O|S, λ) =
t∏

i=1

p(di|si, λ) (7)

(4) With Formula 7, a specific sequence H = {h1, h2, ..., ht} that has the highest
similarity to O will be found from all the historical data under the data
varying pattern pO.

(5) By obtaining of H, the subsequent data Hs = {ht+1, ht+2, ..., ht+n} is
decided. Varying trends in Hs are then applied as references for predict-
ing subsequent unknown data of O.

As a crucial part of this predicting method, the main goal of Forward Algo-
rithm is to find the most possible λ that generates given observation sequence
O = {o1, o2, ..., ot}. Formal description of Forward Algorithm is shown in For-
mula 8, in which λct indicates a parameter setting in HMM library L. If the given
O obtained the highest probability on the parameter setting λc1 , O belongs to
cluster c1 then the varying pattern of O is accordingly determined.

θ′ = arg max
λct∈L

P (O|θ(h)) (8)

4 Experiments

4.1 Model Architecture

Figure 5 illustrates the architecture of the proposed model. Four main procedures
are contained in the model: Preprocessing, Training, Optimizing and Predicting.
In preprocessing, raw sensing data is firstly converted to monitor states by given
mapping rules. Then a finite-state machine is obtained to describe sensing data
varying, which is also used to construct HMM model as basic structure in training
phase. Another task in training procedure is to build HMM library consists of
various parameter settings to match different varying patterns of sensing data.
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Optimizing procedure is in charge of seeking out the optimal parameter settings
to improve prediction accuracy further. With the obtaining of optimal HMM
library, multi-step predicting on the basis of historical data is conducted in the
procedure of predicting.

Preprocessing Training Optimizing Predicting

Raw
Data

Data
Mapping

Monitor
 States

K-Means

Varying
Patterns

HMM
Library

PSO

Parameter
Settings

Optimal
HMM
Library

Forecasting
Algorithm

Historical
Data

Multi-step
Predicion

Fig. 5. General representation of the proposed model

4.2 Datasets

Two real wireless sensing datasets respectively acquired from orange orchard
and manufactory are used to evaluate the performances of the proposed model.
Both of the datasets have the same allocation rates: 60 % for model training,
20 % for model validation and 20 % for testing.

• Agricultural Dataset. A comprehensive dataset includes over 6 million data
of soil moisture, temperature and many other types of wireless sensing data
acquired from an orange orchard in Chongqing. Experiments mainly concen-
trates on the data of soil moisture.

• Industrial Dataset. A special dataset consists of 3,3 million data of tem-
perature of industrial devices, which is provided by Chongqing Small and
Medium Enterprise Bureau.

4.3 Evaluation Metrics

Three different metrics are used for evaluation in this paper: Prediction Correct
Rate (PCR), Average Prediction Error (APE) and Varying Trends Prediction
Correct Rate (VT-PCR). Definitions of each metric and variables are explained
following:

• Prediction Correct Rate (PCR) indicates the correct rate of completely
correct predicting results. Definition of PCR is shown in Formula 9. N rep-
resents the data scale of testing. pi and ri indicate the predicting result and
the real observation. � indicates calculation of exclusive NOR.

1
N

N∑

i=1

(pi � ri) × 100% (9)
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• Varying Trends Prediction Correct Rate (VT-PCR) describes the cor-
rect rate of varying trend predicting results. In Formula 10, ri−1 indicates the
previous real observation of the current. Thus (pi −pi−1) is prediction of sens-
ing data varying trend while (ri − ri−1) is the real varying trend. Specially,
p0 and r0 represent the last element of observation sequence.

1
N

N∑

i=1

[
(pi − pi−1)
|pi − pi−1| � (ri − ri−1)

|ri − ri−1| ] × 100% (10)

• Multi-step Average Prediction Error (MAPE) reflects the overall per-
formance of the proposed model in multi-step predicting. In Formula 11, M is
the number of multi-step predicting results which is also equal to the number
of input data sequences, S represents step number of predicting that is set to
4 in our study, pij indicates a single output of multi-step predicting while rij

indicates single real observation. As an example, M = 100 means 100 monitor
state sequences input into the model, while S = 4 means the trained model
will predict the subsequent 4 data for each sequence as output.

1
M

M∑

i=1

(
1
S

S∑

j=1

|pij − rij |) × 100% (11)

4.4 Results

In following, a series of predicting results comparing the proposed model with
several other typical machine learning models are shown. The contrast models in
this study include: Grey System, Naive Bayes, BP Neural Network, Traditional
HMM and improved HMM with only k-means (K-HMM).

Figures 6 and 7 show the prediction correct rate (PCR) that is given by
Formula 9 in both datasets. With uncertainty increases, PCR decreases gradually
whatever the model is. However, the proposed model named as KO-HMM in
figures, generates higher PCR than any other models in each phase of multi-step
predicting.
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Predicting of sensing data trends is valuable in reflecting the status of specific
system. Figures 8 and 9 indicate the overall PCR and VT-PCR generated by each
model according to Formulas 9 and 10. Because of the relatively loose definition,
VT-PCR obtained by each model is higher than PCR. As can be seen from
Figs. 8 and 9, the proposed model has definite advantages in predicting accracy
comparing with other models.

Figures 10 and 11 demonstrate the average error of multi-step prediction.
The evaluation metric MAPE is defined in Formula 11. The least MAPEs on
two datasets indicate the capability of the proposed model to provide precise
prediction of unknown sequences.
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Fig. 8. Agricultural data trend prediction
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Fig. 11. MAPE in Industrial data

• Evaluations on different datesets and comparisons with other model verified
the effectiveness of the proposed model in wireless sensing data predicting.

• Construction of HMM library based on k-means algorithm shows positive
effect on sensing data predicting. Therefore clustering in HMM based models
proved effective for predicting.

• Optimizing HMM library with PSO obviously enhances the capability of our
model in unknown data predicting. Necessity of parameter optimizing in the
proposed model is directly testified.
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• With precise prediction of sensing data and their varying trends, the proposed
model can: (1) significantly strengthen the robustness of WSN by providing
efficient data recovery; (2) give instructions for subsequent jobs with prospec-
tive prediction.

• Experiments of multi-step sensing data predicting shows promising results for
sequences forecasting using our proposed model.

• Generalization capacity of the proposed model is shown from the experimental
results on different datasets. The potential effects of this model in other similar
fields is revealed.

5 Conclusion

In this paper, we first analyze the characteristics of agricultural and industrial
sensing data from real datasets. For improving accuracy of sensing data pre-
diction, k-means algorithm is conducted to cluster sensing data according to
different varying patterns. Then a HMM library contains a series of parameter
settings are constructed, in which every parameter setting is corresponding to
a specific varying pattern of sensing data. PSO algorithm is then introduced to
optimize HMM parameter settings in the HMM library. Comparative analyses
of the performance of our proposed model show obvious enhancement on predic-
tion accuracy, and efficient feasibility for general predicting of random sequence,
especially for the data including various varying patterns.

In the future, we will consider how to upgrade the existing HMM library
realtimely to achieve precise prediction for new varying pattern. Moreover, how
to cluster different data more appropriately will be investigated further.
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Abstract. With the increasing popularity of tablets, smartphones and
other mobile electronic devices, it is not uncommon for users to complete
online tasks through different electronic devices. Identifying individual
users across different digital devices is now becoming a hot research topic.
Methods based on name, email and other demographic information have
received much attention. However, it is often difficult to obtain a com-
plete set of information. In this paper, we use a probabilistic approach
for cross-device identity issue and focus on comparing different algo-
rithms. We conduct an in-depth study and expand the attribute of data
through the study of the relationship between attributes. Dummy vari-
ables are introduced to improve the efficiency of the models. Experimen-
tal results on four datasets (released by ICDM Challenge) show that the
eXtreme Gradient Boosting can consistently and significantly outperform
other algorithms on both accuracy and F1-score. It also consistently pro-
vides a better performance compared to the methods we used in ICDM
Challenge (We took part in the ICDM 2015 Challenge, and achieved a
moderate score ranking use C4.5 and BP model), and achieves a better
comprehensive evaluation ranking.

1 Introduction

It is very common for one user to have multiple Internet devices, typical repre-
sentatives are computers and mobile phones. While these devices are not directly
connected together, they have more or less common behaviors, due to the fact
that they often belong to the same user. Users can access through different Inter-
net devices to accomplish the same task, as consumers move across devices to
complete online tasks [1], their identifier becomes fragmented. However, it isn’t
always able to discern when activity on different devices for marketers who are
hoping to target them with meaningful messages, recommendations, and cus-
tomized experiences.

A common method for bridging these device identifiers involves relying on
deterministic identifiers [2], such as names, email addresses, phone numbers,
or other personal information. This kind of methods has been used for online
harassment and offline violence among young people [3], cross-device recognition,
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 43–54, 2016.
DOI: 10.1007/978-3-319-39937-9 4
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and so on. However, we can not get these personal information. It is difficult to
identify individual users across different digital devices relying on deterministic
identifiers.

A better solution to the problem is to infer multiple device identifiers belong-
ing to the same user using a probabilistic approach, and to optimize the level
of accuracy of the prediction. It is necessary to train a classifier for each device
[4]. However, it is very costly and time-consuming to label enough training data
for each device. Thus, we are interested in exploring whether it is technically
possible to select some attributes to represent the data, and feasible in time.

Motivated by above observation, we use the device table data to generate
positive cases and negative cases, and combine them with cookie table to gen-
erate data for training and testing. Then we compare eight models on accuracy
and F1-score, including several models based on tree. We conduct experiments
on four types of datasets. Experimental results show that XGBoost model can
outperform baseline methods significantly and consistently in terms of accuracy
and F1-score. Finally, we discuss the parameter of XGBoost model.

The rest of this paper is organized as follows. In Sect. 2, we briefly review sev-
eral representative works related to the problem. In Sect. 3, we present XGBoost
model in detail. In Sect. 4, we report experimental results on different models.
In Sect. 5, we conclude this paper.

2 Related Work

In this section, we briefly review representative works related to user identifica-
tion and gradient boosting model.

There are some works on user identification. For example, Carmagnola and
Cena [5] describe the conceptualization and implementation of a framework that
provides a common base for user identification for cross-system personalisation
among web-based user-adaptive systems. Guna et al. [6] present an intuitive,
implicit, gesture based identification system suited for applications such as the
user login to home multimedia services, with less strict security requirements.
However, these methods are used to identify users based on specific knowledge, it
does not take into account the identification problem when users have a variety
of devices.

The concept of gradient boosting is proposed by Friedman [7], he present
“TreeBoost” model, and design method to train it. Then, Friedman [8] introduce
bagging trick to gradient boosting. Friedman et al. [9] use second-order statistics
for tree splitting to solve the problem of training speed. Johnson and Zhang [10]
propose to do fully corrective step, as well as regularizing the tree complexity.
However, the efficient of these methods are not very good in terms of time and
space.

XGBoost model has done a great optimization compare to the traditional
gradient boosting model, it has a very good efficiency in time and space. Our
work is to identify individual users across different digital devices, XGBoost
model is more accurate and suitable for the problem compared with the state-
of-the-art methods.
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3 XGBoost Model

In this section, we will present XGBoost model1 in detail. In addition, we will
introduce the accelerate optimization algorithm to solve the model.

3.1 Notations

The model in supervised learning usually refers to the mathematical structure
of how to make the prediction yi given xi. First, we introduce several notations
that will be used in our model. Denote {Xi ∈ RNi×D, yi ∈ RNi×1} as the i − th
labeled samples in datasets, where Ni is the number of labeled samples and D
is the number of attributes. xj

i ∈ RD×1 is the transpose of the j − th row of Xi,
and yi is its label. In this paper we focus on binary classification, i.e., classifying
a correspondence into positive or negative, thus yi ∈ {0, 1}. F is a functional
space of the set of all possible CARTs. w is the vector of scores on leaves, q is a
function assigning each data point to the corresponding leaf and T is the number
of leaves. γ is the gamma parameter and λ present L2 regularization term on
weights in the model.

3.2 Model

Given a set of labeled training data, our goal is to train a general classifier for
identifying cross-device user, XGBoost model in this paper is as follows.

Tree Ensemble. XGBoost model is tree ensembles. The tree ensemble model
is a set of classification and regression trees (CART). Mathematically, we can
write the model in the form

ŷi =
K∑

k=1

fk(xi), fk ∈F (1)

where K is the number of trees, f is a function in the functional space F , and
F is the set of all possible CARTs. Therefore the objective to optimize can be
written as

obj(Θ) =
n∑

i

l(yi, ŷi)+
K∑

k=1

Ω(fk) (2)

where l(yi, ŷi) is the training loss function, and Ω(fk) is the regularization term,
the goal of XGBoost model is to minimize obj(Θ).

Additive Training. It is not easy to train all the trees at once. Instead, we
use an additive strategy: fix what we have learned, add one new tree at a time.

1 http://xgboost.readthedocs.org/en/latest/index.html.

http://xgboost.readthedocs.org/en/latest/index.html
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We note the prediction value at step t by ŷ
(t)
i , so we have

ŷ
(t)
i =

t∑

k=1

fk(xi) = ŷ
(t−1)
i + ft(xi) (3)

We use MSE(mean squared error) as our loss function, it becomes the fol-
lowing form.

obj(t) =
n∑

i=1

(yi − (ŷ(t−1)
i + ft(xi)))

2
+

t∑
i=1

Ω(fi)

=
n∑

i=1

[2(ŷ(t−1)
i − yi)ft(xi) + ft(xi)

2]+Ω(ft) + constant
(4)

then we take the Taylor expansion of the loss function up to the second order

obj(t) =
n∑

i=1

[l(yi, ŷ
(t−1)
i ) + gift(xi) +

1
2
hif

2
t (xi)]+Ω(ft) + constant (5)

where the gi and hi are defined as

gi = ∂
ŷ
(t−1)
i

l(yi, ŷ
(t−1)
i )

hi = ∂2

ŷ
(t−1)
i

l(yi, ŷ
(t−1)
i )

after we remove all the constants, the specific objective at step t becomes

obj(t) =
n∑

i=1

[gift(xi) +
1
2
hif

2
t (xi)] + Ω(ft) (6)

This becomes our optimization goal for the new tree. One important advan-
tage of this definition is that it only depends on gi and hi. This is how xgboost
can support custom loss functions. We can optimize every loss function, includ-
ing logistic regression, weighted logistic regression, using exactly the same solver
that takes gi and hi as input.

Model Complexity. We need to define the complexity of the tree Ω(f). In
order to do so, we first refine the definition of the tree f(x) as

ft(x) = wq(x), w ∈ RT , q : Rd → {1, 2, · · · , T} (7)

here w is the vector of scores on leaves, q is a function assigning each data point
to the corresponding leaf and T is the number of leaves. In XGBoost, we define
the complexity as

Ω(f) = γT +
1
2
λ

T∑

j=1

w2
j (8)
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3.3 Structure Score

After reformalizing the tree model, we can write the objective value with the
t − th tree as:

obj(t) ≈
n∑

i=1

[giwq(xi) + 1
2hiw

2
q(xi)

] + γT + 1
2λ

T∑
j=1

w2
j

=
T∑

j=1

[(
∑

i∈Ij

gi)wj + 1
2 (

∑
i∈Ij

hi + λ)w2
j ] + γT

(9)

where Ij = {i|q(xi) = j} is the set of indices of data points assigned to the
j − th leaf. We further compress the expression by defining Gj =

∑
i∈Ij

gi and

Hj =
∑

i∈Ij

hi:

obj(t) =
T∑

j=1

[Gjwj +
1
2
(Hj + λ)w2

j ] + γT (10)

in this equation wj is independent to each other, the form Gjwj + 1
2 (Hj + λ)w2

j

is quadratic and the best wj for a given structure q(x) and the best objective
reduction we can get is:

w∗
j = − Gj

Hj+λ

obj∗ = − 1
2

T∑
j=1

G2
j

Hj+λ + γT
(11)

The last equation measures how good a tree structure q(x) is.

3.4 Learn the Tree Structure

Now that we have a way to measure how good a tree is, ideally we would enu-
merate all possible trees and pick the best one. In practice it is intractable, so
we will try to optimize one level of the tree at a time. Specifically we try to split
a leaf into two leaves, and the score it gains is

Gain =
1
2
[

G2
L

HL + λ
+

G2
R

HR + λ
− (GL + GR)2

HL + HR + λ
] − γ (12)

This formula can be decomposed as (1) the score on the new left leaf, (2) the
score on the new right leaf (3), the score on the original leaf, (4) regularization
on the additional leaf. We can see an important fact here: if the gain is smaller
than γ, we would do better not to add that branch. This is exactly the pruning
techniques in tree based models. By using the principles of supervised learning,
we can naturally come up with the reason these techniques work.

For real valued data, we usually want to search for an optimal split. To
efficiently do so, we place all the instances in sorted order. Then a left to right
scan is sufficient to calculate the structure score of all possible split solutions,
and we can find the best split efficiently.



48 R. Song et al.

4 Experiments

In this section we use XGBoost model and other algorithms to do the experi-
ment, and report the experimental results. We first introduce the real-world user
networks device datasets used in our experiments. Then we explore the variable
importance of the dataset. After that we compare our method against the state-
of-the-art algorithms, and show the results in the figure. Finally, we try to find
out the best parameter setting on the performance of XGBoost model.

4.1 Datasets

The datasets is from the ICDM 2015 challenge: Drawbridge Cross-Device Con-
nections2. we combine the dev train basic and cookie all basic files to generate
the datasets of our experimental. The whole dataset has 23 kinds of attributes,
for example, the attribute of country represent where the data is collected, the
device type attribute represent the type of the device. And there is some anony-
mous attributes, it is unfortunate that we do not know what it means. We
also expand the property of the datasets, the samecountry attribute is gen-
erated by the difference between the country attribute of the dev train basic
and cookie all basic files. Be the same, the same co attribute is generated by
the difference between the anonymous c0 attribute of the dev train basic and
cookie all basic files. The last column represent the data is positive case or neg-
ative case, represented by 0 or 1. Each data line represents one example of the
dataset.

Fig. 1. Feature importance

Several preprocessing steps were taken before experiments. Figure 1 shows
the feature importance of the data sets. we use the Mean Decrease Accuracy
2 https://www.kaggle.com/c/icdm-2015-drawbridge-cross-device-connections.

https://www.kaggle.com/c/icdm-2015-drawbridge-cross-device-connections


eXtreme Gradient Boosting for Identifying Individual Users 49

and Mean Decrease Gini metric standards to get the feature importance of the
data sets. As you can see, from Fig. 1(a), the feature of same c2, samecountry are
more important than the other features, from Fig. 1(b), the feature of same c2,
same c1 are more important. So we choose the same c1, same c2 and samecoun-
try as the important feature. The factor variable to be a number of feature is
Pointless, and some models can not deal with factor variable. We put some factor
variable convert into dummy variables to enhance the generalization ability of
the datasets. In order to facilitate data processing and faster convergence, We
also conducted a normalized data processing.

Table 1. The four types of datasets

Data Sources Rows Columns Positive Negative

data-all 360042 23 180018 180024

data-all* 94201 23 49234 44967

data-imp 360042 4 180018 180024

data-imp* 94201 4 49234 44967

Table 1 shows the detailed statistics of our real world datasets. We process
the data collection into four types. Firstly, depending on how much the data
sets selected properties, we divide the data sets into data-all and data-imp, the
data-imp means that we only select the more important properties, not all. Then
we also divide it into data-all* and data-imp* depend on whether deal with the
unknown value. Besides, we also show the number of the data sets, such as row
numbers, column numbers. The Positive and Negative represent the number of
positive cases and negative cases. During the experiment, we intercepted 70 per-
cent of the data as a training set, and did 10-fold cross validation, the other as
the valid set.

4.2 Baseline Algorithms

To show the effectiveness of XGBoost model, we compare our method against
the following state-of-the-art algorithms:

– Decision Tree(DT): The decision tree is a predictive model which maps
observations about an item to conclusions about the item’s target value. Deci-
sion tree learning is a method commonly used in data mining [11].

– C4.5: C4.5 is an algorithm used to generate a decision tree developed by Ross
Quinlan [12]. C4.5 is an extension of Quinlan’s earlier ID3 algorithm [13].

– Gradient Boosting Model(GBM): Gradient boosting [14] is a machine
learning technique for regression and classification problems, which produces
a prediction model in the form of an ensemble of weak prediction models,
typically decision trees.
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– Random Forrest(RF): In machine learning, Random Forrest [15] is a clas-
sifier which comprising a plurality of decision trees,and its output category is
decided by the plural of individual tree.

– Support Vector Machine(SVM): support vector machines (SVMs, also
support vector networks [16]) are supervised learning models with associated
learning algorithms that analyze data and recognize patterns, used for classi-
fication and regression analysis.

– Error Back Propagation(BP): Error Back Propagation algorithm [17] is
a common method of training artificial neural networks used in conjunction
with an optimization method such as gradient descent.

– k-Nearest Neighbors(k-NN): The k-Nearest Neighbors algorithm is a non-
parametric method used for classification and regression [18]. In both cases,
the input consists of the k closest training examples in the feature space. The
output depends on whether k-NN is used for classification or regression

4.3 Configuration

All experiments run on Macbook Pro 13-inch(Intel Core i55257U, 8G). The
main parameters of XGBoost are as follows: max.depth = 5, eta = 0.1, ite =
300, gamma = 0, max delta step = 1, objective = “binary:logistic”.

Table 2. The accuracy of the eight models on four types of datasets

Model Data-all Data-imp Data-allnoNA Data-impnoNA Average

DecisionTree 0.6490 0.6358 0.6956 0.6937 0.6685

C4.5 0.6428 0.6500 0.7105 0.6937 0.6743

GBM 0.6679 0.6489 0.7104 0.7016 0.6822

RandomForrest 0.6798 0.6508 0.7247 0.7039 0.6898

SVM 0.5048 0.6490 0.6453 0.6457 0.6112

BP 0.6345 0.6339 0.6912 0.6899 0.6624

k-NN 0.5909 0.6009 0.6147 0.6614 0.6170

XGBoost 0.7067 0.6594 0.7369 0.7032 0.7016

4.4 Comparison of Different Models

In this section we conducted experiments to compare the performance of
XGBoost model with several state-of-the-art methods.

The experimental results of baseline methods on the four types of datasets
are summarized in Tables 2 and 3 respectively. Table 2 shows the accuracy of all
the model on the four types of datasets, and Table 3 shows the F1-score.

From Tables 2 and 3 we can see that XGBoost model performs best on all four
types of datasets. Although XGBoost model is not as good as the RandomForrest
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Table 3. The F1-score of the eight models on four types of datasets

Model Data-all Data-imp Data-allnoNA Data-impnoNA Average

DecisionTree 0.5028 0.4789 0.5906 0.5871 0.5399

C4.5 0.5909 0.5131 0.6645 0.5871 0.5889

GBM 0.5582 0.5171 0.6165 0.6003 0.5730

RandomForrest 0.6398 0.5157 0.6932 0.6158 0.6161

SVM 0.0282 0.5309 0.6726 0.6442 0.4690

BP 0.4751 0.4742 0.5988 0.5830 0.5328

k-NN 0.5969 0.5670 0.6473 0.6732 0.6211

XGBoost 0.6754 0.5800 0.7185 0.6516 0.6564

and k-NN model in accuracy and F1-score, but XGBoost model far ahead of
other models in Average value, both in the accuracy and F1-score. In all of
the datasets, we can find that all the models perform best on the data-all*,
no matter the evaluation is accuracy or F1-score. This can be explained that
the data-all* is cleaned the best. It deal with the unknown value, and retain
more information than the data-imp*, so it is better for classification model to
predict. All the models perform the worst on the data-imp because of the lack of
information and unknown value. We can also see that XGBoost model performs
far more stable on four types of datasets than other models. So XGBoost model
has generalization capability on the four types of datasets and it is generic.

Fig. 2. The comparison between the three models on the accuracy and the F1-score

We also conduct experiments to compare the performance of XGBoost model
with C4.5 and BP model. We use C4.5 and BP model to solve the ICDM 2015
Challenge. The experimental results are shown in Fig. 2. The results prove the
performance improvement of XGBoost model. We compare the accuracy and F1-
score. From Fig. 2 we can see that XGBoost model performs best compare to the
other models on the four types of datasets, both in the accuracy and F1-score.
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Furthermore, From Fig. 2(a) we can find that when use data-all, XGBoost model
improves much more than other datasets in the accuracy. The same can also be
found from Fig. 2(b) in the F1-score. It prove that XGBoost model can deal
with comprehensive data consistently. The experimental results validate that
XGBoost model is more suitable for the ICDM 2015 Challenge than the model
what we used, and help to achieve a better comprehensive evaluation ranking.

4.5 Parameter Analysis

In this section we conducted experiments to explore the influence of parameter
setting on the performance of XGBoost model. There are four important parame-
ters in the model, i.e., ite, gamma, max delta step, max.depth. ite, max.depth are
used to control the model iterations and maximum depth of a tree respectively.
gamma are used to minimize loss reduction required to make a further partition
on a leaf node of the tree. max delta step is a value that we allow each trees
weight estimation to be. The experimental results are summarized in Fig. 3(a),
(d), (b) and (c) respectively. Here we use the results on data-imp* for illustration
and the objective parameter used in XGBoost model is “binary:logistic”.

Fig. 3. Comparison of parameters of XGBoost model

From Fig. 3(a) we can see that as the values of ite grow from 100, the perfor-
mance of XGBoost model first increases quickly then decreases slowly, and we
find that when the ite is equal to 300, the model perform best on the datasets.
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This is because that when the values of ite is too small, the relations between the
datasets properties are not fully exploited. Thus the performance of XGBoost
model improves quickly as the ite increase from 100. However, when the values of
ite is too big, the relations between the datasets properties are overemphasized
and the labeled training data is not fully respected. Thus the performance starts
to decrease.

From Fig. 3(d), a moderate value is most suitable for max.depth. When the
value of max.depth is too small, the Depth of the tree of XGBoost model is not
enough, so the accuracy rate is not good. However, when the values of max.depth
is too big, the model is easy to overfit the training data. From Fig. 3(b), we can
see that with the increase of the gamma, the accuracy is a downward trend,
and the best value is 0. From Fig. 3(c), the values of max delta step is not
stable. According to the experience value, we can find that when the value of
max delta step taken 1, the performance of XGBoost model will achieve the
best.

5 Conclusions and Future Work

The contribution of this paper is three-fold. First, we conduct a more in-depth
study in identifying individual users across different digital devices, and solve
that problem with XGBoost model. Second, we fully compare the accuracy and
F1-score of eight models in the four datasets, and we discuss the optimal para-
meters of XGBoost model. Third, our experiments on the four data sets show
that XGBoost model is superiority and promising.

In the future, we will focus on the same user behavior between different
digital devices and the improvement of XGBoost model.
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Abstract. The concept of episodes was introduced for discovering the
useful and interesting temporal patterns from the sequential data. Over
the years, many episode mining strategies have been suggested, which can
be roughly classified into two classes: Apriori-based breadth-first algo-
rithms and projection-based depth-first algorithms. As we know, both
kinds of algorithms are level-wise pattern growth methods, so that they
have higher computational overhead due to level-wise growth iteration.
In addition, their mining time will increase with the increase of sequence
length. In the paper, we propose a novel two-phase strategy to discover
frequent closed episodes. That is, in phase I, we present a level-wise
shrinking mechanism, based on maximal duration episodes, to find the
candidate frequent closed episodes from the episodes with the same 2-
neighboring episode prefix, and in phase II, we compare the candidates
with different prefixes to discover the final frequent closed episodes. The
advantage of the suggested mining strategy is it can reduce mining time
due to narrowing episode mapping range when doing closure judgment.
Experiments on simulated and real datasets demonstrate that the sug-
gested strategy is effective and efficient.

1 Introduction

The concept of episodes was first introduced for discovering the useful and inter-
esting temporal patterns from sequential data [1]. Over the years, many episode
mining strategies have been proposed for various applications, such as alarm
sequence analysis in telecommunication networks [2], user-behavior prediction
for web applications [3], and stock trend analysis for security companies [4], etc.

In general, the existing episode mining methods can be classified into Apriori-
based breadth-first algorithms [2,5,6,9–13] and projection-based depth-first
algorithms [4,7,8,14,15]. [2] presented two Apriori-based frequent episode min-
ing methods, WINEPI and MINEPI. [5,6] proposed two kinds of probabilistic
frequent episode mining methods from uncertain sequences. [9] proposed a new
notion for episode frequency based on the non-overlapped occurrences, and pre-
sented an efficient counting algorithm using finite state automata. [10] presented
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 55–66, 2016.
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two fast non-overlapped occurrences counting algorithms for the serial and par-
allel episodes. In terms of episode mining in complex sequences, [11] proposed
two frequent episode mining algorithms, MINEPI+ and EMMA. [12] proposed
Clo episode to mine the closed serial episodes following a breadth-first search
order and integrating the pruning techniques with a prefix tree. [13] introduced
the concept of strict episodes and defined instance-closed episodes. [4] used an
event tree structure to represent the sets of event types with paths and nodes,
and to mine the frequent episodes by a recursive procedure. [7] presented an algo-
rithm that can find all frequent partite episodes satisfying a partite constraint
in an input sequence. [8] proposed two episode mining approaches based on an
Episode Prefix Tree (EPT) and a Position Pairs Set (PPS). [14] extended the
definition of an episode in order to be able to represent the cases where events
often occur simultaneously. It proposed an efficient depth-first search algorithm
using a directed acyclic graph. Based on the rule of minimal and non-overlapping,
[15] presented a frequent closed episode mining method FCEMine. In addition,
[16] incorporated the concept of utility mining into episode mining and proposed
a framework for mining high utility episodes in complex event sequences. [17]
proposed an algorithm named MESELO for online frequent episode mining. [18]
proposed a new quality measure for episodes based on minimal windows.

As we know, both the breadth-first and the depth-first algorithms are level-
wise growth methods, i.e., mining the longer episodes by growing from the
shorter. The main shortcoming is they have higher computational overhead due
to level-wise growth iteration. In addition, their mining time will increase with
the increase of sequence length. Focusing on these problems, in the paper we
intend to study a novel two-phase strategy for mining frequent closed episodes.
That is, in phase I, we present a level-wise shrinking mechanism, based on max-
imal duration episodes, to find the candidate frequent closed episodes with the
same 2-neighboring episode prefix, and in phase II, we compare the candidates
with different prefixes to discover the final frequent closed episodes.

The rest of the paper is organized as follows. We put forward the theoretical
foundation of level-wise shrinking mechanism based on the maximal duration
episodes in Sect. 2. In Sect. 3, we discuss the details of the two-phase strategy.
Section 4 is performance evaluation. We conclude the paper at the end.

2 Theoretical Foundation of Level-Wise Shrinking

In this section, we discuss the theoretical foundation of level-wise shrinking mech-
anism based on maximal duration episodes.

2.1 Preliminary

Definition 1 (Event sequence). Let E be a set of event types, an event is
defined by a event-time pair (e, t) where e ∈ E and t is the time at which e occurs.
An ordered event sequence is denoted as S =< (e1, t1), (e2, t2), . . . , (en, tn) >,
such that ∀i ∈ {1, . . . , n}, ei ∈ E, and ti < tj, 1 ≤ i < j ≤ n.
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Definition 2 (Episode). Let maxwin be a user-specified maximal duration
constraint, Pi =< (ei1, ti1), (ei2, ti2), . . . , (eik, tik) > is an episode in sequence
S, if and only if Pi is a subsequence of S, and tik − ti1 ≤ maxwin. For simplic-
ity, Pi is also represented as < ei1, ei2, . . . , eik >, where the time field in each
event-time pair is omitted.

Definition 3 (Frequent episode). Let sup(P ) be the support of P , and
minsup be a user-specified minimum support threshold, P is a frequent episode,
if and only if sup(P ) ≥ minsup.

Definition 4 (Closed episode). Pi is a closed episode in S, if and only if
there is no any episode Pj ∈ S, Pi ⊆ Pj and sup(Pi) = sup(Pj).

Definition 5 (Frequent Closed episodes). If P is both a frequent and closed
episode, P is called a frequent closed episode.

2.2 Candidate Episodes and Index Points

According to the definition of episodes, if the difference of the occurrence time
of a pair of adjacent events in a sequence is more than maxwin, they cannot
be the elements of any episode. We make use of this feature to extract adjacent
frequent event pair as candidate episodes.

Definition 6 (Frequent 2-neighboring episodes, F-2NE). Let S be a
sequence, and < (ej , tj), (ej+1, tj+1) > be an adjacent frequent event pair in
S, < (ej , tj), (ej+1, tj+1) > is a frequent 2-neighboring episode, if and only if
tj+1 − tj ≤ maxwin and sup(< (ej , tj), (ej+1, tj+1) >) ≥ minsup.

Definition 7 (Index point). Let < ej , ej+1 > be an F-2NE in sequence S,
< tj , snj > is its index point, where tj is the occurring time of ej, and snj is
the serial number of ej in S.

Figure 1 is a sequence example S =< EBCDEBCDEBCDE >. Supposed
minsup of 3 and maxwin of 4, < EB >, < BC >, < CD > and < DE > are
the F-2NEs in S, and their index points are listed in Table 1. For example, the
index point < 1, 1 > of EB represents the first event E occurs in S at time 1,
and its serial number is 1.

Fig. 1. An example of sequence S

In order to avoid scanning the sequence again after getting the F-2NEs, we
record all index points of a sequence into an inverted list called InxF2NE, indexed
by F-2NEs.
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Table 1. The index points in S

F-2NE Support Index points

< EB > 3 < 1, 1 >,< 7, 5 >,< 13, 9 >

< BC > 3 < 2, 2 >,< 8, 6 >,< 14, 10 >

< CD > 3 < 3, 3 >,< 9, 7 >,< 15, 11 >

< DE > 3 < 4, 4 >,< 10, 8 >,< 16, 12 >

The purpose of extracting the F-2NE is to clean out the non-frequent
2-neighboring episodes from a sequence. By the rule that if an episode isn’t
frequent, it is certain that all of its super episodes aren’t frequent. Thus, we use
the collection of the F-2NEs as the set of candidate episodes (CanES), which
extraction procedure is shown as Algorithm 1.

Algorithm 1. CanES Generation()
INPUT: S; minsup; maxwin;
OUTPUT: CanES;
BEGIN
1. FreEv =φ; /*initialize the set of frequent events*/
2. 2NES=φ; /*initialize the set of 2-neighboring episodes*/
3. CanES=φ; /*initialize the set of candidate episodes*/
4. FreEv=Get-FrequentEvent(S); /*Scan S and get all frequent events*/
5. for each event ei in S
6. if ei /∈ FreEv
7. remove ei from S /*clean out the non-frequent events*/
8. else /*generate the 2-neighboring episodes
9. if (ei+1 ∈ FreEv) ∨((tj+1 − tj) ≤ maxwin)
10. if < ej , ej+1 >/∈ 2NES
11. 2NES = 2NES ∪ < ej , ej+1 >;
12. sup(< ej , ej+1 >) = 1;
13. InxF2NE-Insert(< ej , ej+1 >);
14. else
15. sup(< ej , ej+1 >) + +;
16. InxF2NE-Update(< ej , ej+1 >);
17. end if
18. end if
19. end for;
20. for each X ∈ 2NES do /*generate the CanES*/
21. if (sup(X) ≥ minsup)
22. CanES = CanES ∪X
23. else
24. InxF2NE-Delete(< ej , ej+1 >)
25. end if
26. end for;
27. return CanES,
END
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2.3 Maximal Duration Episodes

Since there is a time duration constraint for each episode, we extend the F-2NEs
into the maximal episodes by maxwin as far as possible.

Definition 8 (F-2NE prefix). Let ϕ =< ei1, ei2 > be a F-2NE, ϕ is called a
F-2NE prefix of Pi =< ei1, ei2, . . . , eik > (k ≥ 2). For the sake of simplicity, we
use “prefix” to represent the F-2NE prefix in the paper.

Definition 9 (Maximal duration episode, MaxDE). Let Pi =<
ei1, ei2, . . ., eik > (k ≥ 2) be a maximal duration episode in S, if and only
if tik − ti1 ≤ maxwin, and there is no super episode P

′
i =< ei1, ei2, . . . , eik,

ei,k+1 > (k ≥ 3) in S, ti,k+1 − ti1 ≤ maxwin.

For minsup of 3 and maxwin of 4, Fig. 2 shows the maximum duration
episodes extended from different prefixes in S (not including the F-2NEs).

Fig. 2. The generation of the maximum duration episodes

The prefixes and their corresponding MaxDEs of S are listed in Table 2,
where the underlined events mean the prefixes, and the numbers in parentheses
are the supports. For example, EBCDE(1) represents that the prefix of the
maximum duration episodes EBCDE is EB and its support is 1.

Table 2. The MaxDEs in S

F-2NE MaxDEs

EB(3) EBCDE(1), EBCD(2)

BC(3) BCDE(2), BCD(1)

CD(3) CDE(3)

DE(3) DEB(2)

The construction procedure of MaxDEs is shown in Algorithm 2. It first gets
all index points of an F-2NE from the index. Then, for each index point, it deter-
mines the start position p and the maximal event occurring time tmax in the
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MaxDE. Finally, it starts from the second event after p, and judges the occurring
time of the after events in the sequence. If the time isn’t more than tmax, the
event should be included in the MaxDE. Otherwise, the generation procedure
terminates.

Algorithm 2. MaxDE Construction()
INPUT: ϕ =< ej , ej+1 >; maxwin;
OUTPUT: ϕ.MaxDES; /*The set of maximal duration episodes of ϕ*/
BEGIN
1. ϕ.MaxDES = φ;
2. Ψ=InxF2NE-Query(ϕ); /* query the index points of ϕ from InxF2NE*/
3. for each index point x ∈ Ψ
4. tstart=x.tj ; /*get the occurring time of ej*/
5. p = x.snj ; //get the serial number of ej ;
6. tmax = tstart + maxwin;
7. p=p+2; /*start from the second event after p*/
8. tmp =< ej , ej+1 >;
9. while tp ≤ tmax

10. tmp = tmp + ep; /*add ep into the temporary episode*/
11. p=p+1;
12. end while
13. ϕ.MaxDES = ϕ.MaxDES ∪ tmp
14. end for
15. return ϕ.MaxDES
END

2.4 Candidate Frequent Closed Episodes

Based on the maximal duration serial episodes, we can get the candidate frequent
closed episodes in sequences.

Definition 10 (Episodes with the same prefix). Pi =< ei1, ei2, . . . , ein >
and Pj =< ej1, ej2, . . . , ejm >, m ≤ n, are two different episodes with the same
prefix in a sequence, if and only if ei1 = ej1, and ei2 = ej2.

Definition 11 (Super episode and subepisode with the same prefix).
Pj = < ej1, ej2, . . . , ejm > is a subepisode of Pi =< ei1, ei2, . . . , ein > (m < n)
with the same prefix (i.e., Pi is the super episode of Pj with the same prefix), if
and only if ei1 = ej1, and ei2 = ej2, and there is m integers, 1 ≤ i3 < i4 < . . . <
im ≤ n, ∀k(3 ≤ k ≤ m), eik = ejk, denoted as Pj 	 Pi.

Definition 12 (Candidate frequent closed episode, CanFCE). P is a
candidate frequent closed episode based on prefix ϕ, if and only if sup(P ) ≥
minsup, and there is no P

′
with the same prefix, P 	 P

′
and sup(P ) = sup(P

′
).

Property 1. If P is a maximal duration episode and sup(P ) ≥ minsup, P is
a candidate frequent closed episode based on its prefix.
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Proof: (1) If there is another maximal duration episode P ′ with prefix ϕ and
P 	 P ′, the total support of P should be the sum of sup(P ) and sup(P ′). Thus,
P cannot be closed by P ′.

(2) If there is no any maximal duration episode P
′
with prefix ϕ and P 	 P

′
,

there is no any super episode with the same prefix which can close P . �
By Definition 12, if sup(P ) ≥ minsup, P is a candidate frequent closed

episode based on ϕ. Property 1 shows, when doing closure relation judgment
between two maximal duration episodes, we only need to determine closure rela-
tions between the maximal duration episodes and their subepisodes, instead of
checking the whole sequences. This property is the premise that we can do level-
wise shrinking processing.

Property 2. Let P be a maximal duration episode and ϕ be its prefix, if
sup(P ) = sup(ϕ), all subepisodes with the same prefix of P are closed by P .

Proof: Obviously, if sup(P ) = sup(ϕ), ϕ cannot be the prefix of any other
maximal duration episode in the sequence.

Therefore, all P ’s subepisodes with prefix ϕ have the same support as P , so
that they are closed by P . �

Thus, if a maximal duration episode has the same support as its prefix, it
isn’t necessary to further judge the closure relationships between the episode
and its subepisodes. This is an important termination condition of level-wise
shrinking mechanism.

The candidate frequent closed episodes can eliminate the redundant episodes
among the episodes with the same prefix. Thus, we can redefine the frequent
closed episodes.

Proposition 1. P is a frequent closed episode, if and only if there is no any
candidate frequent closed episode P ′ with different prefix in the sequence, P ⊆ P ′

and sup(P ) = sup(P ′).

3 Two-Phase Mining Strategy

Differing from the level-wise pattern growth algorithms, the two-phase mining
strategy is based on the idea of “divide and conquer”, namely, to decompose the
whole sequence into multiple maximal subsequences, and adopts the level-wise
shrinking mechanism to discover the frequent closed episodes.

3.1 Phase I Closure: Generation of Candidate Frequent Closed
Episodes

The task of Phase I closure is to compare the MaxDEs with the same prefix in
a sequence, to discover the candidate frequent closed episodes.

By Property 1, if the support of a maximal duration episode isn’t less than
the support threshold, it can be directly determined as a candidate frequent
closed episode. By Property 2, if the support of a maximal duration episode is
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equal to that of its F-2NE prefix, all of its subepisodes with the same prefix are
closed by it. Otherwise, we need to compare the closure relationships between
the maximal duration episodes and their subepisodes.

Assumed X is a maximal duration episode with length L, and ϕ is its prefix,
the shrinking procedure works like this:

– Step 1. Get all X’s length-(L-1) subepisodes with prefix ϕ.
– Step 2. For each length-(L-1) subepisode, match it with all maximal duration

episodes with prefix ϕ except X.
– Step 3. Compute the support of each length-(L-1) subepisode. If the support

isn’t less than minsup and not equal to sup(X), the subepisode is determined
as a candidate frequent closed episode. Otherwise, as a non candidate frequent
closed episode.

– Step 4. If the support of the length-(L-1) subepisode is equal to that of its
F-2NE prefix (termination condition A) or its length is 2(termination condi-
tion B), stop shrinking. Otherwise, shrink the length-(L-1) subepisode into
length-(L-2) subepisodes, and so on, until one of the termination conditions
is held.

The shrinking algorithm based on the maximal duration episodes is shown
as Algorithm 3.

Algorithm 3. Shrink processing()
INPUT: ϕ; X;
OUTPUT: Ω; /*The set of CCFE of X*/
BEGIN
1. L=Get-Length(X); /* get the length of X */
2. Z=Get-Subepisode(X,ϕ,L-1); /*get all L-1 sub-episodes with prefix ϕ*/
3. for each Y ∈ Z do
4. if sup(Y ) = sup(ϕ) ∨ the length of Y is 2
5. Ω = Ω ∪ Y
6. else
7. if sup(Y ) 
= sup(X) ∧ sup(Y ) ≥ minsup
8. Ω = Ω ∪ Y
9. end if
10. Shrink processing(Y )
11. end if
12.end for
13.return Ω
END

3.2 Phase II Closure: Mining the Frequent Closed Episodes

The task of Phase II closure is to compare the candidate frequent closed episodes
in the sequence, and find the final frequent closed episodes.
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Since the closure relations only occur between the episodes with the same
support, we only need to compare the closure relationships among the episodes
with different prefixes which have the same support after obtaining the candidate
closed episodes with the same prefix. For the space limitation, we don’t introduce
the details of the algorithm of in Phase II.

For example, EBCD(3), BCD(3), CDE(3), and DE(3) are the candidate
frequent closed episodes in S, and their supports are the same, so it needs to
match them with each other. Since BCD and DE are the subepisodes of EBCD
and CDE respectively, they are closed by their super episodes. Thus, EBCD
and CDE are the final frequent closed episodes in S.

4 Performance Evaluation

This section tests and analyses the performance of the suggested Two-phase
Episode Mining strategy, denoted as 2PEM.

All experiments are performed both on the simulated and real datasets:
(1) The simulated dataset T10I4D100K is generated from the IBM Almaden
Quest (http://fimi.ua.ac.be/data/), which contains 100000 sequences; (2) The
real dataset is the retail records from an anonymous retail store in Bel-
gium (http://fimi.ua.ac.be/data/), which contains 88162 sequences. We give a
timestamp to each event randomly according to event occurrence order.

The performance measures include running time and memory overhead, and
the selected comparison methods are the breadth-first algorithm Clo episode [12]
and the depth-first algorithm FCEMine [15]. All experiments are performed on
2.5 GHZ Intel Core I5 PC with 2 GB memory and in Windows 7 environment.

Figure 3 is the running time comparison under different support thresholds
with maxwin = 10. It can be found the running time of 2PEM is obviously
less than the others. The reason is 2PEM can quickly generate the maximal
duration episodes using index, and the two-phase strategy can reduce the number
of closure operations greatly.

(a) Simulated dataset (b) Real dataset

Fig. 3. The running time comparison under different support thresholds

Figure 4 is memory overhead comparison of the three methods under different
support thresholds with maxwin = 10. As shown in the figures, the memory

http://fimi.ua.ac.be/data/
http://fimi.ua.ac.be/data/
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overhead of the 2PEM method is slightly higher than those of other methods
when minsup is less than 4. This is because when the support threshold is
smaller, it needs more memory space to store the F-2NEs and index information.
But when the support is up to 8, the memory required by Clo episode and
FCEMine become larger than 2PEM.

(a) Simulated dataset (b) Real dataset

Fig. 4. The memory comparison under different support thresholds

Figure 5 is the running time comparison of the three methods under different
maxwin with minsup = 4. Overall, the running time of all methods rises with
the increase of maxwin. Similarly, the time of 2PEM is less than those of other
two methods, and the increase ratio of 2PEM is also less than the other methods.
This is because the sequence search time of 2PEM doesn’t change with the
change of maxwin.

(a) Simulated dataset (b) Real dataset

Fig. 5. The running time comparison under different duration constraints

Figure 6 is memory overhead under different maxwin with minsup = 4. It
can be found, the memory overhead of three methods is relatively stable, and
the space required by 2PEM is slightly higher than the others.

Figure 7 is the running time comparison of the three methods under different
sequence lengths (5000–25000) with minsup = 4 and maxwin = 10. It can be
seen, as the growth of sequence lengths, the growth of the running time of 2PEM
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(a) Simulated dataset (b) Real dataset

Fig. 6. The memory overhead comparison under different duration constraints

(a) Simulated dataset (b) Real dataset

Fig. 7. The running time comparison under different sequence lengths

is relatively stable. This is because the number of loop iterations of Clo episode
and FCEMine increase exponentially with the increase of sequence length.

Figure 8 is memory overhead comparison under different lengths with
minsup = 4 and maxwin = 9. We can see from the figure, the memory sizes of
the three methods increase with the increase of sequence length, and the mem-
ory space of 2PEM is slightly higher than the others. This is because the space
storing the maximal duration episodes for 2PEM increases with the increase of
sequence length.

(a) Simulated dataset (b) Real dataset

Fig. 8. The memory comparison under different sequence lengths
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5 Conclusions

Episode mining is an important branch of sequential pattern mining. In this
paper, we propose a novel two-phase mining strategy to mine the frequent closed
episodes based on the maximal duration episodes. Experiments verified that the
proposed strategy has better mining effectiveness and efficiency.

How to integrate the level-wise episode shrinking framework with the parallel
episode mining and complex episode mining is our future work.
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Abstract. Spatial co-location mining has been used for discovering spatial
feature sets which show frequent association relationships based on the spatial
neighborhood. In spatial high utility co-location mining, we should consider the
utility as a measure of interests, by considering the different value of individual
instance that belongs to different feature. This paper presents a problem of
updating high utility co-locations on evolving spatial databases which are
updated with fresh data at some areas. Updating spatial patterns is a complicated
process in that fresh data increase the new neighbor relationships. The
increasing of neighbors can affect the result of high utility co-location mining.
This paper proposes an algorithm for efficiently updating high utility
co-locations and evaluates the algorithm by experiments.

Keywords: Spatial high utility mining � Co-location patterns � Incremental
update

1 Introduction

With the spatial data explosive growth and spatial databases being used widely, dis-
covering spatial knowledge is more important and necessary. Spatial data mining is
used to discover interesting and previously unknown, but potentially useful patterns
from spatial databases [1, 2]. Spatial data mining is a task that more difficult than
traditional transaction itemset mining, because there are complex spatial data
types/features and confusing spatial relationships.

A spatial co-location pattern is made of a set of features whose instances are
frequently appeared and located in a nearby area. Examples of frequently appeared
together of features include Symbiotic species such as West Nile Virus often appears in
region with many mosquito, and the traffic problem like the relationships between the
traffic jam and car accident. In communication, spatial co-location patterns can be used
to deal with the service requested by mobile users in nearby region [8].

With respect to the classic co-location mining, this paper considers the high utility
and updating data two factors. The importance of patterns as utility is considered in
high utility pattern mining on transaction databases, which is the same in spatial
database. Many spatial co-location pattern mining works [3, 4] are mainly used to mine
the frequent patterns, and the importance of different features is same. However,
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in many spatial databases, the importance of different features is different. These
approaches which focus on the participation ratio ignore some interesting but low
frequency patterns. At the same time, the previous works assume that all data is
available and the spatial database is static. However, there are many applications, such
as climate monitoring, collected their data periodically and continually. For example,
daily climate measurement values are collected at every 0.5 degree grid of the globe
[8]. For keeping the interesting of analysis, discovered the importance of features
should be considered and the patterns should be updated, with respect to the most
recent database.

Compared with updating frequent co-location patterns, updating spatial high utility
co-location patterns faced more challenges. Updating of databases mean there are data
points increased or deleted. Unlike the transaction databases, if a new data point insert
into a spatial database, it can make neighbor relationships with exiting data points as
well as other new data points on the continuous space [8]. The all neighbor relation-
ships need to be re-calculated. And due to the changed of neighbor relationships, the
utility of patterns may be changed, which means the pattern utilities also need to be
re-calculated. The task of updating the high utility co-location patterns is complex, and
just re-calculating all of the patterns is not enough.

Our contributions are as follows:
First, we proposed a basic algorithm for mining spatial high utility patterns in an

incremental database, which based on join-based co-location mining algorithm [3]. The
basic algorithm is complete but not efficient. Second, we proposed a PUCP (Part Update
of Co-location Patterns) algorithm for effectively updating the high utility co-location
patterns with the increasing of spatial data points, which just need notice the changed
patterns. The PUCP algorithm is efficient and can help us achieve the expected result.

Related works are given in Sect. 2. Section 3 describes the basic concepts of
co-location mining and high utility co-location mining, while the proposed algorithm
and new concepts are presented in Sect. 4. Experimental results are presented in
Sect. 5. Finally, the conclusion and future work are given in Sect. 6.

2 Related Work

High Utility Itemst Mining: TThe theoretical model and definitions of high utility
itemset mining were proposed in [5], which is called expected utility. Every item in the
itemsets is associated with an additional value, called internal utility which is quantity
of the item. The UMining algorithm was proposed in [6]. In [12], C.F.Ahmed proposed
a very useful measure, called frequency affinity. UP-Growth method proposed in [13]
enhances the mining performance in utility mining through maintaining the information
of high utility itemsets by UP-tree. [10, 11] mainly researched how to mine high utility
sequential patterns. [7] presented a two-phase algorithm to prune down the number of
candidates and precisely obtain the complete set of high utility itemsets.

Spatial Co-location Pattern Mining: Spatial co-location pattern mining [1, 4] dis-
covers spatial feature sets which appear frequency association relationships based on
the spatial neighborhood. Co-location pattern mining was first discussed in [1] which
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mines association based on spatial relationships. Previous works on co-location pattern
mining have presented different approaches, Huang et al. [3] proposed statistically
meaningful interest measures and a join-based mining algorithm. Join-less algorithm
for co-location mining was proposed in [4], which using instances-lookup scheme to
find neighbor relationships. High utility co-location mining was discussed in [21].

Incremental Patterns Mining: Incremental pattern mining focuses on the dynamic
nature of databases, it needs to update the patterns when added fresh data. An incre-
mental mining algorithm for high utility patterns on the transaction database was
proposed in [14]. [15–19] are mainly about solving the problem of incrementally
mining frequent itemsets. Algorithms of mining spatial prevalent co-location patterns
in an incremental database were proposed in [8, 9]. In [22], Lu et al.proposed a new
algorithm for mining co-locations on spatial database which are constantly changed
with add and disappeared data. [20] presented an efficient algorithm UWEP for
updating large itemsets when new transactions are added to the set of old transactions.

3 High Utility Co-location Mining

In this section, we will introduce the basic concepts of high utility co-location mining
and the problem definition.

3.1 Basic Concepts

3.1.1 Basic Concepts of Co-location Pattern Mining
Given a set of spatial instances S, and a set of spatial features F, the neighbor rela-
tionship R is a Euclidean distance metric with its threshold value d. In the Fig. 1(a),
each instance denoted by the feature type and a numeric id value e.g. a1. If two
instances satisfy the neighbor relationship R, they link by the black line. A co-location
pattern c is a subset of spatial features, c � F, whose instances frequently form cliques
under the neighboring relationship R.

Feature A B C D E

External utility 4 5 10 7 40
Utility threshold ratio=0.25

A B

a1 b1

a1 b2

a2 b4

a3 b4

A C

a1 c1

a2 c2

a3 c2

A E

a4 e1

B D

b1 d1

b3 d2
A B C

a1 b1 c1

a2 b4 c2

a3 b4 c2

B C

b1 c1

b3 c1

b4 c2

C E

c3 e1

c3 e2

a. a set of spatial instances S b. the table instance of co-location patterns
the total utility of S: U(S)=174; the utility threshold: U(S)×0.25=43.5; the pattern utilities of co-locations:
U({A,B})=3×4+3×5=27; U({A,C})=3×4+2×10=32; U({A,E)=1×4+1×40=44; U({B,D})=2×5+2×7=24;
U({B,C})=3×5+2×10=35; U({C,E})=1×10+2×40=90; U({A,B,C})=3×4+2×5+2×10=42;

c. the total utility of S and the pattern utilities of co-locations

d1

a1

a5

b2

b1

b3

d2

c1
a2

a3 a4

b4
c2

c3

e1
e2

c4

Fig. 1. (a) a set of spatial instance S; (b) the table instances of co-locations; (c) the total utility of
S and the patterns’ utilities
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A co-location c is called a k-co-location if the number of features in c is k. Such as,
c = {A,B,C} is a 3-co-location. A Co-location Instance I is a set of instances, I � S,
which contains the instances of all the features in the co-location c, they satisfy the
neighbor relationship R and form the clique relationship. For example, I = {a1,b1,c1} in
Fig. 1(b) is a co-location instance of {A,B,C}. A co-location instance is called a Row
Instance. The set of all row instances of c is the table instance of c, such as the Fig. 1(b),
denoted as T(c).

3.1.2 Basic Concepts of High Utility Co-location Pattern Mining
The external utility is used to describe the importance of different features. Given the
feature set of a spatial database F = {f1,f2,…,fn}, we denote the external utility of fi as v
(fi). The internal utility of fi is the quantity of distinct instances of fi appearing in T(c).
We denote it as q(fi, c) = |

Q
fi T(c)|, where

Q
is the projection operation. For example,

in the Fig. 1(b), for co-location {A,B}, the internal utility of A: q(A,{A,B}) =|
Q

AT
({A,B}) | = |{a1,a2,a3}| = 3. Given a co-location c = {f1,f2,…,fk}, we can get the
external utility and the internal utility of any feature fi in c, so we define the product of
the external utility and the internal utility of fi as the utility of fi in c, denoted as u
(fi,c) = q(fi,c) � v(fi). In the Fig. 1(c), u(A,{A,B}) = q(A,{A,B}) � v(A) = 3�4. The
pattern utility of c is the sum of the utility of all features in c, i.e., UðcÞ ¼ P

fi2c
uðfi; cÞ.

For example, the pattern utility of {A,B}: U({A,B}) = u(A,{A,B}) + u(B,{A,
B}) = 27. The total utility of database S is the sum of the utilities of all features, we
denoted it as UðsÞ ¼ P

fi2S
uðfi; ffigÞ, u(fi,{fi}) is the product of the number of the

instances of fi appearing in S and the external utility of fi. In Fig. 1, u{A,{A}} = 5�4,
and U(S) = u{A,{A}} + u{B,{B}} + u{C,{C}} + u{D,{D}} + u{E,{E}} = 174. At
the same time, we need a threshold to measure the interesting of patterns, so we come
up with the following definitions:

Definition 1 (utility threshold ratio). The utility threshold ratio is a constant, which
is specified by users, between 0 and 1, denoted as n(0 � n � 1).

Definition 2 (utility threshold). The total utility of S is U(S). We define the utility
threshold of S as the product of the total utility of S and the utility threshold ratio,
denoted as Minutility(S) = U(S) � n.

Given a co-location c, if U(c) � Minutility(S), c is called a high utility pattern. In
Fig. 1, if the threshold ratio is 0.25. The total utility of S is U(S) = 174. According to
Definition 2, Minutility(S) = 174 � 0.25.

3.2 The Problem of Evolving Databases

Previous researches mainly focus on the static spatial databases. However, if given an
evolving database which is updated with fresh data, many problems occur. Like the
databases in Fig. 2, the green points represent the original data and the red points are
the fresh data that added into the original database. We can see that from Fig. 2(b), the
fresh data are just added into the part1 and part2, so only the neighbor relationships in
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part1 and part2 are changed. However, these changes may affect the high utility
co-locations of the update spatial database. In the following examples, we can find that
the change of the high utility set of the spatial database. From Fig. 3(a) and (b), the
original instances set S1 has been added some new instances. Obviously, the total
utility of S1 and utility threshold has been changed because the utility of some features
in S1 have been increased.

We also find some co-location patterns’ utilities have been changed. For example,
the pattern utility of {D,E} is 0 in S1 of Fig. 3(a), and {D,E} is not the high utility
pattern. But in S2 of Fig. 3(b), {D,E} is a high utility pattern when d3, e3 has been
added into S1, and the utility of {D,E} U({D,E}) = 101. For the original database, we
have found the result of high utility patterns. If using a naive algorithm to discover the
new high utility patterns, we must re-scan and re-calculate the whole new spatial
database. So we are faced with the following problem:

How to effectively update spatial high utility co-location patterns by using the known
original high utility patterns and computing the changed patterns?

(a) (b)

Added some new 
instances

Fig. 2. (a) an original spatial database; (b) added some new instances into the original database

NEWInstances1:   
a6,b5,c5,d3,e3,e4

(a)

NEWInstances2: 
a6,b5,c5,c6,c7,d3,e3

(b)

(c)

New changed set 1
feature instances

A a3,a6
B b4,b5
C c2,c3,c4,c5
D d1,d2,d3
E e2,e3,e4

new neighborhoods: (a3,b5);
(a3,c5); (a6,e4); (b4,c5); (b5,c2);
(c3,d3); (c4,e4); (d1,e3); ( d2,e3);
(d3,e2)

New changed set 2
feature instances

A a3,a6
B b1,b3,b4,b5
C c2,c3,c5,c6,c7
D d1,d2,d3
E e1,e2,e3

new neighborhoods: (a3,b5); (a3,c5);
(a6,e1); (b1,c7); (b3,c6); (b4,c5);
(b5,c2); (c3,d3); (d1,e3); (d2,e3);
(d3,e2)

d2

e2

b2
a1

d1b1

c1
b3

a2
b4 e1

c3a4a3
c2

a5
c4

S1

a6

c6

c7 e3

b5

c5

S3

a6

e4

c5

b5 d3

e3S2

d3

Fig. 3. (a) the original spatial instances set S1; (b) the new spatial instances set S2; (c) the new
spatial instances set S3.
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Thus, we propose a new algorithm to deal with the problem. In Sect. 4, we will
describe our algorithm in detail.

4 Incremental Mining for High Utility Co-locations

4.1 Basic Algorithm

Given an original spatial database, some new data points and a utility threshold, we first
should calculate all new relationships when inserted new data points into original
database. Then co-location candidates are generated, the high utility patterns will be
selected and some low utility co-location patterns will be filtered. Finally, the all high
utility patterns satisfying the utility threshold are generated (see Fig. 4). Using the basic
algorithm, we must re-calculate many existed neighbor relationships and re-calculate
many patterns which the utility is unchanged. Thus, we propose another algorithm that
just needs to calculate the changed patterns. In the following subsections, we discuss
our method in detail.

4.2 Four Cases of Changed Co-location Patterns

Let Sold = {o1,..on} be a set of old data points in a spatial database and Snew = {on+1,..
on+m} be a set of new data points added in the database. Let Supdated be all data points in
the updated database, Supdated=Sold[ Snew.

Definition 3 (changed instance). Given an old instance o2 Sold, if 9oi 2 Snew and R
(o,oi) = true, we call the old instance o as a changed instance.

For example, In Fig. 3(b), a32Sold, b52Snew and R(a3,b5) = true, so a3 is a changed
instance.

Definition 4 (new-changed set). New-changed set is an instances’ set which contains
Snew and all of changed instances.

For example, In Fig. 3(b), the new-changed set of S2 is {a3,a6,b4,b5,c2,c3,c4,c5,d1,d2,
d3,e2,e3,e4}.

According to Definition 2, we can get the utility of new-changed set U(new-
changed set), and the utility threshold of new-changed set Minutility(new-changed
set), and the high utility co-locations in new-changed set. In considering an original
database and the new-changed set, there are four cases may occur (see Fig. 5):

Case 1: A co-location is high utility both in original database and new-changed set;
Case 2: A co-location is high utility in original database but not high utility in new-
changed set;

The original database
Old Neighbor 
relationship
New data points
High Utility threshold

Calculate
new
neighbor
relationships

Generate
candidates
co-location

Calculate the 
utilities of 
co-locations

Filter the 
low utilities’
co-locations

Generate 
update 
high utility 
set

Fig. 4. The Framework of Basic Algorithm
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Case 3: A co-location is not high utility in original database but high utility in new-
changed set;
Case 4: A co-location is not high utility both in original database and in new-
changed set;

Co-locations in Case 1 are high utility in both original database and new-changed
set, but the update utilities of them may less than the update utility threshold. Similarly,
the pattern utilities of co-locations in Case 2 * Case 4, may be changed. So we need
use some methods to re-calculate their utilities and determine whether they are the high
utility patterns. So we proposed a Part Update of Co-location Pattern (PUCP) algorithm.

4.3 Description of PUCP Algorithm

4.3.1 Related Definitions and Lemmas

Definition 5 (instance set). Given the table instance of c, T(c). Instance set means
getting all different instances belong to different features in T(c), and it is defined as:

SðcÞ ¼
[

fi2c

Y
fi
TðcÞ

e.g., in original database S1 of Fig. 3(a), Ss1({A,E}) = {a4,e1}.

Lemma 1. Let U(Sold) be the total utility of the original database, U(new-changed set)
is the total utility of the new-changed set, U(Supdated)is the total utility of the update
database. There must be U(Supdated) � U(Sold) + U(new-changed set) and Minutility
(Sold) + Minutility(new-changed set) � Minutility(Supdated).

Proof: New-changed set contains some old instances, the total utility of Supdated must
less than U(Sold) + U(new-changed set) which re-calculate some same instances. At the
same time, because the utility threshold is equal to the product of the threshold ratio
and the total utility of database according to Definition 2, Minutility(Sold) + Minutility
(New-changed set) � Minutility(Supdated).

For example, Minutility(S1) + Minutility(S2) > Minutility(new-changed set of
S2) = 49.75.

U(S1) + U(new-changed set of S2) > U(Supdated) = 280.

Lemma 2. Let Uold(c) be the utility of co-location c in original database, Unc(c) be the
utility of c in new-changed set, and let Uupdated(c) be the utility of c in the updated
database, then Uold(c) + Unc(c) � Uupdated(c) holds.

Original database New-changed set
Case1      Case2

Case3      Case4
Co-location

Patterns
Co-location

patterns

Fig. 5. Four cases of changed co-location patterns
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Proof: we suppose the instance set of c in the original database to be Sold(c), the
instance set of c in the new-changed set to be Snc(c). New-changed set contains some
old instances, Sold(c) \ Snc(c) may not be empty, Uold(c) + Unc(c) may re-calculate
some old instance value, so Uold(c) + Unc(c) � Uupdated(c).

For example, Supdate({A,E}) = {a4,a6,e1}, Uold({A,E}) + Unc({A,E}) � Uup-

dated({A,E}).

Lemma 3. If Sold(c) \ Snc(c) is empty, then Uupdated(c) = Uold(c) + Unc(c).

Proof: Sold(c) \ Snc(c) = Ø, which means that Sold(c) and Snc(c) do not contain any
same instances, all of the instances in Sold(c) and Snc(c) must be calculated. So
Uupdate(c) = Uold(c) + Unc(c).

For co-location {C,E} in Fig. 3(a) and (c), Sold({C,E}) = {c3,e1,e2}, Snc({C,
E}) = {c4,e4}. Uold({C,E}) + Unc({C,E}) = 140, Supdated({C,E}) = {c3,c4,e1,e2,e4},
obviously, Uupdated({C,E}) = Uold({C,E}) + Unc({C,E}).

We can obtain the following corollary from Lemma 3.

Corollary 1. If a co-location c is high utility both in original database and in new-
changed set, and Sold(c) \ Snc(c) is empty, then c must be a high utility pattern in
updated database.

Lemma 4. If Ssold(c) \ Snc(c) 6¼ Ø, then Uupdated(c) = Uold(c) + Unc(c) − U(Ssold(c)
\ Snc(c)).

Proof: Ssold(c) \ Snc(c) 6¼ Ø, it means that Uold(c) + Unc(c) must have been
re-calculated some same instances, These instances are all contained in Ssold(c) \
Snc(c), Uupdated(c) = Uold(c) + Unc(c) − U(SD(c) \ Snc(c)).

For example, the co-location {A,E} in S2 of Fig. 3(b), Sold({A,E}) \ Snc({A,
E}) = {e1}, Uupdated({A,E}) = Uold({A,E}) + Unc({A,E}) - U({e1}).

Lemma 5. If Uold(c) + Unc(c) � Minutility(Supdated), then the co-location c must not
be high utility.

Proof: From Lemma 2, we can know Uold(c) + Unc(c) � Uupdated(c), so when we
know Uold(c) + Unc(c) � Minutility(Supdated) there must be Uupdated(c) � Minutility
(Supdated), so c must be not a high utility pattern.

Like co-location {A,B} in Fig. 3(b), Uold({A,B}) + Unc({A,B}) � Minutility
(Supdated). {A,B} is not a high utility pattern in update database.

4.3.2 The Examples
Example 1: From Table 1, we first get the high utility patterns of S1: {A,E} and {C,
E}. Then added the fresh data {a6,b5,c5,d3,e3,e4} into S1 shown in Fig. 3(b). At first,
we calculate the total utility of S2, and the utility threshold: Minutility(S2) = 70. After
scanning the neighbor relationships of the fresh data, we get the new neighbors: {a3,
b5},{a3,c5},{a6,e4},{b5,c2},{b4,c5},{c3,d3},{c4,e4},{d1,e3},{d2,e3},{d3,e2}, then the
new-changed set on S2 is {a3,a6,b4,b5,c2,c3,c4,c5, d1,d2,d3,e2,e3,e4}, so we can calculate
the Minutility(new-changed set of S2) = 49.75. The patterns {A,B}, {A,E} and {C,E}
are contained in the changed patterns. {A,E} and {C,E} belong to the case 1: they are
high utility patterns both in S1 and new-changed set S2. SS1({A,E}) \ Snc1({A,E}) is
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Table 1. The examples

The original
database S1

Minutility
(S1) = (5 � 4 + 4 � 5 + 4 � 10 + 2�7 + 2 � 40) � 0.25 = 43.5

patterns Instance
set

Uold(c) High Utility Patterns:{A,E}{C,E}
Non-high Utility Set:{A,B}{A,C}
{B,D}{B,C}{A,B} a1,a2,a3,

b1,b2,
b4

27

{A,C} a1,a2,a3,
c1,c2,
c3

32

{A,E} a4,e1 44
{B,D} b1,b3,d1,

d2
24

{B,C} b1,b3,b4,
c1,c2

35

{C,E} c3,e1,e2 90
New-changed
set of S2

Minutility(New-Changed Set of S2) = (2 � 4+2 � 5+4 �
10 + 3�7 + 3�40) � 0.25 = 49.75 Minutility(S2) = 70

patterns Instance
set

Unc(c) High utility patterns:{D,E}{C,E}{A,E}
Non-high utility set:{A,B}{A,C}{B,
C}{C,D}{A,B} a3,b5 9

{A,C} a3,c5 14
{A,E} a6,e4 44
{B,C} b4,b5,c2,

c5
30

{C,D} c3,d3 17
{C,E} c4,e4 50
{D,E} d1,d2,d3,

e2,e3
101

New-changed
set of S3

Minutility(New-Changed Set of S3) = (2 � 4+4 � 5+5 �
10 + 3�7 + 3�40) � 0.25 = 54.75 Minutility(S3) = 65

patterns Instance
set

Unc(c) High utility patterns:{D,E}{B,C}
Non-high utility set:{A,B}{A,C}{A,
E}{B,C}{C,D}{A,B} a3,b5 9

{A,C} a3,c5 14
{A,E} a6,e1 44
{B,C} b1,b3,b4,

b5,c2,
c5,c6,
c7

60

{C,D} c3,d3 17
{D,E} d1,d2,d3,

e2,e3
101
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empty, so {A,E} is a high utility pattern in updated spatial database. The pattern {A,B}
belongs to the case 4, because Uold({A,B}) + Unc1({A,B}) � Minutility(S2).

Example 2: From Table 1, co-location {A,E} is high utility in S1, {B,C} is not a
high utility pattern; Then we added the fresh data {a6,b5,c5,c6,c7,d3}, which is shown in
Fig. 3(c). Minutility(S3) = 65, and the new-changed set is {a3,a6,b1,b3,b4,b5,c2,c3,c5,c6,
c7,d1,d2,d3,e1,e2,e3}, the Minutility(new-changed set of S3) = 54.75. The changed
2-co-location patterns are {A,B}, {A,C}, {A,E}, {B,C}, {C,D} and {D,E}. The
co-location {A,E} belongs to case 2, SS2({A,E}) \ Snc2({A,E}) = {e1}. Uold({A,
E}) + Unc2({A,E}) - U({e1}) � Minutility(S3). And {B,C} belongs to case 3, SS2({B,
C}) \ Snc({B,C}) = {b1,b3,b4,c2}, Uupdate({B,C}) = Uold({B,C}) + Unc2({B, C}) - U
({b1,b3,b4,c2}) � Minutility(S3).

4.4 Unchanged Patterns

We just calculate the patterns which appeared in new-changed set. Because under the
condition of the original high utility patterns we have known, the changed patterns
must relate with the fresh data and many patterns are not changed. If we re-scan the
whole update spatial database and re-calculate all patterns, we will waste a lot of
computational time on the unchanged patterns. In order to not repeat calculation, our
algorithm just computes the changed patterns, which can reduce the computational time
and improve execution efficiency.

The algorithm just focuses on the changed patterns which appeared in new-changed
set. We need to get the new neighbor relationships, and generate the changed candi-
dates. After calculating all changed patterns, we should deal with the original and
unchanged patterns to get the complete high utility set. Co-location c is unchanged and
c is a high utility co-location in Sold. If Uold(c) � Minutility(Supdated), c is a high utility
pattern in Supdated. If the unchanged co-location c is a non-high utility pattern in Sold, it
must be not high utility, because Uold(c) must less than Minutility(Supdated).

5 Experimental Evaluation

We evaluate the PUCP algorithm with the basic algorithm and EPA algorithm [21]
using synthetic data sets and two real data sets. We conducted the following experi-
ments: First, we examine the effects of our algorithm design decision. Using the same
neighbor degree [4], we compared the computational costs of generating 2-co-location
high utility patterns. We also compared the costs of generating neighborhood rela-
tionships using different neighbor degree. Second, we examine the stability of the
PUCP algorithm according to the number of points, the neighbor distance thresholds,
and the utility threshold ratios. All algorithms are implemented in C# of Visual Studio
2013. And all experiments are conducted on a desktop with Inter Core 3 CPU, 2 GB
memory and Windows 7.
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5.1 Extended Pruning Algorithm (EPA)

EPA proposed in [21] is based on join-less algorithm. EPA used a pruning method to
decrease the patterns that need to calculate. They defined a pruning threshold called
extend pattern utility ratio EPUR, which extended the real utility of co-locations and
made the utility of patterns to satisfy the downward closure property, then made the
extended utility ratio the total utility of spatial databases. EPUR and the downward
closure property can prune many low utility patterns in early stage and improve the
efficiency of execution.

5.2 Effects of Algorithm Design Decision

The computation costs of generating 2-co-location high utility patterns. Neighbor
degree is the average number of neighbor points per each point. We used an original
database, whose neighbor degree is 1.42, and added different number of fresh data, i.e.,
the size of original database is 10500, and the sizes of fresh data are 500, 1000, 2000,
3000, 4000. In Fig. 6(a), the execution time of three algorithms is increased with the
increased number of points. However, the execution time of PUCP shows much less
than the other two algorithms, because we just mainly focus on the new data points,
which decreased the number of data points that have to be dealt with.

The cost of generating neighborhood relationships with different degree. Neighbor
relationships are the foundation of getting the high utility co-locations, so we used
different neighbor degrees to evaluate the three algorithms. As we can see from Fig. 6
(b), the cost of the PUCP is well below than the basic and EPA, because it just calculate
the neighbor relationships in new-changed set. With the increased neighbor degree, the
execution time of three algorithms is increased, because the increased neighbor degree
causes the more neighbors for a data point.

Fig. 6. Effects of algorithm design decision ((a) The computation costs of generating
2-co-location high utility patterns; (b) The cost of generating neighborhood relationships with
different degree) (Color figure online)
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5.3 Stability of PUCP Algorithm

Effect of the number of points. We compared the execution time of three algorithms
with different number of data points. We used two different spatial frame sizes [4] which
can determine the density of the spatial database, 986 � 986 and 15000 � 15000, and
used the increment ratio (0 * 1) to limit the number of fresh data points, i.e., the
number of original data points is 10000 and increment ratio is 20 %, the number of fresh
data is 10000 � 20 % = 2000. At first, the increment ratio is 20 %, and the original
data increased from 10000 * 50000. Second, the number of original data is 10000, and
the increment ratio is increased from 10 % * 90 %. From Fig. 7(a), the performance of
PUCP is better than basic algorithm and EPA in spatial database with increased density,
by increasing the total number of spatial data points. In any frame size, PUCP shows low
execution time. The basic algorithm and EPA in frame size 15000 � 15000 also shows
less cost, but in 986 � 986, their execution time is dramatically increased due to the
increased density. From Fig. 7(b), the computation cost of PUCP is also lower than the
basic algorithm and EAP in any frame sizes with increased the increment ratio. As
shown in Fig. 7, PUCP shows stability to large dense data sets.

Effect of the utility threshold ratio. In Fig. 8(a), the original data points set 25000, the
increment ratio is 20 %, n = 0.25, d = 15. With increasing of n from 20 % * 40 %,
PUCP and EPA algorithms’ execution time is less than the basic algorithm. However,
PUCP just need deal with new-changed sets, so the performance of the PUCP is better
than EPA and basic algorithm. With the utility threshold ratio is increased, EAP and

Fig. 7. Effect of the number of points ((a) Different number of original data points; (b) Different
increment ratio)
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PUCP performance is better because in that more and more patterns’ utilities are less
than the utility thresholds of Supdated, so more patterns are pruned.

Effect of the distance threshold d. In Fig. 8(b), the original data points is 20000, the
increment ratio is 20 %, and the utility threshold ratio is 0.25. Similarly, total running
time is increased with the increase of d, because a larger value of d means more
instances could form cliques which bring more join operations. The performance of
PUCP is still better than the basic algorithm and EAP. As shown in Fig. 8, PUCP
shows the stability while changing the utility threshold ratio and the distance threshold.

5.4 Evaluation with Real Data Sets

We used two different real plants data sets (two vegetation distribution data sets of the
“Three Parallel Rivers of Yunnan Protected Areas”) to evaluate PUCP algorithm. At first,
the increment ratio is selected 20 %, and the total number of original data points is 300.
We changed the distance threshold from 10 to 50. In Fig. 9(a), the PUCP method shows
much better performance at different distance thresholds. Second, we used another data
set which the total number of old points is 10500. Then the data sets added different
number of fresh points. From Fig. 9(b), we can see the execution time of PUCP increase
more slowly than the other algorithms with the increase of fresh data points. According to
the two results of experiments, our PUCP algorithm shows much better performance.

Fig. 8. Effect of the utility threshold ratio and the distance threshold d ((a) Different utility
threshold ratio; (b) Different distance threshold d

Fig. 9. Real data sets ((a) Different distance threshold d; (b) Different number of fresh data
points)
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6 Conclusion and the Future Work

Focusing on the problem of mining the high utility co-location patterns in the updated
database which increased fresh data points into the original database, we define a series
of new concepts, divide the changed co-location patterns into four cases and use
different criterion to solve the changed patterns which belong to different cases. At the
same time, using some methods to identify the unchanged patterns and avoid to testing
of many co-locations which are not high utility patterns. So the proposed PUCP
algorithm is complete and efficient in finding and updating the high utility patterns. In
the experiment evaluation using synthetic and real data sets, we examined the effects of
our algorithm design decision and the stability of the PUCP algorithm. The PUCP
algorithm efficiently performs in experiments and shows stability to dense and sparse
data. In future work, we plan to explore methods to mine high utility spatial co-location
patterns, which taking into account the increase and decrease of data points.

Acknowledgment. This work was supported in part by grants (No. 61472346, No. 61262069)
from the National Natural Science Foundation of China and in part by a grant (No. 2015FB149,
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Abstract. Distinguishing sequential pattern (DSP) mining has been
widely employed in many applications, such as building classifiers and
comparing/analyzing protein families. However, in previous studies on
DSP mining, the gap constraints are very rigid – they are identical for
all discovered patterns and at all positions in the discovered patterns,
in addition to being predetermined. This paper considers a more flexible
way to handle gap constraint, allowing the gap constraints between dif-
ferent pairs of adjacent elements in a pattern to be different and allowing
different patterns to use different gap constraints. The associated DSPs
will be called DSPs with flexible gap constraints. After discussing the
importance of specifying/determining gap constraints flexibly in DSP
mining, we present GepDSP, a heuristic mining method based on Gene
Expression Programming, for mining DSPs with flexible gap constraints.
Our empirical study on real-world data sets demonstrates that GepDSP
is effective and efficient, and DSPs with flexible gap constraints are more
effective in capturing discriminating sequential patterns.

Keywords: Contrast mining · Sequential pattern · Gene expression pro-
gramming

1 Introduction

Distinguishing sequential pattern (DSP) mining is an interesting data mining
problem concerned with discovering sequential patterns that discriminate dif-
ferent classes of sequences. Specifically, DSP mining aims at extracting sequen-
tial patterns that occur frequently in sequences of one class but infrequently in
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sequences of another class. DSP mining has been proven to be useful in sequential
data analysis, such as building accurate classifiers, performing anomaly detec-
tion, and analyzing protein/DNA data sets. In general, DSP mining is a specific
type of contrast data mining [1].

By studying the existing algorithms on DSP mining, such as those proposed
in [2–4], we found that setting proper gap constraints is critical in DSP mining.
Gap constraint has been widely used in sequential pattern mining, such as [5–7].
Specifically, a gap constraint specifies the minimum and maximum numbers of
wildcards allowed when matching two adjacent elements in a sequential pattern
with a sequence. However, it is difficult for users, who often lack sufficient priori
knowledge, to set proper gap constraints.

Moreover, in previous studies on DSP mining, the way of setting gap con-
straints is rigid, since (i) for all discovered DSPs, the gap constraints are identical,
and (ii) all gap constraints between every two adjacent elements in a pattern are
the same. The above two weaknesses may imply that existing algorithms cannot
find discriminating patterns in given datasets when they exist.

Example 1 shows that, for a specified pattern, setting different gap constraints
may lead to different matches.

Example 1. Consider the set of sequences listed in Table 1. Let P be the pattern
<a, g, t>. We consider three situations:

(i) the gap constraints between a and g, and between g and t, are both [0, 2];
(ii) the gap constraints between a and g, and between g and t, are both [1, 3];
(iii) the gap constraint between a and g is [0, 2], and the gap constraint between

g and t is [1, 3].

We can see that in case (i), P only matches S1 (<a, g, c, a, t, a, c>); in case
(ii), P only matches S2 (<a, t, g, a, c, c, t>); and in case (iii), P matches S1,
S2 and S3 (<a, g, c, a, t, a, c>; <a, t, g, a, c, c, t>; <a, g, a, c, a, t>).

Table 1. A sequential data set

Id Sequence

S1 <a, g, c, a, t, a, c>

S2 <a, t, g, a, c, c, t>

S3 <a, g, a, c, a, t>

S4 <a, c, a, a, t, g, t, a, c>

Obviously, we will suffer the combinatorial explosion problem if we enumer-
ate all possible gap constrains when generating candidate patterns. Indeed, the
number of candidate patterns grows exponentially when the size of alphabet and
the maximal sequence length increase (see Sect. 2.2).
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We note that, for many applications, finding a set of optimal DSPs is much
better than finding none or very few less-than-optimal DSPs, and is often enough
in helping us solve the underlying data analysis problem. To overcome the limi-
tations discussed above, we propose an evolutionary computing method, named
GepDSP, to discover DSPs with flexible gap constraints. GepDSP is designed
based on the framework of Gene Expression Programming (GEP), which seeks
the optimal solution through evolving the set of candidate solutions. Our experi-
ments show that GepDSP is effective to find optimal DSPs without any pre-fixed
gap constraints in reasonable running time.

This paper makes the following main contributions on mining DSPs: (1)
introducing a novel data mining problem of mining top-k DSPs with flexible gap
constraints; (2) introducing evolutionary computing technique into DSP mining,
and designing a heuristic method for discovering top-k DSPs with flexible gap
constraints; (3) conducting extensive experiments on three real-world data sets
involving thousands of sequences, to evaluate our proposed mining algorithm,
and to demonstrate that the proposed algorithm can find DSPs with flexible gap
constraints, and it is effective and efficient.

In the rest of the paper, we formulate the problem definition in Sect. 2, and
review related works in Sect. 3. In Sect. 4, we present the critical techniques of
our heuristic methods. We report a systematic empirical study using real-world
data in Sect. 5, and conclude the paper in Sect. 6.

2 Problem Formulation and Analysis

In this section, we first give a formal definition for distinguishing sequential
patterns with flexible gap constraints. To that end, we will also need to define
some concepts concerning sequence matching with respect to “gap constraint
sequence”. Then, we investigate the complexity of the problem.

2.1 Problem Definition

We start with some preliminaries. Let Σ be an alphabet, which is a finite set
of distinct items. A sequence S is an ordered list of items with the form of
S =< e1, e2, . . . , en >, where ei ∈ Σ for all 1 ≤ i ≤ n. The length of S, denoted
by ||S||, is the number of items in S. We denote by S[i] the i-th item in S
(1 ≤ i ≤ ||S||). The gap between S[i] and S[j] (1 ≤ i < j ≤ ||S||) is the number
of items between S[i] and S[j].

A gap constraint γ is an interval specified by two nonnegative integers with
the form of γ = [γ.min, γ.max] such that Gmin ≤ γ.min < γ.max ≤ Gmax,
where Gmin and Gmax are user-specified bounds1. In previous studies one fixed
gap constraint such as γ will be enforced on all pairs of consecutive elements in
all sequential patterns. In this paper it will be used on one pair of consecutive
elements in one sequential pattern.

1 We can set the values of Gmin and Gmax to 0 and the maximal sequence length (of
the dataset under consideration), respectively, as default.
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We now introduce a concept to allow us to use different gap constraints
for different pairs of consecutive elements in sequence patterns. A gap con-
straint sequence Γ is an ordered list of gap constraints with the form of
Γ =< γ1, γ2, ..., γm >. We denote by ||Γ || the number of gap constraints in
Γ , and denote by Γ [i] the i-th gap constraint in Γ (1 ≤ i ≤ ||Γ ||).

Given a sequence S′, we say sequence S matches S′ with gap constraint
sequence Γ (||Γ || = ||S|| − 1), denoted by S �Γ S′, if there exist integers
1 ≤ k1 < k2 < ... < k||S|| ≤ ||S′||, such that

– (i) S′[ki] = S[i], for all 1 ≤ i ≤ ||S||, and
– (ii) kj+1 − kj − 1 ∈ Γ [j], for all 1 ≤ j ≤ ||S|| − 1.

Given a set of sequences D and a gap constraint sequence Γ , the support of
a sequence S in D satisfying Γ , denoted by Sup((S, Γ ),D), is defined by

Sup((S, Γ ),D) =
|{S′ ∈ D | S �Γ S′}|

|D| (1)

where |D| is the number of sequences in D.
Given two sets of sequences, D+ and D−, the contrast score of (S, Γ ) from

D− to D+, denoted by cScore((S, Γ )) is defined by

cScore((S, Γ ),D+,D−) = Sup((S, Γ ),D+) − Sup((S, Γ ),D−) (2)

Definition 1 (Top-k Distinguishing Sequential Pattern with Flexible
Gap Constraints). Given two sets of sequences D+ and D−, a sequence
S, a gap constraint sequence Γ , and an integer k, the tuple P = (S, Γ ) is a
top-k distinguishing sequential pattern ( kDSP) with flexible gap constraints,
if there does not exist a set P = {Pi = (Si, Γi) | cScore(Pi,D+,D−) >
cScore(P,D+,D−), Pi �= P} satisfying |P| > k.

Given D+, D−, k, Gmin, and Gmax, the problem of mining top-k distinguish-
ing sequential patterns with flexible gap constraints is to find all tuples in the
form of (S, Γ ) with k highest contrast scores from D− to D+.

2.2 Complexity Analysis

To find all kDSPs, a straightforward way is enumerating all candidate patterns
and computing their contrast scores (Eq. 2). From Definition 1, we know that a
candidate pattern P consists of a sequence S and a gap constraint sequence Γ
satisfying ||S|| = ||Γ || + 1. Moreover, by combining S and Γ , pattern P can be
represented in the following form

P = (S, Γ ) =< S[1], Γ [1], S[2], Γ [2], ..., Γ [||S|| − 1], S[||S||] >

where, S[i] ∈ Σ (1 ≤ i ≤ ||S||), and 0 ≤ Γ [j].min < Γ [j].max ≤ L (1 ≤ j ≤
||S|| − 1, L is the maximal sequence length in the given data set). Thus, the
complexity to enumerate all candidate patterns with the constraints of ||S|| ≤ l
from classes of D− to D+ is O((|D+ + D−|)|Σ|lLl).



86 C. Gao et al.

Obviously, the discovery of all kDSPs is time consuming, especially when the
number of sequences, the size of alphabet, and the maximal sequence length are
large. Our empirical study (Sect. 5) on the real world data sets show that it is
even impractical to find all kDSPs with fixed and predetermined gap constraints
within reasonable time. To break this limitation, we design a GEP-based method
to discover all kDSPs. We will present the details in Sect. 4.

3 Related Work

3.1 Distinguishing Sequential Pattern Mining

As distinguishing sequential patterns can describe contrast information between
different classes of sequences, the discovery of distinguishing sequential patterns
has many interesting applications. For example, She et al. [8] predicted outer
membrane by looking for subsequences that discriminate outer membrane pro-
teins (OMPs) from non-OMPs. Shah et al. [9] built a classifier using contrast
patterns as features for peptide folding prediction.

We now discuss previous studies on the discovery of distinguishing sequen-
tial patterns satisfying gap constraints. Ji et al. [2] designed an approach to
find the minimal distinguishing subsequences with gap constraints, which occur
frequently in sequences of one class but infrequently in sequences of another
class. Wang et al. [3] brought the density concept into distinguishing sequential
pattern mining, and proposed a method to mine contrast patterns satisfying
both frequency and density thresholds. Yang et al. [4] studied the problem of
mining contrast sequential patterns satisfying gap constraints from sequences in
which elements are itemsets. Yang et al. [10] proposed an approach to find k
distinguishing sequential patterns with largest contrast measure values.

To the best of our knowledge, there are no previous methods tackling exactly
the same problem as kDSP mining with flexible gap constraints. The most related
previous work is [10], which finds the top-k DSPs. However, it is considerably
different from our work since their method is limited on using predetermined
and fixed gap constraints (for a discovered pattern, all gap constraints between
every pair of elements are predetermined and identical).

3.2 Preliminary Concepts of GEP (Gene Expression Programming)

The GEP framework aims to seek the optimal solution for some given measure; it
is very similar to those of Genetic Algorithms (GA) and Genetic Programming
(GP). However, GEP is a genotype/phenotype system that is quite different
from GA and GP. There are two main parts in GEP, called chromosomes and
expression trees, respectively. For an individual in GEP, the genotype is repre-
sented by a linear string of fixed length (chromosome), and the phenotype is
represented by a hierarchical structure (expression tree) that contains semantic
information of the individual. Such representations allow GEP to be flexible to
encode candidate solutions as individuals and to perform genetic operations.

Based on the natural selection principle, i.e. “the fittest survives”, GEP
finds an optimal solution by iteratively evolving a population of individuals
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(which encode candidate solutions), through genetic operations, such as selec-
tion, crossover, and mutation. The details of GEP can be found in [11]. GEP has
been widely used in data mining research fields, such as symbolic regression [12],
classification [13], and time series prediction [14].

4 Design of GepDSP

In this section, we present our GEP-based algorithm, namely GepDSP, to dis-
cover top-k distinguishing sequential patterns with flexible gap constraints.

4.1 Candidate Pattern Expression

The most critical issue of using GEP in kDSP mining is how to express each
candidate pattern as an individual in GepDSP. In GEP, the basic unit of an
individual is a gene which is composed by a head part and a tail. The head part
contains terminals and functions, while the tail part contains only terminals. In
the case of an individual is composed by more than one gene, a linking operator
is used to connect two genes. GEP uses decoding/encoding rules to guarantee
the validity of individuals [11]. Limited by space, we omit the details here.

Please recall that a kDSP P consists of a sequence S and a gap con-
straint sequence Γ , and can be represented as < S[1], Γ [1], S[2], Γ [2], ..., Γ [||S||−
1], S[||S||] >. Naturally, we treat S[i] as a terminal, and treat Γ [i] as a function
that connect two sequence elements (i.e. S[i] and S[i + 1]). In other words, we
take elements from Σ as terminals and take gap constraints as functions.

Figure 1 illustrates the components of a two-gene individual, the expression
tree (for the individual) and subtrees (for the two genes), and the corresponding
pattern. The two genes in the individual have the same head length (3) and
total length (7), but their expression trees are different, and so are their coding
regions. For gene1, the coding region is the whole string. For gene2, the coding
region is the first 5 elements (thus, the expression tree does not contain the cc
at the end). The expression trees of gene1 and gene2 are connected by a linking
gap ([0, 3]) to compose the expression tree of the individual.

4.2 Pattern Mining

GepDSP starts with a random generation of certain number of individuals (can-
didate patterns) to make up the initial population. For each individual, GepDSP
evaluates its fitness according to the contrast score (Eq. 2).

On the basis of the principle of natural selection and survival for the fittest,
GepDSP selects the individuals according to their fitness, and reproduces new
individuals by genetic modifications. Note that, during the process of evolution,
we always keep the k individuals with top highest contrast scores.

The individuals of each new generation undergo the same evolution process
including evaluation, selection, and reproduction with modification. The evo-
lution process repeats until some stop condition (e.g. number of generations,
contrast scores of solutions, etc.) is satisfied.
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Algorithm 1 gives the pseudo-code of GepDSP.

a

t g

[1,3]

[0,4]

[0, 2] [1, 4] [2, 3] c g t c

head tail

[1, 3] [0, 4] t g c ca

head tail

[0,3]

gene1 gene2

linking gap

c g t c

[0,2]

[2,3][1,4]

individual

expression tree

pattern <c , [1,4] ,g , [0,2] , t , [2,3] , c , [0,3] , t , [0,4] , g , [1,3] , a >

Fig. 1. How to parse/understand the expression (tree) of an individual in GepDSP.
(The coding region of a gene, which starts from the first element, is determined by the
level-based transversal of the expression tree that produces a valid sequential pattern.)

Algorithm 1. GepDSP
Input: D+ and D−: two classes of sequences, k: an integer, Gmin and Gmax: two

integers satisfying Gmin < Gmax

Output: R: the set of kDSPs
1: R ← ∅; // the set of discovered kDSPs
2: Pop ← CreateInitialPoplution; // generate a set of candidate kDSPs as the initial

population
3: Fit ← FitnessEvaluation(Pop); // evaluate the fitness of each candidate kDSP
4: R ← FetchTopKPatterns(Pop, Fit, k); // get k patterns with top contrast scores
5: if the stop condition is true then
6: return R;
7: end if
8: Pop′ ← Selection(Pop); // select |Pop| − |R| individuals from Pop;
9: Pop ← R ∪ Pop′;

10: GeneticOperation(Pop); // perform genetic operations on each candidate kDSP
11: goto Step 3;

5 Empirical Evaluation

In this section, we report a systematic empirical study on real data sets to
verify the effectiveness and efficiency of GepDSP. Specifically, we first verify that
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Table 2. Characteristics of sequence data sets

Data sets Di-heme cytochrome ABC-2 Concanavalin

+ − + − + −
Num. of sequences 2014 2421 13058 7250 3528 3098

Size of Σ 20 21 21 21 21 21

Avg. sequence length 180.42 204.20 204.66 340.59 157.39 131.10

Min. sequence length 46 41 34 77 57 43

Max. sequence length 257 437 302 892 222 182
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Fig. 2. Convergence of GepDSP in terms of computed contrast score (k = 10)

GepDSP can discover kDSPs with flexible gap constraints, that the mined DSPs
have higher contrast scores compared with kDSPs with fixed gap constraints.
Second, we verify that in the case of the gap constraints are fixed (set when
the algorithm starts), GepDSP can discover similar kDSPs within shorter time
compared with kDSP-Miner [10]. For the sake of brevity, we denote by GepDSP-
fix the version of GepDSP using fixed gap constraints.

We collect three data sets from Pfam [15], which is a protein families data-
base. Di-heme cytochrome is a superfamily which includes a variety of different
heme binding cytochromes. ABC-2 is a clan containing 12 families. Concanavalin
is a superfamily including a diverse range of carbohydrate binding domains and
glycosyl hydrolase enzymes. Table 2 lists the characteristic of each data set, the
symbol “+” represents the positive class and “−” represents the negative class.

All algorithms were implemented in Java and compiled by JDK 8. All experi-
ments were conducted on a computer with an Intel Core i7-3770 3.40 GHz CPU,
and 16 GB main memory, running Windows 10 operating system.

5.1 Effectiveness on Mining kDSPs with Flexible Gap Constraints

We run GepDSP on three data sets, respectively, to find kDSPs with flexible gap
constraints. In the experiments we set Gmin = 0 and Gmax = 20, although we can
run GepDSP with any gap constraints; this setting will allow competing methods
to finish. We set k = 10 and parameters in [11] for GEP evolution as default. All
results of GepDSP/GepDSP-fix are the average value of 10 independent runs.
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Fig. 3. Comparison on maximum contrast scores (Color figure online)

Table 3. Top-10 kDSPs with contrast scores by GepDSP (500 generations) and
kDSP-Miner (γ = [0, 1]) and GepDSP-fix (500 generations, γ = [0, 1]) on Di-heme
cytochromes

GepDSP kDSP-Miner GepDSP-fix

<H,[13, 14],H> : 0.927 <H,[0, 1],W> : 0.789 <H,[0, 1],W> : 0.789

<H,[13, 14],H,[2, 16],A> : 0.841 <L,[0, 1],H,[0, 1],W> : 0.456 <L,[0, 1],H,[0, 1],W> : 0.456

<A,[0, 16],H,[13, 14],H> : 0.821 <H,[0, 1],F> : 0.455 <H,[0, 1],F> : 0.455

<H,[13, 14],H,[2, 16],L> : 0.813 <H,[0, 1],W,[0, 1],L> : 0.415 <H,[0, 1],W,[0, 1],L> : 0.415

<L,[4, 16],H, [13, 14],H> : 0.796 <R,[0, 1],L,[0, 1],H> : 0.413 <H,[0, 1],Y> : 0.394

<P,[9, 19],H,[13, 14],H> : 0.757 <H,[0, 1],Y> : 0.394 <V,[0, 1],H> : 0.390

<H,[13, 14],H,[0, 18],R> : 0.755 <V,[0, 1],H> : 0.390 <H,[0, 1],I> : 0.385

<H,[13, 14],H,[0, 18],G> : 0.740 <H,[0, 1],I> : 0.385 <H,[0, 1],N> : 0.321

<H,[3, 12],A,[0, 7],H> : 0.728 <H,[0, 1],N> : 0.321 <H,[0, 1],H> : 0.316

<H,[3, 12],V,[0, 6],H> : 0.726 <H,[0, 1],H> : 0.316 <W,[0, 1],H> : 0.314

For each data set, we record the maximal, average, and minimal contrast scores
of the discovered top-10 kDSPs by GepDSP in different generations. As shown in
Fig. 2, GepDSP can find a stable result quickly (around 200 generations).

For comparison, we run kDSP-Miner and GepDSP-fix using different gap con-
straints, respectively. Figure 3 compares the maximum contrast scores obtained
by the three algorithms. We can see that most of the patterns with higher con-
trast scores were discovered by GepDSP.

Table 3 lists the top-10 patterns obtained on the Di-heme cytochromes data
set by the three algorithms. We can see that GepDSP can find patterns with
flexible gap constraints and higher contrast scores.

5.2 Effectiveness on Mining kDSPs with Fixed Gap Constraints

Structure Similarity of Mined Patterns: We compare the patterns discov-
ered by GepDSP-fix with those by kDSP-Miner. First, we define the structure
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Table 4. Similarities between top-10 kDSPs discovered by GepDSP-fix and kDSP-
Miner on Di-heme cytochromes

Gap constraint Number of generations

25 100 200 300 400 500

[0, 1] 0.825 0.875 0.922 0.927 0.930 0.933

[0, 2] 0.675 0.748 0.837 0.847 0.853 0.860

[0, 3] 0.698 0.818 0.852 0.882 0.899 0.899

[0, 4] 0.495 0.724 0.789 0.820 0.840 0.863

[0, 5] 0.473 0.700 0.751 0.804 0.854 0.912

Table 5. Similarities between top-10 kDSPs discovered by GepDSP-fix and kDSP-
Miner on ABC-2

Gap constraint Number of generations

25 100 200 300 400 500

[0, 1] 0.683 0.740 0.793 0.800 0.807 0.813

[0, 2] 0.602 0.614 0.636 0.640 0.664 0.693

[0, 3] 0.568 0.617 0.718 0.705 0.744 0.837

[0, 4] 0.587 0.668 0.675 0.708 0.725 0.736

[0, 5] 0.662 0.724 0.754 0.777 0.787 0.801

similarity between two kDSPs. Given two patterns P1 and P2, the structure
similarity between them is defined by

sim(P1, P2) = 1 − ED(P1, P2)
max{|P1|, |P2|}

where ED(P1, P2) is the Edit Distance [16].
Let R

k be the set of all permutations of the set {i | 1 ≤ i ≤ k}. Given two
lists of top-k patterns �1 and �2, we measure the similarity between �1 and �2,
denoted by AvgSim(�1, �2), according to Eq. 3:

AvgSim(�1, �2) =
1
k

max{
k∑

i=1

sim(�1[i], �2[R[i]]) | R ∈ R
k} (3)

where �1[i] is the i-th pattern in �1, and R[i] is the i-th element in R.
Please note that AvgSim(�1, �2) ∈ [0.0, 1.0]; the larger the value of

AvgSim(�1, �2) is, the more similar �1 and �2 are.
Tables 4, 5, 6 list the similarities between top-10 kDSPs discovered by

GepDSP-fix and those by kDSP-Miner on the three data sets. We can see that
the results of GepDSP-fix are similar to those of kDSP-Miner, especially, when
the number of generations is large.
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Table 6. Similarities between top-10 kDSPs discovered by GepDSP-fix and kDSP-
Miner on Concanavalin

Gap constraint Number of generations

25 100 200 300 400 500

[0, 1] 0.842 0.895 0.927 0.943 0.950 0.957

[0, 2] 0.715 0.762 0.782 0.783 0.785 0.792

[0, 3] 0.885 0.910 0.927 0.937 0.953 0.953

[0, 4] 0.755 0.862 0.890 0.907 0.910 0.910

[0, 5] 0.812 0.943 0.980 0.990 1.0 1.0
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Fig. 4. Comparison on contrast scores vs different gap constraints on Concanavalin
(k = 10)
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Fig. 5. Running time w.r.t. gap constraint (k=10)

Contrast Score Comparison: Figure 4 illustrates the maximal, average, and
minimal contrast scores of top-10 kDSPs discovered by GepDSP-fix and those
of kDSP-Miner. We can see that GepDSP-fix can find patterns whose contrast
scores are close to kDSPS discovered by kDSP-Miner around 100 generations.

Efficiency Comparison: Figure 5 shows the running time of GepDSP-fix and
kDSP-Miner w.r.t. gap constraints. We can see that GepDSP-fix (500 genera-
tions) is more efficient than kDSP-Miner.
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6 Conclusions

In this paper, we proposed and studied a new problem of mining distinguish-
ing sequential patterns with flexible gap constraints. For the sake of efficiency,
we proposed a heuristic method, called GepDSP, based on Gene Expression Pro-
gramming, to find optimal DSPs with flexible gap constraints. Our experiments
verify the effectiveness and efficiency of GepDSP.

There are many research problems that are worthy of future study. For exam-
ple, how to evaluate the quality of discovered DSPs with flexible gap constraints,
how to design operators to improve the evolution efficiency, and how to evaluate
the goodness of the results of GepDSP when the ground truth is not available.
It is also interesting to explore strategies for incorporating domain knowledge
into mining DSPs with flexible gap constraints.
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Abstract. Review spam is increasingly rampant in China, which seriously
hampers the development of the vigorous e-commerce market. In this paper, we
propose a novel Chinese text mining method to detect review spam automati-
cally and efficiently. We correctly extract keywords in complicated review text
and conduct fine-grained analysis to recognize the semantic orientation. We
study the spammers’ behavior patterns and come up with four effective features
to describe untruthful comments. We train classifier to classify reviews into
spam or non-spam. Experiments are conducted to demonstrate the excellent
performance of our algorithm.

Keywords: E-Commerce � Review spam � Chinese text mining � Subject
logic � Logistic regression

1 Introduction

After the crazy development in these years, China’s e-commerce market gradually
exposes some problems, among which selling fake product is the biggest issue. In early
2015, the government reported a sample survey showing that 62.5 % of the goods in
Taobao, China’s largest retail e-commerce platform, are not authentic. This is not
consistent with the credit status Taobao claimed and customers have lost confidence on
the credit ratings given by the e-commerce platform. As a result, viewing reviews
generated by other customers has become an essential step in online shopping. In fact, a
large proportion of positive comments attract potential customers and arouse their
desire to buy [1]. So reviews have become important resources for online stores to
chase financial gains, which leads to the spread of review spam. Review spam refers to
reviews have been deliberately written to sound authentic and deceive the reader.
Merchants usually reshape their businesses by accumulating a large amount of fake
favorable reviews, which is called hyper spam. They can also use spammed reviews to
defame their competitors, which is called defaming spam. It is reported that there are
more than one thousand active companies that create fraudulent reviews in China.
Hence detection and blocking of review spam is significant to the development of
China’s e-commerce.

There is extensive research work in the detection of review spam and current
methods can be divided into two categories: content based or non-content based.
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Non-content based methods focus on spammers’ behavior patterns such as ID dupli-
cation, rating singleton, time interval between purchase and review and geographic
information [2]. These features are not very reliable and the false detection rate is
relatively high. Content based methods mainly extract features through text mining and
build machine learning models to classify reviews into spam or non-spam. Some
approaches have achieved good results on the English data sets. But Chinese text is more
complex than English and it requires more work to recognize the meaning of reviews. In
terms of the present stage, the accuracy is limited by lack of effective features.

In this paper, we propose a novel and effective content based method and make
several contributions towards Chinese text review spam detection. (1) We analyze the
grammatical features of Chinese reviews and come up with an adjective-oriented
keywords extraction method. We use Latent Dirichlet Allocation as a supplement to
make improvement on the recall rate. (2) We discover spammers’ behavior patterns in
reviews and put forward four original effective features: Universality degree, Outlier
degree of sentiment, Uncertainty degree and Similarity degree. We train classifier using
these features and classify reviews into spam or non-spam. (3) We conduct experiments
to compare our method with others and evaluate its reliability. The achievements of this
paper have been applied to practice.

The rest of this paper is organized as follows. Section 2 briefly reviews related
work. Section 3 introduces our method in detail. We show empirical evaluation with
discussion in Sect. 4. In Sect. 5, we present the conclusion and future work.

2 Related Work

In this section, we introduce some well performed content based text mining methods
for review spam. Basically they can be divided into three categories: genre identifi-
cation, detecting duplication and text categorization.

2.1 Genre Identification

Ott et al. prove that the genre of text has an influence on the distribution of
parts-of-speech (POS) of reviews [3]. They test differences in POS distribution between
spammed reviews and truthful reviews. Ravi et al. propose a framework for spam
detection based on a set of frequently occurring sequential patterns [4]. They introduce
a variant called “min-closed” to capture the patterns and extend the PRISM algorithm
to detect review spam. However, spammers now tend to copy the format of truthful
reviews, which makes the identification rate greatly drop.

2.2 Finding Contend Duplication

Liu and Jindal first propose a review spam detection method based on duplication
studies [5]. They find that spammers usually use templates to create reviews and only
change the product name when spam a single product. Atefeh et al. also point out that
creating unique fake reviews is very time-consuming and spammers overwhelmingly
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tend to copy the existing reviews [6]. But the similarity between two reviews is difficult
to calculate unless the semantics are fully understood.

2.3 Text Categorization

Machine learning based classifiers are learned for the two classes – spam or non-spam.
Ahn et al. propose a method for spam prevention called CAPTCHAs [7]. They make
some contributions but their techniques impair the consumer experience. Biro et al. use
topic mode Latent Dirichlet Allocation to learn spam topics [8]. Sahami et al. use
naive-bayes to do the classification [9]. Chen et al. come up with a method that can
identify spam content and spammers simultaneously [10]. In the field of Chinese text,
Hu and Liu apply Apriori algorithm to feature extraction and identify semantic ori-
entation of an opinion word by the set of seed adjectives [11]. Zhao and Zhou use
templates to extract product features and the corresponding opinion words [12]. The
accuracies of these approaches are limited by the effectiveness of the features. Obvi-
ously, semantic recognition has been the major challenge in the Chinese text mining.

3 Methodology

In this section, we present our text mining approach for Chinese e-commerce review
spam detection in detail. Firstly, we introduce how to extract keywords from reviews.
Then we come up with a new variable “Universality degree” to distinguish words.
Next, we conduct sentiment analysis at the attribute level and calculate the uncertainty
of sentence. At last, we select several effective features and use machine learning
classifier to detect review spam.

3.1 Keywords Extraction

As the basic step of text mining, keywords extraction is related to how to automatically
discover what attributes are evaluated in reviews and how sentiments for attributes are
expressed. For every review sentence, the keywords include attribute words, related
sentiment words, negative adverbs and degree adverbs. For example, in the sentence
“手机很漂亮,但电池不耐用”(“The cellphone is very beautiful, but the battery is not
durable”), “手机”(“cellphone”) and “电池” (“battery”) are attribute words. “漂
亮”(“beautiful”) and “耐用” (“durable”) are related sentiment words. “不”(“not”) is
a negative adverb and “很”(“very”) is a degree adverb. Generally speaking, the
adverbs are around the sentiment words and it’s easy to match them. The biggest
challenge is correctly discovering pairs of {attribute, sentiment} which we call senti-
attribute. If we mismatch a senti-attribute, like durable-cellphone or beautiful-battery,
the meaning of the whole sentence is misunderstood.

The traditional language models always identify attributes first and then find the
sentiment words belong to them. But in Chinese reviews, sentiment words are gen-
erally more than attributes. These models often cause some sentiment words cannot
match with the attributes, which makes part of the sentence’s meaning lost. Some
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researchers extends the Latent Dirichlet Allocation method to find all the
senti-attributes [13]. However, it damages the words’ location information which is
very valuable in Chinese text. In view of this, our keywords extraction is sentiment
words oriented and we use Latent Dirichlet Allocation as a supplement.

Our assumption is that every sentiment word is related to a unique attribute and
every attribute may have one or more sentiment words corresponding to it in a single
review. Through our researches, we find that 95 % of Chinese reviews have such a
structure that the words are arranged in the order of nouns, adverbs and adjectives.
Hence, after parts-of-speech (POS) tagging through word segmentation tools, we first
target adjectives in the sentence. They are almost all sentiment words. Then we look for
nouns in front of the sentiment words. The search range is five words and we set the
nearest noun as an attribute. We can identify most of senti-attributes through this way
and we use Latent Dirichlet Allocation to find the related attributes of sentiment words
that fail to match. For a certain product, assume that we find n attributes ATTRI ¼
attri1; attri2; . . .attrinf g in all m reviews. In review j (j�m), there is a sentiment word

senti which is related to a certain attribute but fail to match. senti obeys a multinomial
distribution on ATTRI. Assume the parameter is hn and we get:

senti�MultinomialðhnÞ

The prior distribution of a multinomial distribution is Dirichlet distribution, hence:

hn �DirichletðanÞ

where an is the parameter of the Dirichlet distribution. When an is known, hn can be
estimated by Gibbs sampling [14]. The probability that senti is related to attrii (i� n)
can be calculate:

hi ¼
ai þC j

i
ðsentiÞ

1þ Pn
i0¼1

C j
i0 ðsentiÞ

ð1Þ

where C j
i
ðsentiÞ is the number of senti-attributes that contain sentiment word senti and

attribute attrii in review j.
Pn
i0¼1

C j
i0 ðsentiÞ is the total number of senti-attributes that

contain sentiment word senti in review j. Obviously, when senti only appears once in
review j, the multinomial distribution parameter hi equals the prior distribution
parameter ai. We can calculate ai with word-frequency statistics of all senti-attributes in
all m reviews of the product:

ai ¼

Pm
j¼1

C j
i
ðsentiÞ

Pn
i¼1

Pm
j¼1

C j
i
ðsentiÞ

ð2Þ
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where
Pm
j¼1

C j
i
ðsentiÞ is the number of senti-attributes that contain sentiment word senti

and attribute attrii in all m reviews.
Pn
i¼1

Pm
j¼1

C j
i
ðsentiÞ is the number of senti-attributes

that contain sentiment word senti in all m reviews. We match senti with attribute attrii
when. So far we have found all pairs of {attribute, sentiment} in reviews.

3.2 Universality of Word

As mentioned above, it is very time-consuming to create unique fake reviews for
spammers. When they use templates, the words are relatively fixed. We assume that
spammers may not use very unique words to express praise and disparage, like using
“兼容”(“compatible”) to describe a cell phone system. Instead, they will just use “好”
or “棒” (“good” or “great”) in hyper spam in order to save time. We come up with a
new variable “Universality degree” to distinguish words of senti-attributes. If a senti-
ment word can describe many attributes, it has a high universality degree. Likewise,
spam reviews may not contain unique attributes of product, like “待机时间”(“stand-
by time”) of cell phone. Spammers tend to comment on some obvious attributes such as
“外观”, “质量” or “价格”(“outlook”, “quality” or “price”).

For a sentiment word senti, we assume that the set of senti-attributes that contains
sentiment word senti is Senti Attri ¼ senti attri1; senti attri2; . . .senti attrinf g. In a
certain review, senti may related to Attrij j� nð Þ. We define the “Universality degree” of
sentiment word senti in this review as follows:

Uni senti ¼ Num senti attrij
� �

Pn
i¼1

Num senti attriið Þ
ð3Þ

where Num senti attrij
� �

is the number of times that senti attrij appears in all reviews.Pn
j¼1

Num senti attrij
� �

is the number of times that senti-attributes contains senti appears

in all reviews. Obviously, Uni senti ranges from 0 to 1.
Similarly, assume that a certain attribute attri appears in reviews of m kinds of

product. We present the review set as R ¼ Rp1;Rp2; . . .Rpm
� �

. In a certain review, attri
may be an attribute of product i i�mð Þ. We define the “Universality degree” of attribute
attri in this review as follows:

Uni attri ¼ Num Rpi
� �

Pm
j¼1

Num Rpj
� � ð4Þ
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where Num Rpi
� �

is the number of times that attri appears in reviews of product

i.
Pm
j¼1

Num Rpj
� �

is the number of times that attri appears in reviews of all kinds of

products. Uni attri ranges from 0 to 1, too.
Assume review r contains p attributes and q sentiment words. The “Universality

degree” of review r is the average number of the words:

Uni r ¼ 1
2

Pp
i¼1

Uni attrii

p
þ

Pq
j¼1

Uni sentij

q

0
BBB@

1
CCCA ð5Þ

The “Universality degree” of review r also ranges from 0 to 1. We take it as
Feature 1 in classification for review spam detection.

3.3 Sentiment Analysis

In this paragraph, we aim at recognizing sentimental polarity of sentiment words
automatically. Current techniques basically use existing dictionaries and thus the
sentimental polarity of a word is static. However, some words can be positive or
negative in different contexts. For example, the adjective “大”(“big or large”) is
positive when it describes a cellphone screen. But it is negative in the review “手机耗
电量很大”(“the power consumption of the cellphone is very large”). So the polarity of
a sentiment word may depend on the attribute it describes. Benefiting from universality
degrees of sentiment words we proposed, we find an important regular pattern that the
sentiment word with a low universality degree has definite sentimental polarity. We
take advantage of this observation to automatically build seeds set for each attribute so
that the algorithm become self-adaptive to different products.

For attribute attri, there is a set of sentiment words S ¼ senti1; senti2; . . .sentinf g
may describe it. We select some of the words to build the seeds set:

sentii 2 Seed if Uni sentii\threshold ð6Þ

Then we divide Seed into a positive set Seed p and a negative set Seed n by
comparing the distances from a seed to “好”(“good”) and “坏”(“bad”) in HowNet
dictionary:

seed 2 Seed p ifDistance seed; ''good''ð Þ\Distance seed; ''bad''ð Þ
Seed n ifDistance seed; ''good''ð Þ[Distance seed; ''bad''ð Þ

�
ð7Þ

The polarity of sentii can be determined by:
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P sentii ¼
1 if 1

n1

Pn1
j¼1

distance sentii; Seed pj
� �

\ 1
n2

Pn2
j¼1

distance sentii; Seed nj
� �

�1 if 1
n1

Pn1
j¼1

distance sentii; Seed pj
� �

[ 1
n2

Pn2
j¼1

distance sentii; Seed nj
� �

8>><
>>:

ð8Þ

Therefore, we obtain the sentimental polarity of every sentiment word. Assume
there are m attributes in k reviews of a product. We can get the attitude on every
attribute in a review by calculating the average polarity of related sentiment words.

P attrij ¼

1 if 1
n

Pn
i¼1

P sentii [ 0

0 if 1
n

Pn
i¼1

P sentii ¼ 0

�1 if 1
n

Pn
i¼1

P sentii\0

8>>>>>><
>>>>>>:

ð9Þ

P attrij can be −1, 0 or 1. The sentimental vector of a review r can be expressed as:

Senti r ¼ P attri1;P attri2; . . .P attrim½ �

Respectively, the average sentimental vector of k reviews is:

Senti av ¼ P attri av1;P attri av2; . . .P attri avm½ �

Since the attitudes of spam reviews are often inconsistent with most of the truthful
reviews, we define “Outlier degree of sentiment” of a review as follows and take it as
Feature 2.

Out r ¼ 1
2

Senti r� Senti avð Þ
����

����
2
¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
i¼1

P attrii � P attri avið Þ2
s

ð10Þ

3.4 Uncertainty of Review

When consumers make comments on products, they always express both positive and
negative opinions. It is a basic feature of human thinking that we do not have a
complete view of a proposition. Spammers are weak in this kind of behavior because
they have to make their viewpoints clear to interfere with the judgment of buyers.
A. Jøsang. proposed the concept of Subject Logic and made uncertainty a parameter of
opinion [15]. Subject Logic uses a four variable tuple xðxÞ ¼ \b; d; u; a[ to model
the sentimental attitude. The variables are subject to the constraints that bþ dþ u ¼ 1
and b; d; u; a 2 0; 1½ �. Their specific meanings are shown in Table 1.
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We apply Subject Logic to product reviews to obtain the uncertainty degree. We
first define a new operation Count Setð Þ to count the number of elements in a set. For
example, given that A ¼ a1; a2; . . .anf g, we get Count Að Þ ¼ n. Suppose that the sen-
timental vector of a review r is Senti r ¼ P attri1;P attri2; . . .P attrim½ �, then we
define:

P attri 2 P p if P attri[ 0
P n if P attri\0

�
ð11Þ

b ¼ Count P pð Þ
Count P pð ÞþCount P nð Þ

Count P pð Þ � Count P nð Þ
Count P pð ÞþCount P nð Þ
				

				 ð12Þ

d ¼ Count P nð Þ
Count P pð ÞþCount P nð Þ

Count P pð Þ � Count P nð Þ
Count P pð ÞþCount P nð Þ
				

				 ð13Þ

u ¼ 1� Count P pð Þ � Count P nð Þ
Count P pð ÞþCount P nð Þ
				

				 ð14Þ

We take u, the “Uncertainty degree” of a review, as Feature 3 in classification.

3.5 Similarity of Reviews

Some researchers point out that spammers usually allocate a specific time interval to
post spam reviews [16]. Spam attacks have to burst in reviews so as not to be over-
whelmed by truthful comments. Since spammers always express the same opinions and
even use templates, fraudulent reviews should have high similarities in a certain period
of time. We measure the similarity of two reviews by counting the number of attributes
they both contain. Assume there are m attributes in k reviews of a product. Review r1
contains n1 attributes and r2 contains n2 attributes. The number of attributes they both
contain is n3 n3 �min n1; n2f gð Þ. We define the similarity of r1 and r2 as follows:

Sim r1; r2ð Þ ¼ n3
n1 þ n2 � n3

ð15Þ

Assume there are m reviews in a certain period of time, the similarity degree of a
review can be calculated by:

Table 1. Meanings of Subject Logic parameters

Alphabetic symbol Variable Meaning

b Belief The belief mass in support of the proposition being true
d Disbelief The belief mass in support of the proposition being false
u Uncertainty The amount of uncommitted belief mass
a Base rate The priori probability of belief
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Sim r ¼ 1
m

Xm
i¼1

Sim r; rið Þ ð16Þ

The time interval is a changeable variable which depends on the daily volume of
business. We take the “Similarity degree” of a review as Feature 4 in classification for
review spam detection.

3.6 Classification

In this paragraph, we classify reviews into spam or non-spam using the four features:
University degree, Outlier degree, Uncertainty degree and Similarity degree. We
choose Logistic Regression as the binary classifier because it is simple and effective.

We introduce Logistic Regression briefly. Suppose that H ¼ h1; h2; . . .hn½ � is the
parameter vector we get by training, the classifier function will be:

h Xð Þ ¼ 1
1þ e�HX ð17Þ

The test data is positive with a probability of h Xð Þ. Respectively, it is negative with
a probability of 1� h Xð Þð Þ.

The biggest problem is that there is no public Chinese spam review data set. Strictly
speaking, no one can prove an online review is totally fraudulent. But Christopher, G.
H. has proved that human has the ability to distinguish spam reviews from truthful
reviews [17]. We follow his method to build the training set by human assessors. Since
all four features range from 0 to 1, we do not have to normalize them. Finally, we use
the trained classifier to divide the review set into spam or non-spam.

4 Experiment

In this section, we present experiments we have conducted to evaluate the performance
of our method by comparing with other methods.

4.1 Data Set

The data we use is real review data on Taobao platform. Since the limit quantity of
online reviews that can be seen by customers for a single product is two thousand, we
build our set that contains twenty thousand reviews covering ten kinds of products
including cellphone, kingdle, skirt and so on.

4.2 Text Mining Performance

We choose Precision, Recall, F1-means and Accuracy of sentiment recognition to
evaluate the performance of our Chinese text mining technique:
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Precision ¼ Number of correct identified senti� attributes
Number of all identified senti � attributes

ð18Þ

Recall ¼ Number of correct identified senti� attributes
Number of all correct senti� attributes

ð19Þ

F1� means ¼ 2� Precision� Recall
PrecisionþRecall

ð20Þ

We randomly choose one thousand reviews to conduct the experiments. All these
reviews are read by three human assessors. They vote to determine whether the result is
correct. We compare our keywords extraction results with some famous methods
mentioned earlier [11–13] (Table 2).

As we can see, LDA greatly improves the recall rate because it can identify a lot
more keywords. But it does not improve the precision because it destroys the structure
of Chinese sentences. Our method solve this problem and achieve good performance.
Then we compare the accuracy of sentiment recognition with three wide-used methods:
PMI [18], SMSO [19] and LE [20] (Table 3).

Obviously, our method has a high recognition rate in terms of the existing Chinese
dictionaries.

4.3 Spam Detection Performance

Our reviews are labeled by three professors from Shenzhen E-commerce Security
Center. Similarly, we calculate the Precision, Recall, and F1-means to evaluate the
performance (Table 4).

Table 2. Recognition result of pairs of {sentiment words, attribute}

Methods Precision Recall F1-means

Templates 0.64 0.39 0.48
Apriori 0.69 0.54 0.61
LDA 0.76 0.71 0.73
Our method 0.86 0.83 0.84

Table 3. Accuracy of sentiment recognition

Methods Accuracy

PMI 0.73
SM + SO 0.76
LE 0.82
Our method 0.85
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The recall rate of review spam is respectively low because it is very hard to detect
all the fraudulent reviews. The good thing is the precision of our method is pretty high.

5 Conclusion and Future Work

In this paper, we incorporate Chinese text mining into the review spam detection.
Firstly, we combine grammatical method with Latent Dirichlet Allocation in keywords
extraction. Then we analyze behavior patterns of spammers and propose four effective
features. Next, we train the binary classifier to detect the spam reviews. Finally, the
experiment demonstrate the efficiency of the proposed method.

Although we have made several improvements in the review spam detection,
researching is endless. Our main future work is to discovery more features of spam.
Besides, we plan to build a Chinese dictionary of e-commerce related words in order to
improve the text mining performance. Furthermore, we may combine content based
detection methods with non-content based methods to discover spam reviews and
spammers at the same time.
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Abstract. In this paper, we propose route of interest (ROI) query which
allows users to specify their interests with query keywords and returns a
route such that (i) its distance is less than a distance threshold and (ii) its
relevance to the query keywords is maximized. ROI query is particularly
helpful for tourists and city explorers. For example, a tourist may wish
to find a route from a scenic spot to her hotel to cover many artware
shops. It is challenging to efficiently answer ROI query due to its NP-hard
complexity. Novelly, we propose an adaptive route sampling framework
that adaptively computes a route according to a given response time,
and gradually improve the quality of the route with time. Moreover,
we design a suite of route sampling techniques under this framework.
Experiments on real data suggest that our proposed solution can return
high quality routes within a short response time.

Keywords: Route of interest · Route sampling · Randomized algorithm

1 Introduction

The widespread use of mobile devices and mobile applications enables users to
share information and experiences about points of interest (POIs) on the Web.
These POIs can be restaurants, pubs and scenic places. For example, customers
can comment on restaurants in recommendation websites and share their expe-
riences in social networks; restaurant owners may post advertisements on their
features in online business directories. This large amount of textual data makes
it possible for users to query on POIs by using both locations and textual infor-
mation.

In the past decade, many queries have been proposed to retrieve POIs by
combining the spatial proximity (e.g., distances of POIs from the user) and the
textual relevance (between the textual descriptions of POIs and user’s query
keywords). These works can be roughly classified into the following four cate-
gories.
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 109–123, 2016.
DOI: 10.1007/978-3-319-39937-9 9



110 W. Li et al.

• each POI that independently matches with query keywords [8,17,22],
• a group of POIs that collectively cover all query keywords [3,4,12],
• a set of POIs enclosed in a region [5,9,15,19], e.g., rectangles and sub-graphs,
• an optimal route that covers required POIs [1,2,13,18].

In this paper, we consider the scenarios where users have start and end loca-
tions, and wish to explore some relevant POIs along their journeys. Existing
route queries aim to find the shortest route that covers POIs of specific cate-
gories [13,18] or POIs containing the query keywords [1,2]. An example is “find
the shortest route that passes through a restaurant and a pub”. Such queries are
suitable when users need to visit each category of POI once. In contrast, we
focus on a different case where the user wants to explore as many relevant POIs
as possible. For example, a tourist may ask: “find a route that covers as many
restaurants and pubs as possible”. This would offer more choices for the tourist
(i.e., user) to choose from, and thus improve her satisfaction.

To deal with the above issues, we propose route of interest (ROI) query.
Given the user’s interests (i.e., query keywords) and travel requirements (i.e.,
start s and end e locations, route distance threshold), the ROI query returns
the route from s to e such that: (i) the length of the route is bounded by the
given distance threshold, and (ii) the total number of relevant POIs on the route
is maximized. The length is restricted because users may not want to travel a
very long route. Essentially, the goal of ROI query is to find a route that is most
relevant to query keywords while satisfying the given distance threshold.

We will prove that ROI query is NP-hard (cf. Sect. 3.2). For such a computa-
tionally expensive problem, the typical solutions are either to develop an exact
solution (e.g., branch-and-bound) that guarantees the optimal result but incurs
significant time cost, or to develop a heuristics solution (e.g., nearest neighbor
heuristics) that offers quick results but of lower quality. We visualize the result
quality and the response time of these two solutions in Fig. 1. In this paper, we
advocate on an adaptive solution that provides flexible trade-offs between result
quality and response time. We take the response time limit into account and
propose an adaptive route sampling framework which computes a route accord-
ing to the given response time. In summary, our contributions are presented as
follows.

– We propose a novel route query termed route of interest (ROI) query, and
prove that it is NP-hard (Sect. 3).

– We design an adaptive route sampling framework that can generate routes
of high quality within a given response time limit. In addition, we propose a
suite of route sampling techniques to improve the processing performance of
the proposed framework, including uniform route sampling, prioritized route
sampling, and dynamic prioritized route sampling (Sect. 4).

– We conduct extensive experiments on three real datasets to evaluate the per-
formance of our proposal (Sect. 5).

In addition, the related work is reviewed in Sect. 2 and conclusion is presented
in Sect. 6.
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Fig. 2. An example of road network
and a ROI query on the road network

2 Related Work

Those works conducted to retrieve POIs can be roughly classified into four cat-
egories as elaborated below.

– Retrieving single POIs [6,10,14,17,21,22]: In this category, each returned
POI matches with the query keywords independently. Some works [6,21] use
query keywords to filter POIs before sorting them according to their distances
to the query location. In some other works [14], the spatial proximity (between
the query and the locations of POIs) and the textual relevance (between
query keywords and the textual description of POIs) are combined by a linear
function to rank POIs.

– Retrieving a set of POIs [3,4,12,16]: In these studies, a set of POIs collec-
tively satisfies the query keywords. Concretely, the goal of these queries is to
find a set of POIs collectively covering the query keywords while the internal
distance of the set of POIs is minimized.

– Retrieving a region of POIs [5,9,15,19]: In these works, a region, e.g.,
rectangle, circle and polygon, is predefined. The objective is to retrieve a
region which has the largest number of POIs relevant to the given query
keywords.

– Retrieving a route to cover POIs [1,2,7,13,18,20]: Roughly, we can
further put these studies into two sub-categories, i.e., route searching with
categorical constraints [7,13,18], and route searching with keyword con-
straints [1,2,20]. In the first sub-category, the whole set of POIs are divided
into different categories and the goal is to find a route that cover POIs from
some required categories once. In route searching with keyword constraints,
each query retrieves a route that cover the given query keywords [1,2,20].

All these queries described above are different from our ROI query which
retrieves the optimal route that cover as many as possible relevant POIs under
the distance constraint.
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3 Problem Statement and Hardness

3.1 Problem Definition

Before defining ROI query formally, we first give the definitions of road networks
and points of interest (POI) as below.

Definition 1 (Road Network). A road network is modeled as a weighted
directed graph G = (V,E), where each vertex vi ∈ V represents an intersec-
tion of roads or a road terminal; and each edge ei,j ∈ E represents the directed
road segment from vi to vj and its length is |ei,j |. �

Definition 2 (Point of Interest, POI). Each POI, oi, is denoted by a triplet
oi=(l, e,D), where l is the spatial location consisting of longitude and latitude; e
is the edge on which oi resides; and D is the textual description of oi, e.g., the
category, service contents, and users’ comments. All POIs on a road network are
denoted by O. �

Figure 2 illustrates an example of road network with five vertices, seven edges
and five POIs. The length of each edge is marked besides the corresponding edge.
A simple route R on G consists of a sequence of vertices, i.e., R = (v1, . . . , vγ),
and vi �= vj if i �= j (1 ≤ i, j ≤ γ). The length of R, dist(R), is the sum of the
lengths of all edges on R, i.e., dist(R) =

∑γ−1
i=1 |ei,i+1|. The shortest route from

vi to vj is represented as SR(vi, vj). In addition, if o.e is an edge of R, we say
o ∈ R.

With the preparation above, we have the formal definition of route of interest
(ROI) query as below.

Definition 3 (Route of Interest (ROI) Query). Given a road network G
and the POIs O, a route of interest query is denoted by q = (s, e,K,L), where s
and e are the start and end locations, respectively, K is a set of query keywords
to describe uers’ interests, and L is a distance threshold. The objective of q is to
find a route R∗ between s and e such that:

R∗ = arg max
R∈RL(s,e)

S(R) (1)

where

• RL(s, e) is the set of feasible routes between s and e whose lengths are less than
L, i.e., RL(s, e) = {R|R ∈ R(s, e) ∧ dist(R) ≤ L} and R(s, e) represents
all the simple routes between s and e;

• S(R) is the score of R with respect to the query keywords of ROI query q
and computed by S(R) = Σoi∈R|oi.D ∩ K|, where |oi.D ∩ K| computes the
number of query keywords contained by oi.D and is denoted by S(oi). �

Meanwhile, we have the score of an edge S(e) = Σoi∈eS(oi), thus S(R) =
Σe∈RS(e).
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Table 1. Routes for the ROI query in Fig. 1

Routes Length POIs on route Score

R1 = (v1, v3, v5) 6 {o4} 1

R2 = (v1, v2, v5) 8 {o1,o3} 3

R3 = (v1, v3, v2, v5) 9 {o3,o4} 3

R4 = (v1, v4, v5) 8 {o2,o5} 2

Example 1. Figure 2 illustrates a ROI query, where s = v1 and e = v5 are the
start and end locations, respectively, K = {k1, k2} specifies two query keywords,
and the distance threshold is L = 8. We have four possible routes as presented in
Table 1. R3 should be pruned because it is not a feasible route (dist(R3) = 9>8).
Other three routes are feasible routes because all of them satisfy the distance
threshold. The final query result is R2 since its score is larger than that of routes
R1 and R4. �

3.2 Problem Complexity

We prove that ROI query problem is NP-hard by a reduction from the Hamil-
tonian Path (Ham-Path) problem which is a well-known NP-hard problem. Given
a graph G(V,E), a Ham-Path decides whether there exists a simple path in G
that visits every vertex in V once. First, we define the decision version of ROI
query problem, i.e., Decision-ROI, as follows.

Definition 4 (Decision-ROI). Given a road network G, Decision-ROI decides
whether there exists a path from s to e such that its length is at most L and its
score is at least X, where X is a float number and X ≥ 0. �

Then, we have the following theorem.

Theorem 1. Decision-ROI problem is NP-hard. �

Proof. The theorem can be proved by a reduction from Ham-Path problem to
Decision-ROI problem. Assume that graph G(V,E) is an instance of Ham-Path
problem and that graph G′(V ′, E′) is an instance of Decision-ROI problem. First,
we convert G to G′. Initially, we let G′ have the same vertices of G, i.e., V =V ′.
If ei,j ∈ E, we set the length and score of each edge ei,j in G′ as |ei,j | = 1 and
S(ei,j) = 1. Otherwise, we have |ei,j | = +∞ and S(ei,j) = 0. Two additional
vertices vs = s and ve = e are added to G′ such that, for any vertex vi ∈ V ′,
|es,i| = |ee,i| =1 and S(es,i) = S(ee,i) = 0. Now we have V ′ = V ∪ {vs, ve}.

We can prove that a Ham-Path problem on graph G is equivalent to a
Decision-ROI problem on graph G′. Concretely, G has a Ham-Path if and only
if there exists a path in G′ from vs to ve such that the length of the path is at
most n + 1 and the total score of the path is at least n − 1. This can be proved
from two aspects as below.
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• If there is a Ham-Path P in G, the number of vertices in P should be n. By
adding vs and ve to the two ends of P , respectively, we can generate a new
path P ′ whose length and score are n + 1 and n − 1, respectively.

• If there is a path P ′ in G′ such that dist(P ′) ≤ n + 1 and S(P ′) ≥ n − 1, the
number of edges in P ′ (except for the edges connected to vs and ve) should
be at least n − 1 because each edge has a score of 1 at most. Therefore, the
total number of edges in P ′ is at least n + 1 if the two edges connected to vs

and ve are counted. Considering that the length of P ′ is at most n + 1 and
each edge has a length of 1, we can conclude that the number of edges in P ′

is n + 1 and the number of vertices in P ′ is n + 2. Thus, a Ham-Path on G is
obtained by removing vs and ve from P ′.

The proof is completed. �

4 An Adaptive Route Sampling Framework

4.1 Overview of the Framework

As ROI query problem is NP-hard, it is impossible to design algorithms with
polynomial time complexity as long as P�=NP. Therefore, it is reasonable to
design approximate solutions for ROI queries. Meanwhile, to overcome the low
efficiency of exact solutions and the low quality of approximate/heuristic solu-
tions, we propose a route sampling framework, as illustrated in Fig. 3, which
adaptively generates query results of different qualities according to the given
response time. Taking as input the road network and a ROI query, the sample
route module generates a feasible route with a certain route sampling method
each time. The current optimal route is updated if the new feasible route has a
larger score. Then, the response time limit is checked. If there is still spare time,
more loops are executed repeatedly to generate new feasible routes. Otherwise,
the current optimal route is returned as the query result.

Actually, this route sampling framework involves two key issues, i.e., sampling
a feasible (i.e., the feasibility issue) and good (i.e., the quality issue) route each
time. We will elaborate these two issues in the following sub-sections.

Fig. 3. The adaptive route sampling framework for ROI queries
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4.2 Sampling a Feasible Route

We sample a feasible route R by starting from s and adding edges sequentially
until the end location e is reached. The challenging issue is how to ensure that R
is feasible. Assume that the current expanding vertex is vi with adjacent vertices
adj(vi), i.e., adj(vi) = {vj |ei,j ∈ E}. After removing those visited vertices, we get
the unvisited adjacent vertices of vi, i.e., adju(vi). Then, a vertex vj is selected
from adju(v) according to selection probability pi,j and concatenated to R to
generate a longer partial route which covers more relevant POIs, where 0 ≤ pi,j ≤
1 and

∑
vj∈adju(vi)

pi,j = 1. The details of pi,j will be elaborated in Sect. 4.3.
However, some vertices from adju(v) may violate the distance threshold. In order
to guarantee a feasible route, the vertex vj selected from adju(v) must survive
from the distance pruning as below.

Lemma 1 (Distance pruning). For any vertex vj ∈ adju(vi), vj can be
selected for route expansion if and only if the following condition holds:

dist(R) + |ei,j | + dist(SR(vj , e)) ≤ L (2)

where R is the partial route from s to vi, |ei,j | is the length of the edge from vi to
vj, and dist(SR(vj , e)) is the shortest distance between vj and the end location
e. �

Proof. The proof is obvious because any vertex vj ∈ adju(vi) satisfying Eq. (2)
can generate a feasible route. �

We record those vertices in adju(vi) surviving from distance pruning of
Lemma 1 as adj′

u(vi). Therefore, the selection of vertices to expand the route
should be constrained by the distance threshold L and we call it selection con-
strained (SC) expansion. Then, we have the following theorem.

Theorem 2. SC expansion can always generate a feasible route. �

Proof. Assume the current partial route and its newly added vertex are R and
vi, respectively. Initially, R = 〈s〉 and vi = s. In each expansion, an adjacent
node vj satisfying Eq. (2) is selected. We can always generate a feasible route
R′ = R ⊕ {vj} ⊕ SP (vj , e) because it satisfies the distance threshold L. Here
x ⊕ y represents a concatenation operation between x and y. �

Example 2. Take the ROI query in Fig. 2 for example. Initially, we have R =
〈v1〉 and adj′

u(v1) = {v2, v3, v4}. Assume that v3 is selected and R = 〈v1, v3〉.
Meanwhile, we have adju(v3) = {v2, v5}. As dist(R) + |e3,2| + dist(SR(v2, e)) =
3 + 2 + 4 = 9>L = 8, we have adj′

u(v3) = {v5}. Finally, a feasible route R =
〈v1, v3, v5〉 is sampled. �

In SC expansion, dist(SR(vj , e)) is computed online. To accelerate this com-
putation, we first conduct a backward expansion from the end location e on the
reverse graph of G (generated by changing the direction of each edge in G) to
compute the shortest distances from e to all vertices that are less than L away
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from e. These distances are stored and can be checked quickly during the SC
expansion, thus avoiding the computation of the network distance between vj

and e for each partial route.
The process of feasible route sampling is outlined in Algorithm 1, which

receives as input an ROI query q and returns as output a feasible route R.

Algorithm 1. Sample a feasible route
Input: a ROI query q = (s, e, K, L)
Output: a feasible route R

1 Initialize route R ← 〈s〉 and vi ← s
2 while not reach e do
3 adj′

u(vi) ← ∅
4 foreach vj ∈ adj(vi) do
5 R′ ← R ⊕ {vj} ⊕ SP (vj , e)
6 if vj /∈ R ∧ dist(R′) ≤ L then
7 adj′

u(vi).add(vj)

8 let pi,j be the probability to select vertex vj
9 pick vj from adj′

u(vi) according to pi,j

10 R.add(vj) and vi ← vj

11 return R

4.3 Route Sampling Techniques

Though SC expansion guarantees a feasible route, how to select a vertex from
adj′

u(vi) is not yet tackled because selection probability pi,j is still unknown. The
quality issue depends on the techniques used to compute pi,j . In the following
subsections, we will elaborate different techniques to compute pi,j . Note that,
other route sampling techniques can be also added to the framework without
much effort.

A. Uniform Route Sampling. Straightforwardly, during the expansion, a
vertex can be selected from adj′

u(vi) uniformly, i.e., pi,j = 1
|adj′

u(vi)| . By doing
this repeatedly until the end location e is reached, a feasible route is generated.

Example 3. Take the ROI query in Fig. 2 for example. We start from v1 with the
partial route R = 〈v1〉. Initially, by Lemma1, we have adj′

u(v1) = {v2, v3, v4}.
Then, a vertex is selected from adj′

u(v1) randomly with equal probability. We
assume v2 is selected and R = 〈v1, v2〉. Next, we have adju(v2) = {v3, v5}.
However, v3 is removed because dist(R) + |e3,2| + dist(SR(v2, e)) = 3 + 2 + 4 =
9>L = 8. Therefore, only one vertex is left, i.e., adj′

u(v2) = {v5}. Now, the final
vertex v5 is reached and we get a feasible route R = 〈v1, v2, v5〉 whose score is
S(R) = S(e1,2) + S(e2,5) = 3. �
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B. Prioritized Route Sampling. In uniform route sampling, all vertices in
adj′

u(vi) are selected equally. Therefore, in most cases, we cannot obtain a good
route unless enough number of feasible routes are sampled. Intuitively, a good
route sampling method should give higher priority to those routes with large
scores. However, it is non-trivial to achieve this because we do not have the
whole route before the route sampling is finished. In other words, we only have a
partial route when selecting a vertex from adj′

u(vi). Therefore, selecting vj from
adj′

u(vi) can be done in a greedy fashion. To this end, we define the desirability
of selecting a vertex vj ∈ adj′

u(vi) as below.

ηi,j = 1 +
S(ei,j)

|ei,j | · S+
avg(G)

(3)

where S+
avg(G) is the maximum average score over the whole road network, i.e.,

S+
avg(G) = max

e∈E
Savg(e) = max

e∈E

S(e)

|e| (4)

Then, we compute the selection probability of vj by pi,j = ηi,j∑
vh∈adj′

u(vi)
ηi,h

.

Thus, the scores of adjacent edges are taken into consideration while selecting
the next vertex to expand. Though this is just a local greedy strategy, it improves
the quality of returned routes compared with uniform route sampling, which is
validated in the experiments.

Example 4. Take the ROI query in Fig. 2 for example. We have S(e1,2) =
S(e1,3) = S(e1,4) = S(e4,5) = 1, S(e2,3) = S(e3,5) = 0, and S(e2,5) = 2. By
Eq. (4), we have S+

avg(G) = 0.5. Initially, we start from v1 with route P = 〈v1〉
and have adj′

u(v1) = {v2, v3, v4} by Lemma 1. Particularly, for vertex v2, we have

η1,2 = 1 +
S(e1,2)

|e1,2| · S+
avg(G)

= 1 +
1

4 ∗ 0.5
= 1.5

In such a way, we have η1,3 = η1,4 = 1.67. Further, we have

p1,2 =
η1,2∑

vh∈adj′
u(v1)

ηi,h
=

1.5

1.5 + 1.67 + 1.67
= 0.31.

Similarly, we have p1,3 = p1,4 = 0.345. Then a vertex is selected from adj′
u(v1)

according to the computed probability pi,j . Without loss of generality, we assume
v2 is selected and R = 〈v1, v2〉. Next, we have adju(v2) = {v3, v5}. However, v3
is removed due to the distance violation as discussed previously. Therefore, only
one vertex is left, i.e., adj′

u(v2) = {v5} and we have p2,5 = 1. Now, the final
vertex v5 is reached and we have a feasible route R = 〈v1, v2, v5〉 whose score is
S(P ) = S(e1,2) + S(e2,5) = 3. �

C. Dynamic Prioritized Route Sampling. To take advantage of previously
sampled routes, we further propose dynamic prioritized route sampling tech-
nique, which adjusts the selection probability pi,j dynamically according to the
knowledge of sampled routes. Assuming that a set of routes have been sampled
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by using the prioritized route sampling, different strategies to update pi,j are
elaborated below.

DPri-Sample 1. Intuitively, as more and more routes are sampled, the prob-
ability to obtain better routes increases. Therefore, for each edge ei,j ∈ R, we
update its desirability by η′

i,j = ηi,j

1+R(ei,j)
, where R(ei,j) is the number of sam-

pled routes that pass edge ei,j . Accordingly, pi,j is adjusted as below.

pi,j =
ηi,j/(1 + R(ei,j))

Σvh∈adj′
u(vi){ηi,h/(1 + R(ei,h))} (5)

DPri-Sample 2. Intuitively, we tend to travel these edges covered by routes of
high scores. Therefore, we increase the desirability of an edge ei,j with respect
to the scores of those routes that travel through ei,j , i.e.,

pi,j =
ηi,j · (1 + Σm

k=1Δτk
i,j)

Σvh∈adj′
u(vi)ηi,h · (1 + Σm

k=1Δτk
i,h)

(6)

where Δτk
i,j is the increase ratio contributed by the k-th route Rk and computed

with the follow function.

Δτk
i,j =

{
S(Rk)

dist(Rk)·S+
avg(G)

if route Rk travels on edge ei,j

0 otherwise
(7)

where S(Rk) is the score of route Rk and S+
avg(G) is the maximum average score

over the whole road network computed by Eq. (4).

DPri-Sample 3. Instead of updating pi,j once a feasible route is sampled, we
update pi,j when a set of m′ routes have been sampled. Thus, pi,j is computed
as below.

pi,j =
ηi,j · τi,j

Σvh∈adj′
u(vi)(ηi,h · τi,h)

(8)

where the increase ratio τi,j is adjusted by τ ′
i,j = (1 − ρ) · τi,j + Σm′

k=1Δτk
i,j and

ρ ∈ [0, 1]). Initially, we have τi,j = 1 for all edges ei,j .

D. Quality Analysis. Assuming the maximum degree of vertices in road net-
work G is d, in the worst case, the number of feasible routes is |RL(s, e)| = d

L
Lmin ,

where Lmin is the length of the shortest edge in G. For simplicity, we use ζ to
denote d

L
Lmin . In uniform sampling, each feasible route has the equal probabil-

ity to be sampled. Therefore, in each iteration, the probability that the optimal
path is selected is Pr{R∗} = 1

ζ . After I iterations, the probability that we can
obtain the optimal route is 1 − (1 − 1

ζ )I . To guarantee that the probability that
we obtain the optimal result is larger than (1 − ε), ε ∈ (0, 1), the number of
iterations should be I ≥ logε

log(ζ−1)−logζ . The analysis of other sampling methods
are similar, thus being omitted for saving space.
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5 Experiments

5.1 Data Sets and Setup

We use three real datasets, i.e., the road networks and POIs of Dublin, Beijing
and London. All these datasets are extracted from OpenStreetMap (OSM)1. The
details of three datasets are presented in Table 2.

Table 2. Statistics of three data sets.

Data sets #vertices #edges #PoIs

Dublin (DL) 62,975 82,730 5,297

Beijing (BJ) 46,029 62,778 21,192

London (LN) 209,045 282,267 34,341

In our experiments, the performance of three route sampling schemes i.e., uni-
form route sampling (Uni), prioritized route sampling (Pri), and dynamic prior-
itized route sampling (DPri) are evaluated. We use DPri1, DPri2 and DPri3 to
denote the three different update strategies in DPri. In addition, we revise one
heuristic algorithm termed Nearest Neighbor Heuristic (NNH) in [11] to process
ROI query and use it as a baseline. NNH expands from the start location s, and
selects the nearest POI containing query keywords to expand until the distance
threshold L is used out.

We generate 50 ROI queries for each data set. The two query locations of
each query are randomly selected from vertices V , and query keywords are ran-
domly selected from the corresponding vocabulary built based on the textual
description of POIs. The average score of returned routes for 50 ROI queries
is used as the metric to evaluate the performance of solutions. Note that the
response time is implicitly evaluated since it is an adjustable parameter in our
solution.

The settings of used parameters are summarized in Table 3 with their default
values in bold font. We use London dataset as the default dataset if no specific
statement. |V (s, e)| denotes the number of vertices whose sum distance to two
query locations, i.e., s and e, is less than the distance threshold L. |V (s, e)|
is computed with two expansions from s and e, respectively. In addition, the
distance threshold of each ROI query is specified with a certain deviation from
dist(SR(s, e)).

5.2 Experimental Results

Varying parameters in DPri3: Figure 4 illustrates the average scores of 50
ROI queries over London dataset with T = 1 second while varying the parame-
ters m′ and ρ. As suggested by Fig. 4(a), the optimal value of m′ is 0.03*|V (s, e)|.
1 https://www.openstreetmap.org/.

https://www.openstreetmap.org/
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Table 3. Parameters and their default values in experiments.

Parameters Meaning Values

m′ number of sampled routes

to update pi,j

{0.005, 0.01, 0.02, 0.03, 0.05, 0.1, 0.3, 0.5}* |V (s, e)|

ρ the decrease ratio in DPri3 0.01, 0.05, 0.1 0.2, 0.3, 0.4, 0.5

L distance threshold {1.2, 1.3, 1.4, 1.5, 1.6}*dist(SR(s, e))

T response time limit 1, 3, 5, 7, 9 (s)

A smaller m′ will degrade DPri3 to the Pri sampling while a larger m′ will
slow the update of pi,j , thus reducing the efficiency of route sampling. Another
parameter used in DPri3 is the decrease ratio ρ which should be set to 0.2, as
suggested by Fig. 4(b). A smaller value than 0.2 results in a quick increase of pi,j

for frequently visited edges while reducing the chance to explore unvisited edges.
On the contrary, a larger value than 0.2 will weaken the impacts of previously
sampled routes.
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Fig. 4. Varying parameters in DPri3.

Comparing Different Route Sampling Methods: Figure 5 illustrates the
performance of different route sampling methods on three datasets. Pri outper-
forms Uni because it considers the scores of edges rather than selecting edges
uniformly. DPri1 does not achieve a better performance than Pri because it
greatly reduces the chances to visit those edges that have been visited many
times before. However, these edges may still lead to some optimal routes. Dif-
ferently, both DPri2 and DPri3 achieve a better performance than other route
sampling methods. Particularly, the scores of query results returned by DPri3
are much better than that of other route sampling methods. Therefore, to sim-
plify the presentation, we only report the results of DPri3 for dynamic prioritized
route sampling in the following experiments.

Varying Response Time: Figure 6(a) illustrates the results of ROI query while
varying the response time limit. For Uni, Pri, and DPri3, the average scores
of query results gradually increases with the increase of response time limit.
Actually, given a response time large enough, the route sampling framework can
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Fig. 5. Comparing different route sampling methods on three different data sets.

find results with very high quality. The query results obtained by NNH keep
the same while varying the response time limit because it only selects one route
greedily as the query result.
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Fig. 6. Varying response time limit, distance dist(SR(s, e)), and distance threshold L.

Varying Distance dist(SR(s, e)) and Distance Threshold L: We generate
20 distance intervals from 0 Km to 20 km with a distance span of 1 km. For each
distance interval, we randomly generate 50 ROI queries such that dist(SR(s, e))
is within the corresponding distance interval. According to Fig. 6(b), the average
score increases with the increase of dist(SR(s, e)) and DPri3 achieves a much
better performance than Uni, Pri, and NNH. Figure 6(c) illustrates the query
results while varying the distance threshold L. As suggested by Fig. 6(c), DPri3
still has the best performance.

6 Conclusion

In this paper, we study the ROI query which retrieves a route according to users’
keywords described interest. The returned route should cover the most relevant
POIs while has a length less than a distance specified. To efficiently solve ROI
query problem, we proposed an adaptive route sampling framework with a suite
of route sampling techniques to generate query results according to the given
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response time. Though ROI query in this work focuses on road networks, it can
also find applications in other scenarios, e.g., route searching in shopping malls
and theme parks.
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Abstract. Vehicles are generating more and more trajectories, which
are expensive to store and mange. Thus it calls for vehicular trajec-
tory compression techniques. We propose a semantic-aware compression
framework that includes two steps: Map Matching(MM) and Seman-
tic Trajectory Compression(STC). On the one hand, due to measure-
ment errors, trajectories cannot be precisely mapped to real roads. In
the MM step, we utilize multidimensional information(including distance
and direction) to find the most matching roads and generate aligned tra-
jectories. On the other hand, some unnecessary points in trajectories can
be reduced based on the roads. In the STC step, we extract a set of cru-
cial points from the aligned trajectory, which capture the major driving
semantics of the trajectory. Meanwhile, our decompression method is
fairly lightweight and can efficiently support various applications. Empir-
ical study shows that MM achieves high matching quality, STC achieves
more than 8 times compression ratio, and decompression is efficient on
real datasets.

1 Introduction

The advancement of vehicle positioning techniques have produced high-volume
trajectory data. A vehicular trajectory is a sequence of discrete locations at
sampling time, reporting instant position, velocity, direction, etc., of the vehicle.
A growing number of applications have been proposed to utilize trajectory data,
e.g., frequent path finder [11], taxi pick-up recommending system [13], data
management for traffic analysis [3] and adaptive trajectory storage [4].

However, raw GPS trajectories are not instantly usable because: (1) The
measurement error of GPS devices calls for Map Matching, i.e., fitting raw
trajectories into the underlying road networks; (2) The sampling error due to
transmission failure causes unstable sampling rate, making it hard to tell the
exact route; and (3) The huge volume of trajectories makes the management
and processing expensive, calling for Compression algorithms.

A number of map matching [1,2,10,17] and trajectory compression [5,8,9,
15] algorithms have been proposed separately. However, current map matching
techniques do not care about compression while existing compression algorithms
rarely take into consideration urban road networks constraining running vehicles.
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 124–136, 2016.
DOI: 10.1007/978-3-319-39937-9 10



Semantic-Aware Trajectory Compression with Urban Road Network 125

To alleviate these problems, we combine the two processes to effectively compress
massive vehicular trajectories, producing standardized(fit into the road network)
and lightweight(less storage) trajectories.
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Fig. 1. A running example

Our map matching(MM) process has two steps: point-to-vertex matching
and semantic alignment. In the first step, we exploit self-semantic of a single
sample point p to find p’s matching road vertex, i.e., distances and direction
angle differences of p to potential matching road edges. Figure 1(a) presents a
fragment of road network where roads are denoted by dotted lines. The solid line
from the lower left corner to the upper right corner represents a raw trajectory T ,
and dots along T are sample points(|T | = 8). Each sample point of T is mapped
to a vertex(the black dots) in the road network to form an aligned trajectory
Taln (|Taln| = 7) in Fig. 1(b). In the second step, as Taln may not be well fit to
the road network(e.g., not fully connected), we fit Taln to the underlying road
network using correlative-semantic of adjacent points in Taln and construct the
semantically aligned trajectory Tnet (|Tnet| = 9) in Fig. 1(c).

In the compression(STC) process, we propose to maintain the core seman-
tics of trajectories for storage reduction, where the compressed trajectories are
represented as a list of crucial points, such as street intersections, road turning
points, etc., plus the beginning and end of the trajectory. After STC, T is finally
compressed to Tcomp (|Tcomp| = 5) in Fig. 1(d). On average, STC can eliminate
more than 80 % of raw points(Sect. 6).

Many real applications, e.g., location-based services, require to efficiently
decompress the compressed trajectories for instant feedback. Under our semantic
settings, the recovery of trajectories is efficient as we can easily retrieve the
travelled roads to restore the trajectory within the road network.

In summary, we make the following contributions:

– We propose a method to fit raw trajectories into urban road networks using
single and correlative semantics, effectively revealing the actual traces and
eliminating the measurement and sampling errors by GPS devices.

– We devise an efficient semantic trajectory compression algorithm, achieving
high compression ratio even with average quality digital maps; meanwhile,
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the decompression recovers the original trajectory to the minimum loss ratio,
facilitating applications such as online query answering.

– We combine a set of practical metrics to form a benchmark of evaluating
trajectory compression algorithms both physically and semantically. Exper-
imental results on real-world datasets show that our methods achieve high
quality and good performance, and scale well.

The rest of the paper is organized as follows. Section 2 formally defines the
problems and reviews related work. Sections 3, 4, 5 present our solution and
algorithms in details. Section 6 experimentally evaluates the performance of our
algorithms on real datasets. Finally, Sect. 7 concludes the paper.

2 Preliminaries

2.1 Problem Formulation

Before we formally define the problems of map-matching and semantic trajectory
compression/decompression, we first introduce some concepts.

Definition 1 Road Network. A road network is a directed graph G(V,E),
where V = {vi(xi, yi)} is the set of vertices, a vertex vi is represented by a pair
of latitude xi and longitude yi; and E = {ej(vk, vm)} is the set of edges which
are road fragments directly connecting vertices in V .

Definition 2 Trajectory T . A trajectory is a sequence of historical locations of
a vehicle, T = {pi(li, ti, spdi, headi) | 1 ≤ i ≤ |T |}, where li = (xi, yi) represents
the latitude xi and longitude yi of the vehicle at time ti, spdi is the instantaneous
speed, headi is the angle of driving direction to north clockwise, and the size of
the trajectory, |T |, is the number of sample points in T .

Road edges are generally rather short in a digital map(within 50 m on aver-
age in our settings) and the vertices are rather dense. Thus we can map each
trajectory point to a uniquely aligned road vertex and get an aligned trajectory,
then construct a semantically aligned trajectory by connecting vertices by edges.
We take into consideration both the instant driving direction of certain sample
point and its distance to vertices when choosing the aligned vertex.

Definition 3 Aligned Vertex valn. A road is a potential matching road
of a sample point p if p’s driving direction and the direction of the tangent line
to p’s closest point on the road is within an angle threshold α. The potential
matching road with the minimum distance to p is called the optimal matching
road, on which the closest vertex to p is called the aligned vertex of p.

Definition 4 Aligned Trajectory Taln. Taln = {(vi, ti, spdi, headi) | 1 ≤ i ≤
|Taln|} is the aligned trajectory of T , where vi is the aligned vertex of pi.

The aligned vertices in Taln of two neighboring points in T may not be
directly connected by certain edges in the road network, so we need to find the
connecting path. To this end, we define semantically aligned trajectory.
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Definition 5 Semantically Aligned Trajectory Tnet. Tnet is a sequence
of points fully connecting points in Taln with road edges. Tnet =
{(vi, ti, spdi, headi) |1 ≤ i ≤ |Tnet|}, where vi(xi, yi) is (1) an aligned vertex
of some point in T ; or (2) a vertex along the shortest path between two adjacent
aligned vertices in Taln.1

In the semantically aligned trajectory Tnet, some points can be omitted. For
example, in Fig. 1(c), v6 on the light blue road can be omitted, because if we
know that the car has gone through the light blue road, it must pass by v6. In
contrast, v5 and v7 are crucial and should be reserved, otherwise we can not
induce which road to go from v4. Thus the STC tries to preserve only crucial
points in a semantically aligned trajectory Tnet.

Definition 6 Crucial Point. A point pcr in a semantically aligned trajectory
Tnet is a crucial point if: (1) pcr and its predecessor point p′

cr or its successive
point p′′

cr are on different roads in the road network G; or (2) the angle difference
between lines p′

crpcr and pcrp′′
cr is less than a predefined bound β.

Definition 7 Semantically Compressed Trajectory Tcomp. Tcomp is a sub-
set of a semantically aligned trajectory Tnet, where each point is a crucial point.

Now we formalize the problems we tackle in this paper.

Map Matching(MM). Given an original trajectory T , find the semantically
aligned trajectory Tnet in the road network G that reveals the real route of T .

Semantic Trajectory Compression(STC). Given a semantically aligned tra-
jectory Tnet, compress the trajectory to only contain semantically crucial points,
aiming to achieve the minimal storage requirement.

Semantic Trajectory Decompression(STD). Given a semantically com-
pressed trajectory Tcomp, restore the trajectory within the constraint of the road
network, aiming to maximize both physical and semantical similarities to Tnet.

2.2 Related Work

We review related work on map matching, trajectory compression and explo-
ration of semantics of trajectories.

Map Matching. In [1] the Fréchet distance is used to measure the similarity
of a line segment pattern(the trajectory) to certain part of a geometric graph as
a bigger pattern(a digital map). The time complexity is O(mn log2 mn), where
m and n are the number of edges and vertices of the map. Brakatsoulas et al. [2]
1 If an element ei in Tnet is an aligned vertex to a sample point p, then the timestamp,

speed and heading of ei are directly copied from p; otherwise, ei is along the Dijk-
stra path between the vertices of two samples pi and pi+1, these information are
interpolated accordingly. If more than one sample points are aligned to ei, we use
the mean values these points to assign the timestamp, speed, etc. to ei.
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propose incremental and global matching strategies. The incremental method
uses a “look ahead”strategy, and it runs in O(nal+1) time, where n is the num-
ber of sample points, a is the adjacent road edges to each point and l is the
number of edges in the look-ahead strategy. The global algorithm extends [1]
with average and weak Fréchet distance to handle outliers. The time complex-
ity is O(mn log mn). The algorithms of [1] and [2] haven’t been tested on real
datasets. Yin et al. [17] use the Dijkstra’s shortest path to measure the dis-
tance between a trajectory and a list of road edges in the network. The path
of the smallest distance then constitutes the matching route. Lou et al. [10] try
to complement the missing route for low-sampling-rate trajectories. Candidate
edges with small distance and high relative distance ratio are chosen to the
map-matched trajectory. The time complexity is O(nk2m log m + nk2), where k
is the maximum number of candidate for a sampling point. Our MM algorithm
is agile because it examines self-semantic of a single trajectory point to ensure
the simplicity; meanwhile, the correlative-semantic of point pairs are utilized to
guarantee that the inter-relationship between adjacent sample points facilitate
the accuracy when revealing the actual trace.

Trajectory Compression Compression by Line Simplification. Initial
works adopt the line simplification methodology [5,7,12]. Points are preserved if
their removal will significantly influence the physical form of trajectories. Quality
of compression can be measured by the Euclidian Distance(ED) between origi-
nal and compressed trajectories; or Synchronized Euclidian Distance(SED) if the
temporal factor is considered. The Douglas-Peucker(DP) algorithm [5] repeat-
edly removes points if the maximum ED between original and compressed tra-
jectories is within a given threshold. DP could not handle the temporal feature.
Using SED instead, the Top-Down Time Ratio [12] overcomes the limitation. The
Opening Window algorithm [7] uses a sliding window to discard the maximum
number of points that would not incur a spatial error within a threshold.

Compression using Speed and Direction. Dead Reckoning [16] keeps both
coordination and velocity of a point p, and removes any subsequent points if
their locations can be calculated from p, with a given SED. The first point p′

after p in T that can not be estimated in this way is kept, until the end of T .
Direction-Preserving Trajectory Simplification [8] uses the direction information
of a trajectory to form more meaningful compressions to assist Map Matching
and other applications. In [9] an improved solution is proposed to minimize the
spatial error while achieving a pre-defined simplification size.

Advanced Compression Algorithms. MMTC [6] proposes to solve trajec-
tory compression problem combined with map matching, on-line and off-line.
The MM step uses Network distance to measure the similarity between trajec-
tory fragments and roads. The TC step is a cost-optimization problem adopting
the Minimum Description Length principle. PRESS [15] separately compresses
the spatial and temporal dimensions of trajectories. The Huffman encoding of a
shortest path travelled between two nodes in the road network is used to reduce
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the storage. The temporal dimension is denoted as the travelled distance till
time ti, albeit “this representation is storage consuming”[15]. Time Synchro-
nized Network Distance and Network Synchronized Time Difference are used to
bound the inaccuracy introduced by compression. In contrast, our STC algo-
rithm compresses the temporal and spatial information together and does not
need to separate these two dimensions. Experimental results(Sect. 6) show that
our algorithm achieves higher compression ratio while maintaining nice data
quality.

Semantics of Trajectories. The algorithm in [14] aims to reduce the storage
of human movement traces constrained in urban transportation networks. It
maintains reference points to represent the semantics of a short trip by a person.
Their decompression process requires an iterative probing step to find the actual
road taken. The applicability is different from ours in that this algorithm deals
with relatively high sampling rate, low speed and short (both the duration and
distance travelled) trajectories generated by human, while our algorithm tackles
massive long-lasting vehicle trajectories with uncertain sampling rates.

3 The Two-Step Map Matching (MM)

We use two steps, namely the point-to-vertex matching(Sect. 3.1) and seman-
tic alignment(Sect. 3.2) to fit raw trajectories into road networks and get the
connected path travelled.

3.1 Point-to-Vertex Matching

The point-to-vertex matching aims to produce the aligned trajectory Taln for a
raw trajectory T by finding the aligned vertex for each sample point of T . For
each trajectory point pi, the algorithm uses a circle c of radius r centered at pi
to construct the candidate set Si of potential matching edges to pi (note initial
radius value does not impact the matching result). For each road edge ej within
or intersecting c, if its angle difference to pi’s direction is within a threshold α,
ej is added to Si. If Si is empty, we enlarge the searching circle by doubling
its radius util some edge satisfying both the angle and distance conditions are
added into Si. Then the edge in Si with the minimal distance to pi is selected as
pi’s matching edge eopt, and eopt’s closer vertex to pi is the aligned vertex of pi.

Algorithm 1 shows the pseudo code. In line 6, procedure GetCandidates
finds all edges with angle difference no more than α to point pi’s direction in the
searching circle c. Once a non-empty set Si is constructed, procedure MinDist
in line 10 returns the edge in Si with minimal distance to pi.

Figure 1(b) illustrates how the point-to-vertex matching works. For sample
point p4, its searching circle encloses three roads(pink, green and red), but the
horizontal red road is not added to S4(candidate set of p4) as its angle difference
to p4 exceeds given threshold. So S4 contains two vertical roads, the green one
to the right is closer to p4, thus its closer vertex v3 is p4’s aligned vertex.
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Algorithm 1. Point-to-Vertex
Match

Input: Raw trajectory T , road network

G(V, E), angle diff. threshold α

Output: Aligned trajectory Taln of T

1 begin

2 Taln = {};

3 for each raw sample point pi do

4 Si = {}, construct circle c with r0;

5 while (Si is empty) do

6 Si = GetCandidates(pi, c, α);

7 if (Si is empty) then

8 enlarge c: r = 2 ∗ r;

9 else

10 eopt = MinDist(Si, pi);

11 break;

12 vi = eopt’s closer vertex to pi;

13 Taln = Taln ∪ {vi};

14 return Taln;

Algorithm 2. Semantic Align-
ment

Input: Point-to-vertex matched trajectory

Taln, road network G(V, E)

Output: Semantically Aligned trajectory

Tnet of T

1 begin

2 Tnet = {};

3 for unconnected points vi, vi+1 in Taln

do

4 vmid = midpoint of vi and vi+1;

5 d = length(vivi+1);

6 while (sp(vivi+1) is incomplete) do

7 construct circle c with d, vmid;

8 sp(vivi+1) =

ShortestPath(c, vi, vi+1);

9 d = 2 ∗ d;

10 Li = vertex list of sp(vivi+1);

11 Tnet = Tnet ∪ Li;

12 return Tnet;

3.2 Semantic Alignment

Adjacent vertices in the aligned trajectory Taln may not be directly connected on
the road network, thus we need to construct the whole traveling trace. Assuming
the shortest path is taken between unconnected aligned vertices of successive raw
sample points, we propose an efficient localized Dijkstra algorithm to identify
the fully-connected semantically aligned trajectory Tnet. Our localized algorithm
searches over a much smaller area than the whole road network G checked by
the global Dijkstra algorithm.

For two unconnected adjacent vertices vi and vi+1 in Taln, we find the shortest
path sp(vi, vi+1) as follows: we construct the searching area as a circle centered
at the midpoint vmid of line vivi+1, with the diameter set to the length of vivi+1.
Then we use the Dijkstra algorithm to find sp(vi, vi+1) using road edges covered
by c. If sp(vi, vi+1) can not be found, we double the diameter of c repeatedly util
sp(vi, vi+1) is established. Connecting all neighboring vertices in Taln in such
manner, we get the semantically aligned trajectory Tnet. Algorithm 2 shows the
pseudo code.

Lemma 1 establishes the validity of our localized Dijkstra algorithm.

Lemma 1. A Dijkstra shortest path between two adjacent points in Taln always
exists. (Proof is omitted due to space limits.)

In Fig. 1(c), to find sp(v3, v4) where v3 and v4 are aligned vertices of p4 and
p5, we use the midpoint vmid of v3v4 as the center and the length of v3v4 as the
diameter to circle the searching area c. As sp(v3, v4) = (v3, v31, v32, v4) exists in
c, the construction is done. The rest of Taln are processed similarly.

4 The Semantic Trajectory Compression (STC)

STC utilizes two types of semantics: geometry and street semantics. In geom-
etry compression, it uses road segments to tell if certain points in Tnet can be
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omitted. A road segment is a sequence of continuous road edges of similar direc-
tions(e.g. ±5◦ to due north), it can be part of a real road or a whole road.
Geometry compression only preserves end points of a road segment and gen-
erates the intermediately compressed trajectory Ttmp. If a road name to road
edge mapping relationship M is available, in the street compression, we use M
to remove points in Ttmp that are not start/end of certain road or intersections,
and output the compressed trajectory Tcomp.

It is noteworthy that the compression performance is influenced by the qual-
ity of the underlying digital road map. Consider two copies of the road network
of Beijing, Gs with 58,624 vertices and 130,714 edges is a sparse network used
by [10], Gd with 1,285,215 vertices and 2,690,296 edges is ours. The edge number
of Gd is 20.6 times that of Gs. First, the sizes of map-matched trajectories are of
different orders of magnitude even under the same MM algorithm. E.g., a sample
trajectory T has 97 points in Gs and 3,105 points in Gd after MM. Second, the
more edges a road network has for the same street, the easier to compress trajec-
tories. This is because the aligned trajectory has much more edges in the denser
network than in the sparser network, and a greater portion of each aligned tra-
jectory can be discarded to generate the compressed trajectory. Using geometry
and street compression, our STC algorithm effectively overcomes this network
quality issue, since only core semantics are reserved(Sect. 6.2). Algorithm 3 gives
the pseudo code.

Algorithm 3. STC
Input: Road network G(V, E), road name to

road edge mapping M, aligned traj.
Tnet = {v1, v2, . . . , v|Tnet|}, angle
difference bound β

Output: Semantically compressed Tcomp

1 begin

2 Ttmp = {v1};

3 for (each vi(2≤i<|Tnet|) in Tnet) do

4 if (Angle(vi−1vi, vivi+1) < β) then

5 Ttmp = Ttmp ∪ {vi};

6 Ttmp = Ttmp ∪ {v|Tnet|};

7 Tcomp = {v1};

8 for (each vj(2≤j<|Ttmp|) in Ttmp) do

9 if vj−1 and vj on diff. roads then

10 Tcomp = Tcomp ∪ {vj};

11 Tcomp = Tcomp ∪ {v|Ttmp|};

12 return Tcomp;

Algorithm 4. STD
Input: Road network G(V, E),

Tcomp = {v1, v2, . . . , v|Tcomp|}
Output: Recovered traj. Trec in G

1 begin

2 Trec = {}, i=1;

3 for (each vi(1≤i<|Tcomp|) in Tcomp) do

4 if (vi and vi+1 on same road) then

5 Srec = FetchRoad(vi, vi+1);

6 else
7 Srec = RecoverPath(G, vi, vi+1);

8 Trec = Trec ∪ Srec;

9 return Trec;
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Fig. 2. The semantic trajectory compres-
sion

In the geometry compression
(Algorithm 3 lines 2–6), STC uses an
angle bound β(e.g., 160◦) to test if a
sequence of continuous vertices in Tnet

belong to the same road segment. Procedure Angle in line 4 returns the angle
formed by lines vi−1vi and vivi+1. In Fig. 2(a), the map-matched trajectory
|Tnet| = 9, the part from v1 to v3 is on the red road, v3 to v4 on the green
road, v4 to v5 on the black road, and v5 to v7 on the blue road. For v2, as
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Angle(v1v2, v2v3) > β, v2 is discarded. For v3, Angle(v2v3, v3v31) < β, we take
that the trajectory may have taken a turn at v3 on the road network, thus v3 is
reserved in Ttmp. Similarly, v32 and v6 are discarded. After geometry compres-
sion, Ttmp = {v1, v3, v31, v4, v5, v7} with |Ttmp| = 6 in Fig. 2(b).

In the street compression(Algorithm 3 lines 7–12), we explore the possi-
bility to extremely squeeze Ttmp into containing only the start/end vertices of
each real-world street it traverses. For vertices that are not on the same road
to its predecessor, it is added to Tcomp (lines 8–10), otherwise it is discarded.
In Fig. 2(c), since v31 is on the same road to v3, v31 is removed from Ttmp. The
final compression result Tcomp = {v1, v3, v4, v5, v7} with |Tcomp| = 5.

5 The Semantic Decompression (STD)

Before STC, MM places the shortest paths between unconnected vertices in
Taln to produce Tnet; reversely, STD finds the local Dijkstra shortest paths for
neighboring points in Tcomp. Since we have the heading direction for each point
in Tcomp, we do not need to probe which direction to take if there are more
than one outgoing edges from the aligned vertex. In contrast, the method in [14]
stores a description of a reference point in the compressed trajectory, it has to
recursively test which edge to go until the next reference point is reached. In
addition, if adjacent points in Tcomp are in the same road, STD simply fetches
the part of the road between these two points to recover the trajectory. For
example, in Fig. 2(c), v3 and v4 are on the same green road, so we fetch all
edges from v3 to v4 to recover the aligned trajectory fragment (v3, v31, v32, v4).
Algorithm 4 shows the pseudo code of STD.

Moving direction of the recovered points are assigned from the direction of the
corresponding road edge. The speed and timestamp are interpolated using the
average speed between two successive points pi = (vi, ti, spdi, headi) and pi+1 =
(vi+1, ti+1, spdi+1, headi+1) in Tcomp assuming constant velocity. For a piece of
recovered trajectory Trec(pi, pi+1) = (pi, pi1, pi2, . . . , pil, pi+1), the speed for each
recovered node pik(1 ≤ k ≤ l) is calculated as: spdik = len(pi, pi+1)/(ti+1 − ti),
where len(pi, pi+1) is the total length of Trec(pi, pi+1). The timestamp tik for pik
is calculated as: tik = ti+(ti+1−ti)/len(pi, pi+1)∗ len(pi, pik), where len(pi, pik)
is the sub total length from pi to pik in the recovered trajectory.

6 Experiments

In this section, we evaluate our proposed methods and report the experiment
results on (1)the quality(i.e., map matching accuracy, compression ratio and
decompression precision); and (2)the efficiency(the running time).

Experimental Setting. All algorithms were implemented in C++. All the
experiments were conducted in a machine with 1.3 GHz Intel Core i5 CPU,
4 GB RAM, running Mac OS X Yosemite 10.10.1.
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Dataset. We used a real road network Gd of Beijing with 1,285,215 ver-
tices(36 MB) and 2,690,296 edges(83 MB). And a real trajectory dataset of
8041 taxies in Beijing, May, 2009, which contained about 12 million trajectories
(7.4 GB). Positional update rate ranged from 10 s to about 5 min.

6.1 Evaluating Map Matching

Evaluation Metrics. (1) Accuracy : the ratio of correctly matched road edges to
total number of road edges in a map-matched trajectory. (2) Similarity : the max-
imum point-to-point distance from the original trajectory to its map-matched
trajectory. (3) Runtime efficiency.

Comparison algorithm. We implemented the state-of-the-art map matching
algorithm in [6] and compared it with our MM algorithm.
Experiment results.

(1) Accuracy. We compared the matching accuracy at different sampling
rates. As the sample rate is unevenly distributed in our real trajectory data, we
selected 1,000 trajectories with 1-min sample rate, and removed certain sample
points to generate three sets of trajectories with sample rate of 2-min/3-min/
4-min. We labelled the map match for these four sets as the ground truth. In
Fig. 3(a) we can see that MM outperformed the matching algorithm of [6], espe-
cially when the sample rate became lower. We also tested the accuracy with-
out specifying a fixed sample rate. Our MM algorithm achieved an accuracy of
81.46 % while the method in [6] had 64.82 % accuracy.

(2) Similarity. In Fig. 3(b), we compared the distribution in percentage of
the maximum deviation from map-matched trajectories to original trajectories.
Under our MM algorithm, 68.94 % of deviation fell into the 40 to 60 m interval,
while more than half(55.22 %) of the trajectories suffered a maximum matching
deviation over 60 m under the algorithm of [6].

(3) Efficiency. In Fig. 3(c), we compared the average execution time of match-
ing trajectories of different sizes onto the road network. While both algorithms
exhibited near-linear growth rate of running time over trajectory sizes, MM ran
faster, because of the efficient matching edge selection technique.
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Fig. 4. Evaluating semantic compression

6.2 Evaluating Semantic Trajectory Compression

Evaluation metrics. (1) Compression ratio: rcomp = |Tnet|
|Tcomp|

. (2) Compression
adaptivity to different qualities of road networks. (3) Runtime efficiency.
Comparison algorithm. We compared our STC method with the state-of-the-
art trajectory compression method PRESS [15].
Experiment results.

(1) Compression Ratio. We compared the maximum, minimum and average
compression ratio of [15] in the left table of Fig. 4. While [15] can achieve a
maximum compression ratio of 8.2, the average compression ratio was around
5.9 times, about 70 % of our STC, which has introduced semantics of trajectories
to guarantee high compression ratio.

Next in the right figure of Fig. 4 we compared the impact of the angle differ-
ence bound β to the average compression ratio in the geometry compression step.
β varied from 140◦ to 175◦ with a 5◦ step. Since a smaller β value grouped more
nodes in a trajectory into one road segment, we can see that the compression
rate decreased as β grew. For β ≥ 155◦, the STC algorithm achieved good com-
pression quality(similarity within 200 m) and compression ratio exhibited minor
improvement when α increased; for β < 155◦, the compression ratio was greatly
raised; however, compressed trajectories differed too much from original trajec-
tories in physical shape, so it was not acceptable. A proper threshold should be
larger than 155◦.

(2) Compression Adaptivity. We tested the correlation of the compression
quality and road network precision levels to verify the effectiveness and stability
of STC. We compared a sparse road network Gs with a dense version Gd (the
table in the middle of Fig. 4). As numbers of vertices and edges reduced, the
aligned trajectory of the same raw trajectory contained less vertices, making
it harder to achieve high compression ratio. The network density shrank about
70 % from Gd to Gs, but STC can still achieve an average compression ratio
around 64 % with Gs to that with Gd, meaning that STC was able to smooth
the impact to the compression ratio caused by the precision of road networks.

(3) Compression Efficiency. The compressing time of STC per single trajec-
tory was always less than 1ms, with the number of points in a map-matched
trajectory varying from 1500 to 15000, exhibiting good efficiency. The time con-
suming step in an MM+STC framework is the map matching process, which
took more than 99 % of the execution time.
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6.3 Evaluating Semantic Trajectory Decompression

Evaluation metrics. (1) Accuracy : the ratio of correctly recovered edges to
total number of edges in the ground truth. (2) Similarity : the maximum point-
to-point distance from original trajectory to the recovered trajectory Trec. (3)
Runtime efficiency.
Experiment results. As there are little work quantitatively evaluating the
performance of a decompression algorithm, we only present the result of our
own. We did not group different sample rates since our STD algorithm was able
to handle varying sample rates.

(1) Accuracy. STD achieved satisfying performance with maximum of
83.77 %, minimum of 67.20 %, and 77.12 % average accuracy.

(2) Similarity. In Fig. 5(a), we evaluated the distribution in percentage of
the maximum deviation from the recovered trajectories to the original ones.
Positional deviation caused by decompression is within acceptable error level,
meaning that the decompression can produce practical result.
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Fig. 5. Evaluating decompression

(3) Efficiency. The average execution time of decompression increased near
linearly to the size of trajectories. Tcomp may contain more nodes than T as T
was sometimes sparsely sampled, thus the step to find the Dijkstra shortest path
in two adjacent nodes in Tcomp took less time as the searching area was smaller
than that for T under the MM algorithm. Figure 5(b) shows the details.

7 Conclusion

In this paper, we have studied the map matching and semantic trajectory com-
pression problems. We proposed to effectively combine the matching of trajecto-
ries into road networks and the semantic compression to reduce storage require-
ment. We also devised an efficient semantic decompression method. Experimen-
tal study on real datasets verified the validity and efficiency of our algorithms.
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Abstract. With the wide application of GPS-enabled electronic devices,
huge amounts of positional information data have been accumulated, so
that it’s critical to discover inherent knowledge from such massive data.
In this paper, we address this topic by proposing two issues, including
how to discover the underpasses for pedestrians to cross the roads, and
how to discover the tunnels providing passageways for vehicles. Sub-
sequently, we propose a three-step framework to deal with the issues,
including an incremental clustering phase, a sub-trajectory detecting
phase and a cluster filtering phase. Experiments upon real-life data sets
demonstrate the effectiveness and efficiency of the proposed framework.

1 Introduction

With the rapid development of the location-based technology and the popular
use of GPS-enabled electronic devices, people’s lifestyle has been changed pro-
foundly. Researchers have extracted intelligence and communal behaviours from
such large amounts of positional data to obtain a better understanding of the
underlying dynamics of an individual, a community, or a city. It enables many
innovative applications in traffic management, city planning, disease contain-
ment, etc.

Today’s commercially available digital maps have achieved an accuracy in the
range of a few to a few ten meters as well as a coverage for the major highway
road network and urban regions that enables useful automotive applications,
e.g., navigation and route guidance systems. However, the digital map may be
incomplete due to the following reasons. First, after the map being publication,
there may be some existing roads being blocked for maintenance or some new
roads just coming into service which results in missing some latest information
on the map. Second, the digital map in use may only contain specific informa-
tion for the current application, and it may not contain some other important
information. Instead of the expense of a complete road survey, GPS trajectory
data can be utilized to generate entirely new sections of the road map at a frac-
tion of the cost. Researches in [2–10] have found some road information from
trajectories effectively, e.g., the road centerlines, the road intersections and so on.

c© Springer International Publishing Switzerland 2016
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In general, there are two main types of underground roads: underpasses and
tunnels. The underpass is an important kind of pedestrian crossing facility built
near the major urban roads that facilitates easing traffic congestion and pro-
tecting pedestrians’ safety. The tunnel is a passage for vehicles, which is usually
built under the ground, through a hill, under the sea or underneath a railway or
another road in metropolitan areas. In underground roads, environment and illu-
mination have a great impact on the legibility of the traffic signs. A digital map
with underground road information can remind drivers to slow down and turn on
the headlights before entering tunnels, and it can also inform drivers which tun-
nel exit they should choose. However, due to some reasons, newly-constructed
underground roads are not updated timely in the digital map. What’s more,
the road network of a city can’t be easily gained. Hence, how to discover the
underground roads without road network in a city remains a big challenge.

(a) through the underpass (b) through the tunnel

Fig. 1. Two trajectories through the underground roads

Fortunately, the difference of users’ trajectories inside and outside the under-
ground provides us a way to discover the underground roads in a city. Figure 1(a)
shows the walking trajectory of a person going through an underpass (between
points 5 and 6). Every red dot represents a GPS point in the trajectory. Obvi-
ously, for the points from 1 to 5, and from 6 to 14, the gap between each pair
of consecutive points is similar and is significantly shorter than the gap between
points 5 and 6 comparably. The same situation is shown in Fig. 1(b). The rea-
son behind is that the GPS-enabled electronic devices cannot receive signals
when the user is going through the underground roads. As shown in Fig. 1, the
gaps between every pair of consecutive points before entering or after exiting an
underground road are similar, because the user was moving on the ground and
the GPS-enabled devices can receive signals normally.

It doesn’t seem difficult to discover the underground roads when the GPS
devices always work well and all users move at the same speed all the time.
However, such hypothesis cannot hold in real applications due to the following
two reasons. First, the signals in urban canyons are weak and imprecise. Sec-
ond, each user may change the speed very frequently, so that the gaps between
two consecutive points vary a lot. Additionally, without the road network, we
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can’t apply map-matching algorithm to the trajectories and even we can’t judge
whether a person was crossing a road or not. Hence, discovering the underground
roads without road network is indeed non-trivial.

Till now, there’s abundant work on mining trajectory data. However, to the
best of our knowledge, only the work [1] discovers underpasses from trajectories.
In this paper, we propose a three-step framework to deal with this issue. It
includes an incremental clustering phase, where a number of line segments related
to the aforementioned pattern are detected and incrementally maintained, a sub-
trajectory detecting phase, where the number of the sub-trajectories passing a
certain area is counted and stored, and a cluster filtering phase, where all the
clusters are filtered and the underground road locations are obtained. The main
contributions of this paper are listed below.

– We formally address the problem of discovering the underground roads in a
city by using trajectories without any road network.

– We propose a three-step framework to deal with this issue. With this frame-
work, we present two methods (UNClu and TUClu) to discover the under-
passes from walking trajectories and the tunnels from vehicular trajectories
respectively.

– We conduct a series of experiments to evaluate the performance of two pro-
posed methods upon two real-life data sets respectively.

The rest of the paper is organized as follows. In Sect. 2, we review some work
related to this topic. The problem is defined formally in Sect. 3. Subsequently,
we describe our framework in detail in Sect. 4. Experimental results are given in
Sect. 5. We conclude our work briefly in the last section.

2 Related Work

Previous studies have elaborated on trajectory mining. A good survey [2] clas-
sified the existing work into three main categories, including social dynamics
which refers to the study of the collective behaviour of a city’s population, traf-
fic dynamics which studies the flow of the movement through the road network,
and operational dynamics which refers to the study and analysis of taxi driver’s
modus operandi. Early in 1999, Rogers et al. firstly attempted to make a road
map from GPS traces in [3]. It used an initial map to refine the centerline of
the road by a hierarchical agglomerative clustering algorithm. Guo et al. [4] pre-
sented initial simulation work with a similar goal of finding the centerline of
the road through the statistical analysis. This paper also uses an incremental
clustering algorithm, but we don’t need any road network. Without using any
prior road map, Worrall and Nebot [5] implemented the approach to construct
roads using clustering technique, Cao and Krumm [6] clarified and then merged
GPS traces to create a routable road map. Chen and Krumm [7] found traffic
lanes by modeling the spread of GPS traces across multiple lanes as a mixture
of Gaussians. Different from above, we discover the underground roads rather
than the whole road network, which need extracting specific features. Fathi and
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Krumm [8] firstly used GPS traces to pinpoint road intersections by a super-
vised learning algorithm. However, it’s unsuited to our issue because we don’t
need any training data. Biagioni and Eriksson [9] presented an extensible map
inference pipeline, designed to mitigate GPS error and admit less-frequently
traveled roads, while our work makes good use of the line segments of miss-
ing sampling points. Biagioni and Eriksson [10] made a survey and comparative
evaluation on inferring road maps from GPS traces including above work. The
datasets used in aforementioned methods are all vehicular GPS trajectories, but
we take the walking trajectories into account besides the vehicular trajectories
in our research. Compared with vehicular trajectories, the walking trajectories
have low sampling frequency, low accuracy and changeable directions. The above
mentioned methods can’t be directly applied to the walking trajectory dataset.

There are also many researches working on mining walking trajectories.
Li et al. [11] proposed a framework referred to as hierarchical-graph-based simi-
larity measurement to consistently model each individual’s location history and
effectively measure the similarity among users. It took into account both the
sequence property of people’s movement behaviors and the hierarchy property
of geographic spaces. In [12], based on multiple users GPS trajectories, Zheng
et al. aimed to mine interesting locations and classical travel sequences in a given
geospatial region. Nevertheless, the aforementioned methods for mining walking
trajectories can’t be used to detect underground roads.

To the best of our knowledge, only the work [1] intends to discover under-
passes from trajectories. However, it can only find underpasses with the aid of
the road network. In this paper, we propose a general framework to detect all
kinds of underground roads including underpasses for pedestrians and tunnels
for vehicles. What’s more, we don’t need the road network at all. Although
Stockx et al. [13] could detect subway stations when a user was taking a subway,
it detected them by using the accelerometer and the gyroscope embedded in a
smart-phone instead of analyzing trajectory data.

3 Problem Definition

Definition 1 (Trajectory). Given the trajectory database D, a trajectory
Tk ∈ D is a sub-sequence of GPS points affiliated to an object ok, denoted as
Tk = {(p1, t1), (p2, t2), ..., (pi, ti), ...}, where pi is the location of the object ok at
the time stamp ti in 2-D space (i.e., pi = (xi, yi)). Such records arrive in chrono-
logical order, i.e., ∀i < j, ti < tj. A line segment Li refers to a line connecting
two adjacent points, i.e., Li = (si, ei) = (pi, pi+1). Correspondingly, a trajectory
is also denoted as {L1, L2, ...}.

After analyzing the trajectories, we find lots of line segments of missing
sampling points like the pattern shown in Fig. 1. Our major idea is to cluster
this kind of line segments as defined below. In addition, we compute the total
number of sub-trajectories within the range of a cluster. Our goal is to detect
the clusters where underground roads exist.
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Definition 2 (Line Segment of Missing Sampling Points, LM). An LM
Li = (pi, pi+1) is a line segment in a trajectory missing sampling points between
ti and ti+1. Correspondingly, the time interval of the LM is denoted as Δti =
ti+1 − ti.

Definition 3 (Sub-trajectory Passing a certain area, SP). Assuming a
certain area has an underground road, an SP for the area is a sub-trajectory that
a user goes along the underground road, no matter whether he/she goes through
the underground road or on the ground, denoted as SP = {pj−n, ..., pj−1, pj}
where pj is the jth point in one trajectory.

Definition 4 (Cluster Feature, CF). CF for a cluster of LMs {L1, L2, ...,
Ln}, is of the form (Lcen, Δtmax, NLM , NSP ).

– Lcen : the representative line segment of the cluster, denoted as Lcen =
(scen, ecen) where scen and ecen are the starting point and the ending point of
Lcen;

– Δtmax : the maximal time interval of the set of LMs in the cluster;
– NLM : the number of LMs in the cluster, i.e., NLM = n;
– NSP : the number of SPs for the area of the cluster.

It’s different to calculate Lcen in UNClu and TUClu, since the planforms
of underpasses and tunnels are different. The planform of an underpass can be
expressed as a rectangle and there is no directional limit when going through the
underpass. Hence, given a CF, we can obtain the minimal bounding rectangle
(MBR) of all LMs contained in the cluster. And scen and ecen of Lcen in UNClu
are just the bottom left vertex and the top right vertex of the MBR. The tunnels
are generally long and the planform of a tunnel can be expressed as a line
segment in a direction. scen and ecen of Lcen in TUClu can be calculated with
scen =

∑n
i=1 Li.si

n and ecen =
∑n

i=1 Li.ei

n . With NLM and NSP of a CF, we can
calculate the proportion of LMs among all SPs, i.e., RLS = NLM

NSP
. Note that an

LM inserted into a cluster is also an SP for the area of the cluster.
When clustering LMs, we use the distance function between a line segment

and a cluster, which is in fact defined between the line segment and the repre-
sentative line segment of the cluster. It’s adapted from similarity measures in
the area of pattern recognition [14]. We assign the longer line segment to Li and
the other shorter one to Lj without losing generality.

Definition 5. The distance function is the sum of the perpendicular distance,
the parallel distance and the angle distance which is defined as

dist(Li, Lj) =
d2⊥1 + d2⊥2

d⊥1 + d⊥2
+

d‖1 + d‖2
2

+

{
‖ Lj ‖ ×sin(θ), 0o ≤ θ < 90o

‖ Lj ‖, 90o ≤ θ < 180o
(1)

where d⊥1 is the Euclidean distance between sj and ps, d⊥2 is that between ej

and pe, d‖1 is the Euclidean distances of ps to si and d‖2 is that of pe to ei,
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supposing that ps and pe are the projection points of the points sj and ej onto Li

respectively. ‖ Lj ‖ denotes the length of Lj, θ denotes the smaller intersecting
angle between Li and Lj.

Different from the definition in [14], we compute the parallel distance with
d‖1+d‖2

2 instead of min(d‖1, d‖2) which can help us distinguish the directions of
the two line segments.

4 Our Framework

In this section, we describe our framework in detail. At first, we introduce the
framework in Sect. 4.1. Then, each of the next three subsections describes a key
module in this framework. Finally, we analyze the performance of our framework
in Sect. 4.5.

4.1 The Overall Framework

Algorithm 1 describes the overall framework. The input is the trajectory data-
base D. This framework processes each trajectory Tk in D one by one. For each
line segment Li in Tk, at first, it tries to judge whether Li is an LM or not. If it is
an LM, we try to insert Li into the clusters (see Sect. 4.2). Then, it tries to judge
whether the sub-trajectory {Li−n, ..., Li} is an SP for each cluster Cj or not, and
if it is, then the variable NSP of Cj is updated accordingly (see Sect. 4.3). Finally,
we filter all clusters and derive the clusters where an underground road exists
apiece (see Sect. 4.4).

Algorithm 1. FindingUndergroundRoads
Input: D: the trajectory database
Output: Z: the set of CFs for generated clusters
Initialize: Z is empty
1: for each trajectory Tk ∈ D do
2: for each line segment Li ∈ Tk do
3: if Li is an LM then //see Sect. 4.2
4: Z ← Z.InsertToClusters(Li); //see Sect. 4.2
5: end if
6: for each CF Cj ∈ Z do
7: if {Li−n, ..., Li} is an SP for Cj then //see Sect. 4.3
8: Cj .NSP ← Cj .NSP + 1;
9: end if

10: end for
11: end for
12: end for
13: Z ← FilteringClusters(Z); //see Sect. 4.4
14: output Z;
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4.2 LM Clustering

This module aims at detecting whether a line segment Li is an LM or not. If it
is, we insert Li into the existing clusters. The most critical task in detecting an
LM is to check whether the sampling rate changes suddenly or not. As shown
in Fig. 2, no matter which type the situation is, the time interval of the LM
is longer than other that of normal line segments because of missing sampling
points. Assuming that the speed is constant in a short period of time, the length
of the LM is also longer.

(a) though the underpass (b) though the tunnel

Fig. 2. LMs though the underground roads

Therefore, a line segment Li is an LM if it satisfies two constraints: the time
constraint and the distance constraint. The time constraint is given as

Δti > α1 × (Δti−1 + Δti+1) (2)

where Δti is the time interval of the Li. The distance constraint is given as

Si > α2 × (Si−1 + Si+1) (3)

where Si is the length of the Li. And α1 and α2 are tuning parameters for two
constraints which vary with different types of data sets. For instance, α2 for the
underpass data set as in Fig. 2(a) (approximately

√
2
2 ) is smaller than α2 for the

tunnel data set as in Fig. 2(b) (approximately 1).
After finding an LM Li, we insert Li into the existing clusters. The goal of

Algorithm 2 is generating and incrementally maintaining clusters by applying
hierarchical clustering method. It proceeds as follows. For an LM Li, we find
the closest cluster Cj . If the distance between Li and Lcen of Cj is shorter than
a distance threshold β, Li will be inserted into Cj . Otherwise, a new cluster
Cnew will be created for Li. When the number of clusters exceeds m, we need to
merge two closest clusters to make room for the new created cluster and ensure
the efficiency of the algorithm. Note that β is related to the length of Lcen for
Cj , which is computed as min(length(Cj.Lcen)/2, β).
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Algorithm 2. InsertToClusters
Input: Li: an LM extracted from trajectories

Z: the set of CFs for generated clusters
Parameter: β: the maximum distance limitation

m: the maximum number of the clusters
Output: Z: the set of CFs for generated clusters after inserting the LM
1: Find the closest Cj ∈ Z to Li;
2: β ← min(length(Cj .Lcen)/2, β);
3: if distance(Li, Cj .Lcen) ≤ β then
4: Cj ← Cj ∪ {Li};
5: else
6: if |Z| = m then
7: Merge two closest clusters;
8: end if
9: Cnew ← {Li};

10: Z ← Z ∪ Cnewly;
11: end if
12: output Z;

4.3 SP Detection

This module aims at detecting whether the sub-trajectory {Li−n, ..., Li} is an
SP for cluster Cj or not, and if it is, the variable NSP of Cj will be updated
accordingly. The sub-trajectory across an underpass is usually distinct from that
along a tunnel, which necessitates the different methods to detect SPs in UNClu
and TUClu respectively.

UNClu. Because the underpasses are usually located at the intersections of
two roads, we can simply regard an underpass as a rectangle then the diagonal
of it becomes Lcen of a cluster. The pedestrians can walk across the road in
various directions, So there’s no directional limit on the SP. The sub-trajectory
{Li−n, ..., Li} is treated as an SP for the cluster Cj if it meets the following
two conditions. Firstly, Li−n and Li intersect with two different edges of the
rectangle. Secondly, the time interval from Li−n to Li is shorter than Δtmax of
Cj . As shown in Fig. 3(a), ST1 and ST2 are both SPs.

TUClu. There are usually two tunnels in either opposite direction at the same
location. We can limit the direction of the sub-trajectory. Besides that the time
interval from Li−n to Li is shorter than Δtmax of Cj , the starting point and the
ending point must be within the circles which are centered at scen and ecen with
a radius of β respectively, then we can say we find an SP for Cj . Note that β is
computed as MIN(len/2, β), where len is the length of Lcen for Cj .
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(a) for the underpasses (b) for the tunnels

Fig. 3. Two SP detection methods in UNClu and TUClu

4.4 Filtering

This module aims at filtering all clusters to find the locations where underground
roads exist. In general, the area of a cluster containing an underground road
may have a greater value of NLM since there are a large number of people
going through the underground roads. Once they are under the ground, it is
prone to miss sampling points in their trajectories. However, the value of NLM

is associated with the traffic flow in the area of the cluster. Hence, the constraint
of NLM for Ci is given as

Ci.NLM > γ ×
∑

j Cj .NLM

n
(4)

where Cj ∈ Cε, the distance between Ci and Cj is shorter than the parameter ε,

and n is the number of clusters in Cε. So
∑

j Cj .NLM

n is just the average number
of LMs in that area which reflects the density of trajectories. γ is a tuning
parameter to adjust the threshold of NLM of Ci.

However, some other locations like urban canyons also have plenty of LMs,
which is maybe even larger than that in the location of underground roads.
Because there are a larger flow of people there and more LMs are produced
for other causes. Therefore, judging whether there is an underground road in
the area of one cluster only according to NLM is not comprehensive. We also
consider the constraint of RLS of Ci which is given as

Ci.RLS ≥ δli
lmax

(5)

where li is the length of Lcen for Ci and lmax is the maximal length of Lcen for
all clusters. Since it is more prone to miss sampling points and there are fewer
SPs in longer underground roads. δ is a tuning parameter to adjust the threshold
of RLS of Ci.

4.5 Performance Analysis

The space complexity of our framework is O(m), where m is the number of
clusters and can be set according to the memory of the computer. Concerning
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the time complexity, the cost of traversing all line segments of trajectories is
O(n), where n is the number of line segments of all trajectories. For each LM
Li, the cost of incorporating it into the nearest cluster is O(m). If we record the
nearest cluster for each cluster, we can merge two closest clusters in O(m). And
SP detection stage costs O(m). The cost of cluster filtering stage is also O(m).
So the total processing cost of our framework is O(nm). When the data set is
large, process can be hastened if the clusters are indexed by an R-tree [15]. In
our framework, the SPs for a cluster before the generation of clusters will be
missed, but it’s negligible when the data set is large enough. Consequently, our
framework scales to large data sets very well.

5 Experiment

In this section, we conduct extensive experiments upon real-life data sets. All
code was written in Java, and run on a computer with 8GB memory and Intel
i5 CPU.

5.1 Dataset Description

We use four real-life datasets, including HefeiTraj, ShanghaiTraj, HefeiUnder-
passes and ShanghaiTunnels.

– HefeiTraj: this dataset describes the walking records gathered by volunteers
in early 2014 in the city center of Hefei. After de-duplication, it has 90,037
trajectories, each containing a sequence of coordinates.

– ShanghaiTraj: this dataset describes the trajectories of the taxis in Shanghai,
China. It contains the GPS logs of about 30,000 taxis during three months
(October, November, December) in 2013, covering about 93 % of main road
network of Shanghai.

– HefeiUnderpasses: this dataset describes the locations of all seven underpasses
in the central area of Hefei by using street view maps.

– ShanghaiTunnels: this dataset contains the locations of all tunnels in
Shanghai, China by using street view maps.

5.2 Settings

This section introduces (1) how we evaluate the methods, and (2) which baseline
method was compared with.

Criteria. We have several parameters used in our framework, including α1, α2,
β, ε, γ and δ. Among them, β is related to the length of Lcen. As for ε, the
larger the value is, the better the effectiveness is, while the lower the efficiency
is. Hence, we only test the parameters α1, α2 used in LM clustering stage, and
γ, δ used in cluster filtering stage.
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– Density Ratio : we use Density Ratio defined as the ratio between the local
LM density and the global LM density to measure the performance of LM
detection. The local LM density is the average number of LMs in the areas
where underground roads exist, and the global LM density is that in the whole
area. Hence, as for the density ratio, the larger, the better.

– F-measure : we evaluate the effectiveness of the algorithms by using F1-
measure which is interpreted as a weighted average of Precision and Recall.

Baseline. We compare our methods with the naive approach that clusters the
line segments which are longer than dmax. The baseline methods upon HefeiTraj
and ShanghaiTraj data sets are shortened as “UBase” and “TBase” respectively.
Proved by experiments, when dmax = 40 in UBase and dmax = 500 in TBase, we
obtain the best performance respectively. Although Recall is high here, Precision
is low. Hence, their values of F-measure are still too low (0.182 in UBase and
0.464 in TBase).

5.3 Effectiveness

(a) UNClu (b) TUClu

Fig. 4. Density Ratio in UNClu and TUClu

UNClu. Figure 4(a) shows the change of Density Ratio under different values
of α1 and α2 in UNClu. When α2 is fixed, the value of Density Ratio firstly
grows, then decreases with the increment of α1. When α1 = 1, it reaches the
peak. When α1 is fixed, the value of Density Ratio also reaches the peak when
α2 = 1. Since the lengths of the underpasses are not long, and it usually misses
only one sampling point when a pedestrian walks through an underpass. We can
also observe the effect of γ and δ after fixing α1 and α2, as shown in Table 1.
When δ is fixed, the precision firstly increases, then decreases while the recall
decreases with the increment of γ. When γ is fixed, the precision grows and
the recall decreases with the increment of δ. According to F-measure, when we
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Table 1. Performance of different parameters (γ, δ) in UNClu

γ 0.5 0.6 0.7 0.8 0.9 δ 0.07 0.08 0.09 0.10 0.11

Precision 0.667 0.750 0.750 0.714 0.667 Precision 0.583 0.667 0.750 0.800 1.000

Recall 0.857 0.857 0.857 0.714 0.571 Recall 1.000 0.857 0.857 0.571 0.429

F-measure 0.750 0.800 0.800 0.714 0.615 F-measure 0.737 0.750 0.800 0.666 0.600

Table 2. Performance of different parameters (γ, δ) in TUClu

γ 0.8 1.0 1.2 1.4 1.6 δ 1.0 2.0 3.0 4.0 5.0

Precision 0.838 0.862 0.859 0.857 0.855 Precision 0.862 0.875 0.930 0.925 0.930

Recall 0.950 0.933 0.917 0.900 0.883 Recall 0.933 0.933 0.883 0.817 0.667

F-measure 0.890 0.896 0.887 0.878 0.869 F-measure 0.896 0.903 0.906 0.868 0.777

set γ = 0.6 or 0.7, δ = 0.09, we obtain good effectiveness which is significantly
better than that of UBase. We can’t find the underpasses which are small-scale
and short.

TUClu. Figure 4(b) shows the change of Density Ratio under different values
of α1 and α2 in TUClu. When α2 is fixed, the value of Density Ratio grows with
the increment of α1. When α1 = 1, it grows most significantly. When α1 is fixed,
the value of Density Ratio grows with the increment of α2 very slowly. Since
the speed of the vehicles doesn’t change very frequently compared with that of
walkers, and the time constraint is consistent with the distance constraint. We
can also observe the same effect of γ and δ as that in UNClu after fixing α1 and
α2, as shown in Table 2. According to F-measure, when we set γ = 1, δ = 3, we
obtain good effectiveness which is nearly two times better than that of TBase.
δ in TUClu is larger than δ in UNClu, since tunnels are usually longer than
underpasses. We can discover most tunnels in Shanghai. The tunnels that we
can’t find are shorter than 400 meters in length or in the areas that have fewer
or even none trajectories. The areas that we find but no tunnels exist in fact are
usually underground parking lots.

(a) Execution time versus number of points (b) Number of clusters versus number of points

Fig. 5. Efficiency of TUClu
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5.4 Efficiency

Figure 5(a) shows the average execution time of TUClu as the number of trajec-
tory points grows. We can observe that the per-record processing time increases
with the increment of the number of trajectory points. Mainly because the num-
ber of clusters increases as shown in Fig. 5(b). However, the efficiency will be
steady when the number of clusters reaches the given threshold m. The effi-
ciency of UNClu is similar to that of TUClu.

6 Conclusion

We propose a novel framework to detect underground roads from raw trajectories
without road network. To the best of our knowledge, we are the first to address
the issue that detects both the underpasses and the tunnels. We find underground
roads mainly in three steps. Initially, we detect whether the line segments that
belong to different trajectories are LMs or not, and group the identified LMs into
clusters. Subsequently, we judge whether or not the present sub-trajectory is an
SP for a cluster, meanwhile, we update two critical variables NLM and NSP

for the cluster accordingly. Finally, we filter clusters and obtain the clusters
satisfying two constraints. The experimental results show that our approach can
find the underground roads effectively and efficiently.
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2012CB316203), NSFC (61370101, U1501252), Shanghai Knowledge Service Platform
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Abstract. Ridesharing brings significant social and environmental ben-
efits, e.g., saving energy consumption and satisfying people’s commute
demand. In this paper, we propose a recommendation framework to
predict and recommend whether and where should the users wait to
rideshare. In the framework, we utilize a large-scale GPS data set gener-
ated by over 7,000 taxis in a period of one month in Nanjing, China to
model the arrival patterns of occupied taxis from different sources. The
underlying road network is first grouped into a number of road clusters.
GPS data are categorized to different clusters according to where their
sources are located. Then we use a kernel density estimation approach to
personalize the arrival pattern of taxis departing from each cluster rather
than a universal distribution for all clusters. Given a query, we compute
the potential of ridesharing and where should the user wait by investigat-
ing the probabilities of possible destinations based on ridesharing require-
ments. Users are recommended to take a taxi directly if the potential to
rideshare with others is not high enough. Experimental results show that
the accuracy about whether ridesharing or not and the ridesharing suc-
cessful ratio are respectively about 3 times and at most 40 % better than
the naive “stay-as-where-you-are” strategy. This shows that about 500
users can save 4–8 min with our recommendation. Given 9 RMB as the
starting taxi fare and suppose users can save half of the total fare by
ridesharing, users can save 10.828-44.062 RMB.

1 Introduction

Due to the emergency of saving energy consumption and assuaging traffic con-
gestion while satisfying people’s needs in commute and willings to save money in
ride, ridesharing enabled by low cost geo-location devices, smartphones, social
networks and wireless networks has recently received a lot of attention [1–4].

Taxis are considered as a major means of transportation in modern cities. In
many big cities, taxis are equipped with GPS sensors to report their locations,
speed, direction and occupation periodically. In Fig. 1 we gather statistics of the
pick-up actions from a large-scale GPS data set generated by over 7,000 taxis in a
period of one month in Nanjing, China. There are roughly 3 peaks per day where
the pick-up number is above 6,000. We partition Nanjing metropolitan area into

c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 151–163, 2016.
DOI: 10.1007/978-3-319-39937-9 12
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30× 30 grids with equal intervals. We count all the pick-up and drop-off events
in 9:30am–9:35am on June 25th in each region and analysis the hotspots. As
shown in Fig. 2a and b, both pick-up and drop-off have hotspots, indicating that
many queries are likely to get ridesharing. Ridesharing gives the potential to
solve congestion, pollution and environmental problems as well as saves money
for users.
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Fig. 1. Pick-up frequency in 30 min of Nanjing.

Ridesharing can be classified into carpooling [5], real-time taxi rideshar-
ing [1,2,6], slugging [3] and Dial-a-Ride [7]. In slugging, passengers change their
sources and destinations to join the trips of drives while drivers of others change
their routes to pick up and drop off passengers. In real-time taxi ridesharing,
ridesharing becomes an optimization problem to allocate a query to proper taxis
considering extra cost in terms of both distance and waiting time. In Carpooling
or recurring ridesharing, the driver is associated with her own trip. In Dial-a-Ride
vehicles need to return to the same location (depot) after the trip.

Previous works on ridesharing mostly focus on the driver side by considering
which taxi should the coming request be assigned to for the minimum extra
travel time or travel distances. On the other hand, we focus on the user side
of ridesharing to help the users decide whether they can rideshare and where
should they wait if they are likely to get ridesharing. We use slugging as the
ridesharing type since slugging is shown to be effective in reducing vehicle travel
distance as a form of ridesharing [3].

Consider the scenario of slugging, Alice raises a ridesharing query Q =
(id, timestamp, ls, ld, ts, te, tw) where id is user id, timestamp is when the query
is submitted, ls and ld are respectively the source and the destination of the user,
ts is the maximum walking time to a new place, and te is the maximum walking
time after she left the taxi to her own destination. tw is the maximum waiting
time at the new place for ridesharing. At present there is no taxi to rideshare
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Alice in the system. Alice may either take a taxi directly or try again after a
short time period. With the observation that Alice may also walk to some place
nearby during waiting in order to increase her chance to rideshare, we propose
a framework to predict the probability for Alice to rideshare and recommend
whether and where should she wait. The key challenges are (i) how to embed
query satisfaction requirements with recommendation, which makes our prob-
lem more complicated than finding passengers or taxis [8–10]; (ii) how to develop
effective machine learning algorithms for ridesharing recommendation.

(a) density of pick-up (b) density of drop-off

Fig. 2. Hotspots for pick-ups and drop-offs.

In the framework, ridesharing recommendation is based on the probabilities
to have other passengers departing from somewhere within time ts from source
ls towards somewhere within time te from destination le. Since taxi appearance
is too dynamic for a single road, the underlying road network is grouped into
road clusters. For each road cluster that are within time ts from source ls, we
investigate the probability for taxis to depart from somewhere in it and have
somewhere that is within time te to destination ld as their destination by kernel
density estimation [11]. Only road clusters with the probabilities greater than
a threshold are recommended to users. In case many road clusters satisfies the
condition, we return top-k clusters according the probabilities. If no cluster is
returned for Q, the user will be suggested not to wait for ridesharing and take a
taxi directly. Thus users can either save time or save money.

Rather than calculating a common distribution for all road clusters [12,13]
to describe possible taxi destinations, we derive unique distributions for each
road cluster. Given any new location (lon, lat), we can obtain the probability
to have a taxi that departs from a certain cluster towards location (lon, lat).
In reality, the probabilistic distributions should be various since clusters have
different features such as Point-of-Interests (POIs). For instance, at noon taxi
passengers from clusters with POIs of companies are likely to have restaurants
as destinations while passengers from clusters with POIs of residencies may have
companies as destinations.
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To the best of our knowledge, this is the first work to study ridesharing
from the aspect of predicting whether and where should a user wait. The main
contributions of this paper can be summarized as follows:

– We design a recommendation framework to help users decide whether and
where to wait for ridesharing.

– We explore the arrival patterns of road clusters based on kernel density esti-
mation for ridesharing recommendation.

– Experimental results based on real GPS data set show that the accuracy about
whether ridesharing or not and the ridesharing successful ratio are respectively
about 3 times and at most 40 % better than the naive “stay-as-where-you-are”
strategy, i.e., users wait at their sources for ridesharing. About 500 users can
save 4–8 min with our recommendation. Given 9 RMB as the starting taxi fare
and suppose users can save half of the total fare by ridesharing, users can save
10.828-44.062 RMB.

The rest of this paper is organized as follows. Section 2 highlights related
works. Section 3 delineates the proposed recommendation framework. Section 4
analyzes the performance. Finally Sect. 5 concludes this paper.

2 Related Works

In this section, we highlight related works in both ridesharing and recommender
systems based on taxi GPS data set.

2.1 Ridesharing

Ridesharing is transformed to an optimization problem about matching one
driver and multiple ridesharing queries considering extra cost in terms of both
distance and waiting time. We summarize the related works as dynamic match-
ing and other issues like fair payment mechanism.

Dynamic Ridesharing Matching. Current dynamic ridesharing can be clas-
sified into four types, namely slugging, taxi ridesharing, carpooling and Dial-a-
Ride. In slugging passengers change their sources and destinations to join the
trips of drivers. From the passenger’s point of view, this requires the source
and destination of driver to be close to those of the passenger. In this paper
we adapted slugging as our ridesharing type. The closeness is controlled by ts
and te in the query Q. With the walking speed, we can easily get the maxi-
mum walking distances of each query. In the other three types drivers change
their routes to pick up and drop off passengers. Carpooling [5] is ridesharing
based on private cars where the driver is associated with her own trip. Carpool-
ing considers computing the best route for a given set of requests. In contrast
to carpooling, taxi ridesharing [1,2,6] is more challenging as both passengers’
queries and taxis’ positions are highly dynamic and are real-time in most cases.
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Besides, pricing mechanism is required to incite the driver. In Dial-a-Ride [7],
vehicles need to return to the same location (depot) after the trip, which can be
treated as the carpooling problem with additional restrictions about depot. In
this paper, we adapt slugging as the ridesharing model to recommend whether
and where should a user wait for ridesharing. Ridesharing recommendation is
different from travelling plan problems [14] where the sequence of must-visit loca-
tions is known in advance and the target is to decide the optimal visit order. As
an online recommendation problem, we need to provide ridesharing suggestions
for each request in real time.

Other Issues. Though ridesharing is envisioned as a promising solution to miti-
gate traffic congestion and air pollution for metropolitan cities, people raise social
discomfort and safety concerns about traveling with strangers. Social rideshar-
ing with friends [14] is studied to overcome these barriers. Another interesting
issue about ridesharing is fair payment mechanism, including when taking a
ride with friends [15] and pricing mechanism to incite the taxi drivers in taxi
ridesharing [1]. Trip grouping [16] is to group similar trips where the sources and
destinations are close to each other according to certain heuristics. The difference
is that there is no waiting time or cost constraints in trip grouping.

2.2 Recommender Systems

GPS records of taxis take down information including ID, time, longitude,
latitude, speed, direction and occupation, which reflect the patterns of both
passengers and taxi drivers. Applications based on taxi GPS trajectory data
including urban planning [17,18], route prediction [19] and recommender sys-
tems [8–10,20]. We here focus on discussing recommender systems.

Current recommender systems provide services for either passengers or taxi
drivers. A passenger-finding strategy based on L1-norm SVM [10] is proposed to
determine whether a taxi should hunting or waiting for passengers. TaxiRec [8]
evaluates the passenger-finding potentials of road clusters based on supervised
learning and recommends the top-k road clusters for taxi drivers. T-Finder [9,20]
recommends some locations instead road clusters by utilizing historical data for
both passengers and taxis. There is no training process comparing to supervised
learning techniques [8]. Comparing to recommending road clusters or locations
for taxis or users [8,9,20], besides finding a taxi, ridesharing recommendation
also needs to consider the possible destinations of the coming taxis to predict
whether ridesharing can be successful or not. This makes the problem much
more challenging.

3 Ridesharing Recommendation

3.1 Preliminaries

Road Network. We model a road network as a direct graph G(V,E), where E
and V are sets of road segments and intersections of road segments. The travel
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cost of each road segment (u, v) may be either time or distance measure. Since
they can be converted from one to the other with the moving speed, they are used
interchangeably. In addition, a grid index structure is built on the underlying
road network. Given a location (lon, lat), we can find out a road segment on
which the location is located.
Taxi. There are three possible status for a taxi: occupied (O), cruising (C) and
parked (P). A taxi can pick up a passenger (P → O and C → O) or drop off a
passenger (O → P and O → C). Taxis mentioned in this paper refers to occupied
taxis, i.e., taxis with passengers, and are willing to rideshare queries.

Ridesharing Query. A ridesharing query is defined as Q = (id, timestamp, ls,
ld, ts, te, tw) where id is the user id, timestamp is when the query is submitted,
ls and ld are respectively the source and the destination of the user, ts is the
maximum walking time from ls to a new place; and te is the maximum walking
time from the destination of taxi to ld. tw is the maximum waiting time for
ridesharing at the new place for ridesharing.

Query Satisfaction. Q can rideshare with a taxi if and only if (i) the walking
time to a new waiting place for the user is no longer than ts; (ii) the walking
time from the destination of the taxi to the user’s own destination ld is no longer
than te; (iii) the waiting time at the new place for taxi is no longer than tw.

Problem Definition. Given a ridesharing query Q = (id, timestamp, ls, ld,
ts, te, tw), we aim to recommend the user to rideshare or take a taxi directly
by herself. For users that are recommended to rideshare with others, we also
provide places that are easier to get ridesharing for users.

3.2 Road Segment Clustering

Since a single road segment is not a proper evaluation unit, we adapt the
road segment clustering method proposed in [8], where k-means [11] is used
to partition road segments1 {r1, r2, ..., rN} into k clusters {C1, C2, ..., Ck}, to
minimize the intra-cluster sum of square argmin

∑k
i=1

∑
rj∈Ci

||rj − μi||, where
μi = 1

ni

∑
rj∈Ci

rj and ni is the number of road segments in the i-th cluster.
Interesting readers may refer to the original paper [8] for the details of road seg-
ment clustering. Figure 3 shows the clustering result in the urban area of Nanjing
when the number of clusters is set to 1,000. Since we built a grid index on the
road networks, by identifying the road segment where location (lon, lat) located,
we can get the cluster that the location belongs to.

3.3 Kernel Density Estimation

Kernel density estimation can be used with arbitrary distributions and does not
assume a fixed distribution in advance, which is used to predict the probability
for taxis to depart from somewhere in cluster Ci and have somewhere (lon, lat) as
1 The mid-point of a road segment is considered as its representative point.
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Fig. 3. Clustering on the road segments in urban area of Nanjing.

their destination. The estimation process consists of two steps: sample collection
and distribution estimation.

Sample Collection. Recall that taxis departing from different clusters have
different distributions of destinations since clusters have various features such as
POI distributions. Given the GPS data, in order to personalize the destination
distributions of each cluster, the start location decides which cluster will utilize
the sample.

Intuitively ridesharing can succeed or not is related to not only locations of
source and destination, but also when the query is submitted since traffic direc-
tions in modern city depend on time. Consider the traffics between companies
and residencies, in the morning most traffics are likely to be from residencies to
companies while in the evening traffics take the opposite direction. If only the
destinations of GPS data are considered, we may recommend a user to rideshare
even the query is from companies to residencies in the morning.

To avoid this, we collect samples as: s = (lon, lat, TimeLabel) where (lon,
lat) is the destination of the taxi and TimeLabel is the time label of the sample,
indicating when the trip departing from a certain cluster to (lon, lat) happens.
We divide a day into 48 time intervals, with the unit of 30 min (i.e., (1) 0:00 to
0:30, (2) 0:30 to 1:00, ...., (48) 23:30 to 0:00) and label them from 1 to 48. The
label of the time interval containing the start time of the GPS data decides the
TimeLabel of a sample. We discretize time because ridesharing consider taxis
appearing in a time period to rideshare a query.

Distribution Estimation. Let Sc =< s1, s2, ..., sn > be the samples for a
certain cluster c that follows an unknown density p. Its kernel density estimator
over Sc for a new sample sn+1 is given by:

p(sn+1|Sc) =
1

nσ3

n∑

i=1

K(
sn+1 − si

σ
), (1)
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where each sample si = (loni, lati, T imeLabeli)T is a three-dimensional column
vector with the longitude (loni) and latitude (lati) and TimeLabel (TimeLabeli).
K(.) is the kernel function, σ is the optimal bandwidth2 [21]. In this paper we
apply the widely used multi-dimensional normal kernel:

K(x) =
1

(2π)d/2|Σ|1/2 exp(−1
2
(x − μ)TΣ−1(x − μ)), (2)

where x is a real d-dimensional column vector and x∼N (μ,Σ). We consider the
time domain as the third dimension due to the nature of ridesharing.

3.4 Recommendation Framework

We now present the ridesharing framework in Algorithm 1. Given a ridesharing
query Q = (id, timestamp, ls, ld, ts, te, tw), network expansion technique [22] is
used to select all reachable road segments from ls in ts time. Clusters that
contain any of these road segments are added to the candidate cluster set L =
{Ci|i = 1, ...., N} (Line 1). Similarly we also get road segments that are reachable
within te from ld as D = {rj |j = 1, 2, ...,M} (Line 2). Denote prob(Ci → rj)
as the probability for taxis to depart from somewhere in cluster Ci and have
somewhere on road rj as their destination. For each candidate cluster Ci, we
compute prob(Ci → rj) for each road segment rj in D with Eq. 1. The total
probability P is used as the ridesharing potential of cluster Ci (Line 3 to 10). If
no valid cluster exists for Q, the user will be suggested not to wait for ridesharing
and take taxi directly (Line 12). The top-k clusters whose potentials are no less
than a certain threshold are recommended for rideharing (Line 14).

4 Experiments

4.1 Experiment Settings

Dataset. The large-scale GPS data set is generated by over 7,000 taxis in a
period of one month in Nanjing3, China. Each GPS record includes ID, time,
longitude, latitude, speed, direction and occupation. We only take the occupied
trips into consideration to rideshare queries [1,2]. We divide data set into the
training set and the testing set in terms of the start time of each record. In
practice we can only utilize the past data to predict the future. We take data in
June 1st – June 28th as training data. 1,000 records in June 29th are randomly
selected as ridesharing queries. The start time, source and destination of trip are
treated as timestamp, ls and ld in the queries.

Comparison of Performances. We compare our ridesharing recommendation
with the naive “stay-as-where-you-are” strategy, denoted as RR and SAWYA

2 Optimal bandwidth σ = 0.969n− 1
7

√
1
3

∑
i sii where sii is the marginal variance.

3 Road networks are obtained from OpenStreetMap. http://www.openstreetmap.org.

http://www.openstreetmap.org
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Algorithm 1. Ridesharing recommendation
input : Q = (id, timestamp, lc, ld, ts, te, tw)
output: Whether and where to wait for ridesharing
Get clusters L = {Ci|i = 1, ...., N} that are reachable from ls in ts time;1

Get roads D = {rj |j = 1, ...., M} that are reachable from ld in te time;2

foreach Candidate cluster Ci in L do3

P = 0;4

foreach Possible destination rj in D do5

Take the mid-point (rlonj , rlatj ) of rj and the label TimeLabel of the6

time interval containing timestamp as the new sample sn+1 = (rlonj ,
rlatj , TimeLabel);
Compute prob(Ci → rj) with Eq. 1;7

P+ = prob(Ci → rj);8

if P ≥ threshold then9

Add Ci to answer set;10

if Answer set is empty then11

Recommend user don’t wait for ridesharing and take taxi directly;12

else13

Sort according to P and recommend top-k clusters for users to rideshare.14

respectively. In SAWYA, the users wait for ridesharing at where they are, i.e.,
the cluster that ls is in. Recall in a ridesharing query we have walking time ts
and waiting time tw, in SAWYA ts = 0 and we define the new waiting time t′w
as ts + tw.

When evaluating the performance of SAWYA, during t′w time, if there is any
taxi whose source is in the same cluster as Q and destination is reachable from
ld of Q within te, SAWYA is considered to give users an accurate to-rideshare.
Similarly, for each recommended cluster in our recommendation framework, if
any taxi whose source is in them and destination is reachable from ld of Q
within te time, our recommendation is considered as an accurate to-rideshare.
On the other hand, if a user is recommended not to wait for ridesharing and
there is no taxi to rideshare, our recommendation is considered as an accurate
not-to-rideshare.

Parameters. We study three parameters ts, te and tw about their influence on
the performances of RR and SAWYA, as shown in Table 1. The walking speed is
set to 1.4 m/s [23]. We recommend top-k clusters where k is set to 5.

4.2 Performance Metrics

Ridesharing Successful Ratio. We measure the ratio of successful ridesharing
of both RR and SAWYA by RSRatio, defined as RSRatio = no. of accurate to-
rideshare / no. of queries.
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Table 1. Overview about parameters

Parameter Default value Range

ts 4min [2 min, 4 min, 6 min, 8 min, 10min]

te 4min [2 min, 4 min, 6 min, 8 min, 10min]

tw 4min [2 min, 4 min, 6 min, 8 min, 10min]

Prediction Accuracy. We measure the accuracy of predicting whether the user
should wait for ridesharing or not by accuracy, defined as accuracy = (no. of
accurate not-to-rideshare + no. of accurate to-rideshare) / no. of queries.

Recommendation Accuracy. To evaluate the quality of cluster recommenda-
tions, it is important to find out how many clusters that actually have taxis to
rideshare a query are discovered by our framework. For this purpose, we employ
standard metrics, i.e., precision and recall :

precision =
no. of discovered clusters

k
, recall =

no. of discovered clusters
no. of positive clusters

.

Positive clusters are clusters with taxis to rideshare Q and discovered clusters
are the positive clusters in the recommended clusters. Precision and recall are
averages over all queries to obtain the overall performance.

4.3 Experiment Results

Effect of Walking Time ts. Table 2 depicts the effect of walking time ts from
current locations of users to new places. Since users can walk to farther places,
the number of candidate clusters increases for both RR and SAWYA, which
relaxes the requirement of ridesharing. As the number of taxis to rideshare
queries increases, both RR and SAWYA have better ridesharing successful ratio
(RSRatio) and prediction accuracy (Accuracy). RR outperforms SAWYA in terms
of RSRatio by at most 40 % since it can efficiently discover new places to
rideshare for users. RR outperforms SAWYA in terms of accuracy by about 3
times since RR makes prediction for both not-to-rideshare and to-rideshare. This
shows that about 500 users can save 4–8 min with RR. Given 9 RMB as the start-
ing taxi fare and suppose users can save half of the total fare by ridesharing,

Table 2. Effect of walking time ts (min).

Metrics RR SAWYA

2 4 6 8 10 2 4 6 8 10

RSRatio 0.143 0.196 0.234 0.297 0.310 0.122 0.141 0.173 0.203 0.215

Accuracy 0.695 0.710 0.726 0.738 0.751 0.122 0.141 0.173 0.203 0.215

Precision 0.316 0.317 0.356 0.395 0.433 - - - - -

Recall 0.875 0.867 0.746 0.615 0.516 - - - - -
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Table 3. Effect of walking time te (min).

Metrics RR SAWYA

2 4 6 8 10 2 4 6 8 10

RSRatio 0.111 0.196 0.229 0.262 0.288 0.091 0.142 0.186 0.232 0.275

Accuracy 0.667 0.710 0.762 0.770 0.785 0.091 0.142 0.186 0.232 0.275

Precision 0.314 0.317 0.472 0.601 0.636 - - - - -

Recall 0.857 0.867 0.871 0.902 0.917 - - - - -

Table 4. Effect of waiting time tw (min).

Metrics RR SAWYA

2 4 6 8 10 2 4 6 8 10

RSRatio 0.156 0.196 0.203 0.235 0.254 0.122 0.141 0.173 0.203 0.215

Accuracy 0.681 0.710 0.722 0.749 0.776 0.122 0.141 0.173 0.203 0.215

Precision 0.315 0.317 0.365 0.402 0.507 - - - - -

Recall 0.860 0.867 0.868 0.881 0.886 - - - - -

users can save 10.828-44.062 RMB by ridesharing. Precision increases as more
positive clusters are discovered. Recall decreases since a longer ts leads to more
candidate clusters while we only recommend top-k to users.

Effect of Walking Time te. Table 3 depicts the effect of walking time te from
the destinations of taxis to those of users. As te increases from 2 min to 10 min,
more destinations of taxis become reachable for users, which increases the num-
ber of taxis to rideshare queries. Both RR and SAWYA achieve better rideshar-
ing successful ratio (RSRatio) and prediction accuracy (Accuracy). Precision
and recall both increase because the number of discovered clusters and positive
clusters increase with more taxis to rideshare queries.

Effect of Waiting Time tw. Table 4 depicts the effect of waiting time tw
at the waiting location. As tw increases, users can wait for taxis for a longer
time. Thus more taxis are taken into consideration and increase the probability
to rideshare queries. The ridesharing successful ratio (RSRatio) and prediction
accuracy (Accuracy) increase for both RR and SAWYA. As the number of taxis
increases with tw, both the number of discovered clusters and the number of
positive clusters increases, leading to the increase in precision and recall .

5 Conclusion

In this paper, we proposed a recommendation framework based on kernel density
estimation to predict whether and where should a user wait for ridesharing. In
the framework, we grouped road segments into clusters and modeled the arrival
patterns of taxis from different clusters. Given a query, we compute the potential
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of ridesharing by investigating the probabilities of possible destinations based on
ridesharing requirements. Experimental results show that the accuracy about
whether ridesharing or not and the ridesharing successful ratio are respectively
about 3 times and at most 40 % better than the naive “stay-as-where-you-are”
strategy. In the future work, we will study how to incorporate the influence of
Point-of-Interests (POIs) into our ridesharing recommendation.

Acknowledgment. The author would like to thank Dr. Yanhua Li and Dr. Jia Zeng
for providing their Nanjing taxi GPS dataset. The author also would like to thank
anonymous reviewers and Dr. Cong Wang.
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Abstract. In this paper, we study a very useful type of optimal location
query, motivated by the following real application: for property renting or
purchasing, a client often wants to find a residence such that the sum of
the distances between this residence and its nearest facilities is minimal,
and meanwhile the residence should be on one of the client-selected road
segments (representing where the client prefers to live). The facilities are
categorized with keywords, eg., school, hospital and supermarket, and in
this problem one facility for each category is required. To the best of our
knowledge, this type of query has not been studied before. To tackle this
problem, we propose a basic algorithm based on dividing roads (edges)
into sub-intervals and find the optimal locations by only inspecting the
endpoints of the sub-intervals. We also propose an improved algorithm
with keyword filtering and edge pruning strategies. Finally, we demon-
strate the efficiency of our algorithms with extensive experiments on
large-scale real datasets.

Keywords: Optimal location query · Keyword-aware · In Road network

1 Introduction

Optimal location (OL) queries are a type of spatial queries particularly useful for
strategic planning of resources in many applications, such as location-based ser-
vice, profile-based marketing and location planning. An optimal location query
usually considers a set of facilities, a set of clients, and a set of candidate loca-
tions. The objective of this type of query is to identify a location at which a
planned activity can optimize a certain cost metric between the surrounding
facilities and the potential clients [1–8]. For example, a client often wants to find
a residence such that the sum of the distances between this residence and its
nearest school, hospital and supermarket is minimal, and meanwhile the resi-
dence should be on one of the client-selected road segments.
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Motivated by the example, this paper studies a novel type of OL query,
k
¯
eyword-aware optimal l

¯
ocation query, denoted as KOL query, in road network.

The problem can be formalized as follows: given a road network G = (V,E), a
user-selected edge set Eu ⊆ E, a query keyword set ψu (e.g., hospital, school,
and market), and an object set O where each object covers a query keyword,
the objective is to find a location p on any user-selected edge e ∈ Eu, such that
there exists a set of objects covering all query keywords, satisfying the sum of
the distances between p and each of the objects is minimal. This kind of optimal
location query is particularly useful for location planning.

To the best of our knowledge, despite its importance and practicality, no
existing work has studied the above KOL query in road network. The most
relevant works [1,12] cannot be easily adapted to tackle this problem either. The
work [1] introduced MinSum location query asking for a candidate location on
which a new facility can be built to minimize the total cost of the clients. Here, all
the facilities and clients contribute to the cost metric, while, in our setting, only
one candidate client location and a group of facilities covering query keywords
need to contribute, and therefore pruning strategies which utilizing total cost
upper-bounds in partitions of the network cannot be adapted to our problem.
On the other hand, with regard to keyword-aware, the recent work [12] studied
m-closest keywords query with the objective to minimize the largest distance
between keyword facilities. However, Euclidean distance was used as the distance
function, which does not suit road networks and the cost metric is also different.

Based on the unique characteristics of KOL problem, we design a basic algo-
rithm, named MinSum-KOL. The main idea is that we find the local optimal
location on each user-selected edge, then find the global optimal location in user-
selected edges set. In order to find the optimal location efficiently, we design an
improved algorithm, named KOL-KFEP. There are two improved strategies. One
strategy is keyword filtering. The other strategy is edge pruning.

In summary, we make the following three major contributions:

(1) We conduct a novel study on keyword-aware optimal location query in road
network. Given a set of road segments and a set of query keywords, the
optimal location query is to find a location p with smallest sum of distances
from the location p to object covering each query keyword.

(2) We propose an algorithm, named MinSum-KOL, to answer the KOL query.
In order to find the optimal location more efficiently, we propose two
improved strategies. They are keyword filtering and edge pruning, respec-
tively. Based on them, we design an improved algorithm, named KOL-KFEP.

(3) We demonstrate the efficiency of our algorithms with extensive experiments
on large-scale real datasets.

The rest of this paper is organized as follows: Sect. 2 reviews the related
work and Sect. 3 gives the problem formulation. In Sect. 4, we introduce our
basic method, which is further improved in Sect. 5. Our experimental study is
given in Sect. 6, and we finally conclude this paper in Sect. 7.
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2 Related Work

Our problem is closely related to aggregate nearest neighbor (NN) search, collec-
tive spatial keyword queries and MinSum optimal location queries. We classify
the related work into two types work, namely optimal location queries with
non-road network setting and road network setting.

2.1 Optimal Location Queries with Non-road Network Setting

Papadias et al. [9] studied a group nearest neighbor (GNN) query. Given two sets
of points P and Q, a GNN query retrieves the point(s) of P with the smallest
sum of distances to all points in Q. They utilize R-trees and Euclidean distance
bounds to converge to the result, by minimizing the I/O and computational cost.
Cao et al. [10] and Long et al. [11] studied the problem of retrieving a group of
spatial web objects such that the group’s keywords cover the query’s keywords
and such that objects are nearest to the query location and have the lowest
inter-object distances. A recent work [12] studies the m-closest keywords(mCK)
query, which finds a group of objects such that they cover all query keywords
and have the smallest diameter, which is defined as the largest distance between
any pair of objects in the group.

Above work studies the sum of Euclidean distance. In this paper, we study
the problem considering the network distance. The aggregate network distance
requires more expensive network traversal than the aggregate Euclidean distance.
None of the solutions developed therein is applicable when the keyword-aware
optimal location queries reside in a road network.

2.2 Optimal Location Queries with Road Network Setting

Aggregate nearest neighbor (ANN) queries [13] return the object that minimizes
an aggregate distance function with respect to a set of query points in road net-
works. The work considers sum functions and techniques that utilize Euclidean
distance bounds and R-tree. In KOL problem, we take keywords into account in
location. During finding the optimal location, the nearest objects covering query
keywords varies at different locations. It performs incremental NN queries for
each location, and combines the results. In our problem, the candidate location
is the user-selected edges set, not fixed points, if we also use the Euclidean dis-
tance bounds and R-tree index, it incurs more incremental computation. So the
method [13] cannot hold our problem efficiently.

Recently, Xiao et al. [1] studied the MinSum location query problem in road
network. In work [1], given a road network, a set of clients and a set of facilities, it
asks a location where a new facility can be built to minimize the total cost of the
clients. The main idea is to augment the road network by creating a vertex for
each client and each facility and partition the augmented road network into sub-
networks and compute the total cost upper-bound which is the sum of cost from
each client to its nearest facility of each sub-network. If the current total cost is
smaller than the upper-bounds of all unvisited sub-networks, search terminate;
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Fig. 1. Running example.

otherwise, move on to the next subgraph. Here, all the facilities and clients
contribute to the cost metric, while, in our setting, only one candidate client
location and a group of facilities covering query keywords need to contribute, and
therefore pruning strategies which utilizing total cost upper-bounds in partitions
of the network cannot be adapted to our problem.

3 Problem Formulation

Let G = (V,E) be a road network, which consists of a set of vertices V and a
set of edges E ⊆ V × V . Each vertex v ∈ V represents a road junction; each
edge e ∈ E represents a road segment between two road junctions. For any edge
e = (vl, vr), vl (vr) is the left(right) vertex of e. User-selected set of edges is
denoted by Eu ⊆ E. O is an object set, ψ is a keyword set, and ψ = {t1, ...tk},
where tk denotes a keyword and Otk denotes the object set covering tk. Query
keywords set is denoted as ψu ⊆ ψ.

Figure 1(a) shows an example of a graph G, which is a road network consisting
9 vertices, 9 objects, and 12 road segments. The squares and triangles represent
the objects covering different keywords. The highlighted edges are user-selected
edges set Eu = {(v1, v2), (v2, v5), (v5, v8), (v8, v9)}. Figure 1(b) shows the storage
scheme for the road network. There is a keyword inverted list. Each keyword
points to the object list covering it.

We denote the distance between two locations p1 and p2 as d(p1, p2), rep-
resenting the distance of shortest path from p1 to p2. We denote location p′s
nearest object covering keyword tk as NNOtk(p). Then the distance between
the location p and NNOtk(p) is denoted by d(p,NNOtk(p)). For ease of expres-
sion, the distance is denoted as d(p, tk). The sum of distances from p to its nearest
object covering each query keyword is denoted as d(p, ψu), shown as following
equation:

d(p, ψu) =
∑

tk∈ψu

d(p, tk) (1)

The KOL query is to find an optimal location which minimizes the sum of dis-
tances between this location and object covering each query keyword. Formally,
we define the KOL query as follows:
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Definition 1. Keyword-aware Optimal Location Query. Given an undi-
rected connected graph G = (V,E), where V (E) denotes the set of vertices(edges)
in G, a user-selected edges set Eu, a query keywords set ψu, such that an optimal
location p ∈ Eu with minimum sum of distances to the set ψu.

Where Eu can be any subset of E, ψu can be any subset of ψ, i.e., we can
have Eu = E and ψu = ψ. We consider any point p ∈ Eu as a candidate
location. In Fig. 1(a), if query keyword set is ψu = {t1, t2}, then Ot1 = {o1, o3, o6}
and Ot2 = {o2, o4, o7, o8} are object sets covering query keyword t1 and t2,
respectively. We can compute the sum of distances from v1 to nearest objects
covering keyword t1 and t2: d(v1, ψu) = d(v1, o2) + d(v1, o1) = 3.

Example 1. Given a query q = (Eu, ψu) = ({(v1, v2), (v2, v5), (v5, v8), (v8, v9)},
{t1, t2}), KOL query asks for a location p ∈ Eu, whose sum of distances to its
nearest objects covering keyword t1 and t2 is minimized. It is not difficult to
see the minimum sum of distances is 1 and the optimal point p can be location
between node o1 and node o2, i.e., the whole interval [o1, o2].

4 Basic Algorithm for KOL Queries

In this section, we propose a basic algorithm, named MinSum-KOL, to find the
optimal location. The main idea is that we find the local optimal location on each
user-selected edge, then combine the results to find the global optimal location.

4.1 Lower Bound on a Sub-interval

Each edge e = (vl, vr) may contain multiple objects, where oi is the i-th object.
Thus, we split the whole edge e into a number of sub-intervals with the multiple
objects: [vl, o1]; [o2, o3], · · · , [ok, vr]. We represent vertex and object as unified
node ni. Consider a sub-interval [nl, nr] of edge e and let p be an arbitrary point
on [nl, nr]. When p moves along edge e, d(p, tk) changes linearly. We know that
d(p, tk) can be expressed as follows.

d(p, tk) =min{d(nl, tk) + d(nl, p), d(nr, tk) + d(p, nr)}
An endpoint is a local optimal location on a sub-interval, if and only if it has

the minimum sum of distances among all points on sub-interval. The following
theorem shows that one endpoint of sub-interval is always minimal.

Theorem 1. Given a sub-interval [nl, nr], query keywords set ψu, and any point
p ∈ [nl, nr], if d(p, ψu) is smaller than the sum of distances of one endpoint, then
d(p, ψu) must be larger than the sum of distances of the other endpoint.

Proof. We assume that ψl
p(ψ

r
p) is the subset of keyword in ψu, such that the

shortest path from p to its nearest object passes through nl(nr). First of all,
d(nl, tk) ≤ d(nr, tk) + d(nl, nr), and similarly, d(nr, tk) ≤ d(nl, tk) + d(nl, nr).
Next,
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d(p, ψu) =
∑

tk∈ψl
p
d(p, tk) +

∑
tk∈ψr

p
d(p, tk)

=
∑

tk∈ψl
p
d((nl, tk) + d(nl, p)) +

∑
tk∈ψr

p
(d(nr, tk) + d(p, nr))

=
∑

tk∈ψl
p
d(nl, tk) + |ψl

p|d(nl, p) +
∑

tk∈ψr
p
d(nr, tk) + |ψr

p|d(p, nr),
The number of nl’s nearest object covering query keywords, whose shortest

path passes through nl, is lager than |ψl
p|, and similarly, the number of nl’s

nearest object, whose shortest path passes through nr, is smaller than |ψr
p|, then

d(nl, ψu) =
∑

tk∈ψu
d(nl, tk)

≤ ∑
tk∈ψl

p
d(nl, tk) +

∑
tk∈ψr

p
d(nl, tk)

≤ ∑
tk∈ψl

p
d(nl, tk) +

∑
tk∈ψr

p
d(nr, tk) + |ψr

p|d(nl, nr).
Assume that d(p, ψu) ≤ d(nl, ψu), we have,∑

tk∈ψl
p
d(nl, tk) + |ψl

p|d(nl, p)+
∑

tk∈ψr
p
d(nr, tk) + |ψr

p|d(p, nl)
≤ ∑

tk∈ψl
p
d(nl, tk) +

∑
tk∈ψr

p
d(nr, tk) + |ψr

p|d(nl, nr),

which leads to |ψl
p|d(nl, p) + |ψr

p|d(p, nr) ≤ |ψr
p|d(nl, nr).

Since d(nl, nr) = d(nl, p)+d(p, nr), we have |ψl
p|d(nl, p) ≤ |ψr

p|d(nl, p), which
means that |ψl

p| ≤ |ψr
p|. Similarly,

d(nr, ψu) =
∑

ck∈ψu
d(nr, tk)

≤ ∑
tk∈ψl

p
d(nr, tk) +

∑
tk∈ψr

p
d(nr, tk)

≤ ∑
tk∈ψl

p
d(nl, tk) + |ψl

p|d(nl, nr) +
∑

tk∈ψr
p
d(nr, tk),

because by |ψl
p| ≤ |ψr

p|, d(p, ψu) ≥ d(nr, ψu).

Based on Theorem 1, for any point p in a certain sub-interval, d(p, ψu) can be
lower-bounded by the min{d(nl, ψu), d(nr, ψu)}.

By Theorem 1, if the endpoints of a sub-interval have different merits, then
the endpoint with the smaller sum of distances should be the only local optimal
location. If the sum of distances of one endpoint is equal to that of the other
endpoint, either all points on sub-interval have the same sum of distances, or
two endpoints have smaller sum of distances than any other points.

Lemma 1. Given any two adjacent nodes nl, nr, ψl(ψr) is the set of node nl’s
(nr’s) nearest objects passing through nl (nr), and any location p ∈ [nl, nr],
if NNOtk(nl) = NNOtk(nr) and |ψl| =|ψr|, then d(p, ψu) = d(nl, ψu) =
d(nr, ψu).

Proof. From NNOtk(nl) = NNOtk(nr), and |ψl| = |ψr|, we know that
d(nl, tk) = d(nr, tk) + d(nl, nr), tk ∈ ψr, and
d(nr, tk) = d(nl, tk) + d(nl, nr), tk ∈ ψl. Therefore,
d(nl, ψu) =

∑
tk∈ψl

d(nl, tk) +
∑

tk∈ψr
d(nr, tk) + |ψr|d(nl, nr).

d(nr, ψu) =
∑

tk∈ψl
d(nr, tk) + |ψl|d(nl, nr) +

∑
tk∈ψr

d(nr, tk).
d(p, ψu) =

∑
tk∈ψl

d(nr, tk) + |ψl|d(nl, p) +
∑

tk∈ψr
d(nr, tk) + |ψr|d(p, nr)

=
∑

tk∈ψl
d(nr, tk) +

∑
tk∈ψr

d(nr, tk) + |ψr|d(nl, nr).
We can conclude that d(p, ψu) = d(nl, ψu) = d(nr, ψu).

We can determine the result is the interval between two adjacent nodes if they
satisfy the condition of Lemma 1.
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4.2 Finding Shortest Distances Between Vertices and Objects

In order to compute the shortest distance between a vertex and its nearest
object efficiently, we adopt an algorithm which runs Dijkstra’s algorithm once
only. Firstly, we find the shortest distance from a vertex vi to its nearest object
covering keyword tk along one of the edges adjacent to vi if there is an object
on one of these edges, otherwise the distance is ∞. Next, We create a new node
called the virtual node, denoted by V Ntk in the network. For each vertex vi, we
create an edge (V Ntk , vi) and set the length of this edge to be d(vi, tk). It is easy
to verify that the time of computing d(vi, tk) for all vertices is O(|V |). Finally, we
execute the Dijkstra’s algorithm starting from this virtual node V Ntk once only.
We guarantee that the distance between each vertex vi and its nearest object is
exactly equal to the shortest distance between V N and v. The idea of using the
concept of virtual node was studied in [14]. Since the Dijkstra’s algorithm takes
O(|V | log |V |) time [15], finding the shortest distances between each node and
its nearest object covering each keyword takes O(|ψ||V | log |V |) time.

In order to accelerate the algorithm, we pre-compute each vertex vi’s nearest
object covering tk and the corresponding distance, storing in an adjacency list,
respectively.

4.3 Finding Shortest Distances Between Objects

Consider an object oi covering keyword tk on an edge e = (vl, vr), its nearest
object covering keyword tk is itself. If there is no object covering other keyword
tm on e, the shortest path from oi to its nearest object covering keyword tm
passes through vl or vr. Otherwise if there are objects covering keyword tm on
e, the shortest path from oi to its nearest object covering keyword tm passes
through vl, vr or the nearest object covering keyword tm is on e.

Lemma 2. Consider an object covering keyword tk on an edge e = (vl, vr).
If there is no object covering other keyword tm on e, then d(tk, tm) =
min{d(tk, vl) + d(vl, tm), d(tk, vr) + d(vr, tm)}. Otherwise, d(tk, tm) =
min{d(tk, tm), d(tk, vl) + d(vl, tm), d(tk, vr) + d(vr, tm)}.

It is easy to verify the correctness of the above lemma. Let lo be the greatest
number of objects along an edge. The running time of finding distance for one
object covering one keyword takes O(lo) time, and the overall running time for
all objects takes O(lo|ψ||O|) time.

4.4 MinSum-KOL Algorithm

The pseudo code of MinSum-KOL is presented as Algorithm 1. Initialization
optimal location set R ← ∅; bestDist ← ∞, storing the current minimum sum
of distances (line 1). We first compute the distance d(ni, tk) between each node
ni and its nearest object covering query keyword tk, then compute the sum of
distances of node ni (lines 2–6). Next, we find the nodes with the minimum
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sum of distances and update bestDist and the result set R (lines 7–8). For two
adjacent nodes of set R in same edge, if they satisfy conditions of Lemma 1,
then we replace the nodes with their interval in result set R (lines 9–11). Lastly,
we return the result set R (line 12).

Algorithm 1. MinSum-KOL
Input: A graph G and a query q = (Eu, ψu);
Output: The optimal location set R

1 Initialization optimal location set R ← ∅; minimum sum of distances
bestDist ← ∞;

2 for each edge ej ∈ Eu do
3 for each node ni do
4 for each keyword tk ∈ ψu do
5 compute the distance d(ni, tk);
6 d(ni, ψu) ← d(ni, ψu) + d(ni, tk);

7 if d(ni, ψu) ≤ bestDist then
8 update bestDist and R;

9 for any two nodes nl and nr of set R in same edge do
10 if NNOψu(nl) = NNOψu(nr) & &|ψl| = |ψr| then
11 replace nodes nl and nr with [nl, nr] in set R;

12 return R;

The optimal locations on Eu can be found by computing the sum of distance
of each node to its nearest object covering each keyword, which takes O(|V +
O||ψ|) time given the distance from each vertex to its nearest object covering
each keyword.

5 Improved Algorithm for KOL Queries

When the dataset is large, MinSum-KOL incurs a significant overhead. In order
to find the minimum sum of distances efficiently, we propose two improved strate-
gies in this section. One is keyword filtering strategy, the other is edge pruning
strategy. An improved algorithm KOL-KFEP is then proposed based on k

¯
eyword

filtering and edge pruning strategies.
In the algorithm Minsum-KOL, given a query keywords set ψu, we have to

compute the distance of each node to its nearest object covering query keyword.
An object does not cover query keyword, it has no connection with the result.
We can filter the object nodes not covering query keyword.

5.1 Edge Pruning Strategy

Denote the edge e′s nearest object covering the keyword tk as NNOtk(e), and
the distance from an edge e to its nearest object covering the keyword tk as
d(e, tk).
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Lemma 3. Given an edge e, and a keyword tk, if there is an object covering the
keyword tk in edge e, d(e, tk) = 0; else d(e, tk) = min{d(vl, tk), d(vr, tk)}.

It is easy to verify the correctness of the above lemma. For example, in
Fig. 1(a), assume edge e = (v1, v2), then NNOt1(e) is o1, NNOt3(e) is o5,
d(e, t1) = 0, d(e, t3) = min{d(v1, t3), d(v2, t3)} = 1.

Theorem 2. Given a keywords set ψu, the sum of distances from any edge e
to object covering each query keyword and the sum of distances from any point
p ∈ e to object covering each query keyword, d(e, ψu) ≤ d(p, ψu), p ∈ e.

Proof. Since d(e, ψu) =
∑

tk∈ψu
d(e, tk), and the point p is arbitrary location on

e, d(p, ψu) =
∑

tk∈ψu
d(p, tk). Assume that edge e includes the object covering

keyword tk, then d(e, tk) = 0 ≤ d(p, tk) by Lemma 3. Assume that edge e does
not include the object covering keyword tk, d(e, tk) = min{d(vl, tk), d(vr, tk)},
while d(p, tk) = min{d(vl, tk)+d(vl, p), d(vr, tk)+d(p, vr)}, therefore, d(e, tk) ≤
d(p, tk). Hence d(e, ψu) =

∑
tk∈ψu

d(e, tk) ≤ ∑
tk∈ψu

d(p, tk) = d(p, ψu).

The sum of edge e is lower bound of point p ∈ e. If d(e2, ψu) > d(p, ψu), p ∈
e1, then d(p′, ψu), p′ ∈ e2 > d(p, ψu), p ∈ e1, the location p′ ∈ e2 can not be the
location with minimum sum of distances. So edge e2 can be pruned.

5.2 KOL-KFEP Algorithm

The pseudo code is presented in Algorithm 2. Initialization optimal location set
R ← ∅, the variable bestDist ← ∞, storing the current minimum sum of dis-
tances, and minimum priority queue Q ← ∅ (line 1). We get the distance from
each edge ej ∈ Eu to nearest object covering each query keyword. If there is
an object covering a query keyword on ej , we compute d(ej , ψu) and compare
d(ej , ψu) and bestDist, if d(ej , ψu) ≤ bestDist, push ej into priority queue Q,
else we prune edge ej . If there is no object covering query keyword on ej , we com-
pute the sum of distances of vl and vr; if min{d(vl, ψu), d(vl, ψu)} ≤ bestDist,
we update the result set R and bestDist with this node and corresponding sum
of distances(lines 2–9). Next, we dequeue each edge ej from priority queue Q, if
d(ej , ψu) > bestDist, and the processing terminates early. Otherwise, we com-
pute the sum of distances of each node ni ∈ ej , and find the nodes with minimum
sum of distances (lines 10–17). Then we determine whether the result is interval
(line 18). Lastly, return the result set R (line 19).

Take KOL query as Example 1, q = ({(v1, v2), (v2, v5), (v5, v8), (v8, v9)},
{t1, t2}). Firstly, we compute the sum of distances of each edge to object covering
query keyword t1 and t2. Then we get d((v1, v2), ψu) = 0. In edges (v2, v5) and
(v5, v8), there is no object covering keyword t1 and t2, and we thus only compute
the sum of distances of endpoint in these edges. Since d(v2, ψu) = 3 is smallest,
we update bestDist = 3 and result set R = {v2}. Next, we get the sum of dis-
tances edge d((v8, v9), ψu) = 4. It is lager than current bestDist, so we prune the
edge (v8, v9) and compute the sum of distances of each node in edge (v1, v2). We
get the minimum sum of distances is 1, and the result is R = {o1, o2}. Lastly,
we get the result R = {[o1, o2]} based on Lemma 1.
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Algorithm 2. KOL-KFEP Algorithm
Input: A graph G and a query q = (Eu, ψu);
Output: The optimal location set R

1 Initialization optimal location set R ← ∅; minimum sum of distances
bestDist ← ∞; minimum priority queue Q ← ∅;

2 for each edge ej ∈ Eu do
3 if object covering no keyword in set ψu then
4 if min{d(vl, ψu), d(vr, ψu)} ≤ bestDist then
5 update bestDist R;

6 else
7 compute the sum of distances d(ej , ψu);
8 if d(ej , ψu) ≤ bestDist then
9 Q.push(ej);

10 for !Q.empty() do
11 ej ← Q.pop();
12 if d(ej , ψu) > bestdist then
13 break;

14 else
15 for each node ni ∈ ej do
16 compute the sum of distances d(ni, ψu);
17 · · · // see lines 4--6 in Algorithm 1

18 · · · // see lines 9--11 in Algorithm 1

19 return R;

6 Experiments

This section evaluates our proposed MinSum-KOL and KOL-KFEP algorithms
in terms of query performance.

6.1 Data and Queries

Real-life datasets are tested: (1) CA1 comprises of the road network of the
California, which contains 21, 047 vertices, 21, 692 edges and 80, 930 objects cov-
ering 62 keywords. (2) SF (See footnote 1) comprises of the road network of San
Francisco, which contains 174, 955 nodes, 223, 000 edges, and 250, 000 crawled
objects (with Google Place API) covering 100 keywords. We mapped each object
to on an edge in the road network. We generated 5 query sets for each dataset.
The number of query keywords are 2, 4, 6, 8, and 10. Each set has 50 queries.
Other default settings are as follows: The user-selected edges set is Eu = E and
the number of query keywords is 6. All algorithms were implemented in C++
Linux, and run on an Intel(TM) i5-2400 CPU @3.10 GHz with 4 GB RAM.

1 http://www.cs.utah.edu/∼lifeifei/SpatialDataset.htm.

http://www.cs.utah.edu/~lifeifei/SpatialDataset.htm
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6.2 Experimental Results

We evaluated MinSum-KOL and KOL-KFEP algorithms in terms of query per-
formance varying five parameters: (1) the number of vertices(|V |), (2) the num-
ber of objects |O|, (3) the number of keywords |ψ|, (4) the number of query
keywords |ψu|, and (5) the percentage τ = |Eu|/|E| of edges, in CA and SF.

(1) Effect of |V |. Our first set of experiments focus on effect of vertices.
Figure 2 illustrates the running time of our solutions. By extracting sub-network
of CA (SF) road network, we obtain 5 sub-datasets containing 4, 000 (30, 000),
8, 000 (60, 000), 12, 000 (90, 000), 16, 000 (120, 000) and 20, 000 (150, 000) ver-
tices. The number of objects and keywords vary between 5, 000 (40, 000) and
80, 000(200, 000), 10 (15) and 62 (100), respectively. The running time of two
algorithms increases when |V | increases, since a larger |V | leads to more edges in
Eu. KOL-KFEP performs much better than MinSum-KOL when |V | increases,
because the keyword filtering and edge pruning strategies reduce the search
space. The running time of two algorithms in SF is larger than in CA, for the
size of dataset SF is lager than CA.

(2) Effect of |O|. This set of experiments investigate the scalability of our solu-
tions by varying the number of objects |O|. We varied the number of objects,
with the number of keywords fixed, i.e., the number of objects covering a partic-
ular keyword increases when the number of objects increases. Figure 3 illustrates
the running time when the number of objects changes from 5, 000 (40, 000) to
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Fig. 2. Running time vary the number of vertices (|V |).
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Fig. 3. Running time vary the number of objects (|O|).
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80, 000 (200, 000) in CA (SF). Since a larger |O| covering a particular keyword
leads to more search space and search time, the running time of two algorithms
increases when the number of objects increases and KOL-KFEP is faster than
MinSum-KOL.

(3) Effect of |ψ|. We varied the number of keywords, with the number of objects
is fixed, i.e., the number of objects covering a particular keyword decreases when
the number of keywords increases. Figure 4 illustrates the result. The running
time of two algorithms increases in CA and SF, and KOL-KFEP is always faster
than MinSum-KOL when the number of keywords changes from 10 to 60 in CA.
The pattern is similar to that on the SF dataset shown in Fig. 4(b).
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Fig. 4. Running time vary the number of keywords (|ψ|).

(4) Effect of |ψu|. As shown in Fig. 5, the running time of two algorithms
increases when the number of query keywords changes from 2 to 10 in CA and
SF. When |ψu| increases, the number of search object also increases. Again,
KOL-KFEP is faster than MinSum-KOL in CA and SF.
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Fig. 5. Running time vary the number of query keywords (|ψu|).

(5) Effect of the Percentage τ . Figure 6 illustrates the running time of our
solutions when τ changes from 20% to 100%. The running time of two algorithms
increases when τ increases, since a larger τ leads to more edges in Eu. The
running time of MinSum-KOL is proportional with τ , but the running time of
KOL-KFEP is not, since the effect of its improved strategies.
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In summary, algorithm KOL-KFEP is more efficient than MinSum-KOL,
because the keyword filtering and edge pruning strategies can reduce the search
space. In CA and SF, the ratios |O|/|E| are about 4 and 1, respectively. Obvi-
ously, the average number of objects in each edge is 4 in CA and 1 in SF. The
pattern of query performance is similar in dataset CA and SF, since performance
of MinSum-KOL is related to the size of dataset and performance of KOL-KFEP
has benefited from the improved strategies. From the result of experiments, we
concluded that edge pruning strategy is more efficient in dataset CA, while the
keyword filtering strategy is more efficient in dataset SF.

7 Conclusions

In this paper, we have studied a novel type of query, keyword-aware optimal
location query in road network. We have proposed a basic algorithm based
on dividing road segments into sub-intervals to find the optimal locations and
an improved algorithm with keyword filtering and edge pruning strategies. We
demonstrate the efficiency of our algorithms with extensive experiments on large-
scale real datasets. In future work, we will study the monitoring of optimal
locations when objects and keywords have updates.
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Abstract. In recent years, we have witnessed the development of
location-based services which benefit users and businesses. This paper
aims to provide a unified framework for location-aware recommender
systems with the consideration of social influence, categorical influence
and geographical influence for users’ preference. In the framework, we
model the three types of information as functions following a power-
law distribution, respectively. And then we unify different information
in a framework and learn the exact function by using gradient descent
methods. The experimental results on real-world data sets show that our
recommendations are more effective than baseline methods.

Keywords: Location-aware recommender systems · Power-law distrib-
ution · Gradient descent methods

1 Introduction

With the development of smart mobile devices, location-based social network
services (LBSNs for short), such as Gowalla and Foursquare, have attracted more
and more attentions of users. In LBSNs, we call locations points-of-interest (POIs
for short). An LBSN allows users to establish social links, check in POIs (e.g.,
restaurants), and rate their visiting POIs. These historical data bridge the gap
between users’ preferences and POIs, which provides us a chance to recommend
preferred POIs for users. How to make high quality recommendations in LBSNs
is becoming a very valuable problem.

Most existing POI recommendation methods (e.g., memory based and model
based collaborative filtering) employ historical check-in data of users to compute
a score between a user and a POI, and recommend unvisited POIs with higher
scores for the user. As data used in these methods only show whether a user
checked in a POI, recommendation quality will be low for users who have only
visited a very small number of POIs.

In order to improve location recommendation quality to users, social influ-
ence, geographical influence, and categorical information have been studied in
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 178–190, 2016.
DOI: 10.1007/978-3-319-39937-9 14
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POI recommendations. For social influence, friends may have more similar behav-
iors since they might have lots of common tastes and interests [12]. For geograph-
ical influence, geographically closer POIs may have similar characteristics than
the POIs that are far from each other [9]. Users may prefer POIs closer to a POI
that they liked [12]. For categorical information, they reflect users’ preferences
and the nature characteristics of POIs [1,14].

In real-world data sets, Zhang et al. [14] modeled the social check-in fre-
quency or rating and the categorical popularity as a power-law distribution to
make recommendations. Ye et al. [12] modeled the willingness of a user moving
from one place to another as a function of their distance following a power-law
distribution. Though their works used social influence, geographical influence,
and categorical information, they didn’t model these three types of information
as a power-law distribution in a unified framework. In this paper, we model
the three types of information as a function following a power-law distribution,
respectively. And then we unify them in a framework and learn the unified func-
tion by using gradient descent methods. At last, the learned function is used to
compute a score between a user and a POI.

The rest of the paper is organized as follows. Section 2 gives an overview of
some related work. Section 3 presents models of our system. Section 4 provides
extensive experiments and results based on the real data set. Finally, Sect. 5
draws the conclusions and gives a further view.

2 Related Work

Many recent studies have tried to improve the POI recommendation quality by
exploiting the social, categorical and geographical influence.

Social Information for POI Recommendations. To improve the quality
of location-based recommender systems, social links between users have been
widely used. Many studies employed the similarities between users extracted
from social links into the traditional collaborative filtering methods [11,12]. Also
many recent studies fused the social information with the matrix factorization
model. Jamali et al. [5] proposed the SocialMF model and Ma et al. [10] pre-
sented SoRec model, both of which incorporate social relationships as weights
of latent factor, and Cheng et al. [3] included the social information into the
PMF model as regularization term. Zhang et al. [14] utilized the social correla-
tions between users to deduce the relevance score of users on the unvisited POIs
through aggregating the visit frequency of their friends.

Categorical Information for POI Recommendations. The category of a
POI implies the property of the POI and what kind of activities attract the user
through their history check-in. Thus with the help of the category information
of POIs, we can extract the specific preference of a user. Ying et al. used the
category tag of the POI to consider the Preference-triggered Intentions of a user
on a POI [13]. Bao et al. proposed a weighted category hierarchy to model users’
preferences and infers the expertise of each user through the category information
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of locations. Zhang et al. combined the category bias of a user and the popularity
of a POI to model the category correlations for POI recommendations [14].

Geographical Information for POI Recommendations. As the check-in
behaviors of users on POIs would be affected by geographical proximity signifi-
cantly, the geographical information can be exploited for POI recommendations.
Bao et al. [1] and Wang et al. [11] payed attention to the influence of POIs that
are close to the current location of the user. Lian et al. [8] applied the geographical
latent factor model to derive latent features of POIs. Li et al. [7] proposed a rank-
ing based geographical factorization method. Cheng et al. [3] proposed a Multi-
center Gaussian Model to capture the geographical influence. Ye et al. [12] used a
power law distribution to model the check-in probability to the distance between
two POIs visited by the same user. Zhang et al. [14] developed an adaptive kernel
estimation method to model the geographical correlations.

Each mainly focuses on one or two type of information following power dis-
tributions in location-based recommender systems. As the power distribution is
a widely used distribution, we have been motivated to in-depth break limitations
of related works by combining social, categorical and geographical influence in
a unified framework.

3 Models

Let U be the user set with m users, P be the POI set with n POIs and L be
the category set with k categories. We identify some necessary matrixes just as
follows:

User-POI matrix: T ∈ R
m×n. For each entry ti,j in T represents the

visit times of ui in U to pj in P obtained from an LBSN which contains users’
historical check-in data, and m and n are the user number and POI number in
the LBSN, respectively. Note that users always visit a very small part of POIs,
most entries in T are zero.

User-User matrix: S ∈ R
m×m. For each entry si,i′ in S indicates the social

relation between ui and ui′ in U . si,i′ = 1 denotes that there exists relationship
between two users, and si,i′ = 0 means none relation.

User-Category matrix: C ∈ R
m×k. For each entry ci,r in C represents the

check-in times of ui to POIs that belong to lr in L. Each POI may belong to
multiple categories and k is the total number of category.

Category-POI matrix: D ∈ R
k×n. For each entry dr,j in D represents

the correlation between lr in L and pj in P , if pj belongs to lr in L, dr,j = 1;
otherwise dr,j = 0. Note that most entries of D are zero, because a POI is only
attached to a few categories.

POI-POI matrix: O ∈ R
n×n. For each entry oj,j′ in O indicates the correla-

tion between pj and pj′ in P . Each POI is connected with a pair of geographical
latitude and longitude coordinates. We use the reciprocal of the distance between
pj and pj′ to present oj,j′ . Thus if two POIs are closer, the more they are relevant.
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3.1 Social Correlations

In LBSNs, friends have social links with each other, and they may have similar
interests. Users are easy to be affected by their friends’ check-in behavior when
they choose a POI. Here, we can deduce the preference of ui to an unvisited
pj by considering the social correlations between ui and her friends who have
visited the POI. Specially, the social check-in times xi,j can be computed as
follows [14].

xi,j =
∑

u′
i∈U

si,i′ · ti′,j (1)

Figure 1(a) describes the distribution of the social check-in times through
analyzing on a real-world data set Foursquare. From Fig. 1(a), we can see that
the social check-in times follows a power law distribution. Note that since the
values of x we evaluate are no more than 30, the dots in Fig. 1(a) is sparse. So we
can assume the probability density function of the social check-in times random
variable x by a power law distribution as follows [14].

fSo(xi,j) = a · x−α
i,j , a > 0, xi,j ≥ 0, α > 0 (2)

The function fSo in Eq. (2) decreases monotonically as the social check-in
times x increases. However, friends share more similar interests with each other
and thus the social relevance score should be increasing as the social check-in
times increases. So we use the reciprocal of fSo to describe the social relevance
score of xi,j .

FSo(xi,j) = a · xα
i,j , a > 0, xi,j ≥ 0, α > 0 (3)

where FSo is the social relevance score whose curve passes through the point
(0, 0). And Eq. (3) describes the positive correlation between the social check-in
times random variable x and the social relevance score FSo in a reasonable way.

3.2 Category Correlations

The category of a POI implies the property of the POI and thus can reflect
interests of users who have checked the POI. For instance, a user visiting a

(a) (b) (c)

Fig. 1. Distribution on Foursquare through social, category, geographical aspects



182 C. Cheng et al.

Chinese restaurant indicates that he likes Chinese food. So it is more reasonable
to recommend a Chinese restaurant than a pizza parlor to him. Actually, a user
usually checks a certain subset of the categories with a stable tastes. Here, we
utilize category correlations (i.e., user-category correlation and category-POI
correlation) to predict the categorical popularity yi,j of ui to an unvisited pj .
Specially, yi,j can be computed as follows [14].

yi,j =
∑

lr∈L

ci,r · dr,j (4)

We also conduct analysis on Foursquare to observe the real distribution of
categorical popularity y. From Fig. 1(b), we can see that y follows a power law
distribution very well. So we can introduce a monotonically decreasing power
law distribution function to depict the probability density of y, the details can
be seen as follows.

fCa
(yi,j) = b · y−β

i,j , b > 0, yi,j ≥ 0, β > 0 (5)

But the categorical relevance score is increasing monotonely with the cate-
gorical popularity because people always be interested in some certain categories
and prefer POIs belong to those categories. Thus we represent positive correla-
tions between the categorical popularity and categorical relevance score by the
reciprocal of probability density of y. Specially, it can be seen as follows.

FCa
(yi,j) = b · yβ

i,j , b > 0, yi,j ≥ 0, β > 0 (6)

3.3 Geographical Correlations

In LBSNs, geographical information of POIs have a great influence on users’
check-in behaviors. Users usually prefer to travel a limited distance and Ye et al.
[12] proposed that the POIs visited by the same user tend to be clustered geo-
graphically. Thus, we argue that the geographical priority of ui on an unvisited
pj have a close relationship with the distance between pj and POIs that ui has
checked.

zi,j =
∑

l′j∈P

oj′,jti,j′ (7)

where oj′,j means the correlations between pj′ and pj which is inversely asso-
ciated with the distance between them. ti,j′ represents the preference weight of
ui on pj . Figure 1(c) describes the real density probability distribution of geo-
graphical priority z based on our analysis on Foursquare. We can observe that
geographical priority follows a power law distribution very well. By the same
way, the probability density function can be described by Eq. (8).

fGeo(zi,j) = c · z−γ
i,j , c > 0, zi,j ≥ 0, γ > 0 (8)

Note that geographical relevance scores increase monotonically with the geo-
graphical priority since users prefer to visit nearby interested locations. Thus
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we apply the similar process to represent the positive correlations by the corre-
sponding reciprocal form, i.e., Eq. (9).

FGeo(zi,j) = c · zγ
i,j , c > 0, γ > 0 (9)

3.4 POI Recommendations

We fuse the social, categorical and geographical relevance score, i.e., Eqs. (3),
(6) and (9), into a unified preference score g′(i, j) based on the product rule:

g′
i,j = FSo

(xi,j) · FCa
(yi,j) · FGeo(zi,j) (10)

Equation (10) can be transformed into the logarithm form to fit a linear
model just as follows.

ln g′
i,j = ln abc + α · ln xi,j + β · ln yi,j + γ · ln zi,j (11)

More specifically, let gi,j = ln g′
i,j , q = ln abc, w1 = α, w2 = β, w3 = γ and

h1
i,j = lnxi,j , h2

i,j = ln yi,j , h3
i,j = ln zi,j . We obtain the corresponding equation

as follows:

gi,j = q +
3∑

d=1

wd · hd
i,j (12)

where wd is the weight coefficient. We approach wd by gradient descent method
and the objective function is just as follows:

E =
1
2

∑

i,j

(gi,j − ti,j)2 +
λ

2

3∑

d=1

‖wd‖2 (13)

where the first term of the objective function represents the prediction error
value on T , and the second term is the regularization term which can avoid
overfitting.

Linear Iteration. We use the gradient descent to get the weight variable wd.
The gradient descent algorithm has been widely used for many machine learning
tasks [2,4,5]. The main process involves scanning the training set and iteratively
updating parameters. Specially, the gradients of the objective function E with
respect to wd are computed as Eq. (14). In each iteration the variable wd is
updated in the opposite direction of the gradient and the details can be seen in
Eqs. (15) and (16).

∂E

∂wd
=

∑

i,j

(gi,j − ti,j)hd
i,j + λwd (14)

Δwd = −η
∂E

∂wd
(15)

wd ← wd + Δwd (16)
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After obtaining the converged wd, we can get the missing values in User-POI
matrix T .

Nonlinear Iteration. Here we use EG± algorithm to get the weight variable
wd. EG± is short for the exponentiated gradient algorithm which have positive
and negative weights. EG± is a widely used nonlinear gradient descent method.
It uses the components of the gradient in the exponents of factors that are used
in updating the weight vector multiplicatively [6]. Kivinen et al. presented the
specific and detailed statement of EG± [6]. We first initialize the weight vectors
w+ = (1/6, 1/6, 1/6), w− = (1/6, 1/6, 1/6) and w = (1/3, 1/3, 1/3). Then the
weight vectors can be updated according to the following rules.

w+
d ← w+

d · eΔwd

∑3
d=1(w

+
d eΔwd + w−

d e−Δwd)
(17)

w−
d ← w−

d · e−Δwd

∑3
d=1(w

+
d eΔwd + w−

d e−Δwd)
(18)

wd = w+
d − w−

d (19)

where Δwd can be got through Eqs. (14) and (15).

4 Experiments and Results

We first describe the data set and evaluation metrics in Sect. 4.1. Then, we
present the results of our experiments containing different method comparison,
studying on three components, and analyzing on the influence of parameters of
our experiments in Sect. 4.2.

4.1 Data Set and Evaluation Metrics

Data Set. Foursquare [1] is a real-world data set consisting of check-in records
on POIs obtained from Foursquare user histories. Users can leave a tip to share
experience with their friends by their mobile phones when they check a POI, each
tip contains the category information and ID number of the POI, meanwhile the
latitude and longitude information of the POI can also be recorded by their
mobile phones. In this data set, we select locations which have been visited
more than five times, users whose check-in number more than twelve times, the
final data set includes of 493 users, 3292 locations and 11399 check-in records.

Evaluation Metrics. We evaluate our models in terms of ranking by present-
ing each user with a top-K list of POIs sorted by the predicted values. More
specifically, the predicted rating of ui on pj is obtained from Eq. (12), in which
we use the finally updated vector w.



Point-of-Interest Recommendations by Unifying Multiple Correlations 185

The evaluation metrics are precision and recall. In detail, they can be com-
puted as follows:

Precision =
1
m

∑

ui∈U

|R(ui)
⋂

T (ui)|
|R(ui)| (20)

Recall =
1
m

∑

ui∈U

|R(ui)
⋂

T (ui)|
|T (ui)| (21)

where R(ui) is a top-K list of a targeted user based on descending order of the
prediction values, T (ui) is the set of POIs a user has visited in the test data. Note
that the precision and recall for the whole recommender system are calculated
by averaging all the precision and recall values of all the users, respectively.

4.2 Results

First, we compare our SCG with the state-of-the-art POI recommendation tech-
nique. Second, we study the recommendation quality of the three components
in SCG. Last, we investigate the impact of sensitive parameters.

Comparison. Our methods integrate social information, categorical informa-
tion and geographical information into a framework by the product rule to
make POI recommendations. The weights corresponding to each information
are obtained dynamically through machine learning, and specifically, we propose
linear iteration and nonlinear iteration. Here we call our models as L-SCG and
NL-SCG with respect to linear iteration and nonlinear iteration, respectively.
Meanwhile, we introduce two state-of-the-art POI recommendation techniques
as follows:

– OSCG [12,14]: This method also incorporates social correlations, categorical
correlations and geographical correlations, which we call original SCG method
(OSCG for short). OSCG model the social factor and categorical factor by a
power-law distribution, respectively [14], while instead of computing adaptive
kernel estimation in [14], the geographical factor is modeled by a power-law
distribution [12]. Finally the three factors are fused by linear combination to
make POI recommendation.

– USG [12]: This method involves user preference, social influence and geo-
graphical influence, but ignores category impact. It fuses these three factors
into a framework by linear combination. What’s more the weight vector is set
in a static way, i.e., the weighting parameters are manually tuned.

Our experiment is performed on Foursquare. We set η = 2× 10−5 for L-SCG
and η = 2 × 10−4 for NL-SCG, λ = 0.5, and iteration times as 50 for NL-SCG
and 70 for L-SCG, the details can be discussed in the following sections. To
demonstrate the effectiveness of our models, we compare our methods with the
state-of-the-art OSCG and USG with different amounts of data used for training.
In addition, the Foursquare data is randomly divided by different proportions of
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(a) (b)

Fig. 2. Recommendation accuracy of different methods based on 4/5 data for training
(Color figure online)

(a) (b)

Fig. 3. Recommendation accuracy of different methods based on 2/3 data for training
(Color figure online)

training data and testing data as 2:1 and 4:1, respectively. Figures 2 and 3 show
the corresponding results.

From Figs. 2 and 3, we can see that our methods both NL-SCG and
L-SCG (SCG for short) outperform OSCG and USG, which indicates that (1)
it is an more accurate way to reach the weights dynamically through machine
learning instead of static manual adjustment; (2) it is more reasonable than lin-
ear combination to fuse the influence of different factors in a framework through
the product role. It must be noted that NL-SCG improves L-SCG when the pro-
portion of train set and test set is 4:1, while L-SCG has a better performance
when the proportion is 2:1, this indicates that gradient descent is more sensitive
to the size of training set.

Study on Three Components in SCG. In this section, we study the three
components in our models, namely, SocCo corresponding to social correlations,
CateCo corresponding to category correlations and GeoCo corresponding to geo-
graphical correlations. The basic idea behind SocCo is that friends have similar
tastes in LBSNs and we only consider social influence to make POI recommen-
dations. CateCo only contains the category correlations considering people are



Point-of-Interest Recommendations by Unifying Multiple Correlations 187

always like some certain kinds of items. GeoCo only incorporates geographical
correlations with regard to most people prefer to visit nearby POIs. The details
corresponding to the three components can be seen as Eqs. (3), (6) and (9). We
use linear gradient descent to get their exponential parameters.

(a) (b)

Fig. 4. Recommendation accuracy of the three components of SCG (Color figure
online)

Figure 4 shows the recommendation accuracy of L-SCG along with its three
component factors, namely, social correlations, categorical correlations and geo-
graphical correlations. From Fig. 4, we can conclude that: (1) each of the three
correlations plays an important role in SCG for POI recommendations; (2) the
performance of GeoCo is much higher than SocCo and CateCo which indicates
geographical correlations provide comparable results against both social and cat-
egorical correlations, since in LBSNs geographical influence matters a lot; (3) it
is obvious to see that no matter in precision or recall, our method L-SCG always
show the best performance. This indicates that the more correlations are unified,
the more helpful it is to enhance the recommendation quality. In other words,
people can be influenced by the social, categorical and geographical correlations
in different degrees. It is reasonable to unify these correlations together to obtain
a comprehensive consideration.

Study on Parameter in SCG. In this section, we study the impact of para-
meter on SCG based on 2/3 data for training. The learning rate η controls the
step size for searching weight vector w in each iteration, the regularization para-
meter λ can avoid over-fitting and iteration times determine the best state of
our experiments during the iterations.

Figure 5 presents the effect of different learning rate η on SCG. From Fig. 5(a),
we have the following observations: (1) the optimal learning rate in L-SCG is
η = 2 × 10−5 which go towards the right direction, since with the increasing of
iterations, the performance is better; (2) a bigger η can results in the divergency
of the model, e.g., the model is no longer convergent after the second iteration
when η = 2×10−4; (3) a smaller η can lead the model convergence rate too slow.
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(a) L-SCG (b) NL-SCG

Fig. 5. Effect of different learning rate η

When η is 2 × 10−6, it is hard to reach a good performance. From Fig. 5(b), we
can easily see that the optimal learning rate in NL-SCG is η = 2 × 10−4 which
can lead to the best state of the performance.

We analyze the effect of regularization parameter λ on the final result. We
set λ as 0.05, 0.5 and 5, respectively, but the corresponding results are almost
the same and thus we argue that regularization parameter have little influence
on the our model.

(a) (b)

Fig. 6. Effects of iteration times

Figure 6 shows the effects of iteration times on both NL-SCG and L-SCG
method based on 2/3 data for training, we can see that NL-SCG can get a
stable state in a faster speed than L-SCG. Actually NL-SCG can reach its best
state after 50 iteration times while L-SCG iterate 70 times.

5 Conclusion and Future Work

This paper presents a new POI recommendation approach unifying multi corre-
lations, namely, social correlations, category correlations and geographical corre-
lations. The experimental results on the Foursquare data set show that our meth-
ods significantly improve the recommendation accuracy of the baseline methods.
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However, since our data sets have a high sparsity rate (99.29%), the whole pre-
cision and recall of our experiments are low. In the future, on one hand, we
are going to focus on data sparsity problems to make recommendation more
accurate; on the other hand, we will consider to incorporate time and sentiment
features extracted from semantic tips in the prediction function.
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Abstract. With the rapid development of Mobile Internet and Online
To Offline (O2O) marketing model, various spatial crowdsourcing
platforms, such as Gigwalk and Gmission, are getting popular. Most
existing studies assume that spatial crowdsourced tasks are simple
and trivial. However, many real crowdsourced tasks are complex and
need to be collaboratively finished by a team of crowd workers with
different skills. Therefore, an important issue of spatial crowdsourc-
ing platforms is to recommend some suitable teams of crowd work-
ers to satisfy the requirements of skills in a task. In this paper, to
address the issue, we first propose a more practical problem, called
Top-k Team Recommendation in spatial crowdsourcing (TopkTR)
problem. We prove that the TopkTR problem is NP-hard and design a
two-level-based framework, which includes an approximation algorithm
with provable approximation ratio and an exact algorithm with pruning
techniques to address it. Finally, we verify the effectiveness and efficiency
of the proposed methods through extensive experiments on real and syn-
thetic datasets.

1 Introduction

Recently, thanks to the development and wide use of smartphones and mobile
Internet, the studies of crowdsourcing are switching from traditional crowdsourc-
ing problems [15,16] to the issues in spatial crowdsourcing markets, such as
Gigwalk, Waze, Gmission, etc., where crowd workers (workers for short in this
paper) are paid to perform spatial crowsourced tasks (tasks for short in this
paper) that are requested on a mobile crowdsourcing platform [17].

Most existing studies on spatial crowdsourcing mainly focus on the problems
of task assignment [6,7,13,14,17], which are to assign tasks to suitable workers,
and assume that tasks are all simple and trivial. However, in real applications,
there are many complex spatial crowdsourced tasks, which often need to be col-
laboratively completed by a team of crowd workers with different skills. Imagine
the following scenario. David is a social enthusiast and usually organizes differ-
ent types of parties on weekends. On the coming Saturday, he intends to hold
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 191–204, 2016.
DOI: 10.1007/978-3-319-39937-9 15
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Table 1. The skill, payoff and capacity information of crowd workers

w1 w2 w3 w4 w5

Skills {e1, e2} {e1} {e2, e3} {e2} {e1, e2, e3}
Price 2 1 3 1 2

Capacity 1 1 2 1 1

a dance party and needs to recruit some sound engineers, guitarists, cooks and
dancers. However, David faces a dilemma that his limited budget cannot afford
to recruit all the aforementioned workers. He has to recruit fewer cheap crowd
workers who have multiple skills and can take up several responsibilities, e.g. a
worker can play the guitar and also manage the sound systems. Therefore, David
posts his tasks on a spatial crowdsourcing platform, Gigwalk, and wants to find
cheap crowd workers to satisfy his requirements. In fact, many task requestors
have the same appeal: can spatial crowdsourcing platforms recommend several
cheaper candidate teams of crowd workers who can satisfy the multiple skills
requirement of the tasks? To further illustrate this motivation, we go through a
toy example as follows.

Example 1. Suppose we have five crowd workers w1 − w5 on a spatial crowd-
sourcing platform, whose locations are shown in a 2D space (X,Y ) in Fig. 1.
Each worker owns different skills, which are shown in the second row in Table 1.
Furthermore, each worker has a price for each task and a capacity, which is the
maximum number of skills that can be used in a task that he/she performs,
which are presented in the third and forth rows in Table 1. Moreover, a team-
oriented spatial crowdsourced task and its locality range (the dotted circle) are
shown in Fig. 1. Particularly, the task requires that the recruited crowd work-
ers must cover three skills, {e1, e2, e3}. To help the task requestor save cost,
the spatial crowdsourcing platform usually recommends top-k cheapest teams of

Fig. 1. Locations of the task and the five crowd workers
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crowd workers, who can satisfy the requirement of skills. Furthermore, the rec-
ommended teams should not have free riders. In other words, each recommended
team cannot satisfy the required skills if any worker in the team leaves. There-
fore, in this example, the top-2 cheapest teams without free riders are {w2, w3}
and {w1, w3}, respectively, if the parameter k = 2.

As discussed above, we propose a novel team recommendation problem in
spatial crowdsourcing, called the top-k team recommendation in spatial crowd-
sourcing (TopkTR) problem. As the example above indicates, the TopkTR prob-
lem not only recommends k cheapest teams but also satisfies the constraints of
spatial range and skill requirement of tasks, capacity of workers, and no free
rider in teams. Notice that the Top-1TR problem can be reduced to the classical
team formation problem if the constraints on the capacity of workers and free
riders are removed. More importantly, the TopkTR problem needs to return k
teams instead of the cheapest team, which is its main challenge. We make the
following contributions.

– We identify a new type of team-oriented spatial crowdsourcing applications
and formally define it as the top-k team recommendation in spatial crowd-
sourcing (TopkTR) problem.

– We prove that the TopkTR problem is NP-hard and design a two-level-based
framework, which not only includes an exact algorithm to provide the exact
solution but also can seamlessly integrate an approximation algorithm to
guarantee ln |Et| theoretical approximation ratio, where |Et| is the number of
required skills of the task.

– We verify the effectiveness and efficiency of the proposed methods through
extensive experiments on real and synthetic datasets.

The rest of the paper is organized as follows. In Sect. 2, we formally define
our problem and prove its NP-hardness. In Sect. 3, we present an two-level-based
framework and its exact and approximation solutions. Extensive experiments on
both synthetic and real datasets are presented in Sect. 4. We review related works
and conclude this paper in Sects. 5 and 6, respectively.

2 Problem Statement

We formally define the Top-k Team Recommendation in spatial crowdsourcing
(TopkTR) problem and prove that this problem is NP-hard. For convenience of
discussion, we assume E = <e1, · · · , em> to be a universe of m skills.

Definition 1 (Team-oriented Spatial Crowdsourced Task). A team-
oriented spatial crowdsourced task (“task” for short), denoted by t =
<lt, Et, rt>, at location lt in a 2D space is posted to the crowd workers, who
are located in the circular range with the radius rt around lt, on the platform.
Furthermore, Et ⊆ E is the set of the required skills of the task t for the recruited
team of crowd workers.
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Definition 2 (Crowd Worker). A crowd worker (“worker” for short) is
denoted by w = <lw, Ew, pw, cw>, where lw is the location of the worker in
a 2D space, Ew ⊆ E is the set of skills that the worker is good at, pw is the pay-
off for the worker to complete a crowdsourced task, and cw is the capacity of the
worker, namely the maximum number of skills used by the worker to complete a
crowdsourced task.

Note that the team-oriented spatial crowdsourced tasks studied in this paper,
e.g. organizing a party, renovating a room, etc., usually need to be completed in
teams. Though a worker may be good at multiple required skills, he/she cannot
finish all the works by himself/herself. Therefore, we limit the capacity of each
worker to balance the workload of the whole team. To simplify the problem,
we assume that each worker receives the same payoff for different tasks since
the capacity of the used skills of each user can be restricted. On one hand, these
workers often have similar workloads and do not need a team leader to do a task.
On the other hand, our model can be also easily extended to address the scenario
where workers ask for different rewards for his/her different skills. Finally, we
define our problem as follows.

Definition 3 (TopkTR Problem). Given a team-oriented spatial crowd-
sourced task t, a set of crowd workers W , and the number of recommended
crowdsourced teams k, the TopkTR problem is to find k crowdsourced teams,
{g1, · · · , gk} (∀gi ⊆ W, 1 ≤ i ≤ k) with k minimum Cost(gi) =

∑
w∈gi

pw such
that the following constraints are satisfied:

– Skill constraint: each required skill is covered by the skills of at least one
worker.

– Range constraint: each worker w ∈ gi must locate in the restricted range of
the task t.

– Capacity constraint: the number of skills used by each worker w ∈ gi cannot
exceed w’s capacity cw.

– Free-rider constraint: no team still satisfies the skill constraint if any worker
in the team leaves.

Theorem 1. The TopkTR Problem is NP-hard.

Proof. When k = 1 and the capacity constraint is ignored, such special case of
the TopkTR problem is equivalent to the team formation problem [8], which has
been proven to be NP-hard. Therefore, the TopkTR problem is also an NP-hard
problem.

3 A Two-Level-Based Framework

To solve the problem effectively, we present a two-level-based algorithm frame-
work. The first level aims to find the current top-1 feasible team with the min-
imum price, and the second level utilizes the function in the first level to itera-
tively maintain the top-k best teams. Particularly, the two-level-based framework
has a nice property that the whole algorithm can keep the same approximation
guarantee of the algorithm as in the first level.
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Algorithm 1. Two-Level-based Framework
input : W = {w1, · · · , w|W |}, t, k, and top-1 function top-1(.,.)
output: Top-k teams G ={g1, · · · , gk}.

1 Queue ← ∅; G ← ∅;
2 Insert the team generated by the function top-1(W,t) into Queue;
3 while Queue �= ∅ do
4 res ← top of Queue;
5 G ← G

⋃{res};
6 if |G| = k then
7 return G;

8 Remove top of Queue;
9 foreach w ∈ res do

10 Insert the team generated by the function top-1(Wres − {w},t) into Queue;

3.1 Overview of the Framework

The main idea of the two-level framework is that the top-2 best team can be
discovered if and only if the top-1 best team is found first. In other words, after
excluding the top-1 best team from the solution space, not only the size of the
solution space is shrunken, but also the global top-2 best team must be the local
top-1 best team in the shrunken solution space. The function of finding the local
top-1 best team is denoted as the top-1 function in the first level, which will be
described in details as the approximation algorithm and the exact algorithm in
Sects. 3.1 and 3.2, respectively.

The framework is shown in Algorithm1. We first initialize an empty priority
queue of teams Queue, which sorts the elements in non-increasing prices of the
teams, and the top-k teams G in lines 1–2. In line 3, we use a given algorithm,
which can be exact or approximate, to get the exact or approximate top-1 team
and insert it into Queue. In lines 4–11, if Queue is not empty, we get the top
element res of Queue and insert res into G. For each w in res, we reduce the
solution space of res to Wres −{w}, find a solution in it, and insert the solution
into Queue. We repeat this procedure until we get k teams.

As introduced above, the framework has a nice property that the whole
algorithm can keep the same approximation guarantee of the algorithm (top-1
function) in the first level.

Theorem 2. If the top-1 function top-1(.,.) in the framework is an approxima-
tion algorithm with approximate ratio of r, the approximate cost of the i-th team
in the approximation top-k teams by the framework keeps the same approximate
ratio compared to the cost of the corresponding i-th exact team.

Proof. We represent the approximation top-k teams generated by the framework
as {ga1 , · · · , gak}, and the exact top-k teams is denoted as {gex1 , · · · , gexk }. Because
the top-1 function top-1(.,.) has approximate ratio of r, Cost(ga1 )≤ r× Cost(gex1 ).
When the framework excludes ga1 from the solution space and utilizes the top-1
function to obtain the other local top-1 team, it has the following two cases: (1)
if ga1 = gex1 , we have ga2 ≤ r × gex2 ; (2) ga1 �= gex1 , ga2 ≤ r × gex1 .
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Algorithm 2. Top-1 Greedy Approximation Algorithm
input : W = {w1, · · · , w|W |}, t
output: Team g.

1 g ← ∅;
2 while the team g cannot satisfy the requirement of Et do

3 w ← argmaxw∈W (
MAXITEM(g

⋃{w})−MAXITEM(g)
pw

);

4 g ← g
⋃{w};

5 return Refine(g)

3.2 Top-1 Approximation Algorithm

The main idea of the top-1 approximation algorithm utilizes the greedy strategy
to choose the best worker w, who can bring the maximum gain to the current
partial team g. Algorithm 2 illustrates the top-1 approximation algorithm. We
first initialize a empty team g in line 1. In lines 2–4, when g cannot satisfy
the requirement of skills of the task t, denoted by Et, the algorithm selects a
worker w with the maximum gain and the least price for the current team. The
function MAXITEM(.) is used to calculate the number of skills in Et that can
be covered by a specific team. In line 5, since g may contain free-rider workers,
we have to refine the team.

Example 2. Back to our running example in Example 1. The running process of
the top-1 approximation algorithm is shown in Table 2. In the first round, we
choose w2 with the biggest benefit 1. Since {w2} can not handle the task, we
proceed to choose w3 with the biggest benefit of 2

3 . Now, we can handle the task
with {w2, w3} and the price is 4.

Approximation Ratio. The approximation ratio of the algorithm is O(ln |Et|).
Inspired by [10], it is easy to get the approximation ratio of Algorithm2. Due
to the limited space, the details of the approximation ratio proof are omitted in
this paper.

Table 2. The running process of Top-1 approximation algorithm

Round w1 w2 w3

1 1/2 1 2/3

2 1/2 2/3

Complexity Analysis. The time consumed by MAXITEM is O(|Et|2
log(|Et|)). Line 3 will be executed at most |Et| times. The Refine step takes
O(2|Et|) time. Thus, the total time complexity is O(|W ||Et|3 log(|Et|) + 2|Et|).
Since |Et| is usually very small in real applications, the algorithm is still efficient.

Finally, the following example illustrates the whole process of the complete
approximation algorithm based on the two-level-based framework.
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Algorithm 3. Top-1 Exact Algorithm
input : W = {w1, · · · , w|W |}, t
output: Team g.

1 Cg ← Price of Top-1 Greedy Approximation Algorithm(W, t);
2 state ← ∅;
3 foreach w ∈ W do
4 if pw � Cg then
5 foreach cover condition of w as c do
6 foreach s ∈ state do
7 if s.P + c.P � Cg then
8 Insert new cover condition of s + c into temp state;

9 Insert c into temp state;

10 update state using temp state and clear temp state;

11 T ← cover condition of skills Et;
12 return T ;

Example 3. Back to our running example in Example 1. Suppose k = 2 and the
required skills of the task t = {1, 2, 3}. We first use the Top-1 greedy approxi-
mation algorithm to get a team of {w1, w3} in the first level of the framework.
Then we continue to adopt the Top-1 greedy approximation algorithm to find
the local top-1 teams from W − {w1} and W − {w3}. The returned teams are
{w1, w3} and ∅ respectively. Thus, the final top-2 teams generated by the whole
framework are {w2, w3} and {w1, w3}.

3.3 Top-1 Exact Algorithm

Since the number of skills required by a task is often not large, the main idea of
the Top-1 exact algorithm is to enumerate the cover state of every proper subset
of the intersection of the skills between a worker and a task. For each proper
subset, we maintain a cover state of the covered skills and the total price of
workers. We update the global cover state when processing each worker. When
we have processed all the workers, the cover states of all the required skills of
the task are the exact solution.

The exact algorithm is shown in Algorithm3. We first get a approximate
solution using a greedy algorithm and store the price of the solution in Cg in
line 1. We then initialize state to store the currently best cover state. In lines
4–10, we successively process each worker in W . For worker w, if wp is not larger
than Cg, we enumerate all the cover states of wp. For each cover state c, we
combine it with cover state state. If the combined price is not larger than Cg,
we store the current cover state in temp state. We finally store c in temp state
and use it to update state. After we have processed all the workers in W , we
check the cover state of the required skills of task t and its associated team is
the best team. In line 4 and line 7, we adopt two pruning strategies. In line 4,
we use Cg to prune a single worker whose price is too high. In line 7, we use Cg

to prune a new cover state whose price is too high.
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Example 4. Back to our running example in Example 1. We first use the top-
1 approximation algorithm shown in Algorithm2 to get an approximate solu-
tion T = {w2, w3} with total price of 4, which is used as the current lower
bound. Then we maintain the cover state using a triple structure, which
contains the covered skills, the workers and the total price of the current
optimal team for each possible combination of the required skills. w1 can
cover skill 1 or 2 with price 2, which is less than the lower bound of 4,
so the cover state of w1 can be {<{1}, {w1}, 2>,<{2}, {w1}, 2>}. As w1 is
the first worker we process, we just update the current best cover state as
{<{1}, {w1}, 2>,<2, {w1}, 2>}. We then proceed to process w2. We combine
the only cover state, <{1}, {w2}, 1> with the cover states in state, and then
we get a new cover state of <{1, 2}, {w1, w2}, 2>. After processing w2, the cur-
rent best cover state is {<{1}, {w2}, 1>,<{2}, {w1}, 2>,<{1, 2}, {w1, w2}, 2>}.
We can process w3 similarly and the final cover state is {<{1}, {w2}, 1>,<{2},
{w1}, 2>,<{1, 2}, {w1, w2}, 2>,<{1, 2, 3}, {w2, w3}, 4>} and the best team
is {w2, w3}.

Complexity Analysis. Line 3 runs |W | times, line 5 runs C(|Et|, |Et|/2) times,
and line 8 runs 2|Et| times. Therefore, the total time complexity is O(|W |(2|Et|)).
When |Et| is not too large, the exact algorithm can be used.

4 Experimental Study

4.1 Experimental Setup

We use a real dataset collected from gMission [5], which is a research-based
general spatial crowdsourcing platform. In the gMission dataset, every task has
a task description, a location, a radius of the restricted range, and the required
skills. Each worker is also associated with a location, a set of his/her owning
skills, a price, and a capacity of skills that s/he completes a task. Currently, users
often recruit crowd workers to organize all kinds of activities on the gMission
platform. In this paper, our real dataset includes the information of 11205 crowd
workers, where the average number of skills and the average capacity owned by
the workers are 5.46 and 4.18, respectively. We also use synthetic dataset for
evaluation. In the synthetic dataset, the capacity and the number of skills owned
by a worker follow uniform distribution in the range of 1 to 20, respectively.
Statistics of the synthetic dataset are shown in Table 3, where we mark our
default settings in bold font.

Based on the two-level-based framework, we evaluate an approximation algo-
rithm (Algorithms 1 and 2), called TTR-Greedy, and two exact algorithms (Algo-
rithms 1 and 3), called TTR-Exact (which does not use the proposed pruning
rules) and TTR-ExactPrune, and a baseline algorithm in terms of total utility
score, running time and memory cost, and study the effect of varying parame-
ters on the performance of the algorithms. The baseline algorithm uses a simple
random greedy strategy, which first finds the best team, then randomly removes



Top-k Team Recommendation in Spatial Crowdsourcing 199

Table 3. Synthetic Dataset

Factor Setting

|W | 1000, 3000, 5000, 7000, 9000

k 4, 8, 12, 16, 20

|Et| 4, 8, 12, 16, 20

μ|Ew| 2, 4 6, 8, 10

σ|Ew| 8, 10, 12, 14, 16

Scalability (|W |) 10K, 30K, 50K, 70K, 90K

a worker from the best team from the set of workers, and iteratively finds the
other k − 1 best teams following the two steps above. The algorithms are imple-
mented in Visual C++ 2010, and the experiments were performed on a machine
with Intel(R) Core(TM) i5 2.40 GHz CPU and 4GB main memory.

4.2 Experiment Results

In this subsection, we test the performance of our proposed algorithms through
varying different parameters.

Effect of Cardinality of W. The results of varying |W | are presented in Fig. 2a
to c. Since TTR-Exact and TTR-ExactPrune return the same utility results,
only utility results of TTR-ExactPrune are plotted. We can first observe that
the utility decreases as |W | increases, which is reasonable as more high-quality
workers can are available. Also, we can see that TTR-Greedy is nearly as good
as the exact algorithms. As for running time, TTR-Exact consumes more time
with more workers due to larger search space while the TTR-ExactPrune is
quite efficient due to its pruning techniques. The other algorithms do not vary
much in running time. For memory, TTR-ExactPrune is the most efficient while
TTR-Exact and TTR-Greedy are less efficient.

Effect of Parameter k. The results of varying k are presented in Fig. 2d to f.
We can observe that the utility, running time and memory generally increase as
k increases, which is reasonable as more teams need to be recommended. Again,
we can see that TTR-Greedy is nearly as good as the exact algorithms but runs
much faster. Also, we can see that the pruning techniques are quite effective as
TTR-ExactPrune is much faster than TTR-Exact. Finally, TTR-Greedy is the
most inefficient in terms of memory consumption.

Effect of the Number of Required Skills in Tasks. The results are pre-
sented in Fig. 2g to i. We can see that the utility values increase first with
increasing number of required skills |Et| but decrease later when |Et| further
increases. The possible reason is that when |Et| is not large, the required skills
are still quite diverse and thus more workers need to be hired to complete the
task as |Et| increases. However, as |Et| becomes too large, many workers may
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Fig. 2. Results on varying |W |, k, and |Et|.

use their own multiple skills to complete the task and thus less workers may
be needed. As for running time and memory, we can observe that the values
generally increase. Again, TTR-ExactPrune is highly inefficient compared with
the other algorithms. Notice that the exact algorithms run very long time when
|Et| is large, so we do not plot their results when |Et| is larger than 12.

Effect of the Distribution of the Number of Skills Per Each Worker
(μ and σ). The results are presented in Fig. 3a to f. We can first observe that
the utility value first increases as μ and σ increase and then drops when μ and
σ further increase. The possible reason is that when μ and σ first increase, the
skills of workers are more diverse and may not cover the requirements of the tasks
and thus more workers are still needed. However, as μ and σ further increase,
many workers can utilize their multiple skills and thus less workers are needed.
As for running time, TTR-Exact is again very inefficient. Finally, for memory,
TTR-ExactPrune is more efficient than TTR-Exact and TTR-Greedy.

Scalability. The results are presented in Fig. 3g to i. Since the exact algorithms
are not efficient enough, we only study the scalability of TTR-Greedy. We can



Top-k Team Recommendation in Spatial Crowdsourcing 201

Fig. 3. Results on varying μ|Ew|, σ|Ew|, and scalability test.

see that the running time and memory consumption TTR-Greedy is still quite
small when the scale of data is large.

Real Dataset. The results on real dataset are shown in Fig. 4a to c, where we
vary k. We can observe similar patterns as those in Fig. 2d to f. Notice that the
exact algorithms are not efficient enough on the dataset, so no result of them
when k is larger than 8 is presented.

Conclusion. For utility, TTR-Greedy is nearly as good as the exact algorithms,
and TTR-Greedy and the exact algorithms all perform better than the baseline
algorithm do. As for running time, TTR-Exact is the most inefficient, while
TTR-ExactPrune is much more efficient than TTR-Exact due to its pruning
techniques but is still slower than TTR-Greedy.

5 Related Work

In this section, we review related works from two categories, spatial crowdsourc-
ing and team formation.
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Fig. 4. Performance on the real dataset.

5.1 Spatial Crowdsourcing

Most works on spatial crowdsourcing study the task assignment problem. [6,14]
aim to maximize the number of tasks that are assigned to workers. Further-
more, the conflict-aware spatial task assignment problems are studied [11,12,18].
Recently, the issue of online task assignment in dynamic spatial crowdsourcing
scenarios is proposed [17]. [7] further studies the reliability of crowd workers
based on [6]. [13] studies the location privacy protection problem for the workers.
[7] studies the route planning problem for a crowd worker and tries to maximize
the number of completed tasks. The corresponding online version of [7] is studied
in [9]. Although the aforementioned works study the task allocation problem on
spatial crowdsourcing, they always assume that spatial crowdsourcing tasks are
simple micro-tasks and ignore that some real spatial crowdsourced tasks often
need to be collaboratively completed by a team of crowd workers.

5.2 Team Formation Problem

Another closely related topic is the team formation problem [8], which aims
to find the minimum cost team of experts according to skills and relationships
of users in social networks. [1,2] further studies the workload balance issue in
the static and dynamic team formation problem. The capacity constraint of
experts is also considered as an variant of the team formation problem in [10].
Moreover, the problems of discovering crowed experts in social media market
are also studied [3,4]. The above works only consider to find the minimum cost
team, namely top-1 team, instead of top-k teams without free riders. In addition,
we address the spatial scenarios rather than the social networks scenarios.

6 Conclusion

In this paper, we study a novel spatial crowdsourcing problem, called the Top-
k Team Recommendation in spatial crowdsourcing (TopkTR), which is proven
to be NP-hard. To address this problem, we design a two-level-based framework,
which not only includes an exact algorithm with pruning techniques to get the



Top-k Team Recommendation in Spatial Crowdsourcing 203

exact solution but also seamlessly integrates an approximation algorithm to guar-
antee theoretical approximation ratio. Finally, we conduct extensive experiments
which verify the efficiency and effectiveness of the proposed approaches.
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Abstract. Location prediction has been attracting an increasing inter-
est from the data mining community. In real world, however, to provide
more targeted and more personal services, the applications like location-
aware advertising and route recommendation are interested not only in
the predicted location but its explanation as well. In this paper, we inves-
tigate the problem of Explicable Location Prediction (ELP) from LBSN
data, which is not easy due to the challenges of the complexity of human
mobility motivation and data sparsity. In this paper, we propose a Prefer-
ence Tensor Model (PTM) to address the challenges. The core component
of PTM is a preference tensor, each cell of which represents how much
a user prefers to a specific place at a specific time point. The explicable
location prediction can be made via a retrieval of the preference tensor,
and meanwhile a motivation vector is generated as the explanation of the
prediction. To model the complicated motivations of human movement,
we propose two motivation tensors, a social tensor and a personal tensor,
to represent the social cause and the personal cause of human movement.
From the motivation tensors, the motivation vector consisting of a social
ingredient and a personal ingredient can be produced. To deal with data
sparsity, we propose a Social Tensor Decomposition Algorithm (STDA)
and a Personal Tensor Decomposition Algorithm (PTDA), which are
able to fill missing values of a sparse social tensor and a sparse personal
tensor, respectively. Particularly, to achieve a higher accuracy, STDA
fuses an additional social constraint with the decomposition. The exper-
iments conducted on real-world datasets verify the proposed model and
algorithms.

Keywords: Location prediction · Tensor Model · Location Based Social
Network

1 Introduction

Recently, location prediction based on check-in data of Location-Based Social
Networks (LBSNs) has attracted increasing attention from the community of
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data mining, due to its benefit for location-based applications such as location-
aware advertising and marketing [1,10] and epidemic control [5] etc. Although
a few techniques are proposed for the prediction of a future check-in location,
they often focus on seeking a higher prediction accuracy while little attention is
paid to the motivations behind human movements [3,11,14]. However, explicable
location prediction is of great value to location-based applications, as it can help
the applications provide more targeted services and personal experience to users.
In this paper, we investigate the problem of the Explicable Location Prediction
(ELP) from check-in data, which is not easy due to the following challenges:

– Complicatedmotivations of humanmovement. Existing studies [3,4,7,9]
show that human mobility is constrained by social relationships and periodic
behaviors. For example, shopping can be caused by social reasons, e.g. people
want to stay longer with friends, or personal reasons, e.g. people want to buy
necessities for daily life, or a mix of both. We need a way to quantitatively repre-
sent a combination of multiple motivations, so as to get a better understanding
of why a user moves to a location.

– Data sparsity. In social networks, users’ check-ins are always discontinuous
because they only check in at the places they are interested, which results
in that for a specific user, check-in data is sparse on both space and time
dimensions.

In this paper, we propose a Preference Tensor Model (PTM) for the ELP.
The main idea of PTM is inspired by the observation that human movement is
not random but driven and explained by a mix of social motivation and personal
motivation [12]. The core component of PTM is a preference tensor of a given
user, where each cell stores the probability of that user will go to a specific place
at a specific time point. An ELP can be made through a retrieval from the pref-
erence tensor, as well as a motivation vector as the explanation of the prediction
can be generated from two motivation tensors, a social tensor and a personal
tensor which are proposed to evaluate the social motivation and personal moti-
vation of a human movement, respectively. To address the challenge of data
sparsity, we employ a reconstruction strategy for the filling of missing values.
We propose a Social Tensor Decomposition Algorithm (STDA) and a Personal
Tensor Decomposition Algorithm (PTDA), which are able to fill missing values
of a sparse social tensor and a sparse personal tensor, respectively. Particularly,
to achieve a higher accuracy, STDA fuses an additional social constraint with
the decomposition.

The main contributions of this paper can be summarized as follows:

(1) We propose a Preference Tensor Model (PTM) for the explicable location
prediction. By PTM, a location prediction can be made with a motivation
vector as its quantitative explanation.

(2) To model the complicated motivation of a human movement, we propose
two motivation tensors, a social tensor and a personal tensor. From the
motivation tensors, the mixed motivation vector can be produced as the
explanation of a location prediction.



Explicable Location Prediction Based on Preference Tensor Model 207

(3) To fill the missing values of a sparse social tensor and a sparse personal
tensor, we propose a Social Tensor Decomposition Algorithm (STDA) and
and a Personal Tensor Decomposition Algorithm (PTDA). Particularly, to
achieve a higher accuracy, STDA fuses an additional social constraint with
the decomposition.

(4) Experimental results show that the proposed PTM outperforms the baseline
methods.

The rest of the paper is organized as follows. The details of PTM are described
in Sect. 2. Motivation tensors are defined in Sect. 3. Data sparsity is addressed in
Sect. 4. Experimental results are presented in Sect. 5. We give a brief description
of the related work in Sect. 6 and conclude in Sect. 7.

2 Preference Tensor Model

We represent an Explicable Location Prediction (ELP) as a tuple (r,v), where r
is the predicted location, and v is the motivation vector. The motivation vector
plays a role of a quantitative explanation of the location prediction, which is
defined as follow:

Definition 1. Motivation Vector. A motivation vector is a vector v =
(ws, wp), where ws and wp represents corresponding weights of social and per-
sonal motivations of a check-in.

Now we describe the details of our PTM, and how an ELP can be made by
PTM. At first, for the location prediction, we propose a Preference Tensor, to
represent the affinity between a user u, a time slot t, and a location r. Specifically,
a preference tensor is a 3-dimensional tensor T ∈ R

M×N×Q, where M , N and
Q are the numbers of users, time slots, and locations, respectively. A cell Tu,t,r

stores the probability of user u (u ∈ {1, · · · ,M}) will go to location r (r ∈
{1, · · · , N}) at time slot t (t ∈ {1, · · · , Q}). We divide Tu,t,r as a sum of a social
term and a personal term, i.e.,

Tu,t,r = T s
u,t,r + T p

u,t,r, (1)

where T s ∈ R
M×N×Q is a social tensor and T p ∈ R

M×N×Q is a personal tensor.
The social tensor and personal tensor are two motivation tensors. We use

social tensor T s to represent the social ingredient of the motivation of human
movement, where a cell T s

u,t,r measures the preference for location r of user u at
time slot t that can be explained under the social context of u . Similarly, the
personal tensor T p represents the personal ingredient of a motivation, where a
cell T p

u,t,r measures the preference for location r of user u at time slot t that can
be explained by personal reasons of u. We will describe the details of how to
build the social tensor and personal tensor in next section.

Once we establish the PTM (Eq. (1)), we can predict the location of user u
at time t by the following equation:

r̂ = argmax
r

T u,t,r, (2)
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where r̂ is the predicted location for user u at time slot t. According to the
definition of motivation vector, as the explanation of the location prediction, the
motivation vector can be computed as v= (T

s
u,t,r̂

T u,t,r̂
,

T p
u,t,r̂

T u,t,r̂
)

3 Construction of Motivation Tensors

In this section, we describe how to construct the two motivation tensors, from a
social check-in set and a personal check-in set, respectively. As tensor is a discrete
structure, we need to discretize the space and time first. We partition the whole
area covered by the total check-in data into grids, and use the cell number to
represent the location of the check-in. We also partition one day into 24 time
slots with a period of 1 h, and the time of a check-in is instead represented as
the time slot number. Now we define the concepts of check-in, social check-in
and personal check-in.

Definition 2. Check-in. A check-in is a triple Tri(u, t, l) representing a user
u checks in at location l at time point t.

A social check-in is a check-in caused by friendship reasons, which is defined
as follow:

Definition 3. Social Check-in. A check-in Tri(u, t, l) is a social check-in, if
one of u’s friends checked in at the same location at time point t′ and t− t′ ≤ δ,
where δ is a threshold given in advance, e.g. one week.

Different from social check-ins, a personal check-in is caused by personal
reasons, which lead to that a user checks in at a place where he/she rarely
checks in together with his/her friends.

Definition 4. Personal Check-in. A check-in Tri(u, t, l) is a personal check-
in, if one of u’s friends checked in at l at time point t′ and t − t′ > ε, or none
of u’s friends checked in at l before t, where ε is a threshold given in advance.

Algorithm 1 fulfills the construction of the social tensor and the personal
tensor in a straightforward way.

4 Dealing with Sparsity

4.1 Social Tensor Decomposition Algorithm for T s

To address data sparsity of the social tensor, we propose a Social Tensor Decom-
position Algorithm(STDA). Particularly, to achieve a higher accuracy of decom-
position, STDA fuses a social constraint represented as a closeness matrix when
decomposing T s. The idea here is that if two users are close enough, they are
more likely to share common interest and check in at the same locations. Based
on this idea, we define the closeness matrix as follow:
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Algorithm 1. Social Tensor and Personal Tensor Construction Algorithm
Input:

social check-in set C s, personal check-in set C p

Output:
social tensor T s ∈ R

M×N×Q, personal tensor T p ∈ R
M×N×Q

1: Initialize each cell of T s and T p with 0;
2: for each user i, time slot j, region k do
3: ns = the number of the occurrences of Tri(i, j, k) in Cs;
4: np = the number of the occurrences of Tri(i, j, k) in Cp;
5: Ni = the number of the check-ins of user i;
6: T s

i,j,k = ns

Ni
;

7: T p
i,j,k = np

Ni
;

8: end for

Definition 5. Closeness Matrix. Closeness Matrix, denoted as X, where an

entry denotes the closeness of user i to user j, and Xi,j = |Cs
i,j|

|Ci| , where Cs
i,j is

the social check-in set between user i and user j, and Ci is the total check-in set
of user i.

The objective function of STDA is defined as follow:

F (T s,I,U,C,L) =
1
2
‖T s − I ×1 U ×2 C ×3 L‖2F

+
α

2
‖X − UVT ‖2F +

β

2
(‖U‖2F + ‖C‖2F + ‖L‖2F + ‖V‖2F ),

(3)

where ‖· ‖F represents Frobenius norm; U ∈ R
M×D, C ∈ R

N×D and L ∈ R
Q×D

are latent factors, and D is the number of latent features; V ∈ R
M×D is a factor

matrix of X; ×i(1 ≤ i ≤ 3) stands for the tensor multiplication along the i-th
mode; α and β are parameters controlling the contributions of different parts.
The social constraint represented as X, is imposed via U, as it is shared between
T s and X. Equation (3) involves three terms, where the first and second terms
are the errors of the matrix factorization and the tensor decomposition, and
the last one is the regularization penalty. As there is no closed-form solution to
the minimization of the objective function, we minimize Eq. (3) using gradient
descent.

Algorithm 2 gives the procedures of STDA, where the gradients of the objec-
tive function can be computed as follows:

∂Ui∗F l = (T̃ s

i,j,k − T s
i,j,k) × I ×2 Cj∗ ×3 Lk∗ + α(Ui∗VT − Xi∗) + βUi∗,

∂Cj∗F l = (T̃ s

i,j,k − T s
i,j,k) × I ×1 Ui∗ ×3 Lk∗ + βCj∗,

∂Lk∗F l = (T̃ s

i,j,k − T s
i,j,k) × I ×1 Ui∗ ×2 Cj∗ + βLk∗,

∂VF l = (Ui∗ × VT − X) × Ui∗
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Algorithm 2. Social Tensor Decomposition Algorithm
Input:

tensor T s, matrix X, step size θ, parameters α, β,
the number of latent features D.

Output:
a filled social tensor T̃ s

1: Initialize U, C, L and V with random values between 0 and 1;
2: Set l = 0;
3: Calculate the initial value of the cost function according to Eq. (3);
4: while not converged do
5: for each T s

i,j,k �= 0 do

6: Ui∗ = Ui∗ − θ∂Ui∗F l;
7: Cj∗ = Cj∗ − θ∂Cj∗F l;

8: Lk∗ = Lk∗ − θ∂Lk∗F l;
9: V = V − θ∂VF l;

10: ++l;
11: Calculate the l-th iteration of the cost function F l according to Eq. (3);
12: end for
13: end while
14: T̃ s

= I ×1 U ×2 C ×3 L;

4.2 Personal Tensor Decomposition Algorithm for T p

The objective function of PTDA is defined as follow:

H(T p,I,U,C,L) =
1
2
‖T p − I ×1 U ×2 C ×3 L‖2F

+
β

2
(‖U‖2F + ‖C‖2F + ‖L‖2F ),

(4)

where U (U ∈ R
M×D), C (C ∈ R

N×D) and L (L ∈ R
Q×D) are latent factors,

and D is the number of latent features. As shown in Algorithm3, PTDA also
employs the gradient descent to find an optimal solution to Eq. (4).

In Algorithm 3, the personal tensor can be estimated as T̃ p
= I ×1 U ×2

C ×3 L, and the gradients of the objective function can be given as follows:

∂Ui∗H l = (T̃ p

i,j,k − T p
i,j,k) × I ×2 Cj∗ ×3 Lk∗ + βUi∗,

∂Cj∗H l = (T̃ p

i,j,k − T p
i,j,k) × I ×1 Ui∗ ×3 Lk∗ + βCj∗,

∂Lk∗H l = (T̃ p

i,j,k − T p
i,j,k) × I ×1 Ui∗ ×2 Cj∗ + βLk∗

5 Experiment

To verify the performance of PTM, we compare PTM with five baselines on a
real-world dataset. All of the experiments are conducted on a PC with Intel Core
I5 CPU 3.2 GHZ and 16 GB main memory. The operating system is Windows 7
and all the algorithms are implemented in C#.
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Algorithm 3. Personal Tensor Decomposition Algorithm
Input:

tensor T p, matrix X, step size θ, parameter β, the number of latent features D.
Output:

a filled personal tensor T̃ p

1: Initialize U, C and L with random values between 0 and 1;
2: Set l = 0;
3: Calculate the initial value of the cost function according to Eq. (4);
4: while not converged do
5: for each T p

i,j,k �= 0 do

6: Ui∗ = Ui∗ − θ∂Ui∗Hl;
7: Cj∗ = Cj∗ − θ∂Cj∗Hl;

8: Lk∗ = Lk∗ − θ∂Lk∗Hl;
9: ++l;

10: Calculate the l-th iteration of the cost function H l according to Eq. (4);
11: end for
12: end while
13: T̃ p

= I ×1 U ×2 C ×3 L;

5.1 Setting

Dataset. The dataset we use in our experiments is collected from Gowalla1,
a famous LBSN. The dataset contains 6.4 million check-ins and an undirected
social network consisting of 19.7 thousand users. We randomly split the dataset
into training and testing sets with an 8:2 ratio.

Metrics. We use Root Mean Squared Error (RMSE) and Mean Absolute Error
(MAE) to evaluate the prediction accuracy of PTM, which are defined as follows:

RMSE =

√∑n
i=1(yi − ŷi)2

n
, (5)

MAE =
∑n

i=1 |yi − ŷi|
n

, (6)

where yi and ŷi are the true and estimated values respectively, and n is the
number of samples in test set.

To evaluate the explanation made by PTM, we propose a new metric,
Explicable Accuracy (EAcc), which is defined as

EAcc =
∑

Iu,t,l
n

, (7)

where Iu,t,l = 1 if T̃ s

u,t,l ≥ (or <) T̃ p

u,t,l and T s
u,t,l ≥ (or <) T p

u,t,l on test set,
otherwise, 0. Here the idea of EAcc is to use the nonzero cells (i.e., the cells with

1 https://snap.stanford.edu/data/.

https://snap.stanford.edu/data/
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indices (u, t, l) such that T s
u,t,l �= 0 and T p

u,t,l �= 0) of the original motivation
tensors as the ground truth of which motivation dominates a movement, and
check whether the reconstructed values keep the size order between the old
values, and if they do, Iu,t,l equals 1, otherwise 0.

Baseline Approaches. We compare PTM with the following baselines.
MF (Most-Frequent). [3] MF predicting a location for a user u totally

relies on u′s history check-ins, which can be calculated as

P (u, t, l) =
|Tri|Tri ∈ Cu, T ri.t = t, T ri.l = l|

|Cu| , (8)

where Cu is the check-in set of user u.
PMM (Periodic Mobility Model). [3] PMM makes a location prediction

for a user based on a time-independent gaussian distribution of the historical
locations where the user appeared before.

W3 (Who + Where + When). [14] W3 is a variant of W4 (Who +
Where + When), which is a probabilistic model integrating user, location, time
and activity information and can be applied to many applications. W3 makes a
location prediction by maximize the following posterior probability:

P (l|u, s, t) =
∑

z

∑
r p(u, s, t, r, z, l)∑

z

∑
r

∑
l′ p(u, s, t, r, z, l′)

(9)

where u, s, t, r, z, l denote user, workday or holiday, time, region, topic and
location, respectively.

RCH (Regularity and Conformity). [11] RCH incorporates regularity
and conformity of human mobility in a unified prediction model, and utilizes the
interplay between the two factors. It makes a location prediction based on an
estimated score for a specific location.

CATD (Context-Aware Tensor Decomposition). [2] CATD makes
location predictions adopting a tensor reconstruction strategy. It constructs a
sparse tensor using total check-in data and decompose it with additional con-
text constraints collaboratively. The value of each cell in filled tensor can be
considered as the probability that a user will check in at a specific region at a
specific time point.

5.2 Determination of Parameters

Grid Resolution. Grid resolution in our experiments can affect the perfor-
mance of PTM significantly. In our experiments, we partition the whole area
covered by the total check-ins into grids based on the finding of [8]. Figure 1 shows
the RMSE and MAE over different grid sizes. From Fig. 1, we can see that RMSE
and MAE both reach the minimal when the grid resolution is 500 m× 1000 m.

The Number of Latent Features D. We tune parameter D from 3 to 9 with
respect to RMSE and MAE. The results are shown in Figs. 2(a) and 3(a), which
suggest that the best choice of D is 4.
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Fig. 1. RMSE and MAE over different grid resolutions

Contributions of Closeness Matrix and Regularization Penalty. We
tune parameters α and β with respect to RMSE and MAE. The results for α
are shown in Figs. 2(b) and 3(b), and the results for β shown in Figs. 2(c) and
3(c). The results suggest that α = 0.3 and β = 0.05 is the best choices.

5.3 Prediction Accuracy

Figure 4 shows the RMSEs and MAEs of PTM and the baseline methods. From
Fig. 4, we can see that PTM outperforms the baseline methods, which is because
PTM (1) considers both the historical movements and the social relationships
of users, (2) can handle the sparsity of data, (3) and can distinguish the motiva-
tions. For example, MF can not predict new locations for a user where the user
never appeared before, since it only considers the history check-ins of that user.
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Fig. 4. Accuracy comparison

The baseline methods except for CATD are designed for data that are not sparse,
which makes their prediction accuracy lower than the proposed PTM on sparse
data. We also note that PTM performs better than CATD, which is because
CATD treats the check-ins equivalently without distinguishing social check-ins
from personal ones.

5.4 Verification of Motivation Vector

To verify the effectiveness of the predication explanation, represented as motiva-
tion vectors, we compare PTM with a naive method, called Naive PTM (NPTM),
with respect to EAcc. NPTM is a variant of PTM that fulfills the tensor decom-
position without any constraints. Figure 5 shows the EAccs of PTM and NPTM.
We can see that the EACC of PTM reaches about 91 %, which is significantly
higher than the EAcc (61 %) of NPTM. We argue that this is because we fuse a
closeness matrix as the social constraint to the reconstruction of a sparse social
tensor.
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Fig. 5. EAcc comparison

6 Related Work

The existing methods for location prediction roughly fall into two categories,
probabilistic model based methods and collaborative model based methods.
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Probabilistic Model Based Methods. Yuan et al. [14] propose a probabilistic
model W4 (short for who + where + when + what) which reveals the dependen-
cies between user mobility and the spatial, temporal and activity factors. Cho
et al. [3] propose a periodic mobility model (PMM) based on the intuition that
the human mobility is periodic and often center around home and work office.
Yang et al. [12] propose an approach considering both the periodicity and the
sociality of human movements. However, these methods often assume that the
data is not sparse, and there are sufficient check-ins to support the prediction,
which makes them unable to serve our case where the data is sparse.

Collaborative Model Based Methods. Wang et al. [11] propose a hybrid
model called RCH by combining both regularity and conformity of human mobil-
ity. Lian et al. [6] propose a collaborative exploration and periodically return-
ing (CEPR) model which makes location prediction based on the periodicity of
human mobility and the social relationships of users. Ye et al. [13] propose a
unified POI recommendation framework which fuses user preferences with social
features and geographic features of POIs. Zheng et al. [2] propose a Context-
Aware Tensor Decomposition (CATD) model which can utilize additional het-
erogeneous data as context constraints to optimize the latent feature matrices
of the tensor. However, the above methods can not quantitatively explain the
motivations of a user movement.

7 Conclusions

In this paper, we propose a Preference Tensor Model (PTM) for the Explica-
ble Location Prediction. PTM makes location prediction via a retrieval from a
preference tensor, each cell of which represents how much a user prefers to a
specific place at a specific time point. We propose two motivation tensors, a
social tensor and a personal tensor, from which a motivation vector consisting
of a social ingredient and a personal ingredient can be generated as the explana-
tion of a location prediction. To deal with the data sparsity, we propose a Social
Tensor Decomposition Algorithm (STDA) and a Personal Tensor Decomposi-
tion Algorithm (PTDA), which are able to reconstruct the sparse motivation
tensors by filling the missing values of them. Particularly, to achieve a higher
accuracy, STDA fuses an additional social constraint with the decomposition.
At last, experimental results on a real-world dataset verify the performance of
PTM.
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Abstract. Fusing hierarchical information implied into contexts can sig-
nificantly improve predictive accuracy in recommender systems. We pro-
pose a Random Partition Factorization Machines (RPFM) by adopting
random decision trees to split the contexts hierarchically to better cap-
ture the local complex interplay. The intuition here is that local homoge-
neous contexts tend to generate similar ratings. During prediction, our
method goes through from the root to the leaves and borrows from pre-
dictions at higher level when there is sparseness at lower level. Other
than estimation accuracy of ratings, RPFM also reduces the over-fitting
by building an ensemble model on multiple decision trees. We test RPFM
on three different benchmark contextual datasets. Experimental results
demonstrate that RPFM outperforms state-of-the-art context-aware rec-
ommendation methods.

Keywords: Context-aware recommendations · Hierarchical informa-
tion · Factorization machines · Random decision trees

1 Introduction

With the growth of information, recommender systems have become an impor-
tant tool to help users to easily find the favorite items. Collaborative Filtering
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(CF) methods that behind the recommender systems have been developed for
many years and is still a hot research topic up to now.

User’s decisions (e.g. clicked, purchased, re-tweeted, commented) to the rel-
evant items are made under the certain environments which is often referred to
as context. The context which includes time, location, mood, companion and so
on can be collected easily in real-world applications. Compared to conventional
recommendation solely based on user-item interactions, context-aware recom-
mendation (CAR) can significantly improve the recommendation quality,

For this purpose, a great number of context-aware recommendation meth-
ods [4,5,8] have been proposed. Among them, Factorization Machines (FM) [8]
is currently an influential and popular one. It represents the user-item-context
interactions as a linear combination of the latent factors to be inferred from the
data and treats the latent factors of user, item, and context equality. Despite its
successful application, existing FM model is weak to utilize hierarchical infor-
mation. In practice, hierarchies can capture broad contextual information at
different levels and hence ought to be exploited to improve the recommendation
quality. The intuition here is that local homogeneous contexts tend to generate
similar ratings. For example, many men who are engaged in IT department like
to browse on technology websites in office during the day. However, they enjoy
visiting sport websites at home in the evening. Here, users may be arranged in
a hierarchy based on gender or occupation, websites may be characterized by
contents, and there are natural hierarchies for time and location.

In this paper, we focus on solving the problem of exploiting the hierarchical
information to improve the recommendation quality. The main contribution of
the paper are summarized as follows:

1. FM model is one of the most successful approaches for context-aware recom-
mendation. However, There is only one set of the model parameters which can
be learned from the whole training set. We propose the novel RPFM model
which makes use of the intuition that similar ratings can be generated from
homogeneous environments.

2. We adopt the k -means cluster method to partition the user-item-context
interactions at each node of decision trees. The similarity between the latent
factor vectors of FM model can be used to partition the user-item-context
interactions. The subset at each node is expected to be more impacted each
other.

3. We conduct experiments on three datasets and compare it to five state-of-the-
art context-aware recommendations to demonstrate RPFM’s performance.

2 Related Works

2.1 Context-Aware Recommendation

In general, there are three types of integration method [2]: (i) contextual pre-
filtering method; (ii) contextual post-filtering method; and (iii) contextual mod-
eling method. In contrast to the previous two methods, the contextual modeling
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method uses all the contextual and user-item information simultaneously to make
predictions. More recent works have focused on the third method [4,5,9,10].

2.2 Random Partition on Tree Structure

Fan et al. [3] proposes Random Decision Trees which are applicable for classi-
fication and regression to partition the rating matrix and build ensemble. Each
time, according to the feature and threshold which were selected randomly, the
instances at each intermediate nodes are partitioned into two parts. Zhong et al.
[11] proposes Random Partition Matrix Factorization (RPMF), based on a tree
structure constructed by using an efficient random partition technique, which
explore low-rank approximation to the current sub rating-matrix at each node.
RPMF combines the predictions at each node (non-leaf and leaf) on the deci-
sion path from root to leaves. Liu et al. [6] handle contextual information by
using random decision trees to partition the original user-item-rating matrix
such that the ratings with similar contexts are grouped. Matrix factorization is
then employed to predict missing ratings of users for items in the partitioned
sub-matrix.

3 Preliminaries

Factorization Machines (FM), proposed by Rendle [8], is a general predictor.
The model equation for FM of degree d = 2 is defined as:

ŷ(xi) = ω0 +
p∑

j=1

ωjxi,j +
p∑

j=1

p∑

j′=j+1

< vj ,vj′ > xi,jxi,j′ , (1)

and

< vj ,vj′ >:=
f∑

k=1

vj,k · vj′,k, (2)

where the mode parameters Θ that have to be estimated are:

ω0 ∈ R, w ∈ R
p, V ∈ R

f×p. (3)

A row vector vi of V represents the i -th variable with f factors. f ∈ N
+
0 is

the dimensionality of the factorization.
The model equation of a factorization machine in Eq. (1) can be computed

in linear time O(f ∗ p) because the pairwise interaction can be reformulated:

p∑

j=1

p∑

j′=j+1

< vj ,vj′ > xi,jxi,j′

=
1
2

f∑

k=1

((
p∑

j=1

vj,kxi,j)2 −
p∑

j=1

v2
j,kx2

i,j)
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Table 1 shows an example of input formation of training set. Here, there are
|U | = 3 users, |I| = 4 items, |L| = 4 locations, etc. which are binary indicator
variables.

U = {u1, u2, u3}
I = {i1, i2, i3, i4}
L = {l1, l2, l3, l4}

For simplicity, we only consider categorical features in the paper. Table 2 shows
the model parameters learned from the training set which is shown in Table 1.

Table 1. An example of training set of FM model

Users Items Locations ... Ratings

x1 1 0 0 1 0 0 0 1 0 0 0 ... 4

x2 1 0 0 0 1 0 0 0 1 0 0 ... 3

x2 1 0 0 0 1 0 0 0 1 0 0 ... 3

x4 0 1 0 0 0 0 1 0 0 1 0 ... 5

x5 0 0 1 1 0 0 0 0 0 1 0 ... 2

x6 0 0 1 0 1 0 0 0 0 0 1 3

Table 2. An example of parameters’ values of FM model

w0 1.86

w -0.81 -0.22 -0.80 -0.49 0.05 -1.15 -0.05 -1.10 -0.51 -0.10 -0.49 ...

V

0.03 0.06 0.03 -0.03 0.01 -0.06 0.03 -0.06 -0.08 -0.01 -0.03 ...
-0.03 -0.07 -0.02 0.00 0.01 0.10 0.00 0.10 0.13 -0.02 0.01 ...
0.03 0.03 0.02 0.01 0.01 -0.07 0.01 -0.07 -0.09 0.04 0.01 ...

-0.02 -0.02 -0.02 0.00 0.00 -0.07 -0.01 -0.06 -0.07 0.03 0.01 ...

⇐ f factors

Users Items Locations

4 Random Partition Factorization Machines

The intuition is that there are similar rating behavior among users under the
same or similar contextual environments. Motivated by [11], We describe the
proposed Random Partition Factorization Machines (RPFM) for context-aware
recommendations. In order to efficiently take advantage of different contextual
information, we adopt the idea the random decision trees algorithm.

The rational is to partition the original training set R such that the tuples
generated by the similar users, items or contexts are grouped into the same node.
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Tuples in the same cluster are expected to be more correlated each other than
those in original training set R. The main flow can be found in Algorithm2 and
Fig. 1.

To begin with, there is an input parameter S, the structure of decision trees,
which can be generated by Algorithm 1 and determined by cross validation. The
parameter S includes contexts for partition at each level, numbers of clusters at
each node. The maximial depth of trees can be inferred from the parameter S.
For instance, if the value of S is ‘C2:4,C3:6,C1:10,C0:5’, the meaning is: (i) At
the root node of decision trees, the R can be divided into four groups by using
k-means method according to the similarity between factor vectors of context C2.
Subsequently, the set at each node of 2nd, 3rd and 4th level of decision trees can
be respectively divided into six, ten and five groups according to the similarity
between factor vectors of context C3, C1 and C0 using k-means method. (ii) The
maximal depth of each tree is five because there are four intermediate levels and
one terminal level.

Algorithm 1. GenerateTreesStructure
Input: Depth of decsion trees: h, Numbers of Each Context: n0,...,nm−1

Output: Structure of Decision Trees
1: Initialize contextual information set A;
2: for i=0 to m − 1 do
3: A(i)=Ci;
4: end for
5: j=0;
6: for i=0 to m − 1 do
7: Select a context Cr from A randomly;
8: Select k ∈ [2, nr] randomly such that the set at each node of (i + 1)th level of

decision trees will be divided into k groups;
9: Add Cr and k to S;

10: if j >= h then
11: break;
12: end if
13: A = A \ Cr;
14: j++;
15: end for
16: return S;

At each node, we learn the model parameter using FM model.

ω̂0, ŵ, V̂ = arg min
ω0,w,V

|R|∑

i=1

(y(xi) − ŷ(xi))2 + λ

p∑

j=1

‖Vj − Vpa
j ‖2 (4)

where ‖ ∗ ‖ is the Frobenius norm and Vpa is the latent factor matrix at parent
node. The parameter λ controls the extent of regularization. Equation (4) can be
solved using two approaches: (i) stochastic gradient descent (SGD) algorithms,
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Algorithm 2. RPFM
Input: Training Set: R, Dimensionality of Latent Factor Vectors: f, Number of Trees:

N, Structure of Trees: S, Number of Least Support Instances at the Leaf Node:
leastL, Similarity Function in k-means method: fun, Learning Rate: η, Regulariza-
tion Values: λ

Output: Tree Ensemble with Model Parameters and Cluster Information at Each
Node.

1: Get maximum depth of each tree to h according to S ;
2: for i = 1 to N do
3: Build tree Ti;
4: for d = 2 to h do
5: Get number of clusters to k and context for partition to Cr using S and current

level d-1 ;
6: Learn the parameters Θ using Eq. 1 at each node of the current level d-1 ;
7: Partition R into k clusters using context Cr and matrix V in Θ by taking

advantage of k-means method;
8: for j = 1 to k do
9: if the size of cluster j is less than leastL then

10: Let the current node as leaf node;
11: break;
12: end if
13: end for
14: if j > k then
15: for j = 1 to k do
16: Decompose Rdj recursively;
17: end for
18: end if
19: end for
20: end for
21: return {Ti}N

i=1;

which are very popular for optimizing factorization models as they are simple,
work well with different loss functions. The SGD algorithm for FM has a linear
computational and constant storage complexity [8]. and (ii) alternating least
squares (ALS) algorithms, that iteratively solves a least-squares problem per
model parameter and updates each model parameter with the optimal solution
[9]. Here, V is f × p matrix of which f is the dimensionality of factor vectors
and p = n0 + n1 + ...nm−1. ni is the number of context Ci, m is the number
of contextual variables. For simplicity, we denote user set as C0 and item set as
C1. Each of the f × ni sub-matrix is the latent representation of context Ci, as
shown in Table 2. The smaller the distance among the factor vectors of context
Ci, the greater the similarity.

To partition the training set R, we exact the context and the number of
clusters according to the tree structure S and current level. We group the similar
latent vectors of context C by making use of the k-means method, In Table 2,
suppose we get the context C1(i.e. Item) and number of clusters k = 2 according
to input parameter S. Then the initial cluster central points selected randomly
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are i1 and i2. Subsequently, the generated clustering result could be {i1, i3, i4}
and {i2}. Lastly, the training set in the current node can be divided into two
groups according to the clustering result of context C1(i.e. Item) and the value
of C1(i.e. Item) of tuples. In other words, the current node has two child nodes.
The subset of one chid node include the tuples whose value of C1(i.e. Item)
∈ {i1, i3, i4}, the remaining tuples are assigned to the other child node.

The partition process stops once one of following conditions is met: (i) the
height of a tree exceeds the limitation which can be inferred from the given tree
structure parameter S; (ii) the number of tuples at each child node of current
node is less than the number of least support tuples leastL.

Fig. 1. Random decision trees (one tree)

During training, the function of each non-leaf node is to separate training set
by making use of the clustering result of special context, such that the tuples in
the subset have more impact each other. However leaf nodes are responsible for
prediction.

Note that in different decision trees, the training set is divided differently
because that initial k cluster central points are selected randomly at each node
of decision trees.

During prediction, for a given case xi in the test set, we transfer it from
root node to leaf node at each tree using the clustering information of each
non-leaf node. For instance, the value of S is ‘C0:3,C1:2,C2:4’ and a test case
xi = {u3, i1, l2} corresponding to Table 1. Thus from the root node, the xi

would be transfer to node (e.g. R23) which include i1 at second level. Then
from the node R23, the xi would be transfer to node (e.g. R33) which include u3

at third level. Subsequently, from the node R33, the xi would be transfer to node
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(e.g. R41) which include l2 at fourth level. At the target leaf node, the rating
can be predicted by taking advantage of Eq. (1) and the parameters learned by
the training subset. To the end, the predictions from all trees are combined to
obtain the final prediction as shown in Eq. (5)

ŷ(xi) =
∑N

t=1 ŷt(xi)
N

(5)

After partitioning the original training set, the tuples at each leaf node have
the more influence on each other. So, the FM model at each leaf node can achieve
high quality recommendation. By combining multiple predictions from different
decision trees, all subsets in which the tuples are more correlated are comprehen-
sively investigated, personalized and accurate context-aware recommendations
can be generated.

5 Experiments

5.1 Datasets

We conduct our experiments on three datasets: the Adom. dataset [1], the Food
dataset [7] as well as the Yahoo! Webscope dataset1.

The Adom. dataset [1] contains 1757 ratings by 117 users for 226 movies
with many contextual information. The rating scale rang from 1(hate) to
13(absolutely love). However there are missing values in some tuples. After
removing the tuples containing missing values, there are 1464 ratings by 84 users
for 192 movies in Adom. dataset. We keep 5 contextual information: withwhom,
day of the week, if it was on the opening weekend, month, and year seen.

The Food dataset [7] contains 6360 ratings (1 to 5 stars) by 212 users for 20
menu items. We select 2 context variables. One context variable captures how
hungry the user is: normal, hungry and full. The second one describes if the
situation in which the user rates is virtual or real to be hungry.

The Yahoo! Webscope dataset contains 221,367 ratings (1 to 5 stars), for
11,915 movies by 7,642 users. There is no contextual information. However the
dataset contains user’s age and gender features. Just like [9], we also follow [4]
and apply their method to generate modified dataset. In other words, we modify
the original Yahoo! dataset by replacing the gender feature with a new artificial
feature C ∈ {0, 1} that was assigned randomly to the value 1 or 0 for each rating.
This feature C represents a contextual condition that can affect the rating. We
randomly choose 50 % items from the dataset, and for these items we randomly
pick 50 % of the ratings to modify. We increase (or decrease) the rating value by
one if C = 1(C = 0) if the rating value was not already 5(1).

5.2 Setup and Metrics

We assess the performance of the models by conducting a 5-fold cross-validation
and use the most popular metrics: the Mean Absolute Error (MAE) and Root
Mean Square Error (RMSE).
1 R4, http://webscope.sandbox.yahoo.com/catalog.php?datatype=r

http://webscope.sandbox.yahoo.com/catalog.php?datatype=r
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5.3 Performance Comparsion

To begin with, we determine the structures of decision trees, i.e., input para-
meters S, by Algorithm 1. The parameters are ‘C2:2,C6:2,C5:2,C3:3,C0:2,C4:5,
C1:5’, ‘C3:3,C2:2,C0:5,C1:4’ and ‘C3:2,C2:2,C0:2,C1:2’ for Adom., Food and
Yahoo! dataset respectively. Then, we select 0.01 as the values of learning rate
and regularization.

Comparison to Factorization-Based Context-Aware Methods

– FM [8] is easily applicable to a wide variety of context by specifying only the
input data and achieves fast runtime both in training and prediction.

– Multiverse Recommendation [4] is a contextual collaborative filtering model
using N dimensional tensor factorization.

– COT [5] represents the common semantic effects of contexts as a contextual
operating tensor and represents a context as a latent vector.

2 3 4 5 6 7
1.9

2

2.1

2.2

2.3

f(dimensionality) 

M
A

E

FM

Multiverse

COT

RPFM

2 4 6 8 10 12
0.7

0.8

0.9

1

f(dimensionality) 

M
A

E

FM

Multiverse

COT

RPFM

5 10 15 20 25 30
0.6

0.7

0.8

0.9

1

f(dimensionality) 

M
A

E
FM
Multiverse
COT
RPFM

a)Adom. dataset b)Food dataset c)Yahoo! dataset

Fig. 2. MAE over three datasets with different dimensionality of latent factor vectors
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Fig. 3. RMSE over three datasets with different dimensionality of latent factor vectors

Dimensionality of latent factor vectors is one of the important parameters.
Though latent factor vectors’ dimensionality of various contexts can be different
in Multiverse and COT. In order to compare with FM and our proposed RPFM,
we just take into account the equal dimensionality of latent factor vectors of
various contexts. The scale of three datasets is different, so we run models with
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log-y scale) over Yahoo! dataset with different latent dimensions (Color figure online)

f ∈ {2, 3, 4, 5, 6, 7} over Adom. dataset, f ∈ {2, 4, 6, 8, 10, 12} over Food dataset
and f ∈ {5, 10, 15, 20, 25, 30} over Yahoo! dataset. Figures 2 and 3 show the
result of FM, Multiverse, COT and RPFM over the three real world datasets.

We notice that in all experiment scenarios, dimensionality of latent factor
vectors in RPFM is not sensitive and RPFM is more accurate than other recom-
mendation models. These results show that in homogeneous environment which
can be obtained by applying random decision trees to partition the original
training set, users have similar rating behavior.

High computational complexity for both learning and prediction is one of the
main disadvantages of Multiverse and COT. This make them hard to apply for
larger dimensionality of latent factor vectors. In contrast to this, the computa-
tional complexity of FM and RPFM is linear. In order to compare the runtime
of various models, we do experiment on Yahoo! dataset for one full iteration over
whole training set. Figure 4 shows that the learning runtime of RPFM is faster
than that of Multiverse and COT with increasing the dimensionality, however
slower than that of FM which is obvious because RPFM generates an ensemble
which reduces the prediction error.

Comparison to Random Partition-Based Context-Aware Methods

– RPMF [11] adopted a random partition approach to group similar users and
items by taking advantage of decision trees. The tuples at each node of decision
trees have more impact each other. Then matrix factorization is applied at each
node to predict the missing ratings.

– SoCo [6] explicitly handle contextual information which means SoCo parti-
tions the training set based on the values of real contexts. SoCo incorporate
social network information to make recommendation. There are not social net-
work information in our selected datasets, So we just consider SoCo without
social network information.

Both the number and depth of trees have important impact on the decision
tree based prediction methods. Because of space limitations, we just report the
experimental result over Food dataset.
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1 2 3 4 5
0.7

0.8

0.9

1

1.1

Tree height

M
A

E

RPMF
SoCo
RPFM

1 2 3 4 5
0.9

1

1.1

1.2

1.3

Tree height 

R
M

S
E

RPMF

SoCo

RPFM

a)MAE b)RMSE

Fig. 6. Impact of depth of trees over Food dataset (Color figure online)

As shown in Fig. 5, we observe that RPFM achieve the best performance
compared with RPMF and SoCo. And we notice that MAE/RMSE decreases
with increasing number of trees, which means more trees produces higher accu-
racy. However, when the number of trees increases to around 3, improvements
on prediction quality become negligible. We thus conclude that even a small
number of trees are sufficient for decision tree based models.

The depth of trees which is one of the input parameters in RPMF can be
very large because it can select a latent factor from U, V and a splitting point
randomly at each intermediate node during building the decision trees. Here,
we define the maximal depth of trees as five in RPMF. In SoCo, the maximal
depth of trees equals the number of contextual variables excluding user and item.
Specially, the maximal depth of trees over Food dataset is two in SoCo. However,
both user and item can be considered as contextual variables in RPFM. Then
the maximal depth of trees over Food dataset is four in RPFM. Figure 6 shows
that the deeper of trees, the better prediction quality, and RPFM outperforms
RPMF and SoCo in terms of MAE and RMSE.

6 Conclusion

In this paper, we propose Random Partition Factorization Machines (RPFM)
for context-aware recommendations. RPFM adopts random decision trees to
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partition the original training set using k-means method. Factorization machines
(FM) is then employed to learn the model parameters at each node of the trees
and predict missing ratings of users for items under some specific contexts at leaf
nodes of the trees. Experimental results demonstrate that RPFM outperforms
state-of-the-art context-aware recommendation methods.
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Abstract. Recommender system has become one of the most popular tech-
niques to cope with the information overload problem. In the past years many
algorithms have been proposed to obtain accurate recommendations. Such
methods usually put all the collected user data into learning models without a
careful consideration of the quantity and quality of individual user feedbacks.
Yet in real applications, different types of users tend to represent preferences and
opinions in various ways, thus resulting in user data with radically diverse
quantity and quality. This characteristic of data influences the performance of
recommendations. However, little attention has been devoted to the manage-
ment of quantity and quality for user data in recommender systems. In this
paper, we propose a generic framework to seamlessly exploit different
pre-processing and recommendation approaches for ratings of different users.
More specifically, we first classify users into groups based on the quantity and
quality of their behavior data. In order to handle the user groups diversely, we
further propose several data pre-processing strategies. Subsequently, we present
a novel transfer latent factor model (TLMF) to transfer learnt models between
groups. Finally, we conduct extensive experiments on a large data set and
demonstrate the effectiveness of our proposed framework.

Keywords: Recommender system � Quantity and quality � Pre-processing �
Transfer learning

1 Introduction

With the rapid growth of online information, techniques that attempt to help people to
deal with the information overload issue are becoming indispensable. Recommender
system [1] is such a promising technique that produces recommendations for users
from a huge collection of items. In general, the degree of a user preference is presented
by explicit ratings provided by the given user, or implicit feedbacks inferred from user
behaviors. For simplification, we treat all user behavior data as ratings in this work.

Currently, many successful recommendation algorithms [10, 16, 19, 20] have been
proposed. Most researchers still focus on introducing and improving more effective and
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efficient recommendation approaches, afterwards the whole data set is utilized for the
recommendation performance evaluation [1, 8]. That is they usually put all the col-
lected user ratings into training models, but the quantity and quality of individual data
are not well considered. Lately, hybrid methods have been utilized so as to combine
advantages of various recommendation approaches [9]. Nevertheless, each component
of a given hybrid approach implements a specific recommendation method with the
given user data. In a nutshell, recommendation approaches that take all user ratings as
input tend to suffer from two major challenges. (1) From the view of data quantity, the
scalability is a big concern [4] because user data usually increases with a high velocity.
Thus the computational cost is extremely expensive if all user ratings are taken as
input. (2) From the perspective of data quality, traditional methods basically follow the
assumption that user ratings correctly reflect their opinions and interests. But prior
studies have reported that user ratings are naturally imperfect and noisy [2, 8], which
limit the measurable power of a recommender system. It is also known as the magic
barrier of recommender system [8], which refers to the upper bound on the rating
prediction accuracy.

Several approaches have been introduced to handle the natural noise in recom-
mender systems [3, 5, 11, 13]. O’Mahony et al. [13] classified noise in recommender
systems into natural (naturally occurred) and malicious (deliberately inserted) and
proposed to remove noisy ratings to improve accuracy. Other researchers proposed to
correct noisy ratings in collaborative recommender system by the user re-rating [3] or
automatically noise detection methods [11, 14]. Recently, the concept of user coher-
ence [5] has been introduced and shown correlation with the magic barrier. As for the
scalable problem, researchers try to speed up the computation by deploying some
distributed computing frameworks [18] or by designing parallel strategies [20]. In fact,
such methods cannot decrease the essential cost because the data quantity to be used is
not changed.

However, to the best of our knowledge, only a few papers have been published to
investigate how to manage the quantity and quality of user ratings prior to applying any
recommendation approach. In real world recommender systems, different types of users
typically represent preferences in various ways, thus resulting in users with radically
distinct data quantity and quality. For instance, some users contribute plentiful ratings
while others provide only few ratings. At the same time, some users generate consistent
ratings while others produce inconsistent ratings. This diversity of data would influence
the results of recommendation methods. As a consequence, it would be ideal to process
differently for various type of users with diverse data quantity and quality.

In this paper, we attempt to investigate how to process and model the quantity and
quality of user ratings to obtain good recommendations with representative and reliable
ratings. The contributions of this paper are summarized as follows.

• We propose a generic framework to seamlessly exploit different pre-processing and
recommendation approaches for ratings of various users in recommender systems.

• We classify users into groups according to the quantity and quality of their ratings
and present several preprocessing strategies for these user groups.

• We finally introduce a novel transfer latent factor model (TLMF) to transfer
learning models between distinct user groups.
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The remainder of this paper proceeds as follows. In Sect. 2, we discuss previous
work on data quantity and quantity in recommender system. In Sect. 3, we describe the
proposed framework and its components. The experimental results are reported in
Sect. 4. Finally, we make conclusions and discuss the future work in Sect. 5.

2 Related Work

Many successful recommendation algorithms have been proposed in the past years,
among which collaborative filtering (CF) [1] is the most popular method that has been
widely applied. Neighborhood methods and latent factor models (LFM) are two main
directions of the CF. The former approaches focus on computing relationships between
items or alternatively between users, e.g., the item based CF predicts a user’s rating for
an item using ratings of the neighboring items by the same user [17]. The latter LFM
approaches attempt to explain observed ratings by characterizing both items and users
with a small number of latent factors, which are inferred from item rating patterns [10].
Nowadays, LFM and its variations have become popular because they could combine
the good scalability with high predictive accuracy [10, 16, 19].

Recently, inconstancies in user ratings have drawn a lot of attention. Herlocker
et al. [8] discussed the noise in user ratings and presented the concept of “magic
barrier” for recommender systems, which claimed that there is an upper bound on the
performance prediction because user ratings are noisy and inconsistent. Hence,
researchers realized that the assumption that “collected ratings always reflect user
opinions and interest” is not entirely tenable, and started to pay attention to noisy
ratings in recommender system rather than blindly modifying current models to
enhance recommendations. Several studies have been published to deal with it.
O’Mahony et al. [13] classified the noise in recommender systems into natural and
malicious and proposed to remove noisy ratings to improve the accuracy. An inter-
active method based on re-rating process has been presented [3] that when any noisy
rating has been discovered, the system could ask users to rate the corresponding items
again by using the test-retest procedure. Li et al. [11] alternatively proposed to auto-
matically detect noisy but non-malicious user in social recommender systems based on
the assumption that ratings provided by a same user on a closely correlated items
should have similar scores. Lately, Bellogín et al. [5] introduced the concept of user
coherence and verified that it is correlated with the magic barrier, thus it could be used
to discriminate users. This work has also pointed out that different methods should be
applied for diverse users. However, it only takes coherence to separate users and further
processing and modeling are not discussed.

In terms of the rating quantity, cold start [1] has been a long-standing problem.
Eliciting preferences [12, 15] for new users is an effective way to solve the cold start
problem. These elicited items are afterwards utilized to ask for ratings by presenting to
new users directly. A successful elicitation approach should be able to minimize the
user’s interaction effort and maximize the information we can obtain from these items
so as to increase the recommendation accuracy [13]. Elicitation strategies that based on
the value-of-information [13, 15], such as item popularity, entropy and variance, have
been firstly considered. Then model based approaches including the greedy algorithm,
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item clustering, and boosting multiple tree [12] are been employed. In order to boost
the elicitations, Chang et al. [6] proposed to ask multiple questions at each trial with
groups of items. However, to the best of our knowledge, little literature is available on
representative rating sampling for the heavy users with vast ratings. Yet problems, such
as whether all ratings for these kinds of users are necessary for recommendations and
which ratings are representative, are not clearly answered.

3 The Proposed Framework and Its Components

3.1 A Generic Framework

We introduce the standpoint that users showing different behavioral patterns should be
processed and modeled differently in recommender systems. Concretely, we propose a
generic framework as illustrated in Fig. 1. Here user behavioral patterns are described
by the quantity and quality of their contributed data. We first classify users into groups.
Then we design several pre-processing strategies for these subsets. At last, to transfer
learning models between user groups we present a new recommendation method.

3.2 Classifying Users into Groups

Data quantity and quality are chosen to differentiate users. The quantity is characterized
by the number of ratings a given user has rated. Users are classified into three groups
by quantity including heavy, medium, and light. For the data quality, we follow the
definition of coherence introduced in [5], and split users into the easy or difficult
group. Given a user u, item feature space F. I u; fð Þ and I u;Fð Þ denote the number of
items u that belong to a specific item feature f, and the total of all item feature space. ruf
is the average value of I u; fð Þ. Thus, we define the coherence of u as follows.

Classifying users into different 
groups by quantity and quality

Processing approach 2

Processing approach 1

Heavy Users

Medium Users

Light Users

User Rating Noise Detection

User Rating Noise Removal

Representative Rating Sampling

User rating noise detection

User Rating Noise Correction

Different processing approaches

No special pre-processingAll
Users

Recommender 1
Model Training

Trained Model

Different recommenders

Recommender 2
Model Training

Trained Model

Recommender 3
Model Training

Trained Model

Fig. 1. The processing workflow of the proposed framework.
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i2I u;fð Þ rui � ruf

� �2r
I u; fð Þk k
I u;Fð Þk k ð1Þ

By considering both the quantity and quality of user behavior data, we thus classify
a given user into one the following six groups.

– Heavy Easy User Group (HEUG), contains users that produce tremendous ratings
(heavy) and gain higher coherence (easy means ratings are more consistent);

– Heavy Difficult User Group (HDUG), makes up of users that have plentiful ratings
but with lower coherence (difficult as ratings are inconsistent);

– Medium Easy User Group (MEUG), consists of users that produce a medium
number of ratings and show high coherence in their ratings;

– Medium Difficult User Group (MDUG), includes users contribute a medium
amount of ratings but behave in highly inconsistent manners;

– Light Easy User Group (LEUG), embodies users that generate a few ratings (light)
and exhibit high coherence in their ratings;

– Light Difficult User Group (LDUG), takes on users that a few ratings and with
lower coherence, which implies users in this groups hardly have reliable data.

3.3 Processing Noisy Ratings

It has been confirmed that the noisy ratings have a negative effect on recommendations.
In this section, we present the data quality processing strategies. To begin with, we
need to distinguish noisy ratings from these reliable ones by a specific metric.

Noisy Rating Detection. For a rating rui, we define the rating noisy degree (RND) to
detect whether it is noise or not. The item features fi are utilized to consider the
consistent degree of this rating to items have the same features. The RND for rui is
defined as the ratio between features that have high relative deviation, more than the
threshold #, to its same feature item set and the total number of features. See in Eq. 2.

RND ruið Þ ¼
X

I
X

fi

rui � ruf
�� ��

ruf
[#

� ��
fik k ð2Þ

Noisy Rating Processing. Next we propose to deal with noisy ratings diversely for
different user groups. We claim that the same processing strategy may harm light users
as it would worsen the sparsity problem, which users have relatively few ratings.
Thereafter, we present the following different noisy user rating processing procedures:

– Non-processing, which does nothing with the detected noisy ratings.
– Noise Removal (NR), which removes the detected noisy ratings.
– Noise Correction (NC), which corrects those detected noisy ratings. Here we simply

correct them with the average rating of items have the same features. It proceeds as,
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Correction ruið Þ ¼
X

fi2Fi
rufi

.
Fik k ð3Þ

It would be more beneficial if we manage noisy ratings variously based on the
rating quantity and quality of individual users. We remove noisy ratings for heavy users
(both easy and difficult) because those users tend to have abundant data, and perform
non-processing for the medium easy user group. As for the light (both easy and
difficult) users and the medium difficult users, we correct their noisy data since they
provide scare informative behavior data.

3.4 Sampling Representative Ratings

It is necessary to perform sampling processing before training models, especially for
heavy users because their ratings probably contain redundant and repeated information.
By performing such sampling we want to keep the most information and save the
computational cost, thus a good sampling approach should be able to generate as few
user ratings as possible meanwhile gain recommendations as accurate as possible.

We adopt a variation of the preference elicitation strategies, namely the Harmonic
mean of Entropy and Logarithm of Frequency (HELF) [13]. We replaced the entropy
with variance because variance is a diversity measure for ordinal data and it is more
suitable for measuring the rating diversity. Moreover, we use the logarithm of inversed
frequency because we prefer to keep ratings at the long tail instead of these popular
ones at the top. Then we take the harmonic mean of these two variables because the it
has a good property that it strongly increases or decreases when both of the components
increase or decrease. Hence, we define the Harmonic mean of Logarithm of Inversed
Frequency and Variance (HLIFV) as follows.

HLFVðiÞ ¼ 2 � 1þ LFðiÞð Þ�1�VarðiÞ
1þ LFðiÞð Þ�1 þVarðiÞ ð4Þ

Var(i) and LF(i) denote the normalized variance and logarithm frequency of item i,
respectively.

3.5 Transferring Models Between User Groups

In its basic form, latent factor model maps both users and items to a joint latent factor
space of dimensionality k, such that user-item interactions are modeled as inner
products in that space. Then it models directly only the observed ratings by avoiding
over-fitting using a regularized model. Take the BiasedMF [10] for example, the
objective function is formulated as follows.

min
b;p;q

X
rui2R rui � lþ bu þ bi þ puqið Þð Þ2 þ k

X
u

pk k2 þ
X

i
qk k2

	 

ð5Þ
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where l denotes the overall average rating; parameters bu and bi indicate observed
deviations of user u and item i, respectively, from the average; pu and qi denote latent
factor of u and i. The stochastic gradient descent solver is typically applied to optimize
this objective function, wherein the algorithm loops through all ratings in the training
set. Then it modifies parameters (bu, bi, pu, and qi) by a magnitude proportional to k in
the opposite direction of each gradient.

We have observed that the data quality and quantity for different user groups vary
sharply. Hence, we propose to transfer learning item latent factors between user groups.
We name it as the transfer latent factor model (TLMF). In the TLMF, a joint latent
factor space is used for different user groups. Observed ratings in the source user
groups e.g., the easy user group and heavy user group, are used to update user factors
and the joint item latent factors. While ratings in the target user groups, e.g., the
difficult user group and the light user group, are merely utilized for updating the user
factors. The outline of the TLMF is illustrated in Fig. 2.

Note that in TLFM, the training instances of all involved user groups are utilized
for latent factor learning. However, not all training examples for an item are adopted to
update the latent factor of the item. We stop updating the latent factors of items when
they have been well learnt. This means that the latent factors for these items have been
well formed or partially learnt from source user groups, and then transferred to assistant
the model learning for target user groups. The algorithm proceeds as follows.

Algorithm: The Transfer Latent Factor Model (TLFM) learnt with SGD

Input: The target user groups GT1, …, GTm, the source user group GS1, …, GSm, 
and the pre-processed ratings for each user group RGT1, …, RGTm, RGS1, …,
RGSm. The minimum number of ratings for an item minCnt,

Method:
1. Initialize user latent factors P, and item latent factors Q randomly
2. Set CQi = 0
3. for rating Rui in RGS1, …, RGSm:

Update Pu according to the applied model and update rule
Update Qi according to the applied model and update rule
CQi = CQi + 1

4. for rating Rui in RGT1, …, RGTm:
if CQi < minCnt:

Update Pu according to the applied model and update rule
Update Qi according to the applied model and update rule
CQi = CQi + 1

else:
Only update Pu according to the applied model and update rule

5. Repeat 3 and 4 until convergence or reaching maximum interaction count
Output: P, Q
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4 Experiments

4.1 Data Set

We use a large and real data set – the MovieLens Latest Full (ml-latest)1, to show
effects of proposed framework. It contains 21,000,000 ratings and applied to 30,000
movies by 230,000 users. These data were created between January 09, 1995 and
August 06, 2015. Movie genes are adopted as item features, and we remove users with
ratings less than 30 and more than 3000.

4.2 Experimental Protocols

We first classify users into six different user groups. For each user groups, we randomly
select 20 % ratings of each user as test instances and with the remaining 80 % as training
examples. Then we process differently for ratings in each groups and form different sub
sets, and we remove noise data in its corresponding test set for evaluations.

We choose the RMSE and Precision@5 in the test data set as metrics (because
some light users only have 6 ratings in the test set) to evaluate the performance of
different recommendations. For the Precision@5 metric, a threshold of 3.5 is set such
that ratings equal to or more than this threshold are seen as relevant. The minCnt in
TLFM is set to 100 in the following experiments.

4.3 Methods in Comparison

– ItemNN [17]. We first normalize user ratings then apply the cosine as the similarity
measure, and choose the neighborhood size to be 30.

– BiasedMF [10], which is formulated in Eq. (5), and we run 100 iterations and use
40 latent factors with learning rate, regularization terms as 0.005 and 0.06.

Fig. 2. An illustration of the Transfer Latent Factor Model (TLFM).

1 http://grouplens.org/datasets/movielens/.
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– Factorization machines (FM) [16]. We run 100 iterations and use 40 latent factors
with learning rate, regularization terms as 0.005 and 0.06.

Note that we implement the former two algorithms with the help of Lenskit [7].

4.4 Experimental Results

Analysis on the Data Set and Different User Groups. With 100 and 300 as
thresholds to classify light/medium and medium/heavy users, we generate light, medium,
and heavy user groups. For each group we keep half users as difficult and the rest half as
easy, and form the sub sets created by ratings from each group. The amounts of (users,
items, and ratings) for each set are displayed in Table 1. It can be observed that there are
considerable number of heavy users in this dataset though light users are of superiority in
quantity. We utilize the relative inconsistent degree for noisy rating detection in case of
the bias caused by the number of user data, and we set the # as 0.075 for heavy and
medium groups and 0.05 for light user groups in the noise detection procedure.

We then perform the ItemNN, BiasedMF, and FM algorithm on each user group, and
present the results of RMSE and Pre@5 in Table 2. It can be seen that the performance
of different user groups differ dramatically. From the view of quantity, easy user groups
behave preferably better than difficult user groups, while from the view of quantity the
more data the better performance we can obtain. Moreover, we also notice that the easy
light user group exhibits a better result compared to the difficult heavy user group, e.g.,
0.7100 vs. 0.8114 in terms of RMSE for the BiasedMF method. This reveals that both
the quantity and quality of user data matter for the recommendation performance.

Comparisons on Different Processing Approaches for Different User Groups.
Next in order to determine the effectiveness of the different processing approaches, we
implement the BiasedMF methods on distinct user groups that have been processed by
different pre-processing approaches. Figure 3 illuminates the results, where “Non” is

Table 1. Statistical descriptions for sub data sets made up by different user groups.

Heavy users Medium users Light users

Easy
users

8253
18520
2857282

0
@

1
A 18862

14423
2168123

0
@

1
A 30620

11663
1153358

0
@

1
A

Difficult users 8253
25143
5100663

0
@

1
A 18862

15428
2923192

0
@

1
A 30620

12681
1583214

0
@

1
A

Sum of above 16506
26223
7957945

0
@

1
A 37724

17123
5091315

0
@

1
A 61240

14218
2736572

0
@

1
A
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no processing, “NRP” means the noise removal processing, “NCP” is noise correction
processing, and “RSP” denotes the representative sampling processing. We find that
noise removing processing works well for the majority of the groups but not for light
groups. Both noise removal and correction show little effect in this case. Besides, it can
be seen that the noise processing performs better for difficult user groups.

Performance of the Proposed TLMF Between Different User Groups. We finally
conduct a set of experiments to elaborate the performance of the proposed TLMF for
the light/medium user groups by transferring latent factors from the heavy and
medium/heavy user groups. We report the results on the target MEUG, MDUG, LEUG,
and LDUG using different source user groups in Table 3, where “X-nrs” means the X
group processed by noise removal and data sampling processing, and the “X-ns”
denotes X with noise removal processing. “None” shows no source groups are utilized.
We can observe three findings from the results. (1) The performance has been boosted
significantly for all user groups, and the LDUG improves about 8 % with transferring
knowledge from HEUG-nrs, HDUG-nrs, MEUG-nr; (2) Easy user groups generally
gain more improvement compared to difficult groups, and this may be resulted from the
fact that the difficult users lack of reliable ratings; (3) As for the quantity of user data,

Table 2. Results of distinct user groups with various recommendation approaches.

User
Groups

Item NN method BiasedMF Method FM Method

RMSE Pre@5 RMSE Pre@5 RMSE Pre@5

HEUG 0.6911 0.8169 0.6670 0.8462 0.6838 0.9084 
HDUG 0.8494 0.8092 0.8114 0.8492 0.8229 0.8926 
HUG 0.7957 0.8166 0.7616 0.8507 0.7574 0.9009 

MEUG 0.7086 0.8089 0.6920 0.8255 0.6986 0.8721 
MDUG 0.9084 0.7980 0.8821 0.8153 0.8717 0.8552 
MUG 0.8274 0.8066 0.8006 0.8259 0.7928 0.8668 
LEUG 0.7669 0.7100 0.7708 0.7067 0.7669 0.6685 
LDUG 0.9429 0.7216 0.9774 0.7096 0.9364 0.6793 
LUG 0.8675 0.7184 0.8882 0.7108 0.8669 0.6773 

0

0.2

0.4

0.6

0.8

HEUG HDUG MEUG MDUG LEUG LDUG
Non NRP NCP RSP

0.60

0.65

0.70

0.75

0.80
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(a) RMSE (b)    Pre@5

Fig. 3. Results of the BiasedMF by different processing approaches for different user groups.
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light users could obtain more promotion from the TLMF compared to the medium
users because light users typically suffer from the cold start problem, which indicates
that the system could not gain enough information from their rare ratings.

5 Conclusions

In this paper, we investigated how to manage and model user data of different quantity
and quality so as to obtain desirable recommendations with representative and reliable
ratings. We suggested to exploit various pre-processing and recommendation methods
for ratings of various users, and preliminarily explored a generic framework for this. In
this framework, we first classified users into groups according to the quantity (heavy,
medium, and light) and quality (easy and difficult) of their contributed ratings. We have
verified that recommendation performances of distinct groups differ radically. Next we
proposed several pre-processing approaches to cope with the data quality (noisy rating
detection and processing) and data quantity (representative rating sampling) issue. In
order to further boost the performance of light and difficult groups, we introduced a
novel transfer latent factor model (TLMF) to transfer item latent factors learned from
ratings of heavy and easy groups. Finally, we demonstrated that our proposed method
significantly enhances the recommendation performance.

There remain several interesting and important directions worthy of further
research. The first direction is to design some effective and efficient model-based
approaches to process heterogeneous user feedbacks within the proposed framework.
For example, with the prevalence of smart mobile phones, recommendations on the
social networks and LBSNs have become pressing. In such media, users contribute
heterogeneous data that could better capture the user data quality. Another promising
consideration is to broadly evaluate metrics of recommendation performance except the

Table 3. Perforance comparisons of the TLMF between distinct target and source user groups.

Target user group Source user groups RMSE Pre@5

MEUG None 0.6920 0.8255
HEUG-nrs 0.6801 0.8344
HEUG-nrs, HDUG-nrs 0.6696 0.8413

MDUG None 0.8821 0.8153
HEUG-nrs 0.8473 0.8259
HEUG-nrs, HDUG-nrs 0.8025 0.8396

LEUG None 0.7708 0.7067
HEUG-nrs 0.7611 0.7099
HEUG-nrs, HDUG-nrs 0.7533 0.7125
HEUG-nrs, HDUG-nrs, MEUG-nr 0.7405 0.7186

LDUG None 0.9774 0.7096
HEUG-nrs 0.9418 0.7126
HEUG-nrs, HDUG-nrs 0.9126 0.7166
HEUG-nrs, HDUG-nrs, MEUG-nr 0.8985 0.7201
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accuracy metrics, such as the diversity, novelty, and coverage, and it is also necessary
to perform some online studies to further prove the effectiveness of different processing
approaches. The third direction is to further investigate the corresponding processing
and model methods for the dynamic setting. We have confirmed the proposed
framework on a static large data set, but real applications always collect user data in a
stream-like situation. Our current processing approaches cannot apply to the dynamic
recommender systems, but in our ongoing work we intend to employ some steam
mining approaches to enable the dynamic recommendations.
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Abstract. Previous works indicated that pairwise methods are state-
of- the-art approaches to fit users’ taste from implicit feedback. In this
paper, we argue that constructing item pairwise samples for a fixed user
is insufficient, because taste differences between two users with respect
to a same item can not be explicitly distinguished. Moreover, the rank
position of positive items are not used as a metric to measure the learn-
ing magnitude in the next step. Therefore, we firstly define a confidence
function to dynamically control the learning step-size for updating model
parameters. Sequently, we introduce a generic way to construct mutual
pairwise loss from both users’ and items’ perspective. Instead of user-
oriented pairwise sampling strategy alone, we incorporate item pairwise
samples into a popular pairwise learning framework, bayesian personal-
ized ranking (BPR), and propose mutual bayesian personalized ranking
(MBPR) method. In addition, a rank-aware adaptively sampling strat-
egy is proposed to come up with the final approach, called RankMBPR.
Empirical studies are carried out on four real-world datasets, and experi-
mental results in several metrics demonstrate the efficiency and effective-
ness of our proposed method, comparing with other baseline algorithms.

1 Introduction

Building predictor for top-k recommendation by mining users’ preferences from
implicit feedback [1] can help to produce recommendations in a wide range of
applications [9,14,15,17]. One significant challenge is that only positive obser-
vations are available. For example, we can only observe that a user bought a
book, or a movie ticket from the web logs. Such issue is called “one-class” rec-
ommendation [4] and many works have offered solutions to measure relevance
of a user-item pair by transforming traditional rating estimation problem to a
ranking task.
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 244–256, 2016.
DOI: 10.1007/978-3-319-39937-9 19
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To solve the one-class recommendation problem, Rendle et al. [2] proposed
bayesian personalized ranking (BPR), a popular pairwise learning framework.
Different from pointwise method dealing with a regression problem [5], BPR is
built under assumption that everything that a user has not bought is of less inter-
est for the user than those bought items. Empirically, pairwise ranking methods
can perform better than pointwise approaches, and have been used as the work-
horse by many recommendation approaches to tackle challenges from different
applications, like tweet recommendation [22], tag recommendation [9], relation
extraction [7], entity recommendation in heterogeneous information network [21]
etc. In addition, many works aiming to optimise pairwise preference learning for
one-class recommendation problems are recently proposed via leveraging novel
information like social connection [19], group preference [8], or improving the
strategy of selecting pairwise samples [3].

To the best of our knowledge, current pairwise learning methods [2,8,19,
20] construct pair examples from the user side. In this paper, we argue that
unilaterally constructing samples from users’ perspective is insufficient based
on one main reason: taste differences between two users with respect to a same
item can not be explicitly distinguished. Therefore, we introduce mutual bayesian
personalized ranking (MBPR) to offer alternative idea to express the pairwise
interactions, instead of the user-based pairwise preference alone. In addition,
inspired by the recent literature [3], we optimize the sampling strategy of MBPR
via utilising the rank position of positive samples to dynamically control the
learning speed. Experimental results on four real-world datasets show that our
proposed method significantly improves the performances comparing with other
baseline algorithms on four evaluation metrics.

2 Preliminary

Let U and I denote the user and item set, respectively. We use T to denote
the observed feedbacks from n users and m items. Each case (u, i) ∈ T means
that user u ever clicked or examined item i. For a given user u, the relationship
between user u and item i can be measured as xui, then a recommendation list
of items could be generated from items I \ Iu, where Iu denotes the clicked or
examined items by user u. In practise, only top-k recommendations can attract
users’ attention, and recommendation task in such a case can be modified as
a learning to rank problem. In order to represent user u’ preference over items
with only “one-class” observations T , pairwise learning approaches typically
regard observed user-item pairs (u, i) ∈ T as a positive class label, and all other
combinations (u, j) ∈ (U × I \ T ) as a negative one. Then intermedia training
samples (u, i, j) ∈ DT are constructed according to Assumption 1.

Assumption 1. For a given user u, unequal relationship exists between the
examined item i and the unexamined item j, and user u would show more pref-
erence to item i than item j.
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2.1 Bayesian Personalised Ranking (BPR)

For a given user u, the relationship between user u and item i can be measured
as xui. BPR will fit to the dataset DT to correctly learn the ranks of all items
via maximizing the following posterior probability of the parameter space θ.

p(θ| >u) ∝ p(>u |θ)p(θ), (1)

where notation >u = {i>uj : (u, i, j)∈DT } denotes the pairwise ranking struc-
ture for a given u, and p(θ) is the prior probability of parameter space θ. Then
BPR assumes that each case of >u is independent, and the above likelihood of
pairwise preferences (LPP) can be modified as LPP (u) =

∏
(u,i,j)∈DT p(i >u

j|θ), where p(i >u j|θ) = σ(xuij(θ)), and σ(x) = 1
1+e−x . In terms of p(θ),

we define it as a normal distribution with zero mean and covariance matrix∑
θ = λθI, that is, θ � N (0,

∑
θ). Now we can infer the BPR by filling p(θ) into

the maximum posterior probability in Eq. (1).

ln LPP (u) + ln p(θ) =
∑

(u,i,j)∈DT

ln σ(xuij) − λθ

2
||θ||2, (2)

where λθ are model regularization parameters. Here we choose xuij(θ) = xui −
xuj . The specific definition of the preference function used in this paper is xui =
bu + bi + WuV �

i , where W ∈ R
|U|×d, V ∈ R

|I|×d, and d is the number of latent
factors. bu and bi are bias features for each user u and for each item i, respectively.
Therefore, xuij(θ) = bi + WuV �

i − bj − WuV �
j . Generally, stochastic gradient

descent based algorithms can be used as a workhorse to optimise the posterior
distribution. More specifically, the parameters θ are randomly initialized. With
iteratively traversing each observation (u, i) ∈ T , a negative sample j is picked
and parameters θ can be updated with gradients as shown in Eq. (3) until the
stopping criterion is matched, and return the learned model.

θ ← θ + α(
∂ ln LPP (u)

∂σ(x)
· ∂xuij

∂θ
− λθθ) (3)

According to literature [2], the way to select a negative j could have significant
impact on the performance of BPR. Typically, a bootstrap sampling approach
with replacement is suggested, i.e. for a given (u, i), j is randomly selected out
depending on an uniform distribution. However, Rendle et al. [3] argued that for
a given user u, good negative samples which could make an effective updating
could lie in a higher position than positive item i. While, uniform sampling
could equally regard each negative item without taking the ranks of positive
items i into consideration. Sequently, Rendle et al. [3] proposed a novel adaptive
sampling strategy after giving insight into the learning diagram, especially the
evolution of gradient distribution. Series of experiment results demonstrate that
adaptive sampling a negative j according to their position in the rank list could
improve the convergence speed and effectiveness of BPR. In more detail, the
adaptive sampling strategy is described as follows:

For sampling a negative item j for the given (u, i), we firstly extend both
user’s and items’ latent feature, that is, W ′

u = [1,Wu], V ′
i = [bi, Vi].
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1. Sample a rank r from distribution p(r) ∝ exp(−r
γi

), where γi is a hyperpara-
meter controlling the expectation position of sampled item j. A small value
of γi could generate a small value of r with a high probability. It indicates
that a negative item j ranking in a high position could be probably sampled.

2. Sample a factor dimension d according to probability distribution p(d|u) ∝
|W ′

ud|δd, where δd denotes the variance over all items’ dth factor, and W ′
ud

denotes the value of user u’s dth factor.
3. Sort items according to V ′

·,d, and return the item j on position r in the sorted
list.

However, as we see, about |I \Iu| negative cases need be examined for each given
(u, i). If the number of items in the database is enormous, the scale of negative
candidates make it intractable to directly apply such strategy. In order to reduce
the complexity, Rendle et al. proposed to pre-compute the ranks every |I|log|I|
training cases.

Fig. 1. Simple illustration to describe the item permutation for user u in different
learning stages. The term “top” and “bottom” stands for the top and bottom position
in the rank list, respectively.

3 Our Solution

3.1 Rank-Aware Pairwise Learning

In last Sect. 2.1, we can see that adaptively ranking the items could be imple-
mented every a fixed steps in order to abate the computation cost. However, we
argue that it still needs to sort |I \Iu| items for each u ∈ U , which will dramati-
cally increase the computation resources with the growth of the size of user and
item set. Moreover, the rank position of the positive item i is not utilized as a
significant criterion to measure the learning performance. One basic assumption
of adaptive sampling is that selecting the negative sample j ranking in a higher
position could help to find a good case to effectively update pairwise parameters.
However, it omits that the ranks of positive item i when utilizing the benefits
brought by the position information of negative item j. We believe that utilising
the rank information of positive item i is crucial to offer an alternative way to
improve the performance of pairwise learning algorithm based on BPR.
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Let πu
t denote the item permutation of user u in the iteration t, and πu

t (i)
represents the position of item i. Suppose that for a given (u, i) ∈ T in iteration
t, πu

t (i) is very close to the bottom as it is shown Fig. 1. At that moment, user u’s
preference over positive item i is insufficiently learned under this situation. It still
has a huge position gap between item i and j. If we sample the negative j which
ranks much higher than a positive item i, we should update the corresponding
parameters with a large magnitude due to the significant position gap. If positive
item i ranks closely to the top position in iteration t + 1, we could say that
preference function xui is learned well for this case, then we should update
parameters with a slight step size. Therefore, we propose to transform the rank
information as a crucial criterion to support the updating magnitude of model
parameters.

To tackle the aforementioned challenge, we propose rank-aware bayesian
personalized ranking (RankBPR) to utilize the rank position of item i for
a given (u, i). We define a confidence function Cu(ranki), which serves as
dynamic weight to control the updating step size of model parameters. Generally,
Cu(ranki) is a monotonically increasing function. By integrating Cu(ranki) into
Eq. (2), we obtain the rank-aware bayesian personalised ranking (RankBPR),
and the objective function can be modified as follows:

ln LPP (u) + ln p(θ) =
∑

u∈U

∑

i∈Iu

Cu(ranki)
∑

j∈I\Iu

ln σ(xuij) − λθ||θ||2. (4)

Correspondingly, the flow of stochastic gradient as shown in Eq. (3) could be
revised as follows:

θ ← θ + α(Cu(ranki) · ∂ ln LPP (u)
∂σ(x)

· ∂xuij

∂θ
− λθθ) (5)

As we see, the key part of the confidence function lies in the rank position of
item i. In this work, we define Cu(ranki) as follows:

Cu(ranki) =
ranki∑

s=1

γs, with γ1 ≥ γ2 ≥ γ3 ≥ ... ≥ 0.

ranki =
∑

j∈I\Iu

I[β + ĥuj ≥ ĥui]
(6)

where I is the indicator function, and ĥui measures the relevance between user
u and item i. β is a margin parameter to control the gap between the positive
item i and negative sample j. We choose γs = 1/s as the weighting approach,
which could assign large value to top positions with rapidly decaying weight
for lower positions. Intuitively, a positive item i, which ranks in the highest
position, could produce a low confidence to update the parameters. Oppositely,
a bottom positive item i could offer a high confidence. In terms of the ĥui, we
give two different definitions under the assumption that ranks of a item list
can be measured as the inner-product of user-item features or only according
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to a specific dimension of users’ feature vector. For simplicity, one can denote
ĥui = xui as a response to measure the relevance of user u and items i as the
product of their feature vectors.

ĥui = bu + bi + WuV �
i (7)

Besides this, we suppose that the value of each element of user u’s feature vec-
tor Wu can represent u’s specific taste, which drives us to rank all items only
depending on the match score in a single dimension of feature vectors. To for-
mulate our idea, we define a probability distribution for sampling a factor d
as p(d|u) ∝ |Wud|. For each training case (u, i), we firstly sample a factor d

according to p(d|u) ∝ |Wud|, then calculate ranki based on the match score ĥui

between a user-item pair:
ĥui = WudVid, (8)

where W·d and V·d denotes the value of dth element.

3.2 Fast Estimating Rank Position of Item i

Note that in each iteration, the exact value of ranki needs to be calculated for
each observation is extremely expensive, when there are massive amount of items
in the database. In this work, we employ a sampling process [10] to fast estimate
the ranki. More specifically, for a given sample (u, i), one uniformly draws a
random negative item from I until finding a j, which satisfies β + ĥuj ≥ ĥui.
Then the ranki can be approximated as ranki ≈ � |I|−1

K �, where �·� denotes
the floor function and K is the number of steps to find a item j. From this
approximation of ranki, we can see that the computations on seeking a negative
item j could increase sharply if the positive item i happens to rank at the top of
the list. To accelerate the estimation of ranki, we define a parameter κ to limit
the maximum sampling steps. Correspondingly, we also utilise an item buffer
bufferui whose size equals to κ to store every sampled negative item j. Finally,
ranki can be approximated as ranki ≈ � |I|−1

min(K,κ)�, and the negative item j will
be selected from the top of the sorted bufferui in descending order based on
ĥuj . The complete procedure of RankBPR can be described in Algorithm1.

3.3 Mutual Sample Construction for Pairwise Learning

Beside the optimized sampling strategy, we can see that pairwise learning
approaches like BPR only focus on constructing samples (u, i, j) for a fixed user
u. In this paper, we argue that only sampling negative samples w.r.t. a fixed
user u is insufficient based on the following consideration:

– Recommendation task naturally involves with two basic types of entities, i.e.
users and items. To better represent the relevance between them, mutual pair-
wise sampling is essential to not only capture a user’s preferences over two
different items, but also measure how different is a pair of users with respect
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Algorithm 1. Optimizing models with RankBPR
Require: T : Training Set
Ensure: Learned θ̂
1: initialize θ
2: repeat
3: randomly draw (u,i) from T
4: estimate Cu(ranki) according to Equation (6)
5: select a negative sample j from the top of the sorted bufferui

6: xuij ← xui − xuj

7: θ ← θ + α(Cu(ranki) · (1 − σ(xuij))
∂
∂θ

xuij − λθθ)
8: until convergence.

to a same item. Intuitively, a piece of training sample (u, i, j) could help to dis-
tinguish the difference between item i and j from a user u’s perspective, while
two different users’ preferences over the same item i could not be explicitly
represented.

In order to tackle the aforementioned challenges, we propose to construct the
pairwise loss from item’s perspective instead of the construction of pairwise train-
ing samples from user’s perspective alone. Specifically, another type of training
samples (i, u, v) ∈ DT for a given (u, i) ∈ T would be extracted under the
proposed Assumption 2.

Assumption 2. A group of users who ever selected the same items might have
closer tastes than other users. For a given item (u, i) ∈ T , user u could have a
stronger preference than user v, who did not ever explicitly click or rate item i.

We think that users purchasing the same item i could have much closer
connection than those who do not purchase item i. Following the Assumption 2,
mutual sampling construction could explicitly leverage the user connection infor-
mation to distinguish the differences among users. Then two types of pairwise
relationship are extracted for a given observation (u, i) ∈ T . To formulate our
idea, we propose mutual bayesian personalized ranking (MBPR) to incorporate
mutual pairwise samples into BPR framework. As a response to our assumption,
the basic idea of mutual pairwise sampling equals to user u- and item i-central
pairwise construction. Therefore, two kinds of pairwise likelihood preferences, i.e.
p(i >u j|θ) and p(u >i v|θ), are instantiated. The modified objective function
we are going to maximise in this work is described as follows:

ln LPP (u) + lnLPP (i) + ln p(θ)

=
∑

(u,i,j)∈DT

ln σ(xuij) +
∑

(i,u,v)∈DT

ln σ(xiuv) − λθ

2
||θ||2. (9)

Different from standard BPR, mutual pairwise samples are constructed. In
MBPR, for each observation (u, i) ∈ T , a negative item j ∈ I \ Iu and user
v ∈ U \ Ui are picked and parameters θ can be updated with the following
gradients
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θ ← θ + α(
∂ ln LPP (u)

∂σ(xuij)
· ∂xuij

∂θ
+

∂ ln LPP (i)
∂σ(xiuv)

· ∂xiuv

∂θ
− λθθ) (10)

where Ui denotes the set of users who ever clicked item i. By employing rank-
aware sampling approach, we further apply mutually dynamic sampling strategy
to optimise the procedure of MBPR on selecting the negative samples and pro-
pose RankMBPR, in which parameters θ would be updated with the modified
gradients:

θ ← θ + α(Cu(ranki)
∂ ln LPP (u)

∂σ(xuij)
· ∂xuij

∂θ
+ Ci(ranku)

∂ ln LPP (i)

∂σ(xiuv)
· ∂xiuv

∂θ
− λθθ),

(11)
where Ci(ranku) can be calculated in the same way as Cu(ranki) with a slightly
different definition as follows:

Ci(ranku) =
ranku∑

s=1

γs, with γ1 ≥ γ2 ≥ γ3 ≥ ... ≥ 0

ranku =
∑

v∈U\Ui

I[β + ĥiv ≥ ĥiu].
(12)

Table 1. Statistics of the datasets

Datasets #Users #Items #Observations #Density

ML100K 943 1682 100000 6.3 %

Last.fm 1892 17632 92834 0.28 %

Yelp 16826 14902 245109 0.097 %

Epinions 49289 139738 664823 0.02 %

4 Experiments

Datasets and Settings: Four datasets1 are used in this paper and statistics
of them are summarized in Table 1. In this work, we adopt 5-fold cross valida-
tion method to demonstrate the performance of our proposed approach. More
specifically, repeated validation experiments are conducted 5 times, in which we
randomly select 80 % of observed feedback as training set to train the ranking
model, and the rest as the testing set. The final performance of each algorithm

1 http://grouplens.org/datasets/movielens/
http://grouplens.org/datasets/hetrec-2011/
http://www.yelp.com/dataset challenge
http://www.trustlet.org/wiki/Epinions.

http://grouplens.org/datasets/movielens/
http://grouplens.org/datasets/hetrec-2011/
http://www.yelp.com/dataset_challenge
http://www.trustlet.org/wiki/Epinions
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is measured as the average results on four top-N metrics, which are used to com-
pare the performance in measuring recall ratio (Recall@5, Recall@10), precision
of top-10 recommendation list (MAP@10, MRR@10). We mainly compare our
method with the following approaches:

– PopRec: A naive baseline that generates a ranked list of all items with respect
to their popularity, represented by the number of users who ever rated, or
clicked the target items.

– WRMF: This method defines a weight distribution for each (u, i) ∈ U ×
I, then employs matrix factorization model to solve a regression problem
via optimizing a square loss function [5]. It is the state-of-the-art one-class
collaborative filtering method.

– ICF: Item-based CF is a classical collaborative filtering approach, and was
initially explored in the literature [13]. It is a generic approach which could
be used for rating prediction and item recommendation with only implicit
feedback.

– BPR: This method uses a basic matrix factorization model as the scoring
function and BPR as the workhorse to learn the ranks of items [2].

– AdaBPR: This method is slightly different from BPR-MF as an adaptive
sampling strategy is proposed to improve the learning efficiency of BPR [3]

– StaticBPR: This method replaces the uniform sampling strategy with a static
sampling strategy according to the popularity of items [3].

4.1 Performance Evaluation

Convergence: Initially, we empirically study the learning curves of BPR-
based algorithms with different pairwise sampling strategies (see Fig. 2) on four
datasets. Due to the limited space, we only list the learning curves on Last.fm
and ML100K. From Fig. 2, we can see that all algorithms almost converge after
a number of iterations, then fluctuate in a tiny range around the converging
performance in the different metrics. We can find that RankBPR is superior
to other baselines, and RankBPR-full outperforms RankBPR-dim, which proves
the efficiency and effectiveness of rank-aware sampling strategy with definition
of ĥu,i in Eq. (7). Therefore, the way to calculate ĥu,i for RankMBPR follows
RankBPR-full. Turn to MBPR, its performance indicates that mutual construc-
tion of pairwise samples could also benefit for the pairwise learning methods. As
incorporating both features of MBPR and RankBPR, RankMBPR achieves the
best performance. From the learning curves we can see that stopping criterion
could be defined as a fixed number of iterations for BPR-based algorithms. In
this work, we set the number of iterations as 2000 for all BPR-based algorithms.

Performance Evaluation: Table 2 shows the average recommendation perfor-
mance of different algorithms. We highlight the results of the best baseline and
our proposed method respectively. Validation results show that RankMBPR is
superior to all baseline algorithms on all four datasets. Note that MBPR also has
comparative better performance than baseline approaches. One possible reason
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Fig. 2. Learning curves of different BPR-based algorithms in several evaluation met-
rics. In this case, we set dimension d to 30, and each algorithms iterated 2000 times.
RankBPR-full takes Eq. (7) as the relevance function for RankBPR algorithm, while
RankBPR-dim employs Eq. (8). In this work, we set β = 1.0 for both RankBPR-full
and RankMBPR, and β = 0.1 for RankBPR-dim. Maximum size κ of bufferui is fixed
as 200 for RankBPR-full, RankBPR-dim, and RankMBPR.

may be that AdaBPR pays less attention to deeply explore the effects brought
by the rank position of positive samples. In terms of WRMF, it is not directly to
optimise ranking. Comparing with BPR, our proposed methods both utilise the
differences among users by leveraging the construction of mutual pairwise sam-
ples, instead of the user-side solely, and the benefits brought by the rank-aware
sampling method. From this table, we could find some interesting evidences. As
the density of the dataset decreases, the performance gap between our proposed
method and BPR-based methods will become larger. In particularly, AdaBPR
performs not so much as ICF in the most sparse dataset, Epinions.

5 Related Work

Recently many works have began to adopt learning-to-rank idea to explore users’
preference on items from ranking perspective [2,3,6,16,19,23,24]. As one of typ-
ical pairwise learning method, BPR is flexible to incorporate different contex-
tual information to make BPR adaptive to different tasks. Riedel et al. [7]
employs BPR to automatically extract structured and instructed relations.
Zhao et al. [19] indicated out that users tend to have many common interests with
their social friends, and proposed to leverage social connections to improve the
quality of item recommendation. Pan et al. [8] pointed out that group features
should be taken into account for further exploring users’ preferences on items.
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Table 2. Experimental results of all baseline algorithms. The last column shows the
improvement of the proposed method compared with the best baseline method. The
latent dimension is fixed as d = 30 for MF-based methods, like WRMF, BPR, AdaBPR.

Datasets Metrics PopRec ICF WRMF BPR AdaBPR MBPR RankMBPR Improv

ML100K Recall@5 0.0553 0.0882 0.1052 0.1037 0.1123 0.1142 0.1202∗ 7.03%

Recall@10 0.0974 0.1473 0.1764 0.1708 0.1823 0.1876 0.1921∗ 5.37%

MAP@10 0.1986 0.3041 0.3591 0.3712 0.4024 0.4188 0.4312∗ 7.38%

MRR@10 0.5449 0.6843 0.7236 0.7389 0.7682 0.7788 0.7963∗ 4.39%

Last.fm Recall@5 0.0476 0.1057 0.112 0.124 0.133 0.131 0.147∗ 10.52%

Recall@10 0.0747 0.1546 0.169 0.191 0.202 0.201 0.218∗ 7.92%

MAP@10 0.0413 0.1016 0.106 0.117 0.128 0.133 0.145∗ 13.28%

MRR@10 0.1995 0.4260 0.431 0.452 0.482 0.471 0.512∗ 6.22%

Yelp Recall@5 0.0156 0.0273 0.0262 0.0352 0.0364 0.0386 0.0406∗ 11.53%

Recall@10 0.0289 0.0471 0.0428 0.0596 0.0601 0.0638 0.0672∗ 11.81%

MAP@10 0.0098 0.0174 0.0172 0.0240 0.0242 0.0279 0.0281∗ 16.11%

MRR@10 0.0286 0.0459 0.0498 0.0640 0.0648 0.0724 0.0742∗ 14.51%

Epinions Recall@5 0.0143 0.0293 0.0227 0.0248 0.0261 0.0302 0.0347∗ 18.43%

Recall@10 0.0217 0.0459 0.0369 0.0416 0.0441 0.0487 0.0548∗ 19.39%

MAP@10 0.0097 0.0199 0.0159 0.0168 0.0178 0.0205 0.0258∗ 29.64%

MRR@10 0.0351 0.0617 0.0547 0.0518 0.0542 0.0628 0.0802∗ 29.98%

Rendle et al. [9] extended BPR to learn tensor factorization method for rec-
ommending related tags to users with respect to a given item. Besides BPR,
various methods inherit the pairwise learning idea. In [10], Jason et al. defined
order pairwise ranking loss and develop online Weighted Approximate-Rank
Pairwise (WARP) method, which can be applied to various top-k learning prob-
lems. Later, Jason et al. in [11,12] presented the possible applications of WARP
in video recommendation and collaborative retrieval task. Zhao et al. [20] pro-
posed a novel personalized feature projection method to model users’ preferences
over items. A boosting algorithm [18] is also proposed to build ensemble BPR
for one-class recommendation task.

6 Conclusions and Future Work

In this paper, we propose to complementarily distinguish users’ taste differences
from items’ side. Two kinds of pairwise preference likelihood are defined. An
improved sampling strategy is customized to our proposed method (MBPR),
then an rank-aware MBPR (RankMBPR) is introduced to help sufficiently learn
users’ preferences over items. The experimental results on four datasets show that
RankMBPR perseveres the most efficacy than all baseline algorithms. In future,
we incline to further explore the probable effects of the contextual information,
or the network structure on helping to select the good pairwise samples.
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Abstract. Personalized Recommendation has drawn greater attention
in academia and industry as it can help people filter out massive use-
less information. Several existing recommender techniques exploit social
connections, i.e., friends or trust relations as auxiliary information to
improve recommendation accuracy. However, opinion leaders in each cir-
cle tend to have greater impact on recommendation than those of friends
with different tastes. So we devise two unsupervised methods to identify
opinion leaders that are defined as experts. In this paper, we incorpo-
rate the influence of experts into circle-based personalized recommenda-
tion. Specifically, we first build explicit and implicit social networks by
utilizing users’ friendships and similarity respectively. Then we identify
experts on both social networks. Further, we propose a circle-based per-
sonalized recommendation approach via fusing experts’ influences into
matrix factorization technique. Extensive experiments conducted on two
datasets demonstrate that our approach outperforms existing methods,
particularly on handing cold-start problem.

Keywords: Personalized recommendation · Experts · Social connec-
tions

1 Introduction

With the development of Internet, people suffer from useless Information Blast.
Personalized Recommendation stands out and draws a lot of attention from both
academia and industry as it can not only help people filter out massive useless
information but also benefit merchants by increasing their revenue through vir-
tual marketing, such as Amazon, Douban, Netflix, etc. In the aforementioned
online services, users can review or give ratings, e.g. 1 to 5 to express their like
and dislike on items. Besides, they can add someone as friends or follow oth-
ers to be fans. These behaviors thus contribute to explicit and implicit social
connections between users.
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 257–271, 2016.
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Fig. 1. Experts’ interests regularize users’ preferences on different categories.

It is well known that cold-start problem and data sparsity are two inevitable
challenges in real-world recommendation scenarios. In order to alleviate these
influence, several existing methods incorporate social connections into models
under the assumption that a user’s taste is similar to or affected by his social
connections, which is known as homophily in sociology [1,2]. Despite of the
success and improvement, the existing recommender algorithms hardly explore
the influence of opinion leaders underlying the social connections, which are
described as experts. In this paper, compared to those of friends with different
tastes, we argue that sharing the same interest with opinion leaders has greater
impacts on users in specific circles. Based on the aforementioned assumptions,
we list our ideas as follows. Firstly, when we want to see a movie just for killing
time, we become frustrated at choosing which one to see from millions of movies.
In this case, we would like to follow opinion leaders who share the same interest
in movie field rather than friends who have few interests in movies. Secondly, in
a certain merchant’s website, reviews of experts in such merchant’s category are
always ranked high, thus they have a greater influence on after-coming users.
Thirdly, the rationale of conventional methods that leverage social connections
to help to alleviate cold-start problems is that users with few ratings may have
enough social connections. Thus we argue that users with few ratings seldom
have enough social connections, and they are most probably affected by experts
or opinion leaders. Hence, these ideas motivate us to incorporate the influence
of experts into circle-based social connections to ease the cold-start problems to
some extent.

In this paper, we propose a circle-based approach and use experts’ interests
to regularize users’ preferences to improve the performance of personalized rec-
ommendation. As demonstrated in Fig. 1, we consider “friends based experts”
and “similarity based experts” in our model. Explicit and implicit social net-
works are built by users’ friendships and similarity, respectively. Then two types
of experts are identified on both networks by using information transition the-
ory and consumption records. Further, expert underlying the social connections
are divided into several circles according to their rating items’ category. Finally,
a circle-based approach using matrix factorization technique, which is regular-
ized by experts’ interests, is proposed. Experiments on two datasets confirm
the competitiveness of our algorithm over state-of-the-art methods, especially
on handling the cold-start problem. In summary, the contributions are listed as
follows:
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– We use explicit and implicit social connections to build two kinds of social
networks, then two unsupervised methods are proposed to identify the experts
on both networks based on information transmission theory and user rating
records.

– We propose a circle-based personalized recommendation approach via fusing
experts’ influence into matrix factorization technique.

– We conduct extensive experiments including user cold-start problem on two
real-world datasets and compare the results with the existing algorithms.

The rest of the paper is organized as follows. Section 2 provides a brief review
of related work. Section 3 details our approach for personalized recommendation.
The performance is presented in Sect. 4, followed by the conclusion in Sect. 5.

2 Related Work

Collaborative Filtering (CF) is an popular and widely used technique for per-
sonalized recommendation. The technology can be categorized into two types,
memory-based [3] and model-based [4,5]. The premise of recommendation is that
users similar to target user’s perspective or items are the same as users’ histor-
ical records. The mechanism of model-based CF adopts the pure rating data
to estimate. In this paper, we focus on matrix factorization model due to its
efficiency and effectiveness. The basic low rank matrix factorization technique
is illustrated by Ruslan [5] and is well applied by Yohuda [4] to win the Netflix
Prize. The mechanism behind the idea is that a few primary latent factors are
in control of users’ and items’ features, respectively. The model is trained by
minimizing the square error objective function with regularization terms.

With the availability of social information, various models have been pro-
posed by incorporating social connections to improve the recommendation per-
formance, like SocialMF [2], SoReg [6] and hTrust [7]. Under the assumption
that user’s feature vectors should be close to their neighbors so that they could
be learnt even for users who have few ratings, Mohsen in [2] incorporates trust
propagation into the model, while Ma [6] and Tang [7] devise regularization terms
for disparate objective function by investigating various user similarity measures
and homophily coefficient respectively. In addition, interpersonal influence and
social relation are well studied in [8,9]. Moreover, Ma et al. [10] discusses the
influences on implicit social recommendation in detail.

However, the above methods ignore the influences of the opinion leaders
underlying social connections, particularly on users who have different tastes
with their friends. In [11], Yang proposes a circle-based recommendation by
inferring category-specific social circles and devises several variants of weight-
ing friends within circles. Following that, interpersonal influence and interests
similarity are studied based on circles [12,13]. In [14], Ma considers both trust
and distrust relationships and proposes a SVD signs based community mining
method to discover the trust matrix. Lin et al. [15] exploits potential experts on
virtual social networks, which are extracted from implicit feedbacks, and inte-
grate the content-based methods by employing CF. Zhao et al. [16] utilizes the
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“following relations” between the users and topical interests to build the user-
to-user graph, and proposes the Graph Regularized Latent Model (GRLM). In
GRLM, expertise of users can be inferred based on both past question-answering
activities and the inferred graph. What differentiates our approach to the afore-
mentioned methods is that we explore the expert influences which is not only
underlying explicit social connections, i.e., friend relationships, but also under-
lying implicit social connections, i.e., users’ similarity preferences, in each circle.

3 Model Specification

In this section, we devise two methods identifying experts and propose a person-
alized recommendation algorithm via exploting expert relationships underlying
the circle-based social connections. Experts who have distinct influences on users
in specific category are used to constrain matrix factorization objective function.

3.1 Problem Definition

Formally, let U = {u1, u2, ..., uM} and V = {v1, v2, ..., vN} be the set of users
and items, where M and N refer to the number of users and items respectively.
User relationship can be formulated as a matrix F ∈ R

M×M , where each entry
fij equals to 1 when ui and uj are connected in social networks otherwise 0.
According to the categories of items rated by each user, the user can be divided
into corresponding circles. The definition is shown as follows:

Definition 1 (Circled Social Connection). Two users ui and uj are said
to be in the same circle Cc, i.e., (ui, uj) ∈ Cc, iff (1) fij = 1 (2) V c

ui
�= ∅ and

V c
uj

�= ∅, where V c
u denotes a set of items which belongs to category c and is

rated by user u.

3.2 Basic MF

As is mentioned above, the basic MF technique factorizes the entire rating matrix
R into two matrices U ∈ R

M×D and V ∈ R
N×D where U and V are the user-

feature and item-feature matrices respectively, D � M,N . Since we employ the
concept of circle, the rating matrix R should be split into small pieces regarding
to each category c, aka Rc and the objective function should be revised as follows
accordingly:

Lc =
1
2
||I � (Rc − U cV cT )||2F +

λ

2
(||U c||2F + ||V c||2F ) (1)

where � is hadamard product and U c,V c are the user-feature and item-feature
matrices regarding to each category. I is an indicator matrix with the same
dimension of Rc.
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3.3 Identifying Experts

We consider “friends based experts” and “similarity based experts” in our model.
Specifically, users’ friendships and similarity are employed to construct two social
networks. Then the experts are identified on both social networks via information
transmission theory and user rating behaviors.

Building Social Networks. Building explicit social network with friendships,
the user is a node in the network, and the friend relationship is the edge of the
network. There is an edge between two users if they are friends. Finally, a social
network is formed among these uses.

The implicit social network is constructed by the similarity between users.
The construction is a little complex, which can be divided into the following
three steps.

– Firstly we should calculate the similarity among users. The similarity between
two users is calculated according to their ratings on items.

– Then the similarity threshold σ is selected and determined. If the similarity
between ui and uj is greater than σ, there is an implicit edge eij between
them.

– Finally, the weight ρij of eij is given by the similarity between ui and uj .

To estimate the influence of parameter σ on the implicit social networks, we do
some experiments in Sect. 4.4. An expert, generally, is a person with extensive
knowledge or ability based on research, experience or occupation in a particular
area. Due to experts’ opinions are very constructive, there are a lot of users
willing to follow them, so they may have abundant social connections. Hence,
we define Eqs. 2 and 3 to represent the influence of each user on the explicit and
implicit social networks respectively. By ranking those influences of users, we
can identify the experts on the list.

Friends Based Expert and Similarity Based Expert. When both social
networks are built, we can get matrix F ∈ R

M×M , where each entry fij equals to
1 when ui and uj are connected in social network otherwise 0. The user’s influ-
ence is calculated by information transmission theory and user rating behaviors.
According to [17], where a multi-step diffusion model with a shrinking parame-
ter is proposed, we denote the transmission factor as φ1, φ2 and φ3 for the first
three layers. So ui’s influence under both social network can be calculated by:

P 1
ui

= φ1|Vui
| + φ2

∑

fij=1

|Vuj
| + φ3

∑

fjk=1

|Vuk
| (2)

P 2
ui

= φ1|Vui
| + φ2

∑

fij=1

ρij |Vuj
| + φ3

∑

fjk=1

ρjk|Vuk
| (3)

where ρij and ρjk are the weights of the corresponding edge. Using Eqs. 2 and
3, we can obtain the influence of each user on both social networks. Meanwhile,
experts are identified by ranking the influence of each user.
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3.4 Experts Regularization

Since users are more inclined to follow experts who have similar interests in
a certain circle. This motivates us to assume that, experts preference has an
important impact on users in their circles. So we incorporate the influence of
experts into the regularization terms.

Influences from experts are two-folds: firstly, the precondition of an expert
influencing an ordinary user is that they both rate the same merchant. Secondly,
an expert has his own assertion and is unlikely to be influenced by other experts.
Based on aforementioned two premises, we use “Friends Based Expert” and
“Similarity Based Expert” to define the influence values in matrix Ec

1 and Ec
2

respectively. Expert matrix Ec is illustrated below:

Ec
ij =

⎧
⎨

⎩
t

|V c
ui

⋂
V c
uj

|
∑

uk∈Cc |V c
uj

⋂
V c
uk

| + (1 − t)
|V c

ui

⋂
V c
uj

|
|V c

ui
| V c

ui

⋂
V c
uj

�= ∅, ui /∈ E, uj ∈ E

0 otherwise
(4)

where t is the trust trade-off between the expert uj and himself ui in circle c.
Note that Ec should be normalized throughout each row so that ΣjE

∗c
ij = 1

and naturally experts regularization is derived as:

Regexperts = ||U c − E∗cU c||2F (5)

3.5 Models and Training

With Eqs. 1 and 5 in hand, we propose Circle-based Recommendation with
Experts Regularization (CRER). We adopt three different regularization terms
to devise our methods. The details are as follows:

CRER1. We design the model CRER1 with friends and both kinds of experts
regularization terms. S∗c adopt the method proposed in [11] to devise friends
regularization for a user. CRER1 is devised as:

Lc
1 =

1
2
||Ic � (Rc − U cV cT )||2F +

λ

2
(||U c||2F + ||V c||2F )

+
α

2
||U c − S∗cU c||2F +

β

2
||U c − E∗

1
cU c||2F +

γ

2
||U c − E∗

2
cU c||2F

(6)

where α, β and γ are tuning parameters for weighting the significance of these
terms.

CRER2. Model CRER2 has Friends and Friends Based Expert Regulation
terms. CRER2 only uses explicit social connections (friends) as auxiliary infor-
mation, and does not use any implicit social connections.

Lc
2 =

1
2
||Ic � (Rc − U cV cT )||2F +

λ

2
(||U c||2F + ||V c||2F )

+
α

2
||U c − S∗cU c||2F +

β

2
||U c − E∗

1
cU c||2F

(7)
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Algorithm 1. Circle-based Recommendation with Experts Regularization

input : Rc,E∗
1

c,E∗
2

c

output: Uc,V c

1 random Uc, V c;
2 for step = 1 to MAX STEP do

3 Uc = Uc − η ∂Lc

∂Uc ;

4 V c = V c − η ∂Lc

∂V c ;
5 η = η

1+step/MAXSTEP
;

6 R̂c = UcV cT ;

where α and β are tuning parameters for weighting the significance of the two
terms.

CRER3. Model CRER3 has dual Experts Regulation terms. It comprehensively
uses the explicit social connections (friends) and implicit social connections (user
similarity) as auxiliary information for personalized recommendation.

Lc
3 =

1
2
||Ic � (Rc − U cV cT )||2F +

λ

2
(||U c||2F + ||V c||2F )

+
β

2
||U c − E∗

1
cU c||2F +

γ

2
||U c − E∗

2
cU c||2F

(8)

where β and γ are tuning parameters for weighting the significance of the two
terms.

Training. The training process within each category will be conducted indepen-
dently. Batched gradient descent can be employed here to minimize the objective
function till convergency. Lc

3 learning equations are shown below:

∂Lc
3

∂Uc
= Ic �(UcV cT −Rc)V c+λUc+β(I−E∗

1
c)(Uc −E∗

1
cUc)+γ(I−E∗

2
c)(Uc −E∗

2
cUc) (9)

∂Lc
3

∂V c
= Ic � (UcV cT − Rc)T Uc + λV c (10)

where I is an identity matrix. The corresponding algorithm is shown in Algo-
rithm 1.

In Algorithm 1, η is learning steps, and it will be gradually reduced with the
increase of iterations. After learning the user preference matrix U c and the item
characteristic matrix V c via Algorithm 1, then the possible rating from the user
ui to the item vj in category c will be predicted by r̂cij = uc

iv
c
j
T .

3.6 Complexity Analysis

The complexity owes much to the computation of objective function Lc
3 and

its gradients. Let us assume r and e are the average number of ratings and
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influencing experts of a user respectively. The computational cost of Lc
3 (Eq. 8)

is O(M(r+2e)D) and the cost of its corresponding gradients is O(M(r+2e2)D).
In real world r is relatively small. Besides due to the requirement that influences
from experts only happens when a user have visited the same merchants with the
experts, the scale of e is no larger than r, i.e., e � r. Thus, the entire complexity
is approximately linear with the number of users, which shows the computational
efficiency of our proposed model.

4 Experiments

In this section, we conduct extensive experiments on our final model CRER3 on
Yelp and Epinions datasets, and compare it with CRER1 and CRER2 proposed
in Sect. 3 and several state-of-the-art methods.

Table 1. Statistic of each category on both datasets

(a) Yelp dataset
Category User

Count
Item

Count
Rating
Count

Sparsity

Activelife 16,004 2,379 29,800 7.83e-4
Arts 30,212 1,900 79,087 1.38e-3

Beauty 21,622 4,521 39,835 4.08e-4
Hotels 25,676 1,987 58,541 1.15e-3

Nightlife 50,258 4,253 161,165 7.54e-4
Restaurants 84,541 29,169 874,428 3.55e-4

Services 38,836 7,886 89,441 2.92e-4
Shopping 24,344 8,687 70,716 3.34e-4

(b) Epinions dataset
Category User

Count
Item

Count
Rating
Count

Sparsity

Services 11,022 808 39,861 4.48e-3
Games 7,576 1,577 34,143 2.86e-3
Books 8,416 2,064 29,373 1.69e-3
Music 7,194 2,758 37,014 1.87e-3

Hardware 6,805 1,020 1,6041 2.31e-3
Hotels 10,195 1,686 43,794 2.55e-3

Restaurants 7,447 1,059 25,982 3.29e-3
Cars 7,082 1,106 14,154 1.81e-3

Beauty 5,552 1,714 23,549 2.47e-3
Kids 7,810 2,224 54,385 3.13e-3

4.1 Datasets and Metrics

For Yelp dataset, we use Yelp Challenge round 5 dataset1. According to different
categories, the items are divided into corresponding circles. The total user num-
ber is 366,715, while the number of users rating items less 4 is 280,969. Table 1(a)
is a statistic of users and items on eight categories of Yelp dataset. Epinions is a
website where users can review and rate items and we adopt the published ver-
sion of the Epinions dataset2. It consists of 22,164 users and a total of 296,277
different items. The total number of ratings is 922,267. By dividing items into
different categories, we also can get some circles. Table 1(b) is a statistic of users
and items in ten categories of Epinions.

We perform 5-fold cross validation in our experiments. In each fold, we use
80 % of data as the training sets and the remaining 20 % as the test sets. The eval-
uation metrics we use in our experiments are Root Mean Square Error (RMSE)

1 http://www.yelp.com/dataset challenge.
2 http://www.public.asu.edu/∼jtang20/datasetcode/truststudy.htm.

http://www.yelp.com/dataset_challenge
http://www.public.asu.edu/~jtang20/datasetcode/truststudy.htm
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and Mean Absolute Error (MAE), as these are the most popular accuracy mea-
sures in the literature of recommender systems. The RMSE is defined as

RMSE =

√√√√√

∑
(u,i)∈Rtest

(Ru,i − ˆRu,i)2

|Rtest|

where Rtest is the set of all user-item pairs (u, i) in the test set and Ru,i is the
real rating value of user u on item i, ˆRu,i is the corresponding predicted rating
value. The MAE is defined as

MAE =

∑
(u,i)∈Rtest

|Ru,i − ˆRu,i|

|Rtest|

4.2 Baseline and Comparison

In this section, we compare the performance of the proposed approaches with
the existing models including:

– BaseMF: This method is proposed in [5] by factorizing user-item matrix, which
only utilizes the rating matrix without considering any social information.

– PRM: It is proposed in [12] which considers user’s personality and social infor-
mation. It takes into account the commodity and the correlation among users.

– CirCon3: The concept of circle-based recommendation system is presented
in [11]. The new feature of “Friends Circles” and rating data combined with
social network are used to infer “Trust Circles”.

– SR: This method is proposed in [10], which not only uses the user rating
records but also fuses the implicit user and item social information into social
recommendation techniques, including similar and dissimilar relationships.

– CRER1: This model considers friends and two different experts regulariza-
tions to regularize user’s preference. CRER1 pays attention to the relationship
between friends and the influence of the experts on explicit and implicit social
networks.

– CRER2: It contains experts inferred from friends’ trust information and
friends relationship regularizations. CRER2 not only identifies experts through
the friends relationship, but also directly adopts friend relationships as a aux-
iliary information for matrix factorization.

– CRER3: This approach adopts two types of expert regularizations based
on users’ friend relationships and similarity preferences, respectively. It ade-
quately considers the impacts of experts on users in each circle.

In all our experiments, we set the dimensionality for low-rank matrix factoriza-
tion to be d=10 and the regularization constant to be λ=0.1.

Tables 2, 3, 4 and 5 show the performance on the Yelp and Epinions datasets
based on two metrics. Parameters β and γ are set to 5, as they can make the best
result on both datasets. From the four tables, we can see that CirCon3 performs
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better than PRM. But in [12], the author said that PRM is better than CirCon3
because, first, we found that, although PRM also uses Yelp data, but the amount
of data we use is significantly bigger than theirs; second, PRM dataset shows
less users, more items, and also has a lot of rating count, so a user may rate
more items. The PRM method pays more attention to the relationship among
users and the relationship between users and items, so the algorithm effect better
when one can rate more items. And CirCon3 takes into account the user’s trust
friends, so in a large amount of users, CirCon3’s performance will be better. In
the results of two metrics on the Yelp and Epinions datasets, CirCon3 is nearly
neck and neck with SR. Moreover, the performance of the whole SR is slightly
better than that of CirCon3 on Yelp dataset while CirCon3 is slightly superior
to SR on Epinions dataset. The reason may lie in different sparsity of the two
datasets.

Table 2. MAE comparisons for eight categories on Yelp (dimensionality = 10).

Category BaseMF PRM CirCon3 SR CRER1 CRER2 CRER3

Activelife 1.086 0.981 0.866 0.794 0.787 0.759 0.752

Arts 1.017 0.980 0.851 0.849 0.748 0.743 0.739

Beauty 1.408 1.165 0.974 0.941 0.914 0.908 0.907

Hotels 0.938 0.933 0.850 0.837 0.763 0.754 0.753

Nightlife 0.985 0.974 0.852 0.851 0.777 0.774 0.771

Restaurants 0.857 0.791 0.739 0.754 0.735 0.736 0.734

Services 1.077 0.982 0.833 0.908 0.808 0.798 0.793

Shopping 1.201 0.975 0.951 0.845 0.798 0.784 0.781

Average 1.071 0.973 0.864 0.847 0.791 0.782 0.779

Table 3. RMSE comparisons for eight categories on Yelp (dimensionality = 10).

Category BaseMF PRM CirCon3 SR CRER1 CRER2 CRER3

Activelife 1.701 1.343 1.162 0.990 0.980 0.933 0.922

Arts 1.571 1.340 1.124 1.121 0.916 0.908 0.899

Beauty 2.721 1.889 1.458 1.359 1.491 1.489 1.483

Hotels 1.383 1.282 1.174 1.131 0.960 0.942 0.938

Nightlife 1.452 1.356 1.126 1.126 0.969 0.967 0.959

Restaurants 1.122 0.971 0.873 0.911 0.885 0.891 0.887

Services 1.813 1.392 1.105 1.314 1.037 1.018 1.004

Shopping 2.054 1.361 1.377 1.123 1.025 1.002 0.994

Average 1.727 1.367 1.175 1.134 1.033 1.019 1.011

In most cases, our models CRER1, CRER2 and CRER3 are superior to com-
pared algorithms in two kinds of metrics on Yelp and Epinions datasets. The
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Table 4. MAE comparisons for ten categories on Epinions (dimensionality = 10).

Category BaseMF PRM CirCon3 SR CRER1 CRER2 CRER3

Services 1.181 1.141 1.050 1.065 0.967 0.958 0.955

Games 1.121 1.046 0.890 0.915 0.779 0.788 0.763

Books 1.304 1.056 0.948 0.994 0.819 0.789 0.793

Music 1.157 1.039 0.875 0.915 0.749 0.744 0.738

Hardware 1.335 1.087 1.156 0.996 0.933 0.936 0.876

Hotels 1.148 1.049 0.876 0.912 0.765 0.753 0.755

Restaurants 1.190 1.075 0.975 0.919 0.909 0.905 0.904

Cars 1.301 1.071 1.011 1.035 0.913 0.892 0.849

Beauty 1.308 1.169 1.052 1.081 0.985 0.972 0.971

Kids 1.273 1.121 0.960 0.929 0.847 0.852 0.836

Average 1.540 1.357 1.224 1.220 0.867 0.859 0.844

Table 5. RMSE comparisons for ten categories on Epinions (dimensionality = 10).

Category BaseMF PRM CirCon3 SR CRER1 CRER2 CRER3

Services 2.029 1.831 1.670 1.704 1.472 1.449 1.448

Games 1.838 1.495 1.224 1.281 0.974 0.995 0.949

Books 2.349 1.496 1.323 1.429 1.041 0.985 0.996

Music 1.923 1.444 1.171 1.269 0.898 0.892 0.881

Hardware 2.392 1.576 1.875 1.429 1.361 1.327 1.220

Hotels 1.956 1.533 1.237 1.317 1.001 0.976 0.985

Restaurants 2.025 1.590 1.431 1.307 1.325 1.319 1.320

Cars 2.179 1.562 1.479 1.544 1.266 1.222 1.114

Beauty 2.350 1.817 1.626 1.684 1.461 1.441 1.439

Kids 2.278 1.649 1.416 1.338 1.160 1.169 1.145

Average 2.665 1.999 1.806 1.788 1.196 1.178 1.150

circle-based algorithm using elites information to assist the recommendation is
effective. The performance of CRER1, CRER2 and CRER3 on both dataset
are basically better than those of the first four methods according to MAE and
RMSE evaluation metrics. And CRER3 outperforms CRER2 and CRER1, while
CRER2 is slightly better than CRER1. We attribute the better performance to
users’ preferences captured by experts’ influences in each circle. Besides, the
unsupervised methods of finding experts are effective. Further, on Yelp dataset,
in Beauty and Restaurants categories, SR and CirCon3 are slightly superior to
our methods on RMSE metrics, respectively. Because users in Restaurants cate-
gory is very large, so considering friendship may be more helpful to improve rec-
ommendation accuracy. While in Beauty category, with only a few users and less
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rating counts, so model with implicit similar and dissimilar relationship has bet-
ter performance. On Epinions dataset, in Books and Hotels attributes, CRER2
performs best. So, in some case, we should consider friend and expert rela-
tionships together to capture users’ preferences. We know CRER1 and CRER2
consider the regularization terms of friend and expert, but in most cases the
performance of CRER2 is better than that of CRER1. It may be that friend and
similarity based expert will weaken the influence of each other when they work
at the same time, thus leading to the bad performance. However, compared to
CRER1, without friends regularization term, the accuracy of CRER3 is signif-
icantly improved, the reason may lie in friends preference limiting the impact
of similarity based experts. Overall, CRER3 method which makes full use of
users’ friends and similarity preferences to exploit the influence of experts on
personalized recommendation demonstrates its competitiveness, and performs
better.

4.3 The Cold Start Problem

The cold-start problem is a potential problem in personalized recommendation.
It may cause the inaccuracy of prediction, as it does not gather abundant infor-
mation of users or items, e.g. new users. In this section, we compare our methods
with comparative algorithms on user cold-start problem. The test sets are divided
into five groups according to the number of user rating items. Figure 2 shows the
performance of the different algorithms under different user rating counts on
both datasets, respectively.
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Fig. 2. Impact of user’s rated number on MAE and RMSE metrics of both datasets.

The horizontal axis represents the number of user rating items, e.g. “0–10”
means user rating items between 0 and 10, “11–20” means user rating items
between 11 and 20, “80-” means user rating items more than 80, and so on.
The vertical axis of Fig. 2(a) and (c) represent MAE values of Yelp and Epin-
ions datasets. Figure 2(b) and (d) represent RMSE values of Yelp and Epinions
datasets respectively. From these four graphs we can see that the accuracy of the
algorithm will be higher when the number of rating increases. And in any case,
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our methods are superior to baseline algorithms on both datasets. Figure 2(a)
and (b) show that when the rating number is very little, the SR and CirCon3
algorithms perform poor, but with the increase of the user ratings, their per-
formances will be better. From Fig. 2(c) and (d), we can observe that PRM
performs worst on Epinions dataset. SR outperforms PRM and CirCon3. The
effect of CRER1, CRER2 and CRER3 is almost the same. In a whole, from Fig. 2
can be seen that the methods we proposed achieve the lowest MAE and RMSE
on both datasets. This is because that our method not only considers users in
different areas of expertise, but also exploit experts in the field to capture user’s
preferences.

Our methods are always the best in the five sets of the cold-start experiments.
The reasons may lie in that both datasets we use have a large number of users,
a small number of items, and the number of users rating items is small, so in
this case elite groups that are identified on explicit and implicit social networks
play an important role in personalized recommendation. From Fig. 2 we can see
that the performance are getting better when the number of items that user
ratings increase, at the same time, their accuracy is also getting closer. When
user rates more items, the more helpful to improve the accuracy of the model,
but the degree of improvement will be smaller. Hence, our methods fusing expert
influences into circle-based personalized recommendation can alleviate the user
cold-start problem to some extent.
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Fig. 3. The performance of CRER3 w.r.t t on three categories of both datasets.
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Fig. 4. The performance of CRER3 w.r.t σ on three categories of both datasets.
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4.4 The Impact of σ and t

In order to study the influence of experts identified on the explicit and implicit
social networks, we do the following experiments on the parameters σ and t.
we choose Activelife, Hotels and Shopping categories of Yelp, and Hardware,
Restaurants and Cars categories of Epinions to estimate the impact of σ and
t. As aforementioned, σ is user similarity threshold (Sect. 3.3 Building Social
Network) and t is the parameter in Eq. 4. σ is the weight of implicit social
network edge and it controls which edge can be reserved in implicit social network
built by users’ similarity preference. t is the trust trade-off between experts and
users in a specific circle, and it determines the influence of experts on a specific
user. We vary the value of t as {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}, and
σ as {0.2, 0.25, 0.3, 0.35, 0.4, 0.5}. Figures 3 and 4 show the MAE and RMSE
performance of parameters t and σ on CRER3. From Fig. 3 we can observe
several peaks on the line chart which show that our method CRER3 is sensitive
to t. From Fig. 3(a) and (b), for Yelp dataset, it is suggested that our method
performs well when t ∈ [0.3, 0.6]. The optimal value of t is different for different
categories. As for Epinions dataset, from the Fig. 3(c) and (d), they show the
superiority of t ∈ [0.3, 0.8] over other numerical value intervals. Cars category
is more sensitive to the parameter t than Hardware and Restaurant categories.
That illustrates the impact of experts on the user is obvious under Cars category.
As for parameter σ, Fig. 4 shows the performance on Yelp and Epinions datasets.
It is obvious that the results firstly become better with the increase of σ however
they become worse when σ surpasses a certain value, i.e., 0.3 and 0.25 in our
experiments for Yelp and Epinions datasets.

5 Conclusion

In this paper, we propose a personalized recommendation algorithm via incorpo-
rating experts influences into circle-based social networks to improve the accu-
racy of personalized recommendation. Specifically, we first construct two social
networks by employing users’ friend relationship and similarity preferences. Then
based on information transmission theory and user rating records, we devise two
unsupervised methods to identify experts on both social networks. Based on
circle-based social networks, experts are divided into several circles according to
their historical rating records, where items or merchants in each circle belong
to the same category. Further, we devise two expert regularization terms to
constrain matrix factorization objective function. Comparing with state-of-art
algorithms, our methods can accurately capture users’ preferences. Extensive
experiments conducting on Yelp and Epinions datasets demonstrate the com-
petitiveness of our methods, especially in handing user cold-start problem.
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Abstract. Currently, many online shopping websites recommend commodities
to users according to their purchase history and the behaviors of others who
have similar history with the target users. Most recommendations are conducted
by commodity tags based similarity search. However, clothing purchase has
some specialized characteristics, i.e. users usually don’t like to go with the
crowd blindly and will not buy the same clothing twice. Moreover, the text tags
cannot express clothing features accurately enough. In this paper we propose a
novel approach that extracts multi-features from images to analyze its content in
different attributes for clothing recommendation. Specifically, a color matrix
model is proposed to distinguish split joint clothing. ULBP feature is extracted
to represent fabric pattern attribute. PHOG, Fourier, and GIST features are
extracted to describe collar and sleeve attributes. Then, some classifiers are
trained to classify clothing fabric patterns and split joint types. Experiments
based on every attribute and their combinations have been done respectively,
and have achieved satisfied results.

Keywords: Clothing recommendation � Multiple attributes � Classification

1 Introduction

Recently many online shopping websites provide personalized recommendation for
facilitating users’ selection. The websites can recommend relevant commodities to
users based on their purchased, browsed, or collected products. The recommendations
are mainly conducted using similarity search based on commodities’ tags. In addition,
some websites recommend the products purchased by others to a target user based on
their popularity, and believe that users may buy the products that many others have
purchased. This type of approaches is called as collaborative recommendation. Yet, for
clothing recommendation, these approaches cannot fully meet users’ specialized
requirements due to the following reasons: (1) The tags-based recommendation may be
inaccurate due to ambiguous and limited text expression and nonstandard tag names.
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Same commodities may have different tags in different websites and different com-
modities may have the same tags. (2) Most people make a purchase based on personal
preferences rather than others’ behaviors [8], and they don’t even like to go with the
crowd in psychology. Even if two users buy the same clothes, they may do that for
different purposes. (3) If a user bought a dress, generally it is impossible for the user to
purchase the same dress again [16]. Thus, simple recommendation based on users’
purchasing history and recommending the same one is irrational in this case.

Intuitively, if a user purchased a clothing (image), she (he) is supposed to like its
some parts or characteristics at least. For example, in Fig. 1(a), a user may only like the
fabric pattern of ink butterfly. In Fig. 1(b), a user may like its polo collar style. In Fig. 1
(c), a user may like its lace sleeves. In Fig. 1(d), a user may like its split joint style of
sleeves parts different from the main body part.

In text analysis, a word may have several different semantics. Similarly, an image
interesting a user may contain more semantic context. If a user buys a clothing, she
(he) won’t buy the same one again. However, she (he) may buy other clothes which
share similar attributes with it, including pattern, collar, sleeves, and split joint. Based
on this intuition, we propose an approach based on pattern, collar, sleeves, split joint
respectively and their freely customized combinations for clothing recommendation in
online clothing shopping. In clothing recommendation, color, pattern, collar, sleeve,
and so on are called as attributes [9, 18]. Thus our recommendation is made based on
different attributes respectively.

The main contributions of this paper are summarized as follows: (1) We collect a
large online clothing shopping dataset for investigating the content based online
shopping recommendation task. Additionally, these datasets are thoroughly labeled
with complete attributes. (2) We propose an accurate human body part segmentation
method that detects global attributes like pattern and split joint, and detail attributes like
collar and sleeve. A novel color matrix model is proposed for the split joint clothing
judgment issue. (3) Besides pattern attribute, we consider the split joint, collar, and
sleeves attributes which are usually not be considered in the clothing recommendation
systems, and provide diversified results to meet different users’ requirements. (4) We
evaluate the effectiveness of our approach by experiments over real datasets.

The rest of the paper is organized as follows. Section 2 introduces related work.
Section 3 describes our research problem and recommendation framework based on
different clothing attributes. Section 4 describes the attribute detection of clothing
image. Section 5 shows the attribute content analysis and recommendation. Section 6
shows our experimental results and the conclusion is given in Sect. 7.

(a) Pattern Attribute (b) Collar Attribute (c) Sleeve Attribute (d) Split Joint Attribute 

Fig. 1. Possible clothing parts (attributes) liked by users
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2 Related Work

For clothing recommendation, Huang et al. [4] model users’ preferences based on the
users’ search history, and recommend the most relevant results by analyzing type,
color, and appearance features of clothes. Lin et al. [8] recommend an appropriate
combination from the user’s available clothing options based on the day’s weather and
the user’s schedule. Ajmani et al. [1] utilize semantic analysis of clothing features,
media features, and user profile for personalized clothing recommendation.

Clothing retrieval is also one of the support techniques. Wang et al. [18] retrieve
clothing on photo collections by combining color matching and attribute (e.g. T-shirt,
collar, button, horizontal stripes, etc.) learning. Fu et al. [3] encode semantic context
into the bag-of-word model to solve the cross-scenario clothing retrieval problem. Liu
et al. [9] search clothing from online shops similar to a human photo captured on street.
Chen et al. [2] proposed a way of clothing fabric image retrieval based on impressions.
Li et al. [6] search clothes from websites based on text and image provided by users.
Mizuochi et al. [13] retrieve clothing based on local similarity with multiple images.
Lin et al. [7] implemented clothing retrieval by using a hierarchical deep search
technique. Yamaguchi et al. [19] proposed to pre-train global models of clothing and
learn local models of clothing on the fly from retrieved examples for parsing clothing.
The above recommendations and retrievals are mainly based on global features or
attributes. We focus on different attributes respectively and synthetically.

In clothing image process domain, Lu et al. [11] implemented clothing image’s
main color and attribution annotation by segmenting image into regions, and removing
background and noise. Yamazaki and Inaba [20] use image features derived from
clothing fabrics, wrinkles, and clothing overlaps to classify clothes. Wang and Ai [17]
combine blocking models to address the person-wise occlusions for highly occluded
images. Zhou et al. [24] create 3D garment models from a single image. Huang et al.
[5] use both global and local features to improve the estimation accuracy of cloth fabric
images. Ramisa et al. [14] use depth and appearance features for informing robot
grasping of highly wrinkled clothes. Yang et al. [21, 22] classify clothes patterns into
plaid, striped, patternless, and irregular, and developed a feature combination to form a
local image descriptor. Manfredi et al. [12] developed a system for clothing segmen-
tation and color classification. Liu [10] proposed image salient region segmentation
based on the color and texture of the region. In [23], an attribute-augmented semantic
hierarchy (A2SH) was proposed to organize the semantic concepts into multiple levels.
Our multiple image attributes-based recommendation is just inspired by A2SH [23] and
upper-/lower-body online shopping clothing [9].

3 Our Clothing Recommendation Framework

Given a clothing image dataset Icloth, for any clothing image ic2Icloth, let A = {A1, A2,
A3, A4, A5} be the attributes set of ic, where A1, A2, A3, A4, and A5 are color, fabric
pattern, collar, sleeve, and split joint attributes, respectively. We describe these attri-
butes using descriptor dprc,Ai (i = 1, 2,…, 5). For an image iu from user u, we describe
it with descriptor dpru,Ai (i = 1, 2,…, 5), i.e.:
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ic �\dprc;1; dprc;2; dprc;2; dprc;4; dprc;5 [
iu �\dpru;1; dpru;2; dpru;3; dpru;4; dpru;5 [

ð1Þ

We will recommend a clothing set Ir with k images based on the free combinations
of these attributes, i.e.:

Ir ¼ Topkðargmin
ic2Icloth

distðic; iuÞÞ ð2Þ

where dist(ic, iu) is the distance between ic and iu. When we perform recommendation
based on any attribute Ai, we only search ic in the corresponding subset Ii � Icloth, and
represent them as the descriptors dprc,i of ic and dpru,i of iu to Ai. Based on these
descriptors, the distance between ic and iu is calculated. As such, the recommendation
can be performed based on the function as below:

distðic; iuÞ ¼
X5
i¼1

widistðdprc;i; dpru;iÞ ð3Þ

where wi is the weight of an attribute distance. If the ith attribute is chosen in rec-
ommendation, wi = 1, otherwise wi = 0. For an attribute choice Ai, we have to calculate
all images ic2Ii and Ii � Icloth. To tackle this task, we must address the following
problems:

• Get the most representative part of the human body to each clothing attribute.
• Selecting the best image features to describe the characteristics of each attribute.
• Design a recommendation algorithm based on multiple attributes.

The framework of our clothing recommendation is shown as Fig. 2. The framework
includes modeling stage and recommendation stage. In modeling stage, we conduct 6
operations: (a) download clothing data (include images, tags, URL, and so on) from
shopping websites; (b) remove the background of every clothing image; (c) segment
each image; (d) get the most representative part of the human body corresponding to
each attribute; (e) extract features from the human body parts; (f) obtain related
descriptors expressing the clothing images. In the recommendation stage, we first
obtain the descriptor of a user selected image. If a clothing is uploaded by the target
user, a number of preprocessing operations (h)*(l) will be done as the operations (b)*
(f). Otherwise, we can get the descriptor of a clothing image browsed by this user from
the dataset directly in (g). Then, we search similar clothing from clothing datasets as in
(m), and give the recommendation results using different attributes. Finally, in (n), we
re-rank the recommendation results and return them based on user’s feedback on which
attributes are interesting. The operations in (a)*(f) are performed offline, while those
in (g)*(m) can be done either online or offline. In fact, not all attributes are necessary
for a recommendation, because they are not always characteristic. Thus we provide 5
attribute choices for users’ declarative recommendation.

An Approach for Clothing Recommendation 275



4 Clothing Image Segmentation and Attribute Detection

4.1 Clothing Image Segmentation and Upper Body Clothing Detection

As the clothing images on the shopping websites contain clean backgrounds having
different colors, we will remove the interference from background. Considering the
Grabcut [15] is efficient in eliminating image background and has been widely used in
clothing retrieval and recommendation, we employ it to remove the backgrounds.
Figure 3(a) and (b) show how to apply Grabcut for clothing segmentation.

Following that, to get the representative clothing parts, we utilize the face location
in a clothing image to predict a bounding box below the head, which contains the
clothing of the upper-body. Given an image in the dataset, once faces are detected and
located, we can get the initial estimation of the main clothing parts. Because most
original images are 600 × 600 pixels in our dataset, we set the bounding box
300 × 300 pixels and partition it into 9 blocks (Fig. 3(c)) for further pattern attribute
extraction.

Recommended List

...

RD: color
RP: pattern

...

RC: collar RS: sleeve

... ... 

RJ: split joint 
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Fig. 2. Clothing recommendation based on different attribute

(a) (b) (c) (d)

Face

Collar

S

Fig. 3. Background removing, upper body detecting, face, collar and sleeves with bounding
boxes (Color figure online)
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4.2 Collar and Sleeves Attribute Detection in Clothing Image

Strong relationships exist among the human body parts, especially in the clothing
models. We can utilize the proportion and location of a face in a clothing image to
locate the collar and sleeves. Denote Hh and Hw as the height and width of the model’s
head bounding box. For obtaining the most appropriate locations of collar and sleeve,
we set different parameters and observe the percentage of “containing and only con-
taining collar (sleeve)” images in all images. We call it as Discrimination. The Dis-
criminations of collar and sleeve are shown in Tables 1 and 2, respectively. If the
parameters are set too small, the relevant parts cannot be contained. If they are set too
large, other parts may also be contained. From Table 1, the best results can be obtained
when the collar bounding box’s height Ch is 0.6 × Hh and its width Cw is 1.4 × Hw.
Similarly, from Table 2, the sleeve bounding box’s height Sh should be equal to Hh and
its width Sw should be 0.7 × Hw. The results are shown in the Fig. 3(d).

4.3 Split Joint Clothing Judgment Based on Color Matrix

Our split joint clothing judgment mainly includes two parts: color matrix construction
and color matrix transformation. In color matrix construction, for each upper-body
clothes, it is difficult to recognize sleeves and main body parts accurately. Thus, to
construct a color matrix for a clothing, we perform several operations. First, we par-
tition the upper body image into 10 × 10 equal size blocks because fewer blocks
cannot show the relationships of split joint attribute and 100 blocks is enough for
training. The result is as shown in Fig. 4(a). We utilize their color and positional
relationship to estimate split joint attribute. Then we extract the domain color of each
block and describe it as a number. As such, each upper-body clothing is described as a
10 × 10 matrix. Finally, an RGB color histogram is computed over each block to
obtain its main color. By dividing each of R, G, and B components into 5 parts in order
to distinguish the color of skin, each color histogram is described as a 125-dimensional
vector. To avoid the problem with split joint color clothing for short sleeves blouse, we
remove the blocks that are most filled with skin before color matrix transformation. We
analyze skin blocks’ color distribution and find the color of skin and its threshold.
A skin block is reset to black. A color matrix has 10 × 10 × 125 dimensions. Based on
the preliminary experiments on our clothing dataset, directly using color matrixes for
SVM training produces inaccurate results of color split joint determination.

Table 1. Discrimination of collar partitioning

Ch
Cw

0.4Hh 0.5Hh 0.6Hh 0.7Hh 0.8Hh

1.2Hw 0.15 0.19 0.25 0.27 0.10
1.3Hw 0.18 0.25 0.65 0.56 0.13
1.4Hw 0.23 0.67 0.81 0.75 0.21
1.5Hw 0.15 0.65 0.73 0.65 0.15
1.6Hw 0.11 0.33 0.56 0.37 0.12

Table 2. Discrimination of sleeve partitioning

Sh
Sw

0.8Hh 0.9Hh 1.0Hh 1.1Hh 1.2Hh

0.5Hw 0.08 0.10 0.15 0.17 0.20
0.6Hw 0.21 0.26 0.58 0.33 0.29
0.7Hw 0.28 0.52 0.79 0.65 0.38
0.8Hw 0.24 0.32 0.68 0.43 0.21
0.9Hw 0.18 0.21 0.38 0.23 0.15
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We conduct color matrix transformation to reduce the matrix dimensionality, so
better SVM training classifier can be achieved. Given a color matrix, the number of
each color’s occurrence is firstly counted and colors are sorted in descending order
within 0*n. Background and skin blocks are reset to 0. Then the matrix elements are
replaced with n. Figure 4(b) and (c) show an example of color matrix transformation,
representing the original color matrix of Fig. 4(a) and its final one respectively.

The new color matrix generated from transformation can be treated as a descriptor
of an image. We consider attribute classification as a supervised learning and adopt
SVM classifier for this problem. By training we can determine whether a clothing is
split joint or not, and whether it is upper-lower joint or sleeves-body (middle-sides)
joint. Then the split joint attribute of ith clothing can be described as a 3-dimensional
vector spi = <spi,1, spi,2, spi,3>, where spi,j (j = 1*3) is binary. In detail, spi,1 = 0
represents the ith clothing is split joint clothing, spi,2 = 1 means the ith clothing is
upper-lower split joint, and spi,3 = 1 means the ith clothing is sleeves-body split joint.
For example, the split joint attribute value of a upper-lower split joint clothing is <0, 1,
0> , and the split joint attribute value of a sleeves-body split joint clothing is <0, 0, 1>.

5 Clothing Recommendation Based on Attribute Content

5.1 Color and Texture Feature Extraction for Clothing Pattern

We use the upper body clothing as shown in Fig. 3(c) and extract the RGB color
histogram of each clothing to represent its color of the whole clothing. Then the ith

clothing image can be described as a 125-dimensional vector <rgbi,1, rgbi,2,…, rgbi,125>.
We detect the ULBP feature of images to describe the patterns of clothes. A set of

clothing-specific pattern attributes are defined based on empirical study on clothing
catalog, which includes vertical, plaid, horizontal, floral print, drawing, and plain as
shown in Fig. 5. For eliminating the interference of collar and sleeve, we segment the
upper-body cloth into 9 blocks and only use the center part in Fig. 3(c). The block’s
ULBP feature is a 59-dimensional vector. Using ULBP, the ith clothing image is
described as <ulbpi,1, ulbpi,2,…, ulbpi,59>. We use SVM to train the 6 pattern
categories.

5.2 PHOG, Fourier, and GIST Feature Extraction for Collar and Sleeves

There are several types of collars, including round collar, v-neck, doll collar, polo
color, and so on. Two collars belonging to the same type may have differences in detail.
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Fig. 4. Clothing upper body partitioning and its color Matrix (Color figure online)
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For example, the first 5 images shown in Fig. 6 are all “doll collar”, but with differ-
ences. The next 3 images are all “polo collar”, and the difference among them is
obvious in collar shape. The ninth image is “round collar”, while it is hard to clearly
describe the last image using text tag. Similarly, sleeves also have different shapes. In
Fig. 7, the first 3 images are “puff sleeve”, but with different “puff” shapes. The fourth
and fifth images are “lace sleeve”, but the “lace” is distributed in sleeves and other parts
as well. Thus, tags cannot describe collar and sleeves shape accurately.

Different from fabric pattern, collar and sleeve images have clear border and shape
in visual inspection, thus their shape features are more important. Our collars and
sleeves attributes based recommendation takes shape features into consideration. We
have got collar and sleeve parts using the parts detection of human body as shown in
Fig. 3(d), so the shape features are extracted from images to describe the attributes. As
illustrated in [9], PHOG feature and body parts close to the neck are most effective for
retrieving similar collar shapes. In addition, Fourier and GIST features are extracted for
collar and sleeve description.

PHOG Feature Extraction. HOG (Histogram of Oriented Gradient) is an object
detection feature descriptor used in computer vision and image processing within an
image sub-region that is quantized into k bins. In our case k = 12, because each angle is
15°. The appearance and shape of the partial object can be well described by gradient
or edge density distribution of an image. Moreover, PHOG (Pyramid Histogram of
Oriented Gradients) can describe feature from more levels (L = 3 in our work) based on
[8], and the final Pyramid Histogram of Oriented Gradients (PHOG) descriptor (1020
features) for the image is a concatenation of all the HOG vectors.

Verticle Plaid Horizo- 
ntal 

Floral
Print Drawing Plain

Fig. 5. Clothing pattern categories

Doll Collar Polo Collar Round Collar ? Collar

Fig. 6. Some clothing collar examples

Puff Sleeve Lace Sleeve 

Fig. 7. Some clothing sleeve examples
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Fourier Feature Extraction. Description or discrimination of boundary curves
(shapes) is an important problem in image processing and pattern recognition. Fourier
descriptors (FD’s) have interesting properties in this respect. Here we define

/ � ðtÞ ¼ l0 þ
P1
k¼1

Ak cosðkt � akÞ. The set {Ak, ∝k; k = 1, 2,…, ∞} includes the

Fourier descriptors (FD) for curve γ (9 features).

GIST Feature Extraction. The GIST descriptor has been proved to be powerful in
scene categorization and retrieval. Each clothing image is convolved with Gabor filters
at 8 scales and 8 orientations. The filter responses are averaged within each of 4 × 4
divisions of the image (512 features) [8].

Given a clothing part image xij (j = 1 for collar, j = 2 for sleeve), we have the

unified feature csij ¼ pij; f
i
j ; g

i
j

h i
, which is a concatenation of PHOG feature pij, Fourier

feature f ij , and GIST feature gij. After normalization of the PHOG, GIST, and Fourier
features, the 3 features are combined to describe collars and sleeves.

5.3 Clothing Recommendation Based on Attribute Content

We show the ‘Recommendation Stage’ in Fig. 2 in Algorithm 1.

Algorithm1: Recommendation Clothing Based on Detailed Attribute Content
Input: user image iu, clothing image dataset Icloth={I1, I2(I21~I26), I3, I4, I5 (I51, I52)};
Output: Recommended set Ir with top-k clothing image;
Describe:

1) generate descriptor of iu (dpru,1~dpru,5) and recommendation list Ai (i=1, 2, ..., 5);
2) obtain user's selection Ai for setting wi=0 or 1; //by interacting with users
3) for i=1 to 5
4)   {if wi=1 calculate dist(ic, iu)=dist(dprc,i, dpru,i) ∀ic∈Ii ⊆Icloth;  //see Formula (3)
5)     )),(argmin(Top uc

Ii
k

i
r iidistI

ic∈
= λ

};  //generate recommendation ith subset

6) return
5

1=

=
i

i
rkr ITopI ;  //Formula (1)

Using the methods proposed in Sects. 4, 5.1, and 5.2, we store all downloaded
clothing images with different attributes and their descriptors including color, split
joint, pattern, collar, and sleeves. The clothing image dataset Icloth is partitioned into
I1*I5 that store pattern, collar, sleeves, and split joint attribute images respectively. For
split joint and pattern attribute, we construct classifiers CJ and CP, by which the images
are classified. In addition, I2 is partitioned into I21*I26, which corresponds to vertical,
plaid, horizontal, floral print, drawing and plain pattern. I5 is further partitioned into I51
and I52, which correspond to sleeves-body and upper-lower split joint. Given a clothing
image ic in Icloth, corresponding to Formula (1), its descriptors include: dprc,1 = <rgb1,
…, gb125>, dprc,2 = <ulbpc,1,…, ulbpc,59>, dprc,3 = pr1; f

r
1 ; g

r
1

� �
, dprc,4 = pr2; f

r
2 ; g

r
2

� �
,

and dprc,5 = <spr,1, spr,2, spr,3>. Similarly, iu can be described as descriptors
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dpru,1*dpru,5 (in Line 1). Since Icloth is partitioned into 5 subsets, Formula (3) is varied
based on users’ attribute choices (in Line 4). The returned Ir contains k images, while
for every attribute, we give λk images that have minimal distances with iu (λ = 5, 10,…)
(in Line 5). When a user selects more than one attributes, the returned Ir with top-
k images are the intersection of λk images for every attribute (in Line 6).

6 Experiments

6.1 Dataset and Experimental Setting

We build a clothing dataset consisting of 8000 clothing images downloaded from
Tmall (https://www.tmall.com/) online shopping website. We select training dataset for
attribute classification, including 1000 images for split joint, 1000 images for fabric
pattern, and 6000 images for color, pattern, collar, sleeve, split joint attributes’ rec-
ommendation test. The clothing recommendation performance is measured based on
the evaluation criterion of [3, 9]. We evaluate the top k recommended datum by a

precision which is computed by: Pr ecision@k ¼ Pk
i RelðiÞ

.
N, where Rel(i) is the

ground truth relevance between the user’s image iu and ith ranked image in clothing
dataset, and N is normalization constant used to ensure the correct ranking result in a
precision score of 1. We have conducted a subjective user study. 5 evaluators majored
in computer science participated in the user study. Each evaluator is given the rec-
ommended clothes returned by our algorithm. After viewing these clothes, they were
asked to give a score from 1 to k indicating how much the recommended clothes are
relevant to current source clothing based on specified attributes. Then we get the
precision of our recommendation algorithm.

6.2 Recommendation Results Based on Single Attribute

Figure 8 shows the recommendation results based on single attribute. In Fig. 8(a)*(f),
every first image (with red frame) is from users, and the next 5 images are top-5
recommendation results. Figure 8(a) only considers pattern without other attributes.
We can see that results have similar pattern (floral print), but different from first image
in collar, sleeves, even color. In Fig. 8(b), as color is used, the results become more
ac-curate. Figure 8(c)–(d) consider only split joint attribute. Here “Split Joint” is
selected by users, and detail type (upper-lower or sleeves-body) is detected automat-
ically by our algorithm. The first image in Fig. 8(c) is upper-lower split joint, thus the
returned results only contain the images with upper-lower split joint. So does Fig. 8(d)
for sleeves-body split joint. Figure 8(e)–(f) consider collar and sleeves, respectively.

6.3 Recommendation and Evaluation Results Based on Different
Attributes

After showing recommendation list, a user can customize different attributes and their
combination. In Fig. 9, the first image is from a user, and next images are the top-6
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returned results when the user selects all attributes (we set λ = 10 by experiment
analysis). The more matched attributes an image has, the more anterior it is ranked.

We extract color feature, detect collar and sleeves attribute from the first image. For
pattern and split joint attribute, the image is recognized as “floral print” and “sleeve-
body” by classifiers. Thus users’ selections concern with the attributes and their free
combination. For first image, Fig. 10 shows some recommendation results from Tao-
Bao (https://www.taobao.com/) in 2016.1.13.

In Fig. 10, the first row shows search results based on tags, and the second row
gives recommended results based on “similarity”. Combining Fig. 9 with Fig. 10, we
can see the difference between them. The results in Fig. 10 consider the same tag (in
first row) or similar style (in second row), i.e. global feature, and ours considers the
detailed attributes. From global style, the recommendation results in Fig. 10 are sig-
nificant, and our recommendation can be a supplementary for users’ customized
requirements.

(a) Based on Pattern (b) Based on Color & Pattern 

(c) Based on upper-lower Split Joint (d) Based on sleeves-body Split Joint 

(e) Results Based on Collar (f) Results Based on Sleeves

Fig. 8. Recommendation results based on different attributes (Color figure online)

Fig. 9. Recommendation results based on different attributes

Fig. 10. Recommendation results based on tag and “Similarity” in taobao.com/
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Finally, we measure the clothing retrieval performance by the evaluation criterion
Precision@k of [3, 9] and show it in Fig. 11. Here we only compare our proposed
alternatives for different attributes and their combinations. By human evaluation for
determining whether the returned top-k results match given images or not, we can
compute Precision@k (k = 1, 3, 5, 7, 9) as shown in Fig. 11. From a global view,
Precision@k decreases with k increasing. It shows that our recommendation can rank
the best match result first. In the single attribute based recommendations, our evalua-
tion only considers the corresponding attribute. Given an image, if we recommend the
images based on color attribute, we only see whether the returned results are consistent
with the given image in color. In this case, it is not strange that the recommendation
based on single attribute can achieve better result than attribute combination. However,
based on all attributes, we can also achieve 65 % (top-9)*75 % (top-1) Preci-
sion@k results. On the other hand, the results based on collar and sleeve have lower
Precision@k than pattern and split joint attributes, this is caused by the trained clas-
sifiers for pattern and split joint attributes.

7 Conclusion

In this paper, we have addressed the clothing recommendation problem by analyzing
the different attributes of clothing image including fabric pattern, collar, sleeves, and
split joint with various features. We have proposed classification based recommenda-
tion over multiple image attributes. Extensive experimental results have proved that our
approach is a supplementary of current clothing recommendation for users’ special
requirements, and can be extend to the recommendation based on different attributes
from multi-clothing rather than single clothes easily.
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Abstract. Exponential growth of web2.0 makes social information be
an indispensable part for recommender systems to solve cold start and
sparsity problems. Most of the existing matrix factorization (MF) based
algorithms for social recommender systems factorize rating matrix into
two low-rank matrices. In this paper, we propose an improved factor-
ization machines (FMs) with social information, called SocialFM. Our
approach can effectively simulate the influence propagation by estimat-
ing interactions between categorical variables and specifying the input
feature vectors. We combine user trust value with similarity to compute
the influence value between users. We also present social regularization
and model regularization to impose constraint on the objective func-
tion. Our approach is a general method, which can be easily extended to
incorporate other context like user mood, timestamp, location, etc. The
experiment results show that our approach outperforms other state-of-
the-art recommendation methods.

Keywords: Recommender system · Factorization machines · Social net-
work · Regularization

1 Introduction

Recommender System (RS) [1,16] aims to recommend fitting items to users.
Typically, Collaborative Filtering (CF) [1] relying on the theory that similar
users have similar interest makes a great success on RS. However, CF suffers from
the inherent weaknesses: sparsity and cold start. Nearly all of the CF algorithms
can not handle users who never rated any items. Moreover, large numbers of
methods [12,17] assume users are i.i.d. (independent and identically distributed)
during the learning process. In social network, users behaviors influence each
other. When we see our friends send a tweet “Titanic is great”, we may want to
go to cinema. Recently, with the exponential expending of web2.0, social apps
and websites bring large volume of social information. Jiang et al. [4] apply LDA
on context and extract item features to model the interpersonal influence and
individual preference. They find individual preference and interpersonal influence
have low correlation and both of them have contributions on rating. So, it is
important to incorporate the social information into recommender system.

c© Springer International Publishing Switzerland 2016
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Matrix factorization (MF) is a general and effective method, which supposes
that in the user-item rating matrix only a small number of factors influence pref-
erences and factorizes rating matrix into user feature matrix and item feature
matrix. Many approaches [3,8–10] fuse the basic method with social informa-
tion to improve the accuracy. Recently, Rendle [14] proposes a novel method
factorization machines (FMs) modeling all interactions between variables using
factorized parameters. It can mimic several specialized factorization methods and
outperforms MF. In this paper, we propose an improved factorization machines
(FMs) with social information, called SocialFM. More specifically, our approach
presents four domains: user, item, trustee and other rated item, and specifies
the input feature vectors by taking rating and influence value into account. We
calculate influence value between users by taking trust value and user similarity
into account. During the learning process, motivated by the intuition that users’
favor is close to their similar trustees’ favor, we impose a social regularization
to constrain the objective function. Moreover, considering the inner connection
between domains, we propose another FMs regularization. At last, we use sto-
chastic gradient descent (SGD) method to learn the parameters. Our approach
is quite general, can be easily extended to incorporate contextual information
like user mood, timestamp, location, etc. Experiment on Filmtrust and Epinions
datasets shows that our approach outperforms the state-of-the-art algorithms.

The rest of paper is organized as follows. In Sect. 2, we discuss the related
work on social network, some classic social RS and basic FMs. In Sect. 3, we first
present the improved Social FM with two regularization and demonstrate an
example of our approach with a small dataset, then we describe how to compute
influence value and show the final algorithmic procedure. Experimental results
are presented in Sect. 4, followed by the conclusion and future work in Sect. 5.

2 Related Work

In this section, we first show the difference between social and trust relationship.
Then we review some related work on recommender systems especially in social
network. At last, the basic FMs model is presented.

2.1 Trust and Social Network

There are two kinds of relationship in social information, trust relationship and
social friendship. They are close but not the same. User a trusts user b when
a is willing to rely on the actions of b [11], a is trustor, b is trustee. But a
does not need to know b in real life. So, it more like stars in WeiBo and official
accounts in WeChat. Social friendship indicates users trust each other and they
are more likely classmates, colleagues or relatives in real life, like friends in QQ
and WeChat. Both of two relationship fit the assumption that users’ favor is
close to users who they trust. However, social friendship is more sensitive to
data, users are not always willing to rely on their friends, some of them may
have different tastes.
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Trust network can be defined as a directed graph in which vertices represent
users in network, edges are corresponding to trust relationship, the weight on
the edge represents trust value for a pair of vertices. Usually, we transform trust
network to an asymmetric matrix S. sa,b donates the trust value from trustor a
to trustee b. Social network is specific trust network, which is an undirect graph.
Its matrix is symmetric, if b is a friend of a, that means a trusts b, b also trusts
a and sa,b = sb,a.

2.2 Social Recommender Systems

Matrix factorization (MF) [7] is a basic method, which assumes only a small
number of factor influences preferences and factorizes the rating matrix into
user feature matrices and item feature matrices. Ma et al. [8] propose Social
Trust Ensemble (RSTE) which combines MF and social based approach with
the notion that predicted rating of user u on item i should reflect favors of u self
and u’s trustees. Jamali et al. [3] incorporate trust propagation in the matrix
factorization approach relying on the assumption that users have the same taste
of other users they trusts, called SocialMF. This approach keep the user fea-
ture vectors close to the features of their direct neighbors. Its runtime is much
faster than STE. Ma et al. [10] coin the term social regularization to repre-
sent constraint on recommender systems. In [20], Yang et al. focus on inferring
category-specific social trust circles and outlines three variants of weight with
friends based on expertise levels to represent trust value. In [19] Yang et al.
propose a hybrid model TrustMF combining both a truster model and a trustee
model from the perspectives of trusters and trustees.

2.3 Factorization Machines

Factorization machines [13,14] are quite generic approaches since they can mimic
several factorization models, like PITF [15], SVD++ [6] and BPTF [18]. In FMs,
each rating behavior with other information generates a transaction described by
vector x with p real-value variables representing the profile like user, item, friend
etc. A FM (degree = 2) models all the interactions between pairs of variables to
learn better predicted value. The model equation for a factorization machine of
degree d = 2 is defined:

ŷ (x) = w0 +
p∑

j=1

wjxj +
p∑

j=1

p∑

j′=j+1

xjxj′

k∑

f=1

vj,fvj′ ,f (1)

where k is the number of factors, p is the variable number of the vector x, w0 is
the global bias, wj is specific bias for j-th variable. So, model parameters that
have to be estimated are:

w0 ∈ R, w ∈ Rp, v ∈ Rp×k. (2)

In Eq. 1,
∑k

f=1 vj,fvj′ ,f can be viewed as the similarity of two columns by factor-
izing them. This allows the FM model to deal sparse data more reliable. It has
been proved that the Eq. 1 can be computed very efficiently as it is equivalent to:
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ŷ (x) = w0 +
p∑

j=1

wjxj +
1
2

k∑

f=1

⎡

⎢⎣

⎛

⎝
p∑

j=1

vj,fxj

⎞

⎠
2

−
p∑

j=1

vj,f
2xj

2

⎤

⎥⎦ (3)

In Eq. 3, the FM are multilinearity. For each model parameter θ ∈ Θ, it can be
divided into two functions gθ and hθ, which are independent of the value θ:

ŷ (x) = gθ (x) + θhθ (x) (4)

with:

hθ (x) =
∂ŷ (x)

∂θ
=

⎧
⎪⎨

⎪⎩

1, if θ is w0

xl, if θ is wl

xl

∑
j �=l

vj,fxj , if θ is wl,f

(5)

For least squares regression l (ŷ, y), its derivative is defined:

∂

∂θ
l (ŷ (x|θ) , y) = 2 (ŷ (x|θ) − y)hθ (x) (6)

3 SocialFM

In this section, we describe the details of social factorization machine (SocialFM)
model, here degree d = 2.

3.1 Model

The rating and social information can be transformed into four categorical
domains, user U , item I, trustee T , other rated item RI. The user domain
U and item domain I are transformed into a real-valued vector using indicator
variable. E.g. vector (1,0,0) indicates the active user is the first user in user
domain. SocialFM specifies domain T and domain RI by taking the rating value
and influence value into account and normalizing their values to indicate their
values and relationship. Moreover, domain RI does not contain the current item.
For current item doesn’t influence itself and FISM [5] has shown better perfor-
mance than the SVD++. Domain RI can be viewed as the implicit influence of
rated items, domain T hold the implicit influence of trustees.

Example 1. Here, we take an example assuming data comes from a movie review
system. The system records users rate movies and their trust relationship. We
select some of them to be a small dataset. Let U , I be:

U = {Alice, Bob, Charlie}
I = {TItanice, Notting Hill, Start Wars, Start Trek}

We use the abbreviated word overstriking before. Observed rating and trust
relationship (assume influence value has been computed) are:
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Rating Record = {{A,TI,5}, {A,NH,3}, {B,NH,4}, {B,SW,1},
{B,ST,1}, {C,SW,4}, {C,ST,2}, {C,TI,5}}

Trust NetWork={{A,B,0.1}, {A,C,0.4}, {B,C,0.5}}
where the set {A,TI,5} means user A rates TI 5 point. Set {A,B,0.1} indicates
the trust relationship that A trusts B with 0.1 trust value. Figure 1 shows the
final result feature vectors x that are the input for SocialFM. x1 means the first
transaction that Alice rates Titanic with 5 point having 20 % trusting Bob and
80 % trusting Charlie. She only have rated Notting Hill except Titanic.

Objective Function. Base on the FMs, we define a global loss function over
all training data D to be:

OPT (D,Θ) = arg min
θ

(
∑

(x,y)∈D

l (ŷ (x|θ) − y) +
∑

θ∈Θ

λθ||θ||2F

+ β

n∑

a=1

∑

b∈C+
a

k∑

f=1

(
g (a, b) ||va,f − vb,f ||2F

)

+ α

p∑

j=1

k∑

f=1

||vj,f − vj′ ,f ||2
F

)

)

(7)

Fig. 1. Example for feature vectors x created from the small dataset mentioned before.
The i-th row represents feature vector xi with its corresponding target rating yi. The
first 3 columns represent indicator variables for the active user who rates the item,
the next 4 columns are the indicator variables for current item, the next 3 columns
represent the indicator variables for trustees and influence value, the last 4 columns
are valuable indicators for rated items and their rating
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where n is the number of users, k and p are the number of factors and variable
number of the vector x, || · ||2F denotes the Frobenius norm, g (a, b) is the influence
value, C+

a is the user set who user a trusts, the superscript means the profile in
corresponding domain. λθ is a L2 regularization parameter to avoid overfitting.
We use the same regulation parameters for similar model parameters(i.e. λw for
wj and λv for vj,f ).

Here, we propose two kinds of regularization. Motivated by the assumption
that user’s favor is close to similar trustees, we impose constraints between active
users and their trustees individually. The influence is concerned with trust value
and user similarity. This regularization handles two situations. When user a and
his trustee b have totally opposite favor, the small influence value will have a little
effect on objective function. If we use

∑n
a=1

∑k
f=1 ||va,f − ∑

b∈C+
a

sa,bvb,f ||2
F

, it
may cause the information loss when users’ trustees have diverse favor. Moreover,
domain U represents the features of users, domain T represents the features of
trustees. If, they are the same person, their features should be similar, so are
items. The best way is to use cosine similarity. However, it’s hard to calculate
the partial derivative, we just simplify it to make their value be close.

3.2 Influence value

In Sect. 3.1, the social regularization requires the influence value between friends
which is consist of trust value sa,b and user similarity sim (a, b). In trust network,
if user a trusts user b, sa,b = 1, vice versa conversely. We compute trust value:

sa,b = sa,b ×
√

d− (νb)
d+ (νa) + d− (νb)

(8)

where d+ (νa) is the outdegree of the node νa indicating the number of users that
user a trusts. d− (νb) is the indegree of the node νb representing the number of
users who trust user b.

In social network, for the outdegree and indegree are same for each node. The

trust value sa,b = sb,a =
√

1
2 , if user a is user b’s friend. So, we can’t roughly

regard trust value as final influence value. When user a and user b are friends and
their features are similar which means they have similar taste, we can deem they
have deep influence to each other. Motivated by this, we take user similarity into
account calculated by Pearson Correlation Coefficient(PCC) [2]. PCC can deal
with the situation that each user has own rating styles. The similarity between
user a and user b with PCC method is:

sim (a, b) =

∑
i∈I(a)

⋃
I(b)

(ra,i − r̄a) (rb,i − r̄b)

√ ∑
j∈I(a)

⋃
I(b)

(ra,i − r̄a)2
√ ∑

i∈I(b)
⋃

I(b)

(rb,i − r̄b)
2

(9)

where ra,i is rating user a gave item i, r̄a denotes the average rating of user a,
i is the subset of items which user a and user b both rated. To avoid negative
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influence, we use the function f (x) = (x + 1)/2 to restrict the PCC similarities
in [0,1]. So, the final influence value between user a and user b is:

g (a, b) = sa,b ∗ sim (a, b) (10)

At last, we normalize values as g (a, b) = g (a, b)/
∑

b∈C+
a

g (a, b).

3.3 Social FMs Training

We use stochastic gradient descent(SGD) algorithm to optimize our model for
it’s simple and works well for the loss functions. Algorithm1 shows how to opti-
mize Social FMs by SGD.

Algorithm 1. Learn Social FMs by SGD
Input:

Training data S, Regularization parameters λ, learning rate η, initialization σ
Output:

Model
w0 ← 0;w ← (0, ..., 0);v ∼ N (0, σ) ;
repeat

for (x, y) ∈ D do

w0 ← w0 − η
(

∂
∂w0

l (ŷ (x|θ) , y) + 2λ0w0

)

for j ∈ [1, ..., p] ∧ xj �= 0 do

wj ← wj − η
(

∂
∂wj

l (ŷ (x|θ) , y) + 2λwwj

)

for f ∈ [1, ..., k] do
if j ∈ domain U and active user is a then

vj,f ← vj,f − η

(
∂

∂vj,f
l (ŷ (x|θ) , y) + 2λvvj,f

+2β

(
∑

b∈C+
a

g (a, b)
(
va,f − vb,f

)
+
∑

b∈C−
a

g (b, a)
(
va,f − vb,f

)
)

+2α
(
va,f − va

′
,f

)
)

else

vj,f ← vj,f − η

(
∂

∂vj,f
l (ŷ (x|θ) , y) + 2λvvj,f + 2α

(
vj,f − vj

′
,f

)
)

end if
end for

end for
end for

until stopping criterion is met

If j ∈ domain U , j represents the active user a in domain U , we need to
compute all the differences between user a and his trustees in set C+

a and trustors
in set C−

a . In the each step of learning, users’ feature vectors v are updated by
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the influence of their trustees and trustors, which can be viewed as the process
of influence propagation. When the values of the objective function as Eq. 7
shown converges in the learning phase, the propagation of influence will reach a
harmonic status.

In [14] Rendle shows FMs are efficient. Because in real-word data, vectors x
of transactions are huge sparse, almost all of elements are zero. The computa-
tional complexity of evaluating each predicted rating and learning parameters
are O (km̄) and O (1), where m̄ (x) is the average of m(x) for x∈ all transac-
tions. In SocialFM, the computational complexity of evaluating each predicted
rating doesn’t change, computational complexity of learning is O (|Cu|), |Cu| is
the average number of trustees and trustors for all users.

4 Experiment

4.1 Datasets

We evaluate our method on two famous datasets: Filmtrust and Epinions.
Fimtrust is a movie rating dataset taken from www.librec.net/datasets.html,
which consists of ratings from 1508 users who rated 2071 item. The total rating
number is 35497 and total trust statements is 1853 issued by 609 users. The den-
sity is 1.13 % and 0.42 % in terms of ratings and trust relations. Epinions.com
is a well-known knowledge sharing and review site established in 1999. We ran-
domly select some of the data from www.trustlet.org/wiki/Epinions. It has 1528
user and 1999 different items. The number of ratings and trust relationship
are 12057 and 78308. Its density is 0.394 % and 3.35 % in terms of ratings and
trust relations respectively. Both of the datasets contain item rating and social
relationship. Compare to Filmtrust, active users in Epinion dataset trust more
people but rate less items on average.

4.2 Metrics

In the experiment, We use two popular metrics: Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE) to evaluate the prediction quality.
The metric MAE and RMSE are defined as:

MAE =

∑
i,j |ri,j − ˆri,j |

N
, RMSE =

√∑
i,j (ri,j − ˆri,j)

2

N
(11)

Where ri,j is the rating value in validation set, ˆri,j is the predicted rating value.
N is the number of rating in validation set. Smaller values of MAE and RMSE
mean better performance.

4.3 Comparisons and Parameters Settings

In our experiments, in order to show the improvement of our Social FM, we
compare six methods with some social state-of-the-art algorithms:

www.librec.net/datasets.html
www.trustlet.org/wiki/Epinions
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– PMF [12]: this method is well known in recommender system. It models the
Base MF method in a probabilistic way but doesn’t consider social relation-
ship

– RSTE [8]: this method combines MF and social based approach with the
notion that predicted rating of user u on item i should reflect favors of u self
and u’s trustees.

– SoRec [9]: this method fuses a user-item rating matrix with the users social
network using probabilistic matrix factorization.

– SocialMF [3]: this method makes users feature vectors be dependent on the
feature vectors of their direct neighbors in the social network.

– SoReg [10]: this method proposes an social regularization to constrain the
matrix factorization objective function and improve the prediction accuracy.

– TrustMF [19]: this method proposes a hybrid model combining trustor model
and trustee model from the perspectives of trustors and trustees.

For all methods to be validated, we set respective optimal parameters based on
the our experiments or suggested by previous work. The number of latent factor
d=5/10 and λ = 0.001 for L2 regularization. Moreover we set other parameters:
in RSTE α = 0.4 for Epinions and 1 for Filmtrust, in SoRec λc = 1 for Epinions
and 0.01 for Filmtrust, in SoReg β = 0.1, in SocialMF λt = 5 for Epinions 1 for
Filmtrust, in TrustMF λt = 1.

4.4 Result

For each experiment discussed below, we use a 5-fold cross-validation of learning
and testing and take the mean as the final result. We randomly select 80 % of
data as the training set and the remaining 20 % as the validation set, where the
random seed is 1. We set λ0 = −0.005, λw = 0.0003, λv = 0.01, α = 0.1, β = 0.1
for both of two datasets. We validate the MAE and RMSE of SocialFM and
compare the performance with the methods mentioned before.

Tables 1 and 2 report the MAE and RMSE values of all comparison part-
ners on Flimtrust and Epinions datasets. From the results, we can observe that
our approach consistently outperforms other methods and improve performance
(MAE and RMSE) 3.3 %, 0.7 %, 4.2 %, 1.5 % in term of d=5 and d=10 respec-
tively with Filmtrust dataset, 2.0 %, 2.1 %, 1.7 %, 1.3 % with Epinions dataset.
Moreover, PMF method in Filmtrust get much better results, because the rat-
ing data in Epinions dataset is much sparser than Filmtrust. On the contrary,
trust data in Filmtrust dataset is sparser than Epinions, that’s why SocialMF
and TrustMF method get better performance in Epinions comparing to other
methods.

In our method, the parameters α and β play an important role to con-
strain the loss function. Parameter α control how much the inner relationship
of domains, if it’s too big, the model will be overfitting. Parameter β control
how much our model consider social information into account. Figure 2 how α
and β affect the MAE and RMSE. We observe that α impact more obviously
than β, because social regularization is concerned about influence value which in



SocialFM: A Social Recommender System with Factorization Machines 295

Table 1. Experimental results on Filmtrust

Dataset Metrics PMF RSTE SoRec SocialMF SoReg TrustMF SocialFM

d = 5 MAE 0.714 0.628 0.628 0.638 0.674 0.631 0.605

RMSE 0.949 0.810 0.810 0.837 0.878 0.810 0.798

d = 10 MAE 0.735 0.640 0.638 0.642 0.6668 0.631 0.604

RMSE 0.968 0.835 0.831 0.8844 0.875 0.819 0.797

Table 2. Experimental results on Epinions

Dataset Metrics PMF RSTE SoRec SocialMF SoReg TrustMF SocialFM

d=5 MAE 1.710 0.907 0.943 0.853 0.879 0.847 0.836

RMSE 2.130 1.209 1.261 1.112 1.203 1.095 1.074

d=10 MAE 1.569 0.956 0.902 0.845 0.873 0.845 0.835

RMSE 1.985 1.294 1.191 1.089 1.154 1.087 1.072

(a) Filmtrust(MAE) (b) Filmtrust(RMSE)

(c) Epinion(MAE) (d) Epinion(RMSE)

Fig. 2. Impact of parameter α and β
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(a) MAE (b) RMSE

Fig. 3. Performance comparison on Filmtrust with different kinds of dimensionality

our method is not so accurate. Moreover, with the value decreasing, MAE and
RMSE will decrease at first, get the best result at 0.1 and then increase.

Figure 3 shows the performance (RMSE and MAE) for different kinds of
dimensionality on Filmtrust where learning rate η = 0.001. We can observe that
our method get the best performance on RMSE and MAE when d (dimension-
ality) = 10, while other kinds of dimensionality degrade performance a little for
MAE.

5 Conclusion and Future Work

In this paper, we propose a social-based recommender system with factorization
machines which can effective simulate the influence propagation by estimating
interactions between categorical variables and specifying the input feature vec-
tors with four domains: user, item, trustee and rated item. We also impose the
social regularization and model inner regularization to constrain the objective
function. Our approach is quite general, can be easily extended to incorporate
contextual information. Experiment on two datasets shows that our approach
outperforms the state-of-the-art algorithm.

In our proposed model, we only utilize user rating data to calculate the
user similarity, which is sparse and may generate some mistakes. We plan to
incorporate the context information like tag into our model and compute user
similarity by user bias on tags. We also decide to design a more accurate user
influence function.
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Abstract. Due to the outstanding role of owl:sameAs as the most
widely used linking predicate, the problem of identifying potential Linked
Data datasets for sameAs interlinking was studied in this paper. The
problem was regarded as a Recommender systems problem, so serveral
classical collaborative filtering techniques were employed. The user-item
matrix was constructed with rating values defined depending on the num-
ber of owl:sameAs RDF links between datasets from Linked Open Data
Cloud 2014 dump. The similarity measure is a key for memory-based
collaborative filtering methods, a novel dataset semantic similarity mea-
sure was proposed based on the vocabulary information extracted from
datasets. We conducted experiments to evaluate the accuracy of both the
predicted ratings and recommended datasets lists of these recommenders.
The experiments demonstrated that our customized recommenders out-
performed the original ones with a great deal, and achieved much better
metrics in both evaluations.

Keywords: Linked data datasets · Interlinking · sameAs links ·
Recommender systems

1 Introduction

In order to be considered as Linked Data, the datasets published on the web
have to be connected, or linked, to other datasets [1]. The RDF links such as
owl:sameAs between datasets are fundamental for Linked Data as they connect
data islands into a global data space so-called Web of Data. Data linking [2]
can be formalized as an operation, which takes two Linked Data dataset as
input and produces a collection of links between entities of the two datasets as
output. When a new dataset was published as Linked Data, the publisher should
check all the datasets in the Web of Data to identify the possible links, which
is very time-consuming. So if there are some technology can be utilized, being
recommended based on known links and focusing on those datasets most likely
to link, one can sharply reduce the computational costs if the recommendations
are accurate enough.
c© Springer International Publishing Switzerland 2016
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In the Web of Data, an increasing number of owl:sameAs1 statements have
been published to support merging distributed descriptions of equivalent RDF
resources from different datasets. The owl:sameAs property is part of the Web
Ontology Language (OWL) ontology [3], the official semantics of owl:sameAs
is: an owl:sameAs statement indicates that two URI references actually refer to
the same thing. When all of these owl:sameAs statements are taken together,
they form a very large directed graph connecting Linked Data datasets to each
other. Due to the outstanding role of owl:sameAs as the most widely used linking
predicate [4], we focus on recommendation of datasets for sameAs interlinking.
Previous works [5–8] mostly did not distinguish RDF link types when identifying
datasets for interlinking, and experiments were conducted on the experimental
data constructed from RDF links of various types, while the graphs formed from
various types of RDF links exhibit different characters [4]. Previous works would
be of less help for real application scenarios, as dataset publishers still do not
know what kinds of RDF links can be established furthermore how to configure
the data linking algorithms. Due to the limitations of previous methods, it is
necessary to find better ways.

In this paper we try to tackle the problem of identifying more datasets
that can be established owl:sameAs links with, when the publisher’s dataset
has already linked to a few datasets. This is the scenario that the Recom-
mender systems [11] techniques can be applied. We construct user-item matrix
with rating values depending on the number of owl:sameAs RDF link triples
between datasets from newly updated LOD Cloud 2014 dump [4]. Several clas-
sical collaborative filtering methods of Recommender systems are applied. Uti-
lizing the semantic schema information extracted from Linked Data datasets,
we define dataset semantic similarity to replace the original similarity compo-
nent of memory-based collaborative filtering methods to develop our customized
recommenders. To evaluate the recommenders, we conduct two experiments
for assessing rating and top n recommendation accuracy. Experimental results
demonstrate our customized recommenders perform much better than the orig-
inal ones. The MAEs are only half of the original ones, the values are low to
the range of (0.3, 0.5) on a rating scale of 1 to 7. The F-Measures are almost
twice higher, the values are within the range of (0.2, 0.5), which are promising
given the large set of datasets to recommend from. This drastic improvement are
liable on the peculiar properties of the merging of dataset semantic similarity
and memory-based collaborative filtering recommenders. The source codes and
experimental data have been uploaded to Github2.

The rest of the paper is organized as follows. In Sect. 2, at first we describe
the framework which consider the dataset identification problem as a Recom-
mender systems problem and how we construct user-item rating matrix. Then
we describe the collaborative filtering technologies we used upon the prob-
lem. At last we define a dataset semantic similarity algorithms used for inject-
ing domain-specific information. In Sect. 3, we describe the experiments data,

1 http://www.w3.org/2002/07/owl#sameAs.
2 https://github.com/HaichiLiu/Recommending-Datasets-for-Interlinking.

http://www.w3.org/2002/07/owl#sameAs
https://github.com/HaichiLiu/Recommending-Datasets-for-Interlinking
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evaluation methodology, and results. In Sect. 4, we present related works. Finally,
in Sect. 5 we conclude the paper.

2 Recommender Systems Techniques

We model the problem of identifying target dataset for sameAs interlinking as
a Recommender systems problem, and we describe how to construct user-item
rating matrix which is necessary for recommendation algorithms in Sect. 2.1.
Several representative collaborative filtering algorithms we employed are briefly
described in Sect. 2.2. Also we define a dataset semantic similarity algorithm
as the similarity computation component of memory-based recommenders in
Sect. 2.3.

2.1 Recommendation Framework

Recommender systems are personalized information agents that attempt to pre-
dict which items out of a large pool a user may be interested in. The user’s
interest in an item is expressed through the rating the user gives the item. Gen-
erally, the interaction between user and item is represented with a user-item
rating matrix. A recommender system has to predict the ratings for items that
the user has not yet seen. With these estimated ratings the system can rec-
ommend the items that have the highest estimated rating to the target user.
Note that item is a general term used to denote what the system recommends
to users, and can be of any type, like movies, books, websites, or news articles.
In our case, these items are Linked Data datasets available in the Web of Data.
We use U = {u1, u2, u3, ..., un} to denote the set of dataset publishers (users),
D = {d1, d2, d3, ..., dm} for the set of datasets (items). We view that each dataset
di is published by a unique publisher ui, this makes n = m. This may not be
hold in real world, but actually ui is merely an identifier of dataset di in the
publishers set U, which makes the representation to be understood easily in a
Recommender systems scenario. And we denote R as an n × n matrix of ratings
ri,j , with iε{1, ..., n}, jε{1, ..., n}. Recommender algorithms are used to predict-
ing the rating values of a certain dataset publisher for the datasets he or she has
not linked, or recommending a ranked list of datasets he or she might want to
link according to the rating values predicted.

We aggregate all owl:sameAs RDF links by dataset, meaning that we con-
sider dataset publisher (user) of dataset a has a rating for dataset b if there
exists at least one owl:sameAs RDF link triple from dataset a which contains
the subject of the triple to the dataset b which contains the object. We find
that some Linked Data dataset publisher did not choose the standard http://
www.w3.org/2002/07/owl#sameAs as linking predicates, but use terms from
proprietary vocabulary, such as http://www.abes.fr/owlsameAs, even mistak-
enly used http://www.w3.org/2002/07/owlsameAs, http://www.w3.org/2000/
01/rdf-schema#sameAs, we also extract links defined by these predicates. Since
we can view that a dataset is sameAs interlinked to itself, the number of RDF

http://www.w3.org/2002/07/owl#sameAs
http://www.w3.org/2002/07/owl#sameAs
http://www.abes.fr/owlsameAs
http://www.w3.org/2002/07/owlsameAs
http://www.w3.org/2000/01/rdf-schema#sameAs
http://www.w3.org/2000/01/rdf-schema#sameAs
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link triples equals to the number of entities defined in the dataset. Rating values
are set based on number of owl:sameAs RDF link triples, the rating value equals
to the number of digits of link triples count. We illustrate the construction of
rating matrix from datasets interlinking with the example as Fig. 1. For example,
dataset d1 has 243 RDF links to dataset d2, the corresponding matrix entry r1,2

equals to 3.

Fig. 1. An example to illustrate how to construct rating matrix from datasets inter-
linking network. (a) is an example of interlinking network of five datasets, identified
by d1, d2, ..., d5. The number inside the circle is the entities number of each dataset.
The arrows represents owl:sameAs RDF links between datasets with a number of RDF
links triples count. (b) is an example of user-item bipartite graph constructed from (a),
each user has a link set to itself in item set. Generated rating matrix is shown in (c),
and it is a 5 × 5 matrix.

2.2 Collaborative Filtering Recommendation

Collaborative filtering is widely implemented and the most mature recommen-
dation technique. The concept is to make correlations between users or between
items. There are memory-based and model-based techniques [11].

Memory-Based Recommendation. Memory-based recommenders can be
divided into: user-based and item-based recommenders. The main idea of user-
based algorithms is simply as follows: given a ratings matrix and the ID of the
current (active) user as an input, identify nearest users that had similar pref-
erences to those of the active user in the past. Then, for every item i that the
active user has not yet seen, a prediction is computed based on the ratings for i
made by the nearest users:

ra,i =
∑

bεNa

sim(a, b) × rb,i (1)
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The similarity measure between user a and b, sim(a,b), is essentially a distance
measure and is used as a weight. Different algorithms can be used to compute
the similarity, such as cosine, Pearson, Spearman, Euclidean distance, et al.

The main idea of item-based algorithms is to compute predictions using the
similarity between items rather than the similarity between users. An item-based
algorithm computes a weighted average of these other ratings as the following
with sim(i,j) is computed similar to what we did in user-based recommender:

ra,i =
∑

jεSi

sim(i, j) × ra,j (2)

Matrix Factorization Models. Matrix factorization models [12] is a model-
based method which maps both users and items to a joint latent factor space of
dimensionality f. Accordingly, each item i is associated with a vector qiεRf , and
each user u is associated with a vector puεRf . For a given item i, the elements
of qi measure the extent to which the item possesses those factors, the same is
true for a user. The resulting dot product, qi

T pu, approximates the rating of
user u for item i. To learn the factor vectors (pu and qi), the system minimizes
the regularized squared error on the set of known ratings:

min
p∗,q∗ =

∑

u,iεK

(ru,i − qi
T pu)

2
+ λ(|pu|2 + |qi|2) (3)

Here, K is the set of (u,i) pairs for which ru,i is known (the training set). Simon
Funk popularized a stochastic gradient descent optimization of Eq. 3 wherein the
algorithm loops through all ratings in the training set. It modifies the parameters
by a magnitude proportional to γ in the opposite direction of the gradient,
yielding:

eu,i = ru,i − qi
T pu (4)

qi ← qi + γ · (eu,i · pu − λ · qi) (5)

pu ← pu + γ · (eu,i · qi − λ · pu) (6)

2.3 Injecting Domain-Specific Information

Both user-based and item-based recommender rely on similarity component.
In user-based recommender the similarity between two users is based on their
ratings of items that both users have rated, likewise in item-based recommender
the similarity between two items is based on ratings of users that rated both
items. As a Linked Data dataset is a collection of RDF triples describing entities
with RDFS vocabularies or OWL ontologies, this motivates us to extract its
semantic schema features to define dataset semantic similarity, and make it as the
similarity component of memory-based recommenders to develop our customized
recommenders. In this section, we describe how we model a Linked Data dataset
with vector space model (VSM) using semantic features, and how to calculate
similarity between datasets based on the model further.
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Vector Space Model for Linked Data Dataset. Vector space model is an
algebraic model for representing text documents (and any objects, in general) as
vectors of identifiers, such as, for example, index terms. In VSM each document
is represented by a vector in a m-dimensional space, where each dimension cor-
responds to a term from the overall vocabulary of a given document collection.
VSM was adapted to model the dataset in this paper. A Linked Data dataset
uses one or more RDFS vocabularies or OWL ontologies. The vocabulary pro-
vides the terms (classes and properties) for expressing the data. A vocabulary
URI, a class URI or a property URI used in triples of the dataset can be seen as
semantic features of the dataset, they are called vocabulary feature, class feature
and property feature respectively. Let T = {t1, t2, ..., tm} be the dictionary, that
is the set of semantic features of datasets in the corpus. Formally, each dataset
di = {w1i, w2i, ..., wmi}, where wkj is the weight for feature tk in dataset di.

Dataset representation in the VSM raises two issues: weighting the terms and
measuring the feature vector similarity. The most commonly used term weighting
scheme is TF-IDF (Term Frequency-Inverse Document Frequency) weighting:

TF − IDF (tk, dj) =
f(tk, dj)
|{tiεdj}| · log

n

|{djεD : tkεdj}| (7)

f(tk, dj) is the number of times that feature tk occurs in dataset dj .

Dataset Semantic Similarity. As stated earlier, a similarity measure is
required to determine the closeness between two datasets. Many similarity mea-
sures have been derived to describe the proximity of two vectors; among those
measures, cosine similarity is most widely used:

sim(di, dj) =
∑

k wki · wkj√∑
k wki

2 · √∑
k wkj

2
(8)

As we assume each dataset is published by a unique publisher, the dataset seman-
tic similarity can be used as user similarity component in user-based recom-
mender as well as item similarity component in item-based recommender. Using
dataset semantic similarity in memory-based methods also helps to relieve the
cold start problem of recommender systems, which is common in our scenario,
as the number and the variety of Linked Data datasets are increasing rapidly.
A “new” dataset with few interlinkings to other datasets cannot easily be rec-
ommended in pure memory-based recommenders, because the similarity was
computed on past ratings. While dataset semantic similarity is computed utiliz-
ing only the information of datasets themselves, recommendations can also be
made for new datasets.

3 Experiments

3.1 Experimental Data

We construct the experimental data from the LOD Cloud 2014 dataset pub-
lished in [4]. The data is a crawl of the Web of Linked Data conducted in
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April 2014, which contains 8,038,396 resources crawled from 900,129 documents.
The crawled data is provided for download as a single N-Quads formatted 2.6 GB
zipped dump file. Using the dataset URIs published by the authors, we managed
to divide the dump into 990 separated dataset dumps, in which the quads whose
subject’ URI defined under the same dataset URI are grouped together. For each
dataset dump, we extract semantic features of property, class and vocabulary
types. The property features of a dataset are obtained by grouping all the pred-
icate URIs of RDF triples in the dataset dump. The class features are obtained
by grouping the object URIs of RDF triples with (s rdfs:type o) pattern. Since
the namespace of class or property URI are the URI of the vocabulary where
the class and property were defined, by grouping all the namespace of class and
property URIs of a dataset, we can get the vocabulary features of the dataset.
Using the method we describe in Sect. 2.1, We manage to construct our experi-
mental user-item matrix with 990 users, 990 items and 1641 ratings from users
to items.

3.2 Evaluation Methodology

Evaluating Rating Accuracy. Mean Absolute Error (MAE) is used to mea-
sure the closeness of predicted ratings to the true ratings. It is defined as the
average absolute difference between the n pairs < ph, rh > of predicted ratings
and real ratings:

MAE =
∑n

h=1 |ph − rh|
n

(9)

In our experiments, for each user, we take a certain percentage of the ratings
as “training data” to produce recommendations, and the rest of the ratings is
compared against estimated rating values to compute MAE. The results may
differ as the data set is split randomly, hence for each algorithm, we run the test
for 10 times and take the average score for final presentation.

Evaluating Top N Recommendations. It’s not always essential to present
estimated rating values to users. In many cases, an ordered list of recommen-
dations, from best to worst, is sufficient. So we could apply classic information
retrieval metrics F1-Measure to evaluate recommenders. We adopt leave-one-out
strategy, for a user we remove his top n ratings, and use his left ratings and all
the other users’ ratings as training set. The final scores are calculated by averag-
ing all the users’ test results. As the test rating records are selected in descending
order of its value rather than randomly, for memory-based algorithms we do not
need to repeat the experiments. For matrix factorization algorithm in which cal-
culation was started from randomly initialized vectors, we run the test 10 times
and present the average results.

3.3 Results and Discussion

The recommendation algorithms and evaluation methods are implemented with
the help of a Java machine learning library called Mahout [13]. To inject
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domain-specific information as stated in Sect. 2.3, we implement a customized
class that extends ItemSimilarity and UserSimilarity of Mahout.

To the best of our knowledge, there are rare works applying Recommender
systems techniques to the problem of identifying target dataset for sameAs inter-
linking. For comparision, we have chosen three simple recommenders: Random,
ItemAverage and ItemUserAverage and three original collaborative filtering rec-
ommenders: Item-based, User-based and Rating SGD. Random recommender
produces random recommendations and preference estimates. ItemAverage rec-
ommender is a simple recommender that always estimates rating for an item to
be the average of all known preference values for that item. ItemUserAverage rec-
ommender is like ItemAverage recommender, except that its estimated ratings
are adjusted for the users’ average rating value. Item-based recommender is the
original one implemented in Mahout, Item-{Vocabulary, Class, Property} recom-
menders are our customized recommenders in which the similarity components
of original item-based algorithm are replaced by our dataset semantic similar-
ity components with vocabulary, class and property features respectively. This is
the same for User-based recommenders. For User-based recommenders, there are
two ways for choosing neighborhoods: fixed-size neighborhoods (noted with n as
the neighborhoods size parameter) and threshold-based neighborhoods (noted
with t as the threshold parameter). We explored a range of possible choices of
both parameters for both evaluation. For fixed-size neighborhoods, n is in the
range of [1,10] with 1 as step size, for threshold-based neighborhoods, t is in the
range of [0.1,0.9] with 0.1 as step size. The best results are shown in the Tables 1
and 2, and the optimized parameters are noted in cells. There are three para-
meters can be tuned for RatingSGD recommender, f is the number of factors
used to compute this factorization, γ is the learning rate, and i is the number
of iterations. These parameters also have been tuned for optimum performance.

When evaluating rating accuracy, we vary the percent of rating records used
for training from 50 % to 90 %. In Table 1 we can see that the MAEs are around
2.5 for Random recommender. With some simple intuitions, the MAEs are lower
to about 1.0 or 1.2 for ItemUserAverage and ItemAverage recommenders. Origi-
nal item-based recommender in Mahout has further lower MAEs about 0.8. Our
Item-{Vocabulary, Class, Property} recommender shows better performance in
MAEs at the training percent 50 %, 60 %and 70 %, butworse at 80 %and 90 %.The
MAEs of original user-based recommenderwith fixed-size neighborhoods are in the
range of (0.9, 1.0), the MAEs of original user-based recommender with threshold-
based neighborhoods are also in the range of (0.9, 1.0) but lower. Both User-
based recommenders have better performance than Item-based recommender.
RatingSGD recommender is generally better than original item and user based rec-
ommenders, but not as good as our customized recommenders. User-{Vocabulary,
Class, Property} recommenders with fixed-size neighborhoods mostly have better
performance than the original User-based recommender with fixed-size neighbor-
hoods. User-{Vocabulary, Class, Property} recommenders with threshold-based
neighborhoods have much better performance than the original User-based rec-
ommender with threshold-based neighborhoods, actually the MAEs of User-Class
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recommender with threshold-based neighborhoods are the lowest of all tested rec-
ommenders at all training percent. The values are around (0.3, 0.5), which are only
half of the MAEs achieved by the best original recommender, i.e., the Item-based
recommender.

Table 1. MAE comparison of various recommenders

50 % 60 % 70% 80% 90 %

Random 2.4591 2.5758 2.4587 2.5194 2.5293

ItemAverage 1.0517 1.0702 1.0793 1.0867 1.0351

ItemUserAverage 1.2407 1.2429 1.2380 1.2671 1.2265

Item-based 0.8611 0.8698 0.8361 0.7700 0.8148

Item-Vocabulary 0.7754 0.8049 0.7978 0.8359 0.8454

Item-Class 0.7329 0.7757 0.7882 0.8021 0.8246

Item-Property 0.7775 0.8191 0.7981 0.8678 0.8863

User-based n = 8 1.0151 0.9890 1.0951 0.9683 0.9138

User-Vocabulary n = 4 1.0043 0.9930 0.9077 0.9399 0.8584

User-Class n = 2 0.8796 0.9125 1.0679 1.1103 0.8546

User-Property n = 10 0.9720 1.0057 1.0761 1.1061 0.9074

User-based t = 0.6 0.9620 0.9403 0.9995 0.9660 0.9268

User-Vocabulary t = 0.6 0.7934 0.7177 0.7537 0.7002 0.6627

User-Class t =0.9 0.3669 0.4607 0.4153 0.4102 0.3904

User-Property t = 0.9 0.6149 0.5794 0.5709 0.8153 0.5667

RatingSGD f = 20 i = 50 γ = 0.01 0.8649 0.8252 0.8419 0.8518 0.8607

For evaluating the Top N recommendation, we evaluate top 1 to top 10 rec-
ommendation performance of various recommenders for comprehensive compar-
isons. The results are shown only for top 1 to 5 in Table 2 due to the space limit,
the trend of results for top 6 to 10 tests are similar. Random recommender failed
completely in this test, since randomly recommending a few number of datasets
out of 990 datasets can hardly hit the right answers. The other two simple
recommenders also performed very poorly. Original item and user based rec-
ommenders performed better. Item-based recommender achieved F1-Measures
larger than 0.1 for top {3, 5, 6, 7, 8} test cases. The F1-Measures of User-based
recommender with fixed-size neighborhoods are higher and within the range of
(0.2, 0.5). The F1-Measures of User-based recommender with threshold-based
neighborhoods are within the range of (0.1, 0.2). RatingSGD recommender per-
formed worse than original item and user based recommenders, the F1-Measures
are always below 0.05. Our customized Item-{Vocabulary, Class, Property} rec-
ommenders have close performance compared with Item-based recommender.
While User-{Vocabulary, Class, Property} recommenders all achieve much better
performance compared with the original user-based ones. The User-Vocabulary
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recommender with fixed-size neighborhoods achieves the best F1-Measures in all
the top n test cases except top 1, the F1-Measures are within the range of (0.2,
0.5), almost twice higher than the best original recommender, i.e., User-based
recommender with fixed-size neighborhoods.

Table 2. F1-measure comparison for Top N Recommendation

top 1 top 2 top 3 top 4 top 5

Random NaN NaN NaN NaN NaN

ItemAverage 0.0156 0.0072 NaN NaN NaN

ItemUserAverage 0.0156 0.0072 NaN NaN NaN

Item-based 0.0272 0.0874 0.1310 0.0667 0.1400

Item-Vocabulary 0.0066 0.0504 0.1071 0.2000 0.1600

Item-Class 0.0132 0.0360 0.0952 0.1000 0.1200

Item-Property NaN 0.0504 0.0952 0.1500 0.1000

User-based n = 3 0.0468 0.2009 0.2130 0.2171 0.2188

User-Vocabulary n=10 0.0353 0.2437 0.3709 0.4710 0.4316

User-Class n = 8 0.0400 0.2102 0.3538 0.4437 0.3716

User-Property n = 10 0.0266 0.2336 0.2811 0.2648 0.2387

User-based t = 0.9 0.0054 0.0942 0.131 0.2000 0.1800

User-Vocabulary t = 0.5 0.0203 0.1956 0.2519 0.3984 0.3568

User-Class t = 0.5 0.0301 0.1892 0.2736 0.4193 0.3124

User-Property t = 0.5 0.0203 0.1956 0.2519 0.3984 0.3568

RatingSGD f = 20 i = 50 γ = 0.01 0.0156 0.0072 0.0119 0.0500 0.0200

4 Related Works

Identifying relevant datasets for interlinking is a novel research area. There are a
few approaches developed specifically for this purpose, which can be categorized
into two groups.

In the first category, the problem is tackled in a retrieval way, these methods
try to retrieve datasets that can be interlinked with for a given dataset. Nikolov
et al. [9] proposed a method that depends on an third-party semantic web search
service. They use labels of randomly selected individuals from a dataset to query
the search service and aggregated the results by datasets. They conducted exper-
iments on three datasets as examples. Also not all datasets have instances with
labels, Ell et al. [10] show that only 38.2 % of the non-information resources have
a label. Lopes et al. [6] proposed a probabilistic approach based on Bayesian the-
ory, they defined rank score functions that exploit vocabulary features of dataset
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and the known dataset links. Liu et al. [5] modeled the problem in an Informa-
tion Retrieval way, they have developed a ranking function called collaborative
dataset similarity which is proven to be quite effective. Using learning to rank
algorithm to incorporate these ranking functions, they can further improve the
performance and achieve the best MAP (Mean Average Precision) compared
with previous works.

In the second category, the problem is tackled using link prediction
approaches. The graphs of datasets and interlinking between them are con-
structed and link prediction measures are used to rank potential dataset pairs.
Lopes et al. [6] represented the data space as a directed graph, and used the
Preferential Attachment and the Resource Allocation to measure the likelihood
that two datasets can be connected. The linear combine of these two score is used
to rank the dataset pair. But when computing Preferential Attachment score,
instead of using out-degree of source dataset, they used the size of similarity
set of source dataset. Similarity set is defined as the set of datasets which have
vocabulary features in common with source dataset. Mera et al. [7] developed a
dataset interlinking recommendation tool called TRT. They implemented most
of state of art local and quasi-local similarity indices, but these indices are not
combined in any way. They also developed a tool called TRTML [8]. In TRTML,
the interlinking of datasets was represented as an undirected graph, and four
link prediction measures were implemented and three supervised classification
algorithms were used. They balanced the percentage of unlinked tripleset pairs
considered for better performance when comparing various algorithms, in this
way the testing settings can no longer reflect the real challenges as the real-world
distribution is extremely imbalanced.

5 Conclusion

The Web of Data is constantly growing, in order to be considered as Linked Data,
the datasets published on the web have to be interlinked to other datasets. Data
linking between two given datasets is a time-consuming process, if there are
some techiques can bepublisher, it will substantially reduce the need to perform
exploratory search. As the ubiquitous owl:sameAs property is used to connect
these datasets, we focus on this type of link, and try to solve the problem of
identifying target dataset for sameAs interlinking, when the publishers dataset
has linked to a few datasets. This is the scenario that the Recommender systems
techniques can be applied. We construct user-item matrix with rating values
depending on the number of RDF link triples between datasets. We extract
vocabulary features of dataset, and define a dataset semantic similarity algo-
rithm as the similarity component of memory-based recommenders. The exper-
iments show that Recommender systems techniques is effective for the problem
and our customized recommenders perform better than original collaborative
filtering recommenders. For future work, we plan to exploit more advanced rec-
ommendation techniques and develop more effective features focusing on the
topical aspect of datasets.
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Abstract. This paper proposes an abstractive multi-document summa-
rization method. Given a document set, the system first generates sen-
tence clusters through an event clustering algorithm using distributed
representation. Each cluster is regarded as a subtopic of this set. Then we
use a novel multi-sentence compression method to generate K-shortest
paths for each cluster. Finally, some preferable paths are selected from
these candidates to construct the final summary based on several cus-
tomized submodular functions, which are designed to measure the sum-
mary quality from different perspectives. Experimental results on DUC
2005 and DUC 2007 datasets demonstrate that our method achieves bet-
ter performance compared with the state-of-the-art systems.

1 Introduction

Summarization approaches can be categorized as extractive and abstractive
(Mani 2001). Except of presenting the summarized information, the summary
should be readable. Extractive approaches use sentences as the basic units for
content selection and summary generation. In standard benchmark, most of them
can achieve better performance than abstractive approaches. However, abstrac-
tive approaches receive much attention because their generated results are more
close to manual summary. Some studies show that there is an empirical limit
intrinsic to pure extraction (Genest and Lapalme 2011).

Abstractive approaches require a deeper text analysis and the ability of gener-
ating new sentences to convey the important content from text. A few abstractive
approaches (Genest and Lapalme 2011; Bing et al. 2015; Li et al. 2015) construct
new sentences by exploring more fine-grained syntactic units than sentences,
namely, noun/verb phrases. However, sentence synthesis is still very inaccurate
based on a set of phrases with little grammatical information (Zhang 2013).
Most of recent abstractive approaches focus on rewriting techniques (Cheung
and Penn 2014; Banerjee et al. 2015).

In this paper, we propose a model for abstractive multi-document summa-
rization based on multi-sentence compression. This model aims to generate the
summary using submodular function maximization. The framework of this model
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 310–322, 2016.
DOI: 10.1007/978-3-319-39937-9 24
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Fig. 1. Our system framework.

is shown in Fig. 1. Different from previous approaches based on multi-sentence
compression (Mehdad et al. 2014; Banerjee et al. 2015), our sentence clustering
and multi-sentence compression are guided by event information. In the sentence
clustering stage, the cluster of similar sentences are generated for each subtopic of
the document set. Previous clustering algorithm are conducted based on the sim-
ilarity between sentences. Differently, our clusters are generated through event
clustering based on distributed representation. The clustering algorithm mainly
has two advantages. Firstly, the structured event contains necessary grammatical
information, which is much less noise than sentences. Moreover, we use the dis-
tributed representation to alleviate the limitation of morphology or word sense.
In the second stage, we exploit a multi-sentence compression model to gener-
ate K candidate paths for each sentence cluster. SalMSC (Sun et al. 2015) is
an aggressive multi-sentence compression model. It generates arbitrary length
compressions by using a special graph construction strategy. Our event informa-
tion can be naturally introduced into this model. In the third stage, we hope
to search the preferable sentences from the candidate paths of each cluster to
form a summary. Recently, some studies perform summarization by maximizing
submodular function (Dasgupta et al. 2013; Lin and Bilmes 2011). Following
this direction, we design a combination of three submodular functions to search
the final summary. These functions consider the topic coverage, query relevance
and diversity of sentences in summary simultaneously. We propose a greedy
algorithm to generate the final summary under the constraint of length.

We conduct the experiments on standard datasets DUC 2005 and DUC 2007
to demonstrate the effectiveness of our method. The results show that the event
information can facilitate not only the sentence clustering, but also the compres-
sion generation. These submodular functions measure the quality of summary
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from different perspective during the process of path selection. Our method out-
performs the state-of-art abstractive systems on both datasets.

2 Related Work

Abstractive summarization approach has received more attention in recent years.
Some studies focus on sentence synthesis exploiting fine-grained syntactic units.
Genest and Lapalme (2011) define information items as the basic units for
abstract representation, and then integrate these items into a sentence structures
according to a text-to-text generation process. Bing et al. (2015) first constructs
a pool of concepts and facts represented by noun/verb phrases to construct new
sentences. They employ integer linear optimization to construct the new sentence
under some constraints. Li et al. (2015) propose a sparse-coding-based method
to calculate the salience of noun/verb phrases and simultaneously perform the
sentence compression and mention rewriting via a unified optimization method.

While other researchers pay more attention to the structure with more seman-
tic information. Li (2015) introduce Basic Semantic Unit (BSU) to construct a
semantic link network, and generate the abstractive summary through sum-
mary structure planning. Liu et al. (2015) make use of Abstract Meaning Rep-
resentation (AMR) and focus on a graph-to-graph transformation to generate
the final summary. Cheung and Penn (2013) regard the caseframe as a shal-
low approximation of semantic role, and conduct a series of studies comparing
the human-written model summaries to system summaries at the semantic level
of caseframes. In addition, Cheung and Penn (2014) present sentence enhance-
ment for text-to-text generation in abstractive summarization by allowing the
combination of dependency subtrees. Obviously, the rewriting techniques are
commonly used in these methods, such as sentence compression (Mehdad et al.
2014; Li et al. 2014; Banerjee et al. 2015), sentence fusion (Barzilay and Mckeown
2005) or sentence enhancement (Cheung and Penn 2014).

In this paper, we use the multi-sentence compression to generate the sum-
mary. Multi-sentence compression based on word graph (MSC) is first proposed
by Filippova (2010). Sun et al. (2015) modify the construction of word graph
and introduce the salience information into the calculation of the weights of ver-
texes. The linguistic quality of each path is ensured by the guidance of structured
event and a trigram language model. Their results demonstrate that the modi-
fied multi-sentence compression algorithm (SalMSC) achieve better performance
in headline generation.

Mehdad et al. (2014) introduce MSC into meeting summarization. Similar to
our framework, Banerjee et al. (2015) also employ MSC for abstractive multi-
document summarization. Their method mainly contains the following differ-
ences from our method: (1) They conduct the sentence clustering by initializing
cluster centers using each sentence from the most important document. The
sentences in other documents are assigned to the corresponding cluster based
on cosine similarity. The number of clusters is limited by the identified docu-
ment. (2) They generate K-shortest paths from the sentences in each cluster
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using MSC. Here, we use more aggressive SalMSC to generate the paths for each
cluster. (3) They employ an integer linear programming (ILP) model with the
objective of maximizing information content and readability of the final sum-
mary, considering the length of path, information score and linguistic quality.
We combine three submodular functions to generate the final summarization.

3 Our Method

Our method consists of three steps, namely sentence clustering, sentence com-
pression and summary generation.

3.1 Sentence Clustering

Given a document set, the summarization task aims at finding the important
subtopics in these documents and organizing the representative semantic units,
e.g., sentences and phrases, to form the summary. Most of sentence clustering
methods reply on the calculation of sentence similarity. Events are meaningful
structures, which contain the necessary grammatical information, and yet are
much less sparse than sentences (Sun et al. 2015). We propose to regard the
event as basic unit to perform sentence clustering. Thus, our sentence clustering
consists of the following three components: (1) Extracting events in sentences;
(2) Generating event clusters; (3) Producing candidate sentences.

Extracting Events. We exploit events as the basic units for sentence cluster-
ing. Here an event is a tuple (S, P,O), where S is the subject, P is the predicate
and O is the object. For example, for the sentence “Ukraine Delays Announce-
ment of New Government”, the event is (Ukraine, Delays, Announcement). This
type of event structures has been used in open information extraction (Fader
et al. 2011), and has a range of applications (Ding et al. 2014; Ng et al. 2014;
Sun et al. 2015). We apply an simple open event extraction approach. Different
from traditional event extraction, open event extraction does not have a closed
set of entities and relations (Fader et al. 2011). We follow Hu et al. (2013) to
extract events.

Given a text, we first use the Stanford dependency parser1 to obtain the
Stanford typed dependency structures of the sentences. Then we mainly focus
on two relations, nsubj and dobj, for extracting event arguments. Event argu-
ments which have the same predicate are merged into one event, represented
by tuple (Subject, Predicate, Object). For example, given the sentence, “Egypt
would cancel the Cairo economic summit”, we can obtain two event arguments:
nsubj(cancel, Egypt) and dobj(cancel, summit). The two event arguments are
merged into one event: (Egypt, cancel, summit).

1 http://nlp.stanford.edu/software/lex-parser.shtml.

http://nlp.stanford.edu/software/lex-parser.shtml
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Clustering Events. We aim at clustering the events into different subtopics for
different document set. Each event is represented using a feature vector. In recent
years, a large number of studies show that the distributed representation gives
the strong performance in various NLP applications. Instead of discrete feature,
we use a distributed feature vector to represent each event. Grefenstette and
Sadrzadeh (2011) provide a distributional version of the type-logical meaning of
the event: −−−−−−−−−−→

Sub, V erb,Obj =
−−−→
V erb � (

−−→
Sub ⊗ −−→

Obj) (1)

The compositional semantic of each event can be calculated by point-wise multi-
plication of the meaning of predicate to the Kronecker product of its subject and
object. The semantic vector is learned using the CBOW/Skip model of word2vec
tool2 from a large-scale WikiPedia corpus3.

The Chinese Whispers clustering algorithm4 (Biemann 2006) is used to clus-
ter the events. This graph-based algorithm is highly scalable and nonparametric.
In the event graph, the weight of each edge is denoted as the cosine similarity
sim(ei, ej) of semantic vectors of events.

Producing Candidate Sentences. In this section, our goal is to prepare
candidate sentences for multi-sentence compression. Because a sentence may
contain two or more events, we propose to extract the candidate according to the
constituent parsing subtree of the event. We employ a simple heuristic method
to extract the candidate sentences. First, we identify the predicate node of each
event in the full constituent tree. Then, we locate the nearest sentence node 〈S〉
or 〈SBAR〉 to this predicate node after traversing from it to 〈ROOT 〉 node. This
sentence fragment corresponding to this node is extracted as the candidate.

It is noted that some fragments are uncompleted structures, i.e. infinitive
structure. In other words, these fragments may lost important syntactic con-
stituent, namely Subject. We sample 5 events for each news article, and extract
their sentence fragments according to above-mentioned heuristic rules. The
infinitive structures appear 14.27 % times in the total fragments. To address
this problem, the event structure is beneficial to get the lost syntactic con-
stituent back. A reasonable interpretation is that the dependency relations in
event participants may be beyond the boundary of fragments. In addition, the
co-reference mentions in the candidate sentences are replaced with the repre-
sentative word of corresponding lexical chain. It is significant to construct the
word graph and improve the performance of multi-sentence compression. As an
example, “...Arafat ... to postpone the declaration of statehood on May 4...”,
we can extract the fragment, “Arafat postpone the declaration of statehood
on May 4”, as the candidate.

2 https://code.google.com/p/word2vec/.
3 http://dumps.wikimedia.org/enwiki/20140102/.
4 http://wortschatz.informatik.uni-leipzig.de/∼cbiemann/software/CW.html.

https://code.google.com/p/word2vec/
http://dumps.wikimedia.org/enwiki/20140102/
http://wortschatz.informatik.uni-leipzig.de/~cbiemann/software/CW.html
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3.2 Sentence Compression

Word-Graph Construction. In our word graph, the edges are added for all
word pairs of one sentence in written order, not for the adjacent word pairs in Fil-
ippova (2010). If a word wj occurs after wi in one sentence, then an edge wi → wj

is added for the graph. Similarly, we add two artificial words, 〈S〉 and 〈E〉, to
the start position and end position of all sentences, respectively. The word graph
represents collection of sentences efficiently by mapping the identical words to
a single vertex. The common vertexes shared by different candidates increase
the fusion probability of sentence fragments, which are regarded as a condensed
representation of candidates for each cluster. So, we conduct coreference resolu-
tion for each candidate before the construction of word graph. Figure 2 gives an
simple example of the word graph.

〈S〉 〈E〉

...

Arafat

postpone

the

declaration

Palestine

declare

...

an

independent

...

of

statehood

on

May

this

year

Fig. 2. Word graph generated from candidates and a possible compression path.

Sentence Compression. Given a graph G = (V, E), where V and E denote
nodes and edges, respectively. Sun et al. (2015) firstly introduce the salience
information into the calculation of the vertex weights. The vertex Vi is salient
when its corresponding word is close to the salient events. We propose that the
centroid of event cluster should be representative. The salience score of each event
can be calculated according to the distance between each event and centroid
event. The vertex weight is computed as follows:

w(Vi) =
∑

e∈CE

sal(e) exp{−dist(Vi.w, e)}

sal(e) = 1 − sim(e, ecent)
(2)

where Vi.w denotes the word of vertex Vi, and dist(w, e) denotes the distance
from the word w to the event e. We use ecent to represent the centroid event of
each cluster.

The search space is large because of the redundant edges in the graph.
Consequently, we also exploit beam search algorithm to generate compressions.
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The paths are measured from two aspects, namely the sum edge score and flu-
ency score. The trigram language model is trained using SRILM5 on English
Gigaword (LDC2011T07).

3.3 Summary Generation

We combine three submodular functions, namely, topic contribution, query con-
tribution and diversity. Then we design a greedy search algorithm to generate
the final summary.

Submodular Functions. Given a set of objects T = {T1, · · · , Tn} and a func-
tion F : 2T → R that returns a real value for any subset S ⊂ T , f(.) is a
submodular if for any R ⊂ S ⊂ T and s ∈ T \S satisfy:

f(R ∪ {s}) − f(R) ≥ f(S ∪ {s}) − f(S) (3)

As we can see, the incremental value of s decreases as the context in which
s is considered grows from R to S. The monotone nondecreasing submodular
functions can simply be referred to as monotone submodular. In this paper, we
use three functions to measure the information coverage of each paths.

(1) Topic Coverage. Each cluster represents a subtopic in the document
set. The subtopics have different salience to the document set. We use the docu-
ment coverage to measure the salience of each subtopic. We believe that the
compressed paths should have different topic contributions according to the
salience of corresponding subtopics. The topic contribution can be calculated
by the following formula:

f topic(S) =
∑

s∈S

score(s)wcluster(s) (4)

where wcluster is refer to the cluster weight:
∑

d∈D,e∈s 1{e∈d}
N . Intuitively, the

higher the cluster coverage, the stronger the topic contribution of the path in
this cluster. The paths in salient cluster should be considered early.

(2) Query Relevance. Query-biased summarization requires the generated
summary could not only convey the main content of documents, but also bias
to the information needs of a specific query. To identify the summary sentence
with the highest coverage of query content, we propose a score that counts the
number of query terms that appear in the path. In order to reward the score to
cover more salient terms in the query content, we also consider the tf.idf score
of query terms in this coverage formulation.

f query(S) =
∑

s∈S

∑
qi∈s tf.idf(qi)∑
qi∈Q tf.idf(qi)

(5)

where Q denotes the query of this document set, and qi is the query term.
5 http://www.speech.sri.com/projects/srilm/.

http://www.speech.sri.com/projects/srilm/
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(3) Diversity. The cluster has a property of diversity naturally. Traditional
extractive summary tends to select a sentence with the top score for each clus-
ter. All candidate sentences are considered in submodular-based approaches. To
diminish the benefit of choosing elements from the same cluster, a diversity
function is introduced to measure the diversity of a summary set S. Traditional
diversity function employs MMR to penalize the redundancy. Here, we define a
diversity function as:

f diver(S) =

∑
k(

∑
Si,Sj∈S∩Pk

dissim(Si, Sj))∑
k(

∑
Si,Sj∈Pk

dissim(Si, Sj))
(6)

where the function dissim refers to the dissimilarity of paths Si and Sj in same
cluster. It is calculated as: 1 − sim(Si, Sj).

Summary Generation. As above mentioned, three function are non-negative,
monotone, submodular. Our objective function consists of these functions, which
aim at finding a summary that maximizes

f(S) = f topic(S) + αf query(S) + βf diver(S) (7)

where the parameters α and β can be used to scale the range of f query and
f diver, respectively.

Input: Paths set P; L, parameters in f are fixed
Output: Generated Summary S
S ← { } , U ← P
while U �= null do

s ← arg maxs∈U f(S + s)
U ← U \ { s }
S ← S ∪ { s }
U ← { p|p ∈ U,

∑
s∈S len(s) + len(p) ≤ L }

end while

Fig. 3. Greedy maximize submodular algorithm.

Our summary generation algorithm is shown in Fig. 3. During the search
process, we use S to save the paths in our generated summary. For each iteration,
we find path s with the largest value of objective function, and maintain the set
of candidate paths U for the next iteration. Once the set U is null, the greedy
searching algorithm terminates and the paths in the set S is composed of our
final summary.

Previous extractive work showed that finding the optimal summary can
be viewed as a combinatorial optimization problem which is NP-hard to solve
(McDonald 2007). Our searching algorithm is still suboptimal. Furthermore, the
parameters are important to search the summary sentences. In this paper, we
fix these parameters in search process.
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4 Experiment

4.1 Settings

Datasets. We conduct the experiments on the DUC 2005–2007 datasets6 on
multi-document summarization. DUC 2005 and DUC 2007 are used as test
datasets to evaluate our methods. They contain 50 and 45 topics respectively.
We use DUC 2006 as our development set. The length of the generated summary
is limited by 250 words.

Baseline Systems. We select a few baseline and state-of-the-art abstractive
systems working on DUC 2005 and DUC 2007, respectively. MSC+ILP denotes
the system proposed by Banerjee et al. (2015). TopBSU denotes the best system
in Li (2015). These two systems achieve the best performance on two datasets,
respectively. In addition, we design several baselines to validate the influence of
event guidance and multi-sentence compression algorithm to summary genera-
tion.

Evaluation Metric. ROUGE (Lin 2004) has been proven to be effective in
measuring qualities of summaries and correlates well to human judgments. We
use it for automatic evaluation of summaries in this work. Following Zheng
et al. (2014), we report Rouge-L and Rouge-SU4 scores of various systems on
DUC 2005. We use the scores of baseline systems on DUC 2005 as reported in
their work. On DUC 2007, we report Rouge-1, Rouge-2 and Rouge-SU4 scores
following Li (2015). The scores of baseline systems reported in their work are
directly used in this paper.

In addition, we conduct human evaluations, using the same method as
Banerjee et al. (2015). Four evaluators are asked to rate the generated summaries
according to two different factors, namely informativeness and readability. Each
summary is given a subjective score from 1 to 5, with 1 being the worst and 5
being the best. The 10 document sets from DUC 2007 and their summaries are
selected for human rating.

4.2 Results

To fine-tune the parameters of our model, we conduct development experiment
on DUC 2006. For efficiency, these parameters are optimized separately. In this
paper, we set the values of parameters as shown in Table 1.

Automatic Evaluation. Table 2 shows the final results on the testing set. We
design several baselines to validate the influences of event guidance (Event),
multi-sentence compression algorithm (SalMSC) and submodular maximization
(SubM) to summary generation. Sent is refer to the sentence clusters based on
the similarity7 between sentences. Event+SalMSC+SubM is refer to our full model.
6 http://duc.nist.gov/data.html.
7 We use Sent2Vec, which code is available at https://github.com/klb3713/

sentence2vec, to learn the vectors of sentences.

http://duc.nist.gov/data.html
https://github.com/klb3713/sentence2vec
https://github.com/klb3713/sentence2vec
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Table 1. Parameter setting in our method.

Parameter Description Value

B The beam size 128

λ The fluency weight 0.8

α The weight of query relevance 1.3

β The weight of diversity 2.5

Table 2. Performance comparison for automatic evaluation on DUC 2005 and DUC
2007.

Method DUC 2005 DUC 2007

Rouge–L Rouge–SU4 Method Rouge–1 Rouge–2 Rouge–SU4

Sent+MSC 0.33235 0.10927 Sent+MSC 0.38237 0.08351 0.13179

Sent+MSC+SubM 0.33875 0.11042 Sent+MSC+SubM 0.39435 0.08863 0.14079

Event+MSC 0.34237 0.11428 Event+MSC 0.40128 0.09072 0.14745

Event+MSC+SubM 0.35023 0.12075 Event+MSC+SubM 0.41902 0.09932 0.15756

Event+SalMSC 0.34853 0.11775 Event+SalMSC 0.41679 0.09736 0.15422

Event+SalMSC+SubM 0.35689a 0.12566a Event+SalMSC+SubM 0.42208a 0.10203a 0.15761a

MSC+ILP 0.35772 0.12411 TopBSU 0.42145 0.11016 0.15632

RDMS 0.35376 0.12297 RA–MDS 0.403 0.092 0.146

FGB 0.35018 0.12006 MASC 0.41224 0.10650 0.15767

KM 0.29107 0.10806 MultiMR 0.41967 0.10302 0.15385

NMF 0.28716 0.11278 TTG 0.39268 0.09645 0.14553

DUC Best 0.34764 0.10012 RankBSU 0.39123 0.08742 0.14381

LexRank 0.33179 0.12021 Avg–2007 0.39684 0.09495 0.14671

Centroid 0.32562 0.11007 NIST–baseline 0.33126 0.06425 0.11114
adenotes that the result is significantly better with a p-value below 0.05.

By comparison with different clustering algorithm, sentence compression
algorithm, we can examine the effectiveness of our model. As shown in Table 2,
the model achieves better Rouge scores on both DUC 2005 and DUC 2007,
demonstrating the structured event is beneficial to guide the subtopic splitting
and sentence compression. Further, we validate our submodular maximization
algorithm. Those baseline systems without SubM, simply choose the path with
the top score from each cluster. As shown in Table 2, better performance is
achieved by SubM, demonstrating the effectiveness of our algorithm. We report
results of previous state-of-the-art systems as well. Compared with MSC+ILP and
TopBSU, our full model achieves comparable performance. If with more accurate
dependency parser for event extraction, our system will be expected to achieve
better performance. As shown in Table 2, our full model is significantly better
than other state-of-the-art systems.

Manual Evaluation. Following Banerjee et al. (2015), we conduct human eval-
uation. The results are shown in Table 3, which contains two aspects: informative-
ness, fluency. Similar to the automatic evaluation results, Event+SalMsc+SubM
achieves better performance than other systems. There are two possible rea-
sons. Firstly, the candidate sentences are extracted with event guidance, hence
Event methods reduce noises from long sentences; Secondly, in multi-sentence
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Table 3. Results from the manual evaluation.

Method Info. Flu.

Sent+MSC 3.81 3.73

Event+MSC+SubM 4.05 3.95

Event+SalMSC+SubM 4.43 4.21

Table 4. Generated summaries for the topic “Oslo Accords” (D0720E) by the different
methods.

Method Rouge–1 Rouge–2 Rouge–SU4 Method Rouge–1 Rouge–2 Rouge–SU4

Event+SalMSC 0.46374 0.14792 0.21562 Sent+MSC 0.42887 0.14474 0.17551

+SubM

To implement the oslo peace accords, israel and the
palestinians Under the oslo principles, he has the right
to declare an independent palestinian state. The
united states, seeking to persuade the palestinians not
to declare a state. The u.s. would help move the peace
process forward after israel’s may 17 elections. The final-
status issues that the two sides have to tackle include
the status of jerusalem, the borders of the palestinian

entity, the fate of palestinian refugees, the future of
jewish settlements in the west bank and gaza strip
and water. To persuade the palestinians not to declare
a state. Israel to implement the oslo accords and the
hebron agreement in a bid to move the mideast peace
process forward. As invited, a delegation of the pales-
tinian islamic resistance movement headed by its spiri-
tual leader sheik ahmed yassin attended the whole world,
Particularly the united states and israel, are anxiously to
see what decision the council would make on the state-
hood issue. To renew intifada if the peace process col-

lapses. The meeting is in progress, hundreds of palestini-
ans from the democratic front for the liberation of pales-
tine, are demonstrating in front of the office. A majority
of israelis were overwhelmed by oslo, the rabin assassina-
tion and the blowing up of israeli and palestinian self-rule
areas. The two sides to implement the agreement in may
4 to avert being exploited by hard-line prime minister
benjamin netanyahu in the coming elections. To facili-
tate that process, to bring israeli and palestinian leaders
together within six month after israeli elections to review
the status of their efforts and to help reach an agree-

ment

Palestinian leader yasser arafat has stated many times in

the past that under the oslo principles, he has the right
to declare an independent palestinian state on may

4 this year. Under the oslo accords, israel opposes this
idea, threatening to annex parts of the west bank. The
oslo, the israeli and palestinian negotiators reached
agreement with israel. President yasser arafat said
thursday urged israel and the palestinian national
authority -lrb- pna minister benjamin netanyahu’s
policies on peace process collapses. Israel has handed
over about 43 percent of the west bank to the pales-
tinians two years ago. Following a series of suicide
bombing attacks, the peace process and led to the
current likud government came to power in israel last
year. He urged the u.s. and other countries to put
pressure on the israeli document concerning israel’s
troop redeployment in the west bank. Palestinian
leader yasser arafat has stated many times in the past
that he has the right to declare an independent pales-
tinian state on may 4 this year. Under the oslo accords
and the hebron agreement signed last israeli troop
redeployment in the west bank. The oslo accords have
to reach a framework agreement with israel and
the palestinians. The united states, seeking to per-
suade the palestinians not to declare a state, urged
israel if the peace process collapses. So far has
handed over about 43 percent of the west bank to
the palestinians two years ago. Following a series of
islamic suicide bombing attacks, the peace process
and led to the current likud government came to
power in israel last year

compression stage, the structured event information is introduced to effectively
restrict the choice of nodes.

Example Outputs. Table 4 presents a comparison of summaries from the dif-
ferent systems for the topic “Osla Accords”. Based on this example, we can know
that our full model tends to generate more acceptable results. Our method can
identify the important phrases, such as “palestnian entity”, “palestinian refugees”
and “jewish settlements”. Sent+MSC lose some important information due to
ignoring the salience information. For the event “Arafat declare an indepen-
dent palestinian state”, Sent+MSC brings more redundant information “on may
4 this year”. Conversely, our method can generate more succinct results. In addi-
tion, through we do not select the compression from each cluster respectively,
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our submodular functions ensure the informativeness and the diversity of final
result simultaneously. The above observation and analysis show the effectiveness
of our proposed model, which is designed using event guidance and submodular
maximization.

5 Conclusion and Future Work

We proposed a novel model for abstractive summarization, introducing a com-
bination of three submodular functions to generate the final summary, based on
a set of events. Our model can generate sentence clusters through an event
clustering algorithm based on distributed representation. We designed a set
of submodular functions to search the preferable paths which are generated
by a multi-sentence compression algorithm. The summary quality is ensured
through maximizing the submodular-based objective function from topic cover-
age, query relevance and diversity. Experimental results on DUC 2005 and DUC
2007 demonstrated that our model achieved better performance comparing with
the state-of-the-art systems.

For future work, we plan to explore two directions. Firstly, we plan to intro-
duce the event information into discourse structure analysis. In addition, we plan
to investigate supervised methods for abstractive summarization.
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Abstract. Inferring the diffusion network based on observed cascades
is fundamental and of interest in the field of information diffusion on the
network. All the existing methods which aim to infer the network assume
that the cascades are complete without any missing nodes. In real world,
not every infection between nodes can be easily observed or acquired.
As a result, there are some missing nodes in the real cascades, which
indicates that the observed cascades are incomplete and makes more
challenges for solving this problem. Being able to recover the incomplete
cascades is critical to us since inferred network based on the incomplete
cascades can be inaccurate. In this paper, we tackle the problem by
developing a two-stage framework, which finds the paths that contain
the missing nodes at first and then estimate the location and infection
time of missing nodes. Experiments on real and synthetic data show the
accuracy of our algorithm to finding the missing node on the network,
as well as the infection time of the missing nodes.

1 Introduction

The problem of diffusion process has gained much attentions in recent years [1–4].
Inferring the diffusion process is one of the hotly debated topics, which covers
lots of fields in real life. For example, microblogs can be created or reposted
by many people everyday, thus the information will be shared rapidly on the
network. However we may not be able to know how the information diffuses on
the network. Some users did not cite the source when publishing the information,
which means that only the infection time of nodes on the network is recorded.
Apart from the information diffusion, epidemiology is another application of
inferring diffusion process. The infection time of a patient can be easily observed
while who has infected the patient is often difficult to find. Therefore, inferring
the diffusion process is a problem demanding prompt solution.

Some existing methods have been proposed to tackle the problem of inferring
the diffusion networks based on the complete observed cascades [5–7]. Even if
we can handle this problem, it is based on the condition that all the nodes on
the network can be observed so that we are able to record their infection time.
However, some microblogs may be deleted by their users and it will lead to an
incomplete observed data. Unfortunately, there is no guarantee that the cascades
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 325–337, 2016.
DOI: 10.1007/978-3-319-39937-9 25
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are totally complete since some nodes cannot be observed in real world. Once
the malicious information spread all over the network, can we infer the diffusion
process of it only based on the incomplete cascades? Since our purpose is to infer
how and when the information diffuses, finding the missing nodes becomes the
crux of solving the problem.

In order to achieve this purpose, we face the following three challenges: first
of all, given a set of cascades, we have to tell whether there exists at least one
missing node. Inferring the network based on incomplete cascades will lead to
an inaccurate result. Secondly, the infection time of the missing nodes has to be
estimated accurately for the reason that the estimated infection time determines
the inferred network. Inaccurate infection time will definitely result in a wrong
network. Thirdly, the diffusion process can be inferred by the cascades and it is
the last task we have to handle. As mentioned above, inferring diffusion network
on intact cascade can be solved with the existing methods. However, the first
two challenges, which are also the most vital and thorny, are what we care about
and eagle to solve.

To the best of our knowledge, this is the first paper that deals with the
problem of inferring networks with incomplete data. In this paper, we present
a method to tackle these two challenges in terms of accuracy and efficiency. In
more detail, we find the paths which include the missing nodes by analyzing the
inferred network based on the incomplete cascades. Once finding those paths, we
locate the missing nodes on the network and then estimate the infection time of
the missing nodes according to their neighbors. We conduct the experiment on
synthetic data to evaluate the performances of our method, which reveals that
we can recover the missing nodes decently. We also apply our algorithm to the
real world data and achieve an excellent result.

Related Work. There are several works related to our work. Zhang et al.
focus on the Bayesian network inference by exploiting causal independence [8].
Network structure learning for estimating the dependency structure of directed
probabilistic model is proposed by Getoor et al. [9]. However, this problem is
intractable while heuristic solutions cannot guarantee the efficiency and per-
formance. The problem of inferring the diffusion network has been considered
recently. The proposed algorithm NetInf [5] assumes the propagation among
edges is homogeneous and it uses submodular optimization to solve the problem.
Meyer and Leskovec propose CONNIE [6], which uses convexity and heuristics.
Gomez-Rodriguez et al. propose NetRate algorithm [7] to tackle the problem
of underlying dynamics and estimating the transmission rates. Myers et al. [10]
focus on the information diffusion through the influence external out-of-network
sources. All the methods above make the assumption that the observed cascades
are complete, thus they cannot be applied to the proposed problem. The recent
related work [11] is concerning finding the source of diffusion network based on
observed infection, while it still cannot handle the problem we propose above.
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2 Problem Formulation

2.1 Transmission Model

The information spreads over the network, which leaves a trace called cascade.
There is at least one source of the information, of which the infection time is 0,
which means that the source node is infected at time 0. Each time when a node
i is infected, it subsequently infects all of its neighbors independently on the
network, and the infection is homogenous among all the edges on the network.
Let Δtij denote the time that node i takes to infect j, thus tj = ti + Δtij , where
ti, tj stand for the infection time of node i and j respectively.

2.2 Problem Statement

The observed cascades C = {t1, t2, . . . , tc} is the trace of the spread process in
the diffusion network G, which records the time when each single node on the
network gets infected. The transmission between edges obeys a specific distrib-
ution, which is a prior information. For a specific observed cascade, namely ti,
consists of infection time of the nodes. For node k, the infection time of it in
cascade ti is denoted as tik and tik ∈ [0, T c]∪{+∞}, where T c is the size of obser-
vation window and +∞ means the node is not infected during the observation
window. Apart from all the observed nodes, there is a set M = {u1, u2, . . . , um},
which represents missing nodes on the network, of which the infection time can-
not be observed. We aim to find those missing nodes on the diffusion network
and recover their infection time as well as the network structure. Table 1 presents
the important notations used in this paper.

Table 1. Notations

Notations Descriptions

G The diffusion network

G̃C The inferred network based on the cascades C

(x, y) The directed edge from x to y
−→xy The directed path from x to y−−−→
(x, y) The potential short path from x to y

l−→xy The distance from x to y

C The set of the cascades {t1, t2, . . . , tc}
d The time delay of infection over one edge

d The expected time delay of infection

v The variance on time delay of infection

ti The infection time of node i

M The set of missing nodes of G
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3 Proposed Method

In this section, we propose a method to tackle the problem of inferring network
with missing nodes. In order to find the missing node, we trace specific edges
called Potential Short Edge (PSE) where the missing node is located at first.
There is a remarkable gap between the time delay of the potential short edges
and time delay given by the prior distribution, which we adopt as the evidence
to find the potential short edges. Then, we aim to locate these missing nodes
on the network and estimate the infection time of the missing node to recover
the whole cascades, which is based on the time delay given by the incomplete
cascades.

3.1 Find the Potential Short Edges with Missing Nodes

The major concern is that the infection time of missing nodes cannot be observed
which leads to incomplete cascades. Thus the inferred network G̃C based on the
incomplete cascades is not accurate consequently when applying the existing
method. It is remarkable that some edges appear in G̃C which not included in
G because of the missing nodes. Based on the prior distribution, the time delay
of these edges can be seen abnormal. Therefore, our method firstly take a look
at those edges as defined below.

Definition 1 (Short Edge). For an inferred graph G̃C , we define the short
edge (x, y) as follows:

(x, y) ∈ G̃C , (x, y) /∈ G, and−→xy ∈ G

If (x, y) is one of the short edges in G̃C , it takes more time for x to infect y
for the reason that some other nodes on the path −→xy should be infected before
y is infected. According to the observed cascades, we can unearth those short
edges by counting and analyzing the time delay between (x, y) in G̃C . For a
path −→xy whose length is l−→xy, since the infection among edges is independent, the
expected time delay from x to y, denoted as ty − tx, can be expressed by d̄ as
follows:

ty − tx = l−→xy · d (1)

Equation (1) provides us with a simple approach to tell whether (x, y) is likely
to be a short edge when we have tx and ty, on the condition that tx − ty > d
remarkably. However, we cannot ignore the fact that, it is likely that x infects
y with a long time delay even if they are neighbors. Let nxy be the number of
cascades where ty > tx and mxy,γ be the number of cascades where ty − tx >
(1+γ)d. The probability that ty − tx > (1+γ)d is denoted as pγ . Note that γ is
the threshold which controls the size of mxy,γ and pγ is smaller as γ increasing.
Intuitively, a bigger mxy,γ indicates higher probability that (x, y) is a short edge.
In other words, (x, y) is unlikely to be an edge from the true diffusion network
G. Here, we have the following lemma:
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Lemma 1. Given an arbitrary integer k ranged from 0 to nxy, the probability
that mxy,γ ≥ k can be presented as:

P (mxy,γ ≥ k) ≤ 2nxypk
γ(1 − pγ)nxy−k

Proof.

P (mxy,γ ≥ k) =
nxy∑
i=k

P (mxy,γ = i)

<
nxy∑
i=k

Ci
nxy

pi
γ(1 − pγ)nxy−i ≤

nxy∑
i=k

Ci
nxy

pk
γ(1 − pγ)nxy−k

≤ pk
γ(1 − pγ)nxy−k

nxy∑
i=k

Ci
nxy

≤ 2nxypk
γ(1 − pγ)nxy−k �	

We aim to distinguish the short edges from all the edges, the probability
of ty − tx > (1 + γ)d is smaller when (x, y) is not a short edge as mentioned
above. Note that P (mxy,γ ≥ k) decreases when k is larger. Therefore, given a
probability threshold η, k can be computed so that P (mxy,γ ≥ k) < η, which
indicates that the probability that (x, y) is a short edge is more than 1-η. The
theorem below presents us how to compute the k, which also tells us how to
judge whether an edge in G̃C is potential short edge.

Theorem 1. The edge (x,y) is a short edge with the probability over 1−η when
mxy,γ ≥ k:

k =
ln η − nxy ln 2(1 − pγ)

ln pγ − ln(1 − pγ)

and we call (x, y) PSE(potential short edge).

Proof.
P (mxy,γ ≥ k) ≤ 2nxypk

γ(1 − pγ)nxy−k < η
ln(2nxypk

γ(1 − pγ)nxy−k) < ln η
nxy ln 2 + k ln pγ + (nxy − k) ln(1 − pγ) < ln η

k ≥ ln η−nxy ln 2(1−pγ)
ln pγ−ln(1−pγ)

�	
Since we are interested in finding the missing node, what PSE tells us is that

there can be at least one missing node between x and y if (x, y) is PSE. The
remaining question is how to determine the infection time of the missing node
and its position in network G. In the following sections, an efficient algorithm
for solving this question is proposed and elaborated.

3.2 Estimating the Infection Time of Missing Nodes

We have proved that the missing nodes lie in the PSE with large probability,
namely at least 1−η. Figure 1 shows an example for us: (a) represents the inferred
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graph, (z, x) and (z, y) are both PSE, which can be inferred by both (b) and (c).
z is actually a root of a tree and x and y are the leaves. In (b), x and y share
a father while in (c), x and y have their own father. The purpose of our work
is equivalent to finding out the nodes inside the tree rooted in z. The example
of (b) and (c) reminds us that we should determine whether two nodes share
a common ancestor. Intuitively, the branch on the tree makes the difference of
infection time between the nodes. As the branch appears earlier, the difference
is greater. For example, the difference of infection time between x and y in (b) is
smaller than that in (c). Let vtx−ty

represent the variance of the infection time
of x and y, and v̄ is the variance of the distribution on the diffusion. We build
the relationship of them on the variance as follows.

z

x y

z

x y

u

z

x y

u2u1

(a) (b) (c)

Fig. 1. Missing nodes

Lemma 2. Given
−−−→
(z, x) and

−−−→
(z, y), let u be the Lowest Common Ancestor(LCA)

of x and y, we have the following equation:

vtx−ty
= (l−→ux + l−→uy) · v

Proof.
vtx−tz

= vtu−tz
+ vtx−tu

, vty−tz
= vtu−tz

+ vty−tu

vtx−ty
= v(tx−tz)−(ty−tz) = vtx−tu

+ vty−tu

Since the infection among edges is independent

vtx−ty
= l−→ux·v+l−→uy·v = (l−→ux+l−→uy)·v �	

It is likely that the LCA of x and y is just z, thus it is necessary for us to
determine whether the LCA of x and y is one of the missing nodes instead of z,
as presented below.

Theorem 2. Given
−−−→
(z, x) and

−−−→
(z, y), there exists a node u which u 
= z and

u ∈ M , when
vtx−ty

v
<

tx + ty − 2tz

d

Proof. According to Eq. (1), it is easy to get

l−→zx =
tx − tz

d
, l−→zy =

ty − tz

d
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Let u be the LCA of x and y, as induced in Eq. (1),

(l−→ux + l−→uy) =
vtx−ty

v

Because u is infected by z by the path −→zu, it means

l−→ux + l−→uy < l−→zx + l−→zy

So,
vtx−ty

v
<

tx − tz

d
+

ty − tz

d
=

tx + ty − 2tz

d
�	

Corollary 1. When two nodes x and y share a common father, which means
l−→ux = l−→uy = 1, we have vtx−ty

v = tx+ty−2tu

d
= 2.

Fig. 2. A possible hidden tree based on PSE

For the node z and all of PSE headed on it, as mentioned above, there exists
a hidden tree rooted in z and its leaves are the tails of these PSE. In order
to find the missing nodes on the tree, we can manage to find the father of the
nodes in tree and recover it from bottom to up. For example, Fig. 2 shows a
possible hidden tree rooted in node 0 and nodes 1 to 7 are the leaves of the
tree, while means (0,1), (0,2), (0,3), (0,4), (0,5), (0,6) and (0,7) are the PSE we
find. At the first round, we aim to find the father of nodes 1 to 7. Since several
nodes may share the same father, we deal with this situation by applying the
corollary1. Thus, we discover that node 8, 9, 10 and 11 are the fathers of these
leaves. Then, node 12, which is father of 10 and 11, is easily to be detected at
the second round. However, not only the missing nodes are what we have to
discover but the infection time of them has to be determined. We let z to be the
root of the tree as mentioned above, and the leaves which share the same father
u, denoted as x1, x2, . . . , xk. It is simple to get the average of the infection time

of these leaves, which is tx =

k∑

i=1
txi

k . As Theorem 2 shows, l−→zx can be estimated
by vtz−tx

v . And we have know that l−→zu = l−→zx − 1, thus combined with the prior
distribution, we can estimate the infection time of u as follows:

tz + (
vtz−tx

v
− 1)(tx − tz)

We start to find the missing nodes from a given node, denoted as z̃, which is
the head of at least one PSE. Adopting the conclusion of the theorems and
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Algorithm 1. Estimating the infection time of missing nodes
Require: z̃, PSE, C{t1, t2, . . . , tc};
1: S = ∅;

2: for x ∈ V (G̃C) do
3: if (z̃, x) ∈ PSE then
4: S = S

⋃
x;

5: while S is not ∅ do
6: choose an arbitrary node x1 in S, X = x1;
7: for y ∈ S and y �= x do
8: if

vtx−ty

v
≈ 2 then

9: X = X
⋃

y;
10: t = 0;
11: create a missing node u;
12: for c = 1 to |C| do
13: for x ∈ X do
14: t = t + tcx;
15: t̄x = t/ |C|;
16: tcu = tz + (

vtz−tx
v

− 1)(tx − tz);

17: add the missing node u to G̃C ;
18: S = S \ X;

equations above, we are able to estimate all the missing nodes related to z̃ and
their infection time in the cascades. Our method to find the missing node is
presented in Algorithm 2. Lines 2–4 are intent to get all the leaves of the tree
whose root is z̃, and the loop from lines 5–16 manage to find the fathers of these
leaves and estimate their infection time. Note that Algorithm 2 functions as one
round to find the missing nodes in the tree, a higher tree requires more calls of
Algorithm 2.

Algorithm 2. Inferring the network with missing cascades.
Require: C{t1, t2, . . . , tc};
1: while true do
2: G̃C = NetRate(C);

3: PSE = Finding PSE(G̃C , η, γ);
4: if PSE is ∅ then
5: return G̃C ;
6: z̃ = arg max

x∈G̃C

|{y|(x, y) ∈ PSE}|;

7: C = Finding missing nodes(z̃, PSE, C);

The whole algorithm combines the two algorithms presented above. Firstly,
we infer the network based on missing data and try to find all the PSE to ensure
that there is at least one missing node in G̃C . Secondly, we select a node which
is the head of one of all PSE. The selected node is the root of the hidden tree
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and we find the corresponding missing nodes are located on the tree. Thirdly, we
estimate the infection time of the missing node to build the new cascades for use
later. These three steps keeps working until no PSE is detected, as Algorithm 3
presented.

4 Experimental Evaluation

In this section, we will evaluate the performances of our method on a range
of datasets and networks: synthetic networks which simulates the structure of
social networks and real diffusion networks.

4.1 Evaluation Criteria

To evaluate the accuracy of our method, we consider three evaluation criteria:
the number of missing nodes, the structure of network and the infection time of
missing nodes. As stated above, G̃C is the inferred network and M ′ is the inferred
set of missing nodes. Since we have to know the relationship between the inferred
missing nodes and real missing nodes, we build the mapping between the inferred
missing nodes and real missing nodes to ensure the feasibility of evaluation, and
the mapping is denoted as f̃ . The evaluation is based on the comparison between
inferred ones and real ones.

– The inferred missing nodes.

f(M ′) = |{m|m∈M∩M ′}|
|M ′| , which is the precision of the inferred missing nodes.

– The inferred network structure.
Let E(M) be the set of edges in real networks which are related to the real
missing nodes, where E(M) = {(x, y)|x ∈ Mory ∈ M}. The evaluation func-

tion, f(G̃C) =

∣
∣
∣{(x,y)|(x,y)∈G̃C ,f̃(x)∈Morf̃(y)∈M}

∣
∣
∣

|E(M)| , which is the precision of the
inferred network.

– The inferred cascades.
We first compute the accuracy of infection time of a single node x, which

is h(x) =

c∑

i=1

min{ti
f̃(x)

,
˜
ti
x}

max{ti
f̃(x)

,
˜
ti
x}

c . Then, we consider all the missing nodes so that

f(C̃) =

∑

x∈M′∩M

h(x)

|M ′∩M | , which is the average accuracy of the missing nodes on
infection time.

4.2 Experiments on Synthetic Data

Experimental Setup. We consider the Kronecker Graph model to generate
the diffusion networks, and we consider core-periphery [0.9,0.5;0.5,0.3] network
structure. We then simulate the cascades on the generated network with the
transmission model and a given transmission rate. Each time we pick the starting
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nodes uniformly at random so that at least 95 % nodes are recorded in the
cascades. Once a node gets infected, we record the time of the infection and
mark it as infected status in case that it will be infected later. The transmission
model varies from exponential, power law and rayleigh, while the size of the
network varies from 64, 128 and 256. The parameters for finding the potential
paths are set as follows: γ = 1, η = 0.05.

Varying the Network Size. Intuitively, the larger the network is, the more
accurately our method is to work as other factors are fixed. From the Fig. 3(a), we
can see that the it is obvious the accuracy declines as the network gets larger. On
the network with 64 nodes, the accuracy of all the criteria is over 0.7. While the
network is larger, the accuracy is relatively lower. For example on the network
with 256 nodes, we can observe that the accuracy of inferred nodes and network
structure decrease by 15 %. This is due to the fact that, with the same number
of cascades, smaller network makes it easier to infer.

Varying the Cascade Size. It is easier for us to find the missing nodes when
the amount of cascades is larger, which can also make the result more accurate.
We generate the cascades at the beginning of the experiment carefully, and now
we examine the dependence on cascade size. Figure 3(b) plots the relationship
between the accuracy of our method and the cascade size. As expected, the
accuracy can be seen increasing when the number of cascades gets bigger.

Varying the Number of Missing Nodes. We also examine the results when
varying the number of missing nodes. Once we generate the network and the
corresponding cascades, we eliminate some nodes from the cascades, which are
the missing nodes we aim to find. We select nodes randomly from the networks
to be the missing nodes, which account for a specific proportion of all the nodes.
The proportion varies from 10 %, 20 % and 30 %. If there are few missing nodes on
the network, since we choose them randomly, they will disperse on the network.
When we have more missing nodes, two nodes may connected by one edge are
both missing. It is more difficult to infer the connected two nodes, compared with
one missing nodes between two known nodes. Figure 3(c) shows the accuracy
when varying the proportion of the missing nodes on the network.
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Fig. 3. Evaluation on synthetic data (Color figure online)
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Varying the Transmission Model. As mentioned above, we consider three
types of the transmission model: exponential, power law, rayleigh. The trans-
mission rate is 1 for exponential and rayleigh model and 0.5 for the power law
model. In Fig. 3(d), we observe that the accuracy of exponential model is better
than that of other two models. The accuracy of all the three criteria is over 65
%. Notice that given the same transmission rate, the variance of rayleigh dis-
tribution is larger than exponential distribution, it makes the inference much
harder and affects the accuracy in this case.

4.3 Experiments on Real Data

Dataset Description. The real data we use is extracted from the quotes and
phrases online that appear most frequently from August, 2008 to April, 2009.
The method we apply to trace information is MemeTracker Methology. For the
experiment, we use the network which has 500 nodes and over 3000 edges, and
the nodes we choose are the top-500 documents.
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Fig. 4. Evaluation on real data

Evaluation on Real Data. We range the proportion of missing nodes from 0 to
0.2 and examine how the performances of our method depends on the number of
missing nodes. We also take the three criteria into account as elaborated above
to evaluate our method, as the Fig. 4(a) shows. The accuracy of nodes is above
75 % in all cases, and comes to nearly 90 % when the proportion is 0.2. There
is also a rise on the accuracy of inferred cascade, which is eventually over 70 %.
Apart from these two criteria, we observe that the accuracy of inferred network
structure declines. Because the inferred structure is more complex when adding
the missing nodes thus it is more difficult for us to infer. Even though, we are
able to infer 40 % of the real network structure. However, note that some isolated
missing nodes may not be infected during on most of the cascades, adding one
of these nodes to the set of missing nodes will make the accuracy drop immedi-
ately. Thus the smoothing effect is carried on the curve of the accuracy. Because
of these uninfected missing nodes, we observe a decline on the accuracy at the
beginning, rather than rising all the time. With more missing nodes added, the
accuracy is tending towards stability. At the same time, we also examine the
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relationship of our method with the cascade size. From Fig. 4(b), we can observe
that the accuracy increases as cascade size becomes larger. The accuracy is com-
paratively lower when the number of cascade is small, because too few cascades
are not able to provide the information about the missing nodes. However, the
increment speed of accuracy is high at the beginning, and the accuracy can
be kept at a fair level over 50 cascades. The accuracy for nodes, structure and
cascade is 68 %, 37 %, 61 % respectively. After a period of spurt, the accuracy
increases slowly. When the cascade size is 500, the accuracy of inferred missing
nodes reaches 85 %.

5 Conclusion

We have proposed a new problem of inferring diffusion network with missing data
and developed a method to handle it. Evaluation on both synthetic data and
real data shows our algorithm can accurately recover the missing nodes, network
structure and cascades. Meanwhile, our method can handle various transmission
model, such as exponential, power law, rayleigh and other models. There are
some interesting problems for future work. Further concentration can be focus on
heterogeneous diffusion network. Moreover, an efficient and accurate algorithm
on inferring diffusion network is expected to improve the efficiency.
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Abstract. People today may participate in multiple social networks (Facebook,
Twitter, Google+, etc.). Predicting the correspondence of the accounts that refer
to the same natural person across multiple social networks is a significant and
challenging problem. Formally, social networks that outline the relationships of
a common group of people are defined as aligned networks, and the corre-
spondence of the accounts that refer to the same natural person across aligned
networks are defined as anchor links. In this paper, we learn the problem of
Anchor Link Prediction (ALP). Firstly, two similarity metrics (Bi-Similarity BiS
and Reliability Similarity ReS) are proposed to measure the similarity between
nodes in aligned networks. And we prove mathematically that the node pair with
the maximum BiS has higher probability to be an anchor link and a correctly
predicted anchor link must have high ReS. Secondly, we present an iterative
algorithm to solve the problem of ALP efficiently. Also, we discuss the termi-
nation of the algorithm to give a tradeoff between precision and recall. Finally,
we conduct a series of experiments on both synthetic social networks and real
social networks to confirm the effectiveness of our approach.

Keywords: Anchor link prediction � Social network � Topological
information � Aligned networks

1 Introduction

Social networks are becoming ubiquitous in our daily life. Formally, social networks
that outline the relationships of a common group of people are defined as aligned
networks. In practice, there are many aligned networks, e.g., Google+ and Facebook.
And the accounts that refer to the same natural person across aligned networks are
defined as anchor links, e.g., the account of Lady GaGa in Twitter and that in Facebook
form an anchor link. In this paper, we focus on predicting anchor links in aligned
networks, and we name this problem as Anchor Link Prediction (ALP).

ALP is an important task in social network analysis. Firstly, ALP is helpful in
constructing a portrait of a natural person, e.g., Facebook is a good representation of
people’s personal profile in life and LinkedIn is better to provide people’s job infor-
mation. Reconciling Facebook and LinkedIn may have a full outline of people on
different aspects. Secondly, leveraging anchor links, many business applications may
become easier, e.g., when people are registering new accounts in the social network,
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the system may recommend information to their friends in other social networks.
Thirdly, ALP is useful in solving the problem of conflict detection. e.g., many people
may assign incorrect personal information such as birthday in different networks.
Reconciling the networks can help improve the consistency.

In real life, topology information based ALP is useful in network De-anonymizing
problem [11]. Network owners often share networks with many third parties. To alle-
viate privacy concerns, most attributes are not available. For the third parties,
de-anonymizing the network is an important work. Thus, in this paper, we only use
topology information to solve the problem of ALP. [6, 7] are much related to ours. They
use common neighbor as node pair similarity and regard the unlinked node pairs with
the most common neighbors as anchor links. However, they mainly have two disad-
vantages. Firstly, many unlinked node pairs may have the most common neighbors at
the same time. As a result, they may hesitate in choosing the anchor links that conflict to
each other. Secondly, they conduct a one-time prediction for each anchor link. In other
words, they do not consider the correctness of the previously predicted anchor links in
the following iteration. Following, we conduct the contributions of our work.

Firstly, two similarity metrics, BiS and ReS, are proposed to measure the similarity
of node pairs. Compared with the other similarity metrics, we have two advantages:
(I) The unlinked node pair with the maximum BiS has higher probability to be an
anchor link. (II) A correct anchor link must have higher ReS.

Secondly, we present an algorithm (BiSP_ReSD) using BiS to do Prediction and
using ReS to do incorrect link Detection. In the algorithm, two processes (anchor link
prediction and incorrect link detection) are conducted iteratively. In anchor link pre-
diction step, the node pair with the maximum BiS is predicted as an anchor link. And in
incorrect link detection step, the anchor links with low ReS are regarded as the
incorrect ones. The time complexity of BiSP_ReSD is O DKD0K þ jLjð Þ in each itera-
tion, where D (or D0) is the average degree of the aligned network, L is the set of the
anchor links and K is a positive constant number. Also, we discuss the termination of
the algorithm.

Finally, we conduct a serious of experiments on both synthetic social networks and
real social networks to confirm the effectiveness of our algorithm.

The rest of the paper is organized as follows. In Sect. 2 we discuss related works. In
Sect. 3 we give the preliminary. In Sect. 4 we propose two similarity metrics. In
Sect. 5 we propose an algorithm to solve the problem of ALP. In Sect. 6 we show the
experimental results. In Sect. 7 we conclude the paper.

2 Related Work

ALP is firstly formalized as connecting corresponding identities across communities
[10]. They supposed that people prefer to use similar username across multiple net-
works. Further, [1, 2] utilize additional textual attributes (e.g., email address, image,
name) to improve the accuracy. Recently, [14] aims at identifying a certain user using
limited information. However, statistics in [3] shows that the significant attributes
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might be set unobservable or protected by people in purpose to protect self-privacy.
Thus, behavior information is recognized to solve the problem.

Recently, several behavior information based methods are proposed to solve ALP
[4, 5, 12]. [12] solves the problem mainly through people’s writing style, language
pattern and username modification. [5] supposes that people’s daily habits will perform
on both of the aligned networks. They focus on check-in time and check-in location.
And [4] conducts a sensor to detect the frequent behavior pattern in a fixed-length time
period. Traditionally, behavior information based ALP methods are based on machine
learning models and always require large amount of training data.

ALP can be regarded as maximum common subgraph problem [9, 13], whose goal
is to find a one-to-one mapping between the nodes in the aligned networks and
maximum the number of the overlapped edges. Network alignment problem is a
NP-hard problem. And most methods are heuristic and provide near optimal solution.
However, the time complexity of these methods is still high, which can be hardly used
to social networks.

A different work is studied in [11]. They study the problem of de-anonymizing
social networks, which is much related to ours. They iteratively predict new anchor
links and keep all the score of the anchor links higher than a fixed threshold. However,
this method is a heuristic method, there is no theoretical guarantees for their algorithm.

Inspired by [11], Korula and Lattanzi [7] formulate the problem mathematically and
they are the first to solve ALP with theoretical guarantees. [6] observes a strong
sensitivity of their algorithm to the number of the pre-linked anchor links: if the
pre-linked anchor links are too little, their algorithm would face the cold start problem.
Further [8] solves the cold start problem by reducing the precision of the result.

3 Preliminary

In this paper, we suppose that the aligned networks are subgraphs of an invisible
underlying network [7]. We use G� V�;E�ð Þ to denote the underlying network, where
V� denote the set of the nodes and E� denote set of the relationships between the nodes
in V�. We assume that the underlying network G�

fits power law distribution. In other
words, each node prefers to attach to the nodes with high attractiveness. Moreover, the
attractiveness of each node would be proportional to its degree. Thus, we approxi-
mately regard that each node in G� prefers to attach to the nodes with high degree. In
other words, given i� 2 V�, j� 2 V�, k� 2 V�, the edge ei�;j� is more likely to exist than
ei�;k� , if N j�ð Þj j[ N k�ð Þj j, where N j�ð Þ denotes the set of the neighbors of j� and N j�ð Þj j
denotes the size of the set N j�ð Þ.

We denote the couple of aligned networks that generated from G� as G V ;Eð Þ and
G V 0;E0ð Þ, where V�V�, V 0�V�, E�E� and E0�E�. Especially, we use 0 or nothing on
the top-right corner of a lowercase to distinguish a node in different aligned networks,
e.g., i 2 V and i0 2 V 0 denote the nodes in G and G0 respectively. For each node i 2 V
(or i0 2 V 0), we use ~i (or ~i0) to denote the original node of i (or i0) in G�. So we say an
anchor link i; i0ð Þ is correctly predicted if~i ¼ ~i0. We assume that the aligned networks G

340 S. Feng et al.



and G0 are generated by selecting the edges randomly from G� with the probability S
and S0 respectively, where both S and S0 are larger than 0:5. We would further discuss
the case of selecting nodes randomly in Sect. 6.

4 Similarity Metrics

4.1 Bi-Similarity BiS

We use BiS to measure similarity of the unlinked node pairs. Given a couple of aligned
networks G V ;Eð Þ, G V 0;E0ð Þ and an anchor link set L, we regard BiS of an unlinked
node pair a; a0ð Þ as

BiS a; a0ð Þ ¼
X

x;x0ð Þ2L Tðx;x0Þ a; a
0ð Þ; ð1Þ

where x; x0ð Þ is an anchor link in L. T x;x0ð Þ a; a0ð Þ is regarded as the similarity brought by
x; x0ð Þ. We denote T x;x0ð Þ a; a0ð Þ as transitive similarity from x; x0ð Þ to a; a0ð Þ.

T x;x0ð Þ a; a0ð Þ ¼
XK

k¼1
Pr x; k; að ÞPr x0; k; a0ð Þ; ð2Þ

where K is a constant number. Pr x; k; að Þ is the probability that a random surfer starts
from x and reaches at a after k steps without passing by the visited nodes. Pr x; k; að Þ
could be obtained through the paths from x to a.

For example, as shown in Fig. 1, G and G0 are a couple of aligned networks. We
regard x; x0ð Þ as an anchor link and we take T x;x0ð Þ c; c0ð Þ as an example. For k ¼ 1, we
have Pr x; 1; cð Þ ¼ Pr x0; 1; c0ð Þ ¼ 1=3. For k ¼ 2, we have Pr x; 2; cð Þ ¼ 1=3 and
Pr x0; 2; c0ð Þ ¼ 1=6. For k� 3, there is no path from x to c without passing by the visited
nodes. So we have T x;x0ð Þ c; c0ð Þ ¼ 1=6.

For a fixed anchor link x; x0ð Þ, it may spread transitive similarity to many other
unlinked node pairs. In our intuition, the more degree a and a0 have, the more likely
transitive similarity from x; x0ð Þ to a; a0ð Þ would exist.

Lemma 1. Each anchor link x; x0ð Þ has higher probability to spread transitive similarity
to a; a0ð Þ than b; b0ð Þ, if min N ~að Þj j; N ~a0ð Þj jð Þ[max N ~b

� ��� ��; N ~b0
� ��� ��� �

.

Prove. When K ¼ 1, the probability that x; x0ð Þ spreads transitive similarity to a; a0ð Þ
can be denoted as Pr ex;a; ex0;a0

� �
, which is the probability of existence of the edge ex;a

x a x' a'

G
b b'c c'

G'

Fig. 1. A simple example of aligned networks
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and ex0;a0 . We have Pr ex;a; ex0;a0
� � ¼ SS

0
Pr e~x;~a; e~x0;~a0

� �
. For any other node pair b; b0ð Þ,

where max N ~b
� ��� ��; N ~b0

� ��� ��� �
\min N ~að Þj j; N ~a0

� ��� ��� �
; we have Pr e~x;~b

� �
\Pr e~x;~a

� �
and

Pr e~x0;~b0
� �

\Pr e~x0;~a0
� �

. This is because each node in G� prefers to attach to the nodes

with high degree. So we have Pr ex;a; ex0;a0
� �

[Pr ex;b; ex0;b0
� �

. And the proof is com-
plete. For the case K[ 1, the proof is similar with the case of K ¼ 1.

Theorem 1. The node pair with maximum BiS is an anchor link with high probability.

Proof. According to Lemma 1, if ~a ¼ ~a0 and the degree of ~a is maximum in G�, each
anchor link would have higher probability to spread transitive similarity to a; a0ð Þ than
any other node pair. Thus, when the number of anchor links tends to be extremely
large, BiS a; a0ð Þ equals the sum of the probability that anchor links spread transitive
similarity to a; a0ð Þ. Thus, we say the node pair with maximum BiS must be an anchor
link.

4.2 Reliability Similarity ReS

Although Theorem 1 guarantees that the node pairs with the maximum BiS would
always be an anchor link, the real-world networks are not always well-designed. So we
propose ReS to measure whether an anchor link in hand is correct.

Definition 1 (Similarity Witness). Given a couple of aligned networks G;G0 and an
anchor link x; x0ð Þ. We denote x; x0ð Þ as a Positive Similarity Witness (PSW) of a; a0ð Þ,
if x is a neighbor of a and x0 is a neighbor of a0 simultaneously. And on the other hand,
we denote x; x0ð Þ as a Negative Similarity Witness (NSW) of a; a0ð Þ, if either x is a
neighbor of a or x0 is a neighbor of a0.

For example, as shown in Fig. 1, suppose b; b0ð Þ is an anchor link. We regard
b; b0ð Þ as a PSW of c; x0ð Þ, because b is a neighbor of c and b0 is a neighbor of x0. We
regard b; b0ð Þ as a NSW of x; a0ð Þ, because b is a neighbor of x and b0 is not a neighbor
of a0.

Formally, we present the formula of ReS as follow.

< a; a0ð Þ ¼ PSW a; a0ð Þj j= nþ NSW a; a0ð Þj jð Þ; ð3Þ

where PSW a; a0ð Þ is the set of PSW of a; a0ð Þ and NSW a; a0ð Þ is the NSW set. n is an
extremely small positive real number to avoid denominator to be zero.

Theorem 2. Given an anchor link set L, we suppose that all the anchor links in L are
correct. For any anchor link a; a0ð Þ in L, no other nodes i 6¼ a; i0 6¼ a0 would have

2.1 PSW a; i0ð Þj j � PSW a; a0ð Þj j and PSW i; a0ð Þj j � PSW a; a0ð Þj j.
2.2 NSW a; i0ð Þj j � NSW a; a0ð Þj j and NSW i; a0ð Þj j � NSW a; a0ð Þj j.
2.3 < a; i0ð Þ �< a; a0ð Þ and < i; a0ð Þ �< a; a0ð Þ.
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Proof. We firstly prove Theorem 2.1. We assume v; v0ð Þ is an anchor link in L, where
v 6¼ a and v0 6¼ a0. And the probability that v; v0ð Þ is a PSW of a; a0ð Þ can be denoted as

Pr ev;a; ev0;a0
� � ¼ SS0Pr e~v;~a; e~v0;~a0

� �
. And because both v; v0ð Þ and a; a0ð Þ are correctly

predicted, we have Pr e~v;~a; e~v0;~a0
� �

¼ Pr ev0;a0
� �

. For the other node i0 6¼ a0,

Pr ev;a; ev0;i0
� � ¼ SS0Pr e~v;~a; e~v0;~i0

� �
� SS0Pr e~v;~a

� � ¼ Pr ev;a; ev0;a0
� �

. And when the num-

ber of anchor links in L tends to be extremely large, we have

PSW a; a0ð Þj j ¼
X

v;v0ð Þ2L Pr ev;a; ev0;a0
� � ð4Þ

Thus, PSW a; a0ð Þj j gets maximum when ~a ¼ ~a0, and Theorem 2.1 is proved.
Next, we prove Theorem 2.2. We give the expansion of NSW a; a0ð Þj j

NSW a; a0ð Þj j ¼
X

v;v0ð Þ2L Pr ev;a
� �þPr ev0;a0

� �� 2Pr ev;a; ev0;a0
� �

¼
X

v;v0ð Þ2L SPr e~v;~a
� �

1þ S0Pr e~v0;~a0 je~v;~a
� �

1=SPr e~v;~aje~v0;~a0
� �

� 2
� �� �

;
ð5Þ

where Pr e~v;~aje~v0;~a0
� �

is the probability of the existence of the edge e~v;~a in the case that

the edge e~v0;~a0 exists. Based on the assumption S[ 0:5, we find only when both

Pr e~v;~aje~v0;~a0
� �

and Pr e~v0;~a0 je~v;~a
� �

equal 1, the formula gets minimum. In other words,

for any other nodes i 6¼ a; i0 6¼ a0, NSW i; a0ð Þj j and NSW a; i0ð Þj j would be larger than

NSW a; a0ð Þj j. And we recognize that only when ~a0 ¼ a0, Pr e~v;~aje~v0;~a0
� �

and

Pr e~v0;~a0 je~v;~a
� �

equal 1.

Theorem 2.3 can be proved easily based on Theorems 2.1 and 2.2.

5 Algorithm BiSP_ReSD

In this section, a novel algorithm BiSP_ReSD is presented to solve the problem of
ALP. We use BiS to do Prediction (BiSP) and use ReS to do incorrect link Detection
(ReSD).

Figure 2 shows the outline of BiSP_ReSD. Firstly, we compute each node pair’s
BiS and ReS brought by the pre-linked anchor links, and record them in a similarity
index M. Then we iteratively conduct our prediction and detection. In each iteration,
we firstly search for the unlinked node pair with the maximum BiS and regard this
unlinked node pair as a new anchor link. And then we compute the incremental
similarity brought by this new anchor link. Simultaneously, we carry out incorrect link
detection to check the incorrect anchor links.

All through the process, we focus on three issues. (1) How similarity index M
works and how to update M. Given a newly predicted anchor link, we would introduce
the incremental similarity computation in Sect. 5.1. (2) How to detect the incorrect
anchor links. In Sect. 5.2, we would describe the method to detect incorrect anchor
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links using ReS. (3) When to terminate the predicting process. In Sect. 5.3, we
introduce an early termination strategy to give a tradeoff between precision and recall.

5.1 Incremental Similarity Computation

Before describing incremental BiS and ReS computation, we would introduce the
similarity index M. As shown in Fig. 3, we record BiS of each node pair in each cell in
shadow. For ReS, we know ReS is consist of the number of PSW and NSW from
formula 3. And we have the following formula

NSW a; a0ð Þj j ¼ PN að Þj j þ PN a0ð Þj j � 2 PSW a; a0ð Þj j; ð6Þ

where PN að Þ is the subset of the neighbors of a that are linked nodes, and we denote
PN að Þ as positive neighbors (PN) of a. For example, in Fig. 1, we regard x; x0ð Þ and
a; a0ð Þ as two anchor links. We have PN bð Þ ¼ xf g and PN c0ð Þ ¼ x0; a0f g.

From formula 6, we could record ReS into similarity indexM easily. We separately
record PSW and PN of each node pair instead of ReS. For PSW, we would record it in
each cell in shadow just as BiS. And for PN, we would record it in the first row or the
first column of M in blank. So far, we have explained how M works.

Next, we introduce the method to compute incremental BiS. From formula 1, we
realize that BiS is the sum of transitive similarity from each anchor link. Thus, the
incremental BiS can be regarded as the transitive similarity spreading from the newly
predicted anchor link. Firstly, we would seek for the paths starting from the anchor
link. Then, we need to check whether the paths are the ones without passing by the
visited nodes. Finally, we would compute the incremental BiS using formula 2. We
realize that the computation cost of incremental BiS is proportional to the number of
the paths from the anchor link O DKD0Kð Þ, where D and D0 are the average degree of the
aligned network respectively.

x
a
b
c

x' a' b' c'
Stores BiS and the number of PSW

Stores the number of PN

Nodes in G'

Nodes in G

Fig. 3. Similarity index M

Similarity
Index M

Anchor
Link Set

New Anchor 
Link

Pre-linked
anchor links

Incorrect Link 
Detection

Anchor Link Prediction

Incorrect
Anchor Links

Incremental
Similarity

Fig. 2. Outline of BiSP_ReSD
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For incremental ReS, the newly predicted anchor link just influences the ReS of its
neighbors. For example, as shown in Fig. 1, we assume a; a0ð Þ is the new anchor link.
a; a0ð Þ would increase PSW of the node pairs in x; cf g � x0; c0f g, and a; a0ð Þ would
increase PN of x; cf g[ x0; c0f g, which would further change ReS of the node pairs
related to x; c; x0 and c0. Therefore, for the newly predicted anchor link u; u0ð Þ, we firstly
increase PSW of the node pairs that are in N uð Þ � N u0ð Þ. And then we would increase
PN of the nodes in N uð Þ [N u0ð Þ. We realize that the computation cost of incremental
ReS is O DD0ð Þ.

5.2 Incorrect Link Detection

According to Theorem 2, we consider an anchor link is correctly predicted if no other
related node pair has higher ReS than this anchor link. Thus, in incorrect link detection,
we should iteratively check each anchor link. For each anchor link, there may be
O Vj j þ V 0j jð Þ related node pairs at most. Therefore, the time complexity of incorrect
link detection is O Lj j Vj j þ V 0j jð Þð Þ in each iteration. We notice that the computation
cost is extremely high, and we would use PSW instead of ReS to conduct incorrect link
detection approximately.

Firstly, we collect the node pairs with top-uw numbers of PSW among the ones
related to the anchor link. And we think the node pair with the maximum ReS must be
in these node pairs. Then we compare ReS of these uw node pairs with that of the
anchor link in check. Using this approximate method, the time complexity is reduced to
O Lj jð Þ.

In total, the time complexity of our algorithm is O DKD0K þ Lj jð Þ in each iteration.

5.3 Early Termination

In realization, we notice that nodes with high degree are predicted with high accuracy.
But for the nodes with low degree, the prediction is not always satisfying. In this
section, an early termination is presented to give a tradeoff between precision and
recall.

Definition 2 (Reliability of Anchor Link Set). B and L0 are subsets of anchor link set
L. And all the anchor links in L0 are correct. We denote the reliability of set B as

< B;L0ð Þ ¼
P

a;a0ð Þ2B PSWL0 a; a0ð Þj jP
a;a0ð Þ2B NSWL0 a; a0ð Þj j ;

where PSWL0 a; a0ð Þ ¼ PSW a; a0ð Þ \ L0 and NSWL0 a; a0ð Þ ¼ NSW a; a0ð Þ \L0.

Theorem 3. We assume both B and L0 are subsets of anchor link set L and all the
anchor links in L0 are correctly predicted. If all the anchor links in B are also correct, we
have < B; L0ð Þ ¼ SS0= Sþ S0 � 2SS0ð Þ.
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Proof. We have

< B; L0ð Þ ¼
P

a;a0ð Þ2B
P

v;v0ð Þ2L0 SS
0Pr e~v;~a; e~v0;~a0

� �
P

a;a0ð Þ2B
P

v;v0ð Þ2L0 SPr e~v;~a
� �þ S0Pr e~v0;~a0

� �
� 2SS0Pr e~v;~a; e~v0;~a0

� �
.

Because the node pair a; a0ð Þ in B and v; v0ð Þ in L0 are correctly predicted, we have

~v ¼ ~v0; ~a ¼ ~a0. So Pr e~v;~a; e~v0;~a0
� �

¼ Pr e~v;~a
� � ¼ Pr e~v0;~a0

� �
. Theorem 3 is proved.

We use Theorem 3 to measure the quality of the recently predicted result. We
assume at time t the anchor link set is Lt ¼ l1; l2. . .lnf g, where li denote the predicted
anchor link at iteration i. And we construct a box Bt ¼ ln�uB

. . .ln
� �

with size uB to
record the recently predicted anchor links. If < Bt; L0ð Þ\ukSS

0= Sþ S0 � 2SS0ð Þ, we
recognize that the recently predicted anchor links may be not satisfactory. And we need
to terminate the algorithm. uk 2 0; 1ð Þ is a parameter to control the precision and recall
of the algorithm. When uk is large, the result has high precision and low recall. And
when uk is small, the result has low precision and high recall. Traditionally, uB is 100.
uB cannot be set too large or small. When uB is large, many incorrect predictions are
predicted. And when uB is small, the early termination is too sensitive and the algo-
rithm may be terminated too early.

We notice that SS0= Sþ S0 � 2SS0ð Þ is an invisible parameter and the correctly
predicted subset L0 is unavailable. But we notice that the nodes with high degree are
predicted early and with high accuracy. Thus, at each time t, we also construct a box Ht

Ht ¼ a; a0ð Þj a; a0ð Þ 2 L; N að Þj j[D; N a0ð Þj j[D0f g

The nodes in Ht are all with high degree. And we approximatively regard Ht as the
correctly predicted subset and we have < Ht;Htð Þ = SS0= Sþ S0 � 2SS0ð Þ. So the algo-
rithm terminates when we have < Bt;Htð Þ\uk< Ht;Htð Þ.

6 Experiments

6.1 Experiment Setup

Environment. All approaches are implemented using JAVA. All the experiments are
performed on the computer equipped with Intel i5-4590 CPU at 3.30 GHz and 8 GB of
main memory. The operating system is a 64-bit installation of Windows 7.

Datasets. As shown in Table 1, Facebook (we use F in short) is the communication
network between users in Facebook. DBLP (D) is a network recording the co-author
relationship between authors. Enron (E) is an email communication network of Enron.
Facebook, DBLP and Enron are all real-world networks labeled with timestamp. For
Facebook and Enron network, we generate aligned networks by taking edges in disjoint
time intervals. And we would select different set of papers to generate co-author
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aligned networks in DBLP. RG and PA are synthetic datasets. RG denotes the
underlying network fits random graph model, and PA denotes the underlying network
fits preference attach model [15]. All the synthetic datasets are generated by igraph.

6.2 Effectiveness Evaluation

Performance on Real-World Networks. We firstly analyze the effectiveness of our
algorithm on real-world datasets. We compare our methods with the method in [7]
(CN) and the method in [13] (MCS). For each dataset, we select different type of
pre-linked anchor links: high, low and random. In high (low) type, we select 10 %
anchor links whose degree are higher (lower) than average degree as the pre-linked
anchor links previously. We use FMeasure to evaluate performance of each approach.
As shown in Fig. 4, our method has higher precision and recall than CN and MCS in
most datasets. For different type of pre-linked anchor links, our method performs better
when the pre-linked anchor links have low degree. This is because the nodes with low
degree is hard to predict. When the pre-linked nodes have low degree, the prediction
become easier.

Performance on Synthetic Datasets. We conduct experiments on synthetic datasets
to prove the correctness of theoretical analysis. We regard RG and PA as the under-
lying network. Moreover, we generate aligned networks by deleting edges (nodes)

Fig. 4. Performance on real-world datasets

Table 1. Datasets

Network Number of nodes Number of edges

Facebook (F) 23,629 240,992
DBLP (D) 36,692 183,831
Enron (E) 317,080 1,049,866
RG 20,000 400,000
PA 20,000 399,791
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randomly with the probability of 0.8 (S and S0 are both 0.8). We use SEdge (SNode) to
denote different aligned network generation: selecting edges (nodes) randomly from the
underlying network. In the experiments, we randomly select 10 % underlying anchor
links as the pre-linked anchor links. As shown in Table 2, we have good performance
on synthetic datasets, especially on RG_ SNode and RG_SEdge. This is because the
degree of the nodes in RG fit average distribution. Compared with RG, many nodes
with low degree are in PA, which may cause incorrect prediction. Also, we recognize
the precision is lower than recall in RG_SNode and PA_SNode. This is because there
are many unique nodes that exist in only one of the aligned networks. And the simi-

larity between these nodes may be large enough to be an anchor link. Thus, we may
unavoidably regard them as anchor links.

Performance w.r.t. S; S0 and Pre-linked Anchor Links. In this experiment, we use
PA to conduct our experiment and generate aligned networks by selecting edge ran-
domly. We assume S ¼ S0, which means the overlap of the aligned networks is only S2.
As shown in Fig. 5, our algorithm performs better with the increase of the pre-linked
anchor links. And our algorithm performs better with the increase of S. That means the
more similar the two aligned networks are, the better performance we have. We also
notice that our algorithm has good performance even with little pre-linked anchor links.

6.3 Efficiency Evaluation

In this section, we mainly discuss the variation of the parameter in our algorithm. And
we will also show some characteristics of our algorithm.

Fig. 5. Performance w.r.t. S and pre-linked anchor links

Table 2. Performance on synthetic datasets

RG_SNode RG_SEdge PA_SNode PA_SEdge

Precision 98.70 % 100 % 92.36 % 96.99 %
Recall 99.83 % 100 % 94.53 % 93.55 %
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Performance w.r.t. K. In our algorithm, K controls the accuracy of BiS, which will
further influences the prediction of a new anchor link. We conduct our experiment on
Facebook and randomly select 5 % underlying anchor links as the pre-linked anchor
links. As shown in Table 3, we notice the time cost increases exponentially with the
increase of K. But there is not obvious change in FMeasure, this is because we conduct
incorrect link detection to figure out the incorrect ones. Especial, even when K equals
1, our method has good performance. So the optimal value of K is 1.

Performance w.r.t. uw. uw is much related to the efficiency of the incorrect link
detection. We conduct our experiment on Facebook and randomly select 10 %
underlying anchor links as the pre-linked anchor links. As shown in Fig. 6, we vary uw
from 4 to 12. We notice that both precision and recall have an obvious increase with uw
varied from 4 to 8. When uw gets larger than 8, recall remains unchanged and precision
increase slowly. So we conclude that uw is suitable to be 8.

Performance w.r.t. uk and uB. We conduct experiments on Facebook and randomly
select 10 % underlying anchor links as the pre-linked anchor links. As shown in Fig. 7,
both precision and recall have obvious decrease with the increase of uk. And precision
gets maximum when uk equals 0.6. Although a lower uk may improve the recall, the
precision may decrease obviously. And in Fig. 8, we discuss the optimal setting of uB.
Recall increases hardly with uB varied from 50 to 100. This means that when uB ¼ 50,
many anchor links cannot be identified. And both precision and recall tend to be steady
with uB varied from 100 to 200. So the optimal value of uB is 100.

Efficiency of Early Termination. In early termination, we employ Bt and Ht to record
the recently predicted anchor links and anchor links with high degree at iteration t. We
record < Bt;Htð Þ and < Ht;Htð Þ in each iteration. We conduct our experiment on
Facebook and randomly select 10 % underlying anchor links as the pre-linked anchor

Fig. 6. Performance w.r.t. uw

Table 3. Performance w.r.t. K

K ¼ 1 K ¼ 2 K ¼ 3

Time(ms) 161,498 643,985 1,918,166
FMeasure 92.53 % 93.51 % 93.66 %
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links. As shown in Fig. 9, we use Bt and Ht to denote < Bt;Htð Þ and < Ht;Htð Þ
respectively in each iteration t. We find that Ht is relatively stable. And in the previous
19000 iteration Bt varies around Ht. But in the latter iteration, Bt is much lower than Ht.
And during these iteration, nodes with low degree are predicted incorrectly. So early
termination is useful in improving the precision.

Fig. 9. Efficiency of early termination (Color figure online)

Fig. 8. Performance w.r.t. uB

Fig. 7. Performance w.r.t. uk
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7 Conclusion

In this paper, we firstly propose two similarity metrics to evaluate the similarity
between the node pairs in aligned networks. Then we present an algorithm BiSP_ReSD
to solve the problem ALP. Finally, we test the effectiveness of our method on both
synthetic social networks and real social networks. Comparing with other methods, we
conduct incorrect link detection to detect the incorrect ones. In the future, we would
further take user community information into consideration to answer ALP.
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Collaborative Partitioning for Multiple Social
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Abstract. Plenty of individuals are getting involved in more than one
social networks, and maintaining multiple relationships of social net-
works. The value behind the integrated information of multiple social
networks is high. Howerver, the research of multiple social networks has
been less studied. Our work presented in this paper taps into abundant
information of multiple social networks and aims to resolve the initial
phase problem of multi-related social network analysis based on MapRe-
duce by partition the mutli-related social networks into non-intersecting
subsets. To concretize our discussion, we propose a new multilevel frame-
work (CPMN), which usually proceed in four stages, Merging Phase,
Coarsening Phase, Intial Partitioning Phase and Uncoarsening Phase.
We propose a modified matching strategy in the second stage and a
modified refinement algorithm in the fourth stage. We prove the effec-
tive of CPMN on both synthetic data and real datasets. Experiments
show that the same node in different social networks is assigned to the
same partition by 100 % without sacrificing the load balance and edge-
cut too much. We believe that our work will shed light on the study of
multiple social networks based on MapReduce.

1 Introduction

With the rapid development of computer science and technology, online social
networks like Twitter, Facebook, QQ, Wechat, Microblog, etc., have become
ubiquitous in our daily life. Undoubtedly, Facebook is replacing our address
books and Skype calls have shorten our distance and have become an important
communication medium. To enjoy more social services, an army of individuals is
getting involved in various social networks and maintaining distinct social circles
in differnt networks simultaneously. The users own more than one account in
various networks are called anchor nodes.

Given the facts above, the studies of multiple social networks begin to capture
researchers’s attention [1–3]. The information behind single social networks isn’t
so sufficient as multiple social networks. The utilization of integration informa-
tion from multiple networks enhances the accuracy and efficiency of social net-
works applications. An intuitive example is friendship recommandation, through
co-processing, the information of multi-related networks can be integrated and
the one with higher probability is more likely to be recommended.
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 353–364, 2016.
DOI: 10.1007/978-3-319-39937-9 27
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Fig. 1. A comparison of graph partitioning for a single network and for multiple net-
works. The edges cut off with red dotted line are the edge-cut. The nodes filled by
different colors represent the anchor nodes, the nodes with the same color in different
networks (see[b]) are the same users.

However, as the network continues to expand, the analysis of the whole social
networks is a significant challenge, especially when the relationships of different
social networks are taken into account. Traditional analysis methods based on
single machines are not suitable for the requirement of performance anymore.
MapReduce, a progromming paradigm proposed by Google, gives us a new app-
roach to solve large-scale social network analysis problem by making use of the
power of multi-machines [4–6]. Social networks analysis based on MapReduce
needs to divide the whole social networks into multiple non-intersecting sub net-
works. Consequently, the sub networks in different server can be analysed in
Map phase separately. The result of Map phase can be transmitted to Reduce
phase to form the final result. On that account, the quality of partitioning is the
key factor affecting social networks analysis based on MapReduce.

In this paper, we attemped to address the collaborative partitioning for mul-
tiple social networks that integrates heterogeneous information of different net-
works through the anchor nodes. For simplicity, the initial weight of all the
edges is equal 1. Although a large body of literature has appeared in the graph
partitioning (GP) for a single network, the GP for multiple networks has been
less studied. The GP for a single network try to ensure the load balance and
the edge-cut minimization. In addition to the above two goals, the collabora-
tive partitioning for different related networks has the requirement to put the
same nodes of multiple networks into the same paritions. With that, data local-
ity can be further improved and communication overhead among servers can
be reduced. When dealing with multiple networks, the load balance means the
weight of nodes of different networks in the same partitions is roughly equivalent
(Fig. 1).

A novel multilevel k-way partitioning for multiple networks is proposed to
try to address those problems. In this paper, (1) we propose a new framework
(CPMN) to tackle the multiple graph partitioning problem. (2) We propose a
modified coarsen algorithm for multiple networks. (3) We develop a modified
refinement algorithm to generate a k-way partition and always guarantee the
same node in the same partition without sacrificing load balance and edge-cut.

The rest of paper is organized as follows: Sect. 2 is about related work. In
Sect. 3, we formulate the problem. Section 4 is about the detail of our framework
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and strategies. Some experiments are conducted to show the performance of our
framework in Sect. 5. We make a conclusion in Sect. 6.

2 Related Work

Mathematically, the problem of social networks partitioning can be solved by
graph partitioning. Typically, graph partitioning problem falls under the cate-
gory of NP-complete problem [7]. Thus, it is unlikely to find an optimal partition
algorithm in polynomial-time. Many traditional algorithms are developed based
on heuristics to find reasonable partitions. In this section, we will briefly intro-
duce some classical algorithms related to our work.

We group algorithms into four clusters based on the idea for graph partition-
ing. The first class is moving algorithm that includes group migration algorithm,
genetic algorithm (GA) [8], simulated annealing (SA) [9] etc. Group migration
algorithm is the most commonly used among them. Kernighan-Lin algorithm
(KL) [10] and Fiduccia-Mattheyses method (FM) [11] are the ground-breaking
network partition methods which aim to divide a network into 2 balanced parti-
tions. Given an initial bisection, the KL method tries to find a sequence of node
pair exchanges that lead to a reduction of the cut size. A single iteration of the
KL leads O(|N |3) time consumed. KL is so important that plenty of algorithms
are inspired by it. FM is one of variations of KL algorithm that tries to reduce the
time cost. Different from KL which chooses node pair to exchange, FM selects
single node to move. Therefore, the time cost can be reduced to O(|E|).

Another class algorithm is base on the idea of analytic geometry. One of
the representative algorithms is spectral partitioning method [12,13]. Given a
graph with adjacency matrix A and degree matrix D, the basic idea of spectral
partitioning is computing the eigenvector of laplacian of matrix that is defined
as L = D − A. The graph is divided into bisection through the sign of the
corresponding vector entry. However, the price of this method is very high due
to the computation of the engenvector corresponding to the second smallest
eigenvalue [14].

The third class of graph partitioning algorithms makes full use of the geo-
metric information of the graph nodes which can be called Geometric partition-
ing algorithms. Taking recursive coordinate bisection (RCB) [15] and inertial
method [16] as example, RCB selects a coordinate axis and then tries to find a
plane, orthogonal to the selected axis, that can bisect the nodes into equal sub-
sets.Instead of selecting a coordinate axis, the axis of minimum angular momen-
tum of the set of nodes is choosen in Inertial method.

The last class of algorithms is called multilevel graph partitioning schemes
[17–21]. First, the graph is first coarsened down to a small number of vertices,
then a reasonable initial partitions of the smallest graph is computed, and then
the partitioning is sucessively refined level by level with refinement algorithms.
Therefore, partitions of original graph are obtained. Multilevel algorithms have
been shown to be good iteratives to both spectral and geometric algorithms [12].

The graph partitioning for multiple networks has been less studied. To our
best known, synergistic partitioning in multiple large scale social networks [22]
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is the first and the only one to study. It divides the first datum network with
multilevel k-way partitioning method into k partitions, then applies a modified
label propagation algorithm (LPA) to divide aligned network.

3 Problem Formulation

In this section, the concepts of multiple social networks are described and the
problem that this paper focses on is formulated (Fig. 2).

Definition 1 (Multiple Social networks). Mathematically, a network can be
described as Gi = (V i, Ei)(i = 1, 2, ..., t) , where V i and Ei represent the set of
nodes and edges of the Gi, respectively. We use n = |V i| and m = |Ei| to record
the number of nodes and edges. The sequence of graphs (G1, G2, ..., Gt) corre-
sponds to the multiple social networks. The networks mentioned in this paper are
undirected and unweighted networks.

Definition 2 (Anchor nodes and Non-anchor nodes). The same users
invoved in different social networks are called anchor nodes. The set constructed
by the anchor nodes are anchor nodes set A, and A = ∩V i, 1 < i < t. Besides
the anchor nodes, the left nodes are non-anchor nodes. These non-anchor nodes
constitute the non-anchor node set NA, NA = ∪nai , where nai is the non-
anchor nodes set of the ith graph. It just shows the relationship of anchor nodes
set A and non-anchor node NA: A ∩ NA = �, A ∪ NA = ∪V i, 0 < i < t.

Definition 3 (Merged network). When the anchor nodes are known, the
graphs can be merged through the links. That means the merged graph of
(G1, G2, ..., Gt) can be described by G = (V,E) where V = ∪V i, E = ∪Ei,
0 < i < t. When combined, the nodes are assigned new numbers.

There are three concerns that need to be thought highly in collaborative
partitioning for multiple social networks with anchor nodes. Anchor nodes come
to be the first. If all the anchor nodes are allocated to the same partitions

Fig. 2. Diagrammatic sketch of CPMN. The same color in different networks represents
the corresponding anchor pair. [I,II] shows the result of CPMN taking the anchor
nodes into consideration. [III,IV] is the result of an independent partitioning method.
Compared the partition results of networks, [I,II] obtains better partitions than [III,IV]
in the load balance and edge-cut minimazation.
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respectively, the data locality will be improved and the communication between
partitions is reduced simultaneously. The partitions should ensure the equal task
of each processor to avoid the waiting delay and reduce the time cost. Meanwhile,
more communication means worse efficiency and more time consumed. Add it all
up, we can summarize our goals of collaborative partitioning for multiple social
networks with anchor nodes as follows:

1. To make sure the same nodes in different networks could be aligned to the
same partitions respectively.

2. As far as possible to ensure that balance of multiple social networks.
3. Minimize edge-cut of different partitions.
Mathematically, the graph partitioning for multiple networks with anchor

nodes could be described as: For a given running configuration Rp =
(G1, G2, ..., Gt, A, k), and try to find k subsets P1, P2, ..., Pk of V such that:

max(
∑

v∈A count(v)
|A| ) count(v) = 1 if Pi[Ai[v]] is the same. (1)

In (1), Pi[v] is the partition the node v in the ith network belongs to. And
Ai[v] is the label of anchor node v in the ith network.

min(
max(

∑
v∈Gi and v∈Pj

WPj
(v))

∑
v∈Gi W (v)

k

) i ∈ [1, t] and j ∈ [1, k] (2)

In (2), W (v) represents the weight of node v and Pj is one of the partitions,
Gi is one of the multiple social networks.

min(
t∑

i=1

Cuti) (3)

In (3), Cuti is the number of edge crossing partitions in the ith network.

4 Proposed Methods

In this section, we describe a framework for collaborative partitioning for
multiple social networks with anchor nodes, and the framework is called CPMN.

SPMN proposed in [22] divides the processing into two stages: datum gener-
ation stage and network alignment stage. Different from that, this paper intends
to put forward a strategy of merging multiple networks into a larger graph firstly
on GP for multiple networks. And then, inspired by the multilevel k-way parti-
tioning proposed by Karypis and Kumar [23,24], we try to take advantage of the
multilevel methods to divide the merged graph into k partitions. Therefore, the
framework of CPMN falls into four phases: merging phase, coarsening phase, ini-
tial partitioning phase and uncoarsening phase. The paradigm can be illustrated
in Fig. 3. Next we will describe each of these phases in more detail.
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Fig. 3. Diagrammatic sketch of the framework of collaborative partitioning for multiple
networks with anchor nodes: Merging, Coarsening, Initial partitioning and Uncoarsen-
ing.

4.1 Merging Phase

During the merging phase, For two (G1, G2), the merging phase will apply a
merging method to generate a merged and larger graph G = (V,E) where V =
V 1 ∪ V 2, E = E1 ∪ E2 according to the anchor nodes set A. In order to be
good with respect to the original graphs, the adjacent nodes of anchor nodes
are merged, while the repeated edges are excluded. We add an array to identify
the networks that nodes belong to. Thus the information of different networks is
preserved. Also the weight and size of the nodes are held, while the non-anchor
nodes and the connectivity information remain unchanged. However, the number
of nodes from multiple networks is reallocated. The process is the preparations
of collaborative partitioning for multiple networks so that the same node of
different networks can always be aligned into the same partition.

4.2 Coarsening Phase

The phase aims to reduce the size of merged graph G0 = (V0, E0) and generate
a sequence of smaller graphs G1, G2, ..., Gm, such that |V1| > |V2| > ... > |Vm|.
The stage is achieved by collapsing the nodes and edges. The node of Gi+1

consists of a set of nodes of Gi. Let V x
i be the set of nodes of Gi combined to

form node v of Gi+1, and Ey
i be the set of adjacent edges of V x

i combined to
form edges e that node v of Gi+1 is adjacent to. In order to be good respect
to the original graph and preserve the connectivity information in the coarser
graph, the three formulas are used.

⎧
⎪⎨

⎪⎩

W (v) =
∑

u∈V x
i
W (u)

W (e) =
∑

d∈Ey
i
W (d)

W (I) =
∑

u∈V x
i
I(u)

(4)

Here, the I(v) means the identity of the node v that used to differentiate which
networks the node v belongs to.

The core of the compression is to find a matching [18]. A matching is an edge
set that no more than two edges are incident on the same node. Considering a
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graph Gi+1 = (Vi+1, Ei+1) is produced by Gi = (Vi, Ei) through a matching Mi.
Hence

W (Ei+1) = W (Ei) − W (Mi) (5)

Consequently, the key point of coarsening phase is looking for the maximal
matching that contains all the edges that satisfy the condition of matching. This
method is called heavy edge matching (HEM) [25]. We proposed a modified
heavy edge matching method (MHEM) to adapt to the new multiple networks
environment.

For a given node v, instead of choosing a maximal weight simply, we choose
the node that belongs to different networks with v and the weight of link is
maximized so that the load balance of different networks is easier to satisfy. If
such node does not exist, the anchor node of adjacent to v is chosen. However, if
both the conditions are not satisfied, we choose the maximal weight as alterna-
tive choice. Overall, the nodes from different networks have the highest priority.
The anchor nodes follow. The nodes only with maximal weight have the lowest
priority. Note that this algorithm does not guarantee the coarsest graph to own
equal nodes of different networks, but our experiments show that it works well.

4.3 Initial Partitioning Phase

The phase is to compute a k-way partitions of the coarsest graph Gm = Vm, Em,
in which the abundant information of different networks are contained to enforce
the balance and minimization of edge-cut of multiple networks. Each partition
contains roughly |V 1

0 |/k and |V 2
0 |/k node weight of the original multiple net-

works. In our algorithm, the k-way partition of Gm is computed using the mul-
tilevel bisection algorithm [25].

4.4 Uncoarsening Phase

The last phase of our framework CPMN is to project the partition Pm of the
coarser graph Gm back to the original graph through the intermediate graphs
Gm,Gm−1,...,Gm. Meanwhile, the refinement algorithm are applied to optimize
the result of partition so that the load balance and minimal edge-cut are achieved
with an acceptable error.

The Greedy Refinement (GR) method which is the variation of FM is proved
to be an efficiency method. Inspired by the idea of GR, we proposed a modified
GR algorithm (MGR) to refine the partitions.

In particular, MGR works as follows. Consider a graph Gi = (Vi, Ei), and its
partitions vector Pi. First, the nodes are visited in a random order. ED[v]b and
ID[v] are the external degree of v to partition b and the internal degree of v,
respectively. If the node v is one of the boundary nodes set B, and the moving
of v in partition to partition b doesnt violate the balance condition.

⎧
⎪⎪⎨

⎪⎪⎩

WG1(a) − WG1(v) > Wmin
G1

WG1(b) + WG1(v) < Wmax
G1

WG2(a) − WG2(v) > Wmin
G2

WG2(b) + WG2(v) < Wmax
G2

(6)
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Table 1. Data sets of basic test on syn-
thetic data

Graph1 Graph2

n m n m

5000000 50774773 5100000 55148024

Table 2. Data sets of merging graph of
Table 1 through different anchor nodes set

D1 D2 D3

n 8430000 8850000 9100000

m 105922786 105922786 105922788

Anchor 1670000 1250000 100000

Table 3. Data sets of scalability test

D4 D5 D6 D7

n 2025000 3600000 5350000 7100000

m 17613495 32550359 66771683 88170368

Table 4. Data sets on real networks

Foursquare Twitter Anchor

n m n m n

1063989 28199331 6487891 12227875 413178

Wmin
Gi and Wmax

Gi are the minimal and maximal weight the network Gi allowed.
Also the node |v| to be moved should satisfy one of the conditions:

1.ED[v]b > ID[v] and ED[v]b is the maximum among all b ∈ B.

2.ED[v]b = ID[v] and
{
WG1(a) − WG1(b) > WG1(v)
WG2(a) − WG2(b) > WG2(v) .

That is, the MGR moves v to a partition that results in the highest reduction
in edge-cut without violating the balance condition or leads to the improvement
of load balance. When the moving finished, the external degree and internal
degree of adjacent nodes of node v should be updated. Therefore, the quality of
partitions of collaborative partitioning for multiple networks can be promoted
greatly during the uncoarsening phase.

5 Experiment Result

5.1 Experiment Environment and Data Set

In this paper, all the experiments are running on a server (Intel(R) Xeon(R)
CPU E5-2403 0 @ 1.80 GHz, memory 64 GB) with 64-bit CentOS.

Data sets used can be divided into two categories: virtual networks and real
social networks. Virtual networks are generated by LFR benchmark by changing
parameters that LFR needs. Data sets used in basic experiment can be found in
Tables 1 and 2. Table 3 shows the data sets we use in experiments on scalability.
The two real social networks used in experiments are Foursquare and Twit-
ter, which are crawled from May 7th to June 9th. 1,064,011 users are crawled
in foursquare, about 413,182 users among them have registered in twitter as
well. Number of followers and number of these 413182 users follow in Twitter
are 1,030,855,018 and 187,295,465 respectively. To compare the performance of
CPMN and Metis, we choose a subset of twitter whose size is roughly equal to
foursquare. Detail information is llustrated in Table 4.
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SPMN is based on MapReduce, it is unfair to compare CPMN and SPMN.
Therefore, the baseline method used to compare with CPMN framework is Metis,
the state-of-the-art method for a single network. To envaluate the accuarcy and
balance performance of the framework CPMN, NMI (Normalized Mutual Infor-
mation) [26] of anchor nodes and and edge-cut in multiple networks is computed
by (1) and (3).

5.2 Experiments and Results

In this section, experiments results are shown to evaluate the performance of
CPMN. The results of Metis is the addition of results of multiple networks so
that the experiments results can be compared with CPMN.

(a) (b)

(c) (d) (e)

Fig. 4. Experiment results of CPMN on basic test of performace. (a): Edge-cut;
(b): Time test; (c)(d): balance of the two graph; (e): NMI test. All the results are
shown on the partitions of different anchor nodes of multiple networks. A1,A2,A3 rep-
resent the results of different anchor nodes on metis.

Performance of CPMN: Extensive empirical study shows our framework
works well. The data sets can be seen in Table 3. From Figs. 4(a) and (b), we
can see that curves of the Metis and CPMN changes are similar. However, the
edge-cut ratio (time consumptions) of CPMN is higher than Metis during parti-
tion process. The reasons are as follows. First, the structure of merged graph is
more complex and contain more intricate interactions. Second, in each phase of
CPMN takes the anchor nodes into consideration. The results with more anchor
nodes tend to generate more edge-cut and time consumption. It indicates that
anchor nodes are the main reason for edge-cut sets and time consumption.

Figures 4(c) and (d) show the load balance of multiple networks. Although
the unbalance of CPMN is a bit higher than Metis. Obviously, the unbalance is
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(a) (b)

(c) (d) (e)

Fig. 5. Experiment results of CPMN on scalability test of performace. (a): Edge-cut;
(b): Time test; (c)(d): balance of the two graph; (e): NMI test. All the results are shown
on different size of multiple networks.

(a) (b)

Fig. 6. Experiment results of CPMN on real networks test. (a): Edge-cut; (b): Time
test. All the results are tested on two real social networks.

limited to 5 % that meets the requirement of collaborative partitioning. Because
CPMN takes the anchor nodes and the relationships of multiple networks into
account. From Fig. 4(e), we can see the NMI of CPMN is perfect compared with
Metis. No matter what k and anchor nodes size is, the NMI remains unchanged
at 100 % while NMI of Metis is falling down from 50 %. That’s because Metis
performs the division processes without considering any anchor nodes, but the
merging phase of CPMN makes NMI keeping 100 % level.

Scalability of CPMN: Table 3 shows the datasets for the experiment. From
Figs. 5(a) and (b), the comparison of CPMN and Metis on scalability is shown.
The growth of edge-cut ratio and time consumption of CPMN appear to be
similar with Metis. In Fig. 5(c) and (d), balance graph of multiple networks
show non regularity owing to the random of networks. Similar with the basic
experiments, the unbalance is limited to 5 %. From Fig. 5(e), NMI of CPMN and
Metis stay fairly constant while the size of networks increase. Thus, we can see
NMI is not related to the network size but k. The NMI of CPMN stays 100 %
while Metis remains at a low level which is less than 50 %.
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Performance on real social networks: The detail information about the two
real social networks can be seen in Table 4. Here, we show parts of the experi-
ments results as representative for the tendency of other results are similar with
basic experiments. Figure 6 shows that our CPMN is comparable with Metis.
The result of CPMN cuts off more edges than Metis and consumes more time
because of the existence of anchor nodes. Despite all that, the same nodes in two
real social networks are always divided into the same partition.

6 Conclusion

From the experiments on both synthetic and real data, we can see CPMN is
an effective method to partition multiple social networks. The improvement of
NMI of anchor nodes can be seen in Sect. 5. Actually, the anchor nodes pairs
are assigned to the same partitions at 100 % level while it still keeps reasonable
load balance of multiple networks. For a variety of reasons, the edge-cut and
time consumption need to be further improved which may be the next potential
research. Currently, our framework meets the basic requirements of collaborative
partitioning of multiple networks. Making full use of the partitions of multiple
related networks, it is easier to access to the social networks analysis based on
MapReduce.
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Abstract. Graph matching (GM) is a fundamental problem in computer sci-
ence. Two issues severely limit the application of GM algorithms. (1) Due to the
NP-hard nature, providing a good approximation solution for GM problem is
challenging. (2) With large scale data, existing GM algorithms can only process
graphs with several hundreds of nodes.
We propose a matching framework, which contains nine different objective

functions for describing, constraining, and optimizing GM problems. By
holistically utilizing these objective functions, we provide GM approximated
solutions. Moreover, a fragmenting method for large GM problem is introduced
to our framework which could increase the scalability of the GM algorithm.
The experimental results show that the proposed framework improves the

accuracy when compared to other methods. The experiment for the fragmenting
method unveils an innovative application of GM algorithms to ontology
matching. It achieves the best performance in matching two large real-world
ontologies compared to existing approaches.

Keywords: Graph matching � Optimization � Ontology matching � Algorithm

1 Introduction

Structured data has to be searched, identified and recognized in many fields such as
artificial intelligence, computer vision, and knowledge engineering. It is most efficient
to represent structured data using graphs, because computers can handle graphs effi-
ciently and effectively. This prevalent way of depicting data gives rise to a lot of
powerful graph based algorithms. A notable one among them is graph matching (GM).
The GM problem can be described as finding the optimal correspondence between two
given graphs. To make it more clear, the alignment result is the best fit for graph
structures and labels of vertices according to specific criteria. The GM can be for-
mulated as a quadratic assignment problem (QAP) known to be NP-hard [1].

There are no universally efficient methods for solving the general NP-hard GM
problems. Even simple problems with as few as ten variables can be extremely chal-
lenging to solve, while problems with a few hundred variables can be utterly intract-
able. Existing methods tend to solve GM using approximation techniques.

© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 365–377, 2016.
DOI: 10.1007/978-3-319-39937-9_28



This paper investigates the existing GM algorithms in detail. It presents a standard
framework containing multiple object functions for describing, constraining, and
optimizing GM problems and reducing the computational cost.

Applying our framework has three benefits: First, the representation is natural,
succinct, and practical. Its simplicity endows the framework with the quality that it can
be easily adjusted to different settings and developed to process more complex prob-
lems. Second, it generalizes and improves the state of the art Path-following (PATH)
[4] algorithm and its extensions, by providing alternative objective functions to
enhance the matching performance. Third, a novel fragmented form of GM greatly
improves the computational scalability of GM by partitioning the graphs according to
previous knowledge. We will illustrate the benefits of our GM framework in synthetic
and benchmark datasets and real Ontology Matching problems.

2 Related Work

The development of GM algorithms has been explored in several surveys [1, 2].
Traditionally, three groups of approximation strategy are adopted by GM algorithms:
spectral relaxation, semi-definite programming (SDP), and doubly-stochastic relax-
ation. Previous surveys have proved lots of approaches of GM methods to be theo-
retically or practically outdated. Recent research on approximation methods mostly
adopts the doubly-stochastic relaxation algorithms [3], with justifiable reasons. First,
the drawback of spectral relaxation methods is that the spectral embedding of graph
vertices is not uniquely defined [2]. Second, although SDP methods have the theo-
retical guarantee [11] to solve a polynomial time relaxation problem by approximating
the original problem to at least 87.9 percent. For many NP-hard problems, it is too
expensive to use SDP approaches in practice, because the method squares the problem
size. In this paper, we only focus on the recent progress made through
doubly-stochastic relaxation.

Usually, stochastic relaxation methods adopt a two-step scheme: firstly, solving a
continuously relaxed problem instead of the original discrete problem; secondly,
rounding the approximate solution to a binary one, i.e. converting the global optimal
solution of relaxed problems to feasible solutions of the original problem. The limi-
tation exists because the rounding step greatly reduce accuracy because it is inde-
pendent of the cost function. However, a set of PATH and its extended algorithms have
been proposed to overcome these shortcomings. By converting the global optima of the
relaxed problem to a feasible solution of the original problem through a carefully
designed path, the algorithms greatly reduce the precision loss in the former “rounding”
step. This set of algorithms leads to top quality performances on GM problems.

The original PATH [4] introduces the initial algorithm and provides a solution for
undirected same-vertex-sized GM. [5] further extends the algorithm to process directed
graphs and in [8], researchers finally tackled the well-defined directed partial matching
problem. [6, 7] adopt a more general formulation, as was introduced by Lawler [9].

Excluding these PATH-based strategies, recent research shows heuristic approa-
ches can be developed to solve large scale GM problems. Authors in [10] designed a
greedy mechanism to optimize the GM objective by maximizing the gain of objective
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value at each time when a matching pair is selected. The approximate algorithm named
SiGMa leverages both individual and structural information in a scalable manner which
can handle million-vertex-sized GM. However, it is widely accepted that heuristic is
deficient in GM area. Heuristic methods are flawed when the data and information is
scattered globally, rather than accumulated around local regions. In order to get a
satisfying solution on universal situations, we mainly focus on the approximation
methods in this paper.

Moreover, a notable trend arises in the GM field. In addition to optimization-based
work, probabilistic frameworks show a promising ability to solve traditional problems
[12, 13].

3 Graph Matching

In this Sect. 3.2 we formulate GM problem and propose a set of objective functions as
a result. Then we analyze and prove their equivalence to each other. Finally in
Sects. 3.3 and 3.4 we present our algorithm by introducing the convex/concave
relaxation of the objective functions and the mechanism of PATH.

3.1 Notation

The following symbols are used, without specific declaration:

Capital letters denote a matrix X;
Lower-case letters with indices xi1i2 denote the element in ith1 row and ith2 column of X;
A� B is the Kronecker products of A and B;
Bold lower-case letters denote a column vector u;
R

� denotes real number R� 0.

3.2 Problem Formulation

The graphs in GM may have associated labels to all its vertices and the objective is to
find an alignment that fits both the labels and graph structures well at the same time.

A graph G ¼ V ;Eð Þ is denoted by a finite set of vertices V ¼ fv1; . . .; vng and a set
of directed edges E ¼ e1; . . .; emf g; ei 2 V � V . The edges can be equivalently pre-
sented by the weighted incidence matrix A 2 R

�
n�n, where a non-zero element ai1;i2

indicates an edge from the ith1 vertex to the ith2 vertex of V .
A pair of graphs to be matched are given by G1 ¼ V1;E1ð Þ; V1j j ¼ n1 and G2 ¼

V2;E2ð Þ; V2j j ¼ n2 along with their weighted incidence matrices A1 2 R
�
n1�n1 and

A2 2 R
�
n2�n2 . In order to quantify the similarities between graph labels, a vertex affinity

matrix is also given by Kv 2 R
�
n1�n2 with kvi1;i2 to measure the similarity between the ith1

vertex of V1 and the ith2 vertex of V2.
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Vertex matching matrix X 2 Pn1�n2 defines the possible mapping between vertices
of G1 and vertices of G2, i.e. V1 and V2. It is constrained to be, at most, one-to-one
mapping, i.e., Pn1�n2 is the set of the following matrices:

Pn1�n2 ¼ XjX 2 f0; 1gn1�n2 ;X1n2 ¼ 1n1 ;X
T1n1 � 1n2

� �
GM is to find the optimal vertex correspondence matrix X, such that overall

compatibility of the vertex and edge is maximized. The principle of measurement is to
maximize the similarity between weighted edges and the weighted vertices in matched
graphs, in other words, to minimize the difference between the matched graphs. The
compatibility of a possible matching can be described as:

minX2P �tr KT
v X

� �þ A1 � XA2XT
�� ��2

F: ð1Þ

minX2P �tr KT
v X

� �þ XTA1X � A2
�� ��2

F: ð2Þ

minX2P �tr KT
v X

� �þ A1X � XA2k k2F: ð3Þ

minX2P �tr KT
v X

� �þ XTA1 � A2X
T

�� ��2
F: ð4Þ

minX2P �tr KT
v X

� �� A1 þXA2X
T

�� ��2
F: ð5Þ

minX2P �tr KT
v X

� �� XTA1X þA2
�� ��2

F: ð6Þ

minX2P �tr KT
v X

� �� A1X þXA2k k2F: ð7Þ

minX2P �tr KT
v X

� �� XTA1 þA2X
T

�� ��2
F: ð8Þ

Firstly, tr KT
v X

� � ¼ Pn1
i1¼1

Pn2
i2¼1 k

v
i1;i2xi1;i2 denotes the similarity between vertices.

Secondly, jj:jjF denotes the Frobenius norm.
Previous research measured compatibility as minimizing the difference between the

transformed matrix and another matrix. For example in Function (1), minimizing

A1 � XA2XTk k2F reflects the compatibility of the matching result, because XA2XT is the
elementary transformation product of A2 which aims to match A1.

We notice that another way to measure the compatibility is to maximize the con-
currence of the transformed matrix and another matrix. Function (5) denotes this by

A1 þXA2XTk k2F: the larger the value, the more closely matched the two graphs. The
mathematical equivalence between Functions (1) and (5) is given:

Apply Cauchy–Schwarz inequality to A1 � XA2XTk k2F and A1 þXA2XTk k2F:

A1 þXA2X
T

�� ��2
F � A1k k2F þ XA2X

T
�� ��2

F þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A1k k2F XA2XTk k2F

q
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A1 � XA2X
T

�� ��2
F � A1k k2F þ XA2X

T
�� ��2

F�2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A1k k2F XA2XTk k2F

q

Notice that in the above inequities, A1k k2F and XA2XTk k2F, are considered to be
constant (elementary transformation does not change the Frobenius value). As illus-
trated in the inequity, equilibrium is reached when A1 and XA2XT are identical. In other
words, Functions (1) and (5) owns the same optimization target. The same goes for any
pair of the objectives.

3.3 Convex and Concave Relaxation

By adopting doubly-stochastic matrices, i.e. the convex hull of the permutation
matrices Pn�m as the domain of GM problem:

Dn�m ¼ XjX 2 ½0; 1	n�m;X1m ¼ 1n;XT1n � 1m
� �

The GM problem is relaxed to its corresponding continuous version. The region
containing feasible solutions is included by the domain of the relaxed problem. We
prove that the relaxed form of Functions (1), (2), (3) and (4) are convex and those of
Functions (5), (6), (7) and (8) are concave (see Sect. 4.2), while doubly-stochastic
relaxed from of Function (9) is neither a concave nor convex relaxation. Section 4.2
outlines mathematical proof where the fragmented form of objectives incorporates the
original form.

3.4 Path Algorithm

The key to PATH’s success lies in the leverage of the objective function. We denote the
original objective function as Jgm which needs an integer solution. Stochastic relaxation
relaxes the objective function to a convex one denoted as Jgm convex and to a concave
one denoted as Jgm concave. Note that the global minimum of Jgm convex can be found
using convex optimization which is a real number solution and that a local minimum of
Jgm concave can be got when an initial value is given which is an integer solution. Once
the global optimum of Jgm convex has been found, PATH gradually converts the con-
tinuous optimum to an extreme point of Jgm concave which is an integer solution through
the following way [4]:

A series of combined objective functions is constructed at first.

Jc ¼ 1� cð ÞJgm convex þ cJgm concave

c is initially set to 0, to make the combined objective function equal to Jgm convex.
The next step is to increase c by a small interval to find a local minimum of JcþDc,
initialized as the local minimum of Jc, using the Frank-Wolfe [14] algorithm which is
not limited by convex and concave functions. As intervals are added, at last c ¼ 1, Jc

A General Framework for Graph Matching 369



becomes Jgm concave and an integer solution is acquired as an approximation of the
original problem.

PATH and its extensions benefits from the state-of-the-art accuracy. However, it
has been widely accepted that the convex and concave relaxation is critical in all the
related works which is very difficult to construct [3].

In our work, the abundance of relaxed objective functions may help us to seek a
satisfying solution. In Sect. 5, we describe a comparison experiment concerning all
possible combination usage of objective functions.

4 Fragmenting Method

In Sect. 4.1, we propose a fragmenting method to deal with large GM problem, and in
Sect. 4.2, we uniformly prove the convex/concave property of the relaxed objective
functions either original or fragmented.

4.1 Method Description

Usually, the matched vertices only exist between two equivalent subsets of V1 and V2

partitions. A partition of V1 as V1
1 ;V

1
2 ; . . .;V

1
t holds the condition that V1

1 \V1
2 \ . . .

\V1
t ¼ ;;V1

1 [V1
2 [ . . . [V1

t ¼ V1. Previous knowledge assures the correct
matching lies exactly within the subset pairs V1

1 $ V2
1 ;V

1
2 $ V2

2 ; . . .;V
1
t $ V2

t . In
some domains such as ontology matching, the data is organized in a hierarchical
manner. By partitioning the data properly, we can significantly improve the
performance.

Further, we denote the size of the vertices V1
1 ;V

1
2 ; . . .;V

1
t as V1

1

�� �� ¼ n11; V1
2

�� �� ¼
n12; . . .; V1

t

�� �� ¼ n1t , and n11 þ n12 þ . . .þ n1t ¼ n1, the vertices V2
1 ;V

2
2 ; . . .;V

2
t are denoted

similarly. The correspondence matrix X is fragmented as X1;X2; . . .Xt, satisfying X1 2
Pn11�n21

;X2 2 Pn12�n22
; . . .;Xt 2 Pn1t �n2t

where Xi is the matching of V1
i and V2

i .

The vertex affinity matrix Kv should be fragmented as Kv
i ði ¼ 1; . . .; t;

Kv
i 2 Rn1i �n2i

Þ. These fragmented vertex affinity matrices only comprise vertices of
corresponding partition subset pairs, ensuring lower computing costs.

In addition, the incidence matrix A1 is fragmented as A1
ij 2 0; 1f gn1i �n1j ði; j ¼

1; 2; . . .; tÞ. A2 is fragmented similarly. Figure 1 exemplifies the fragmenting form of
the incidence matrix. The partitions are supposed to be a; b; cf g; d; e; ff gf g and

1; 2; 3f g; 4; 5f gf g.
Using this method, the objective Functions (1), (2), (3), (4), (5), (6), (7), (8) and (9)

must be fragmented into the new formulations. For example, Functions (3) and (7) can
be fragmented in this manner:

minX2P Jgm X1;X2; . . .Xtð Þ ¼ �
Xt

i¼1
tr Kv

i
TXi

� �þ Xt

i¼1

Xt

j¼1
A1
ijXj � XiA

2
ij

��� ���2
F
:

ð9Þ
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minX2P Jgm X1;X2; . . .Xtð Þ ¼ �
Xt

i¼1
tr Kv

i
TXi

� ��Xt

i¼1

Xt

j¼1
A1
ijXj þXiA

2
ij

��� ���2
F
:

ð10Þ

Functions (10) and (11) are equivalent to the original Functions (3) and (7),
respectively, since all the label and structure information of the original formulations is
contained, as illustrated in Fig. 1. By partitioning the vertex sets properly, we reduce
the computing costs in two aspects.

(a) It fragments the vertex affinity matrix. The number of pairwise labels whose
similarity need to be measured is reduced.

(b) It fragments the incidence matrices. The scale is significantly reduced.

4.2 Proof of Convex and Concave Property

In former section, we claimed the relaxed form of Functions (1), (2), (3) and (4) are
convex and those of Functions (5), (6), (7) and (8) are concave. In this section, we
prove that not only the original functions but also their fragmented functions have the
property.

We relax the domain of Functions (10) and (11) from P to D:

Jvex ¼ minX2D Jgm X1;X2; . . .Xtð Þ: ð11Þ

Jcav ¼ minX2D Jgm X1;X2; . . .Xtð Þ: ð12Þ
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Fig. 1. Example of the fragmenting method. (a) Two graphs to be matched. (b) Vertex affinity
matrix Kv. (c) The incidence matrices A1 and A2. (d) Fragmented vertex affinity matrices.
(e) Fragmented incidence matrices.

A General Framework for Graph Matching 371



The Hessians of these fragmented forms of objective functions reveal their
convex/concave nature:

Hessian Jvexð Þ ¼
Xt

i¼1

Xt

j¼1

aij
In2i �n2i

� A1
ij
TA1

ij �A2
ij
T � A1

ij
T

�A2
ij � A1

ij A2
ijA

2
ij
T � In1j �n1j

" #

Hessian Jcavð Þ ¼ �
Xt

i¼1

Xt

j¼1

aij
In2i �n2i

� A1
ij
TA1

ij A2
ij
T � A1

ij
T

A2
ij � A1

ij A2
ijA

2
ij
T � In1j �n1j

" #

Denote Pij ¼ In2i �n2i
� A1

ij;Qij ¼ A2
ij � In1j �n1j

. Ignoring the scalars, the matrices are

all semi-definite, because for any vector xT ¼ ðxT1 ; xT2 Þ:

xT1 ; x
T
2

� � PT
ijPij �PT

ijQ
T
ij

�QijPij QijQT
ij

	 

x1
x2

� �
¼ ðPijx1 � QT

ijx2ÞTðPijx1 � QT
ijx2Þ

xT1 ; x
T
2

� � PT
ijPij PT

ijQ
T
ij

QijPij QijQT
ij

	 

x1
x2

� �
¼ Pijx1 þQT

ijx2
 �T

ðPijx1 þQT
ijx2Þ

So Function (12) is convex and Function (13) is concave. When t ¼ 1, it equals to
the original definition. The proof also holds for Functions (4) and (8) which are convex
and concave, respectively.

Algorithm 1 summarizes the workflow of the matching process. The computational
complexity is O N3ð Þ where N is the number of vertices because our approach integrates
PATH thus it has the same complexity.
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5 Experimental Study

We conduct several experiments on different datasets to evaluate several aspects of our
approach. Since Functions (1), (2), (5) and (6) are biquadratic, we only use the
quadratic Functions (3), (4), (7) and (8) to avoid the more complex high dimensional
calculations.

Firstly we compare different methods of combining objective functions on synthetic
datasets. Secondly, we compare our algorithm with other GM algorithms using the
benchmark datasets. Finally, we creatively apply GM to the Ontology Matching
problem and compare GM with other leading OM algorithms.

5.1 Test on Synthetic Datasets

The relaxed quadratic objective functions set is listed below:

minX2D �tr KT
v X

� �þ A1X � XA2k k2F: ð13Þ

minX2D �tr KT
v X

� �þ XTA1 � A2X
T

�� ��2
F: ð14Þ

minX2D �tr KT
v X

� �� A1X þXA2k k2F: ð15Þ

min
X2D

�tr KT
v X

� �� XTA1 þA2X
T

�� ��2
F: ð16Þ

On synthetic datasets we judge the effectiveness of all possible combinations for
PATH algorithm. Every combination comprises both a convex and concave function.
In all, there are four combinations in our framework, and we use random synthetic
graphs [15] to test their performance. Datasets Syn1-Syn5 contain 150 vertices with
different edge densities ranging from 0.1 to 0.5 at each interval.

The values of objective functions can be treated as evaluation criteria for approx-
imate solutions. Note that all of the Functions (13), (14), (15) and (16) participate
calculations in our algorithm. In order to objectively compare the combinations, we
adopt the unused Function (9) as the evaluation objective.

Table 1 shows that the combinations (14, 16) and (15, 17) outperform the
remaining combinations by providing all the best solutions. Both the combination pairs
have a supplementary nature. In the following experiments, we will use both combi-
nations in calculation. Only the best solution is selected and compared.

5.2 Test on Benchmark Datasets

There exists a QAP benchmark library1 which is widely used for testing datasets with
other GM algorithms [4–6]. Some of the datasets in the benchmark library were

1 http://opt.math.tu-graz.ac.at/qaplib/.
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selected to compare our algorithm with the graduated assignment algorithm (GA) [16],
PATH [4] and GNCCP [8].

We tested the algorithms on both symmetric and asymmetric datasets. Tables 2 and 3
illustrate the performance of the above algorithms. Here, ‘GM’ represents our own GM
framework, OPT denotes the best known results provided by the benchmark library. All
the results came from the corresponding research paper, and the OPT result was updated
from the benchmark library.

Note that in symmetric data, our approach outperforms all the baseline algorithms
in all of the datasets. For the chr15c and tai10a datasets, we achieved the stated optimal

Table 1. Performance comparison of different combination of relaxed objective functions

Data (15, 16) (14, 16) (14, 17) (15, 17)

Syn1 8.397E + 06 8.025E + 06 8.402E + 06 7.980E + 06
Syn2 2.291E + 07 2.197E + 07 2.278E + 07 2.189E + 07
Syn3 4.174E + 07 4.061E + 07 4.166E + 07 4.062E + 07
Syn4 6.108E + 07 5.864E + 07 6.053E + 07 5.875E + 07
Syn5 1.093E + 08 1.066E + 08 1.089E + 08 1.063E + 08

Table 2. Test on symmetric benchmark datasets

Data Opt GA PATH GNCCP GM
chr15a 9896 30370 19088 10840 10064
chr15c 9504 23686 16206 14890 9504
chr20b 2298 6290 5560 3164 2618
chr22b 6194 9658 8500 6918 6808
tai10a 135028 168096 152534 138306 135028
tai20a 703482 871408 753712 736710 712134
tai30a 1818146 2077958 1903872 1856666 1837860
tai40a 3139370 3668044 3281830 3180740 3076921

Table 3. Test on asymmetric benchmark datasets

Data Opt GA PATH GNCCP GM
lipa20a 3683 3909 3885 3789 3778
lipa30a 13178 13668 13577 13459 13390
lipa40a 31538 32590 32247 32012 31940
lipa50a 62093 63730 63339 62901 62835
lipa60a 107218 109809 109168 108445 108171
lipa70a 169755 173172 172200 171421 171180
lipa80a 253195 258218 256601 255546 254968
lipa90a 360630 366743 365233 363480 363062
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solutions, and for tai40a dataset; our solution is more precise than OPT. For asym-
metric datasets, our algorithm also shows outstanding performance. For all of the
datasets, our algorithm achieves the best performance.

5.3 Ontology Matching

The matching of mouse and human anatomies is a critical problem. Most of the
research is conducted by matching of NCI Thesaurus (human anatomy) to the Adult
Mouse Anatomical Dictionary [17].

The human anatomy ontology contains 3298 hierarchical concepts, organized by
“sub-class” and “part-of” structural properties. The mouse anatomy ontology, con-
taining 2737 concepts, is similarly organized. From the perspective of data scale, this
ontology matching problem is almost impossible to be solved by GM algorithms.
However, the predefined hierarchy of ontology concepts, allows us to apply them to the
fragmented form of GM.

We extract the top-level concepts that are incorporated by both ontologies. Since
top-level anatomical concepts are quite simple, we manually aligned them to fragment
them into several groups.

The concepts can be treated as nodes in GM. By lexical approaches, we quantify
the labels of concepts. Specifically in our experiment, we used UMLS Terminology
Services2 to acquire synonymous names. Then we built a vertex affinity matrix KT

v
using the unit ‘1’ to mark the anchored concepts by UMLS. Other concepts are
quantified by the edit distance computation.

Jgm ¼ minX2P �a
Xt

i¼1
tr Kv

i
TXi

� �þð1� aÞ
Xt

i¼1

Xt

j¼1
A1
ijXj � XiA

2
ij

��� ���2
F

There is a tuning problem for objective functions, denoted by the trade-off
parameter a 2 ½0; 1	. Small a highlights the matching of structures and large a high-
lights the matching of labels. In practice, we use a ¼ 0:5.

This Ontology Matching problem is formulated into the fragmented GM:

(a) Fragmenting the vertices. The aligned ten groups of concepts provide a natural
partition of vertices. We use ten permutation matrices to denote the matching
result:X1;X2; . . .X10.

(b) Fragmenting the vertex affinity matrix. We produce vertex affinity matrix
Kv
i i ¼ 1; . . .; 10ð Þ for each of the 10 groups using lexical computation.

(c) Fragmenting the incidence matrix A1
ijði; j ¼ 1; . . .; 10Þ and A2

ijði; j ¼ 1; . . .; 10Þ.
Once the matching result is acquired, for example, concept m is matched with

concept n, DJgm is calculated as the contribution to the objective function. Finally, we
ranked and acquired pairs with high contribution values as a result.

2 https://uts.nlm.nih.gov/home.html#apidocumentation.
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DJgm ¼ Jgm X1;X2; . . .X10ð Þ � Jgm X1;X2; . . .X10jxmn ¼ 0ð Þ

In Table 4, we compare our fragmented GM algorithm, namely FGM, with other
leading methods: AML, AOT and LogMap. The three systems show the best perfor-
mances in recent OAEI evaluation [18]. The “StringEquiv” method computes identical
labels.

6 Conclusion

In this paper, we proposed an approximation algorithm framework for formulating,
reducing, and solving practical problems with GM methods. Among all possible
combinations of objective functions, there are two supplementary pairs which achieve
the best approximation performance. On benchmark datasets, our algorithm shows the
best performance in comparison with other leading algorithms. Finally, we applied GM
to an Ontology Matching scenario, and the experimental results confirm GM algo-
rithms are promising to solve large scale ontology matching problems.
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Abstract. Campus networks consist of a rich diversity of end hosts
including wired desktops, servers, and wireless BYOD devices such as
laptops and smartphones, which are often compromised in insecure net-
works. Making sense of traffic behaviors of end hosts in campus networks
is a daunting task due to the open nature of the network, heterogeneous
devices, high mobility of end users, and a wide range of applications.
To address these challenges, this paper applies a combination of graph-
ical approaches and spectral clustering to group the Internet traffic of
campus networks into distinctive traffic clusters in a divide-and-conquer
manner. Specifically, we first model the data communication between
a particular subnet of campus networks and the Internet on a specific
application port via bipartite graphs, and subsequently use the one-mode
projection to capture behavior similarity of end hosts in the same subnet
for the same network applications. Finally we apply a spectral cluster-
ing algorithm to explore the behavior similarity to identify distinctive
application clusters within each subnet. Our experimental results have
demonstrated the benefits of our proposed method for analyzing Internet
traffic of a large university town to discover anomalous behaviors and to
uncover distinctive temporal and spatial traffic patterns.

Keywords: Traffic analysis · Bipartite graph · Spectral clustering ·
Campus network

1 Introduction

In the recent years, campus networks have witnessed tremendous growth of
devices, applications and Internet traffic. Making sense of Internet traffic in
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campus networks remains a daunting task for network operators due to hetero-
geneous devices, applications and the open nature of campus networks. Although
a rich body of literature has focused on traffic analysis for Internet data cen-
ters, backbone networks, and wireless and cellular networks [1–4], little effort has
been devoted to characterizing behavior patterns of end hosts and applications
of campus networks. More importantly, the difficulty of managing and securing
campus networks, an important component of Internet ecosystem, allows cyber
attackers actively to explore and compromise end hosts and mobile devices in
these networks. It becomes extremely important to develop effective techniques
to understand traffic patterns and behavior dynamics of end hosts and applica-
tions in campus networks.

In this paper, we propose to use graph and cluster analysis techniques to
analyze Internet traffic of a large campus network with thousands of users. Due
to the wide diversity of applications and heterogeneous devices, we first employ
a divide-and-conquer manner to separate Internet traffic based on subnets and
applications, which allows for a more fine-grained traffic characterization. Sub-
sequently, we apply bipartite graphs to model Internet traffic between end hosts
in each subnet and the Internet on a specific application port, and obtain one-
mode projections of bipartite graphs for locating behavior similarity of end hosts
in each subnet. Finally, we leverage spectral clustering algorithms to group end
hosts in each subnet/application into different behavior clusters based on their
behavior similarity measured with Jaccard index.

Our experimental results show that distinctive traffic clusters from each sub-
net/application combination reveal critical insights of traffic patterns and host
behaviors of campus networks such as the power-law distributions of traffic vol-
umes, popular traditional applications and mobile apps, scanning activities and
DDoS attacks. More importantly, these traffic clusters have a wide range of appli-
cations for managing and securing campus networks, since these clusters reflect
common and unusual traffic behaviors of each subnet and each application. In
particular, we demonstrate the applications of traffic clusters in detecting traf-
fic anomalies, identifying compromised end hosts in the campus networks, and
inferring emerging and disruptive applications. Moreover, our proposed method
is generic which can be applied in other types of networks (e.g. backbones or
access).

The contributions of this paper can be summarized as follows:

– We introduce a divide-and-conquer method to divide Internet traffic of a large
campus network into subnets and applications, leading to fine-grained traffic
characteristics.

– We apply a combination of graphical approaches and spectral clustering to
model and analyze Internet traffic between campus networks and the Internet,
and discover inherent traffic clusters with distinctive behavior patterns for
each subnet/application.

– We demonstrate a broad range of applications of subnet/application traffic
clusters for detecting traffic anomalies, locating compromised internal hosts,
and identifying emerging and disruptive applications.
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2 Background and Data Collections

In this section, we first briefly describe the background and motivations for char-
acterizing behavior diversity of end hosts in campus networks and subsequently
our data collection effort and the data-sets used in this study.

Campus networks typically support a rich diversity of end hosts including
wired desktops and servers, mobile devices such as laptops, smartphones and
tablets. Unlike other edge networks such as enterprise networks, data center
networks, campus networks are open to thousands of students, faculty and staff
for accessing the Internet through wired connections or wireless networks. Such
a wide diversity of end hosts and applications create a variety of challenges and
difficulties for characterizing traffic behaviors of campus networks.

Towards this end, this paper collects, analyzes and makes sense of Internet
traffic of end hosts in a large university town. In particular, in this study we focus
on Shenzhen university town (UTSZ) that hosts graduate schools of three major
universities: Harbin Institute of Technology, Peking University, and Tsinghua
University. Combining together, three graduate schools have a total of 1567 fac-
ulty and 7805 graduate students as of Spring 2015. To support the research and
instructions, the UTSZ campus network consists of six subnets. Three subnets
are assigned with Internet-routable addresses, and are mainly reserved for wired
desktops and servers, while the other three subnets, configured with the private
IP blocks, are for both wired desktops and wireless devices such as smartphones,
tablets, and laptops.

Fig. 1. The number of active hosts per day in the campus networks within three months

In this study, we collect real-time traffic flows from the border routers of
UTSZ campus network which have a total Internet bandwidth of 4.4 Gbps. The
router samples IP packets with a sampling ratio of 1 %, and exports 5-tuple net-
work flows, identified by source IP address, destination IP address, source port,
destination port and protocol, to our dedicated flow collection facility. Figure 1
illustrates the number of active hosts per day in the campus networks from
February 4, 2015 to April 30, 2015. As shown in Fig. 1 , the number of active
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hosts varies at different times. The number of active hosts per day in the winter
vacation is usually below 10,000, while there are about 20 thousand individ-
ual end devices in most school days, reflecting the challenges of characterizing
behavior diversities of these devices and discovering anomalous traffic patterns.

3 Traffic Characteristics of University Town

In this section we first present the traffic patterns of the entire campus network
and separate subnets and uncover the benefits of studying traffic for individual
subnets. Subsequently, we shed light on the advantages of characterizing traffic
behaviors for individual applications for each subnets.

3.1 Traffic Patterns of Campus Networks and Individual Subnets

Campus networks typically serve thousands of students, faculty and staff with
very open policies, in which end users are free to use a wide diversity of applica-
tions. Figure 2(a) shows the total number of bytes for the outgoing traffic from
all devices to the Internet during a 24-h time window. As the campus network
consists of six different subnets, the aggregated traffic as shown in Fig. 2(a) does
not tell the traffic pattern for individual subnets. Thus, we separate the outgoing
traffic into six groups based on the subnets of the source IP addresses. Figure 2(b)
illustrates the number of bytes for six different subnets, respectively. As shown
in Fig. 2(b), the separate traffic statistics for each subnets could clearly tell the
difference between each subnet, reflecting the diversity of end hosts, applications
and traffic behavioral patterns of these subnets.

The subnets not only have different traffic patterns, but also have different
patterns of active hosts over time. Figure 3 shows the number of unique source
IP addresses which are observed from the outgoing traffic during a 24-h time
window. It is interesting to see that these six subnets can be broadly classified

(a) The total number of bytes for the
entire university town

(b) The total number of bytes for dif-
ferent subnets

Fig. 2. The total number of bytes for outgoing traffic from the entire university town
and 6 different subnets during a 24-h time window
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Fig. 3. The number of active hosts in six different subnets during a 24-h time window

into two groups based on similar temporal patterns: the first three subnetworks,
i.e., subnets A–C, and the last three subnetworks, subnets D–F.

For the first group of subnets assigned to academic buildings, the number of
unique source IP addresses grows during the working hours, but decreases over
night. In contrast, the numbers of active hosts in the second group reach peak
in the evening because these subnetworks are assigned to students dormitories.
The aggregated counts of active hosts reveal less diurnal patterns than individ-
ual subnets shown in Fig. 3, thus suggesting the benefits of charactering traffic
characteristics for individual subnets.

3.2 Traffic Patterns of Applications

The last few years have witnessed dramatical changes of Internet traffic land-
scape due to the rising popularity of web, video and mobile applications [2]. Our
analysis on campus networks also observe a large number of applications across
all subnets. We observe that the number of destination ports from the outgo-
ing traffic from a single subnet with a private IP address block during a 5-min
time window is over 2000. The subnet is not routable from the Internet, thus all
communication flows are initiated from end hosts in the subnet. In other words,
each destination port could potentially represent a unique Internet application.

Figure 4(a) illustrates the number of bytes for the subnet over the same time
period, while Fig. 4(b) shows the same traffic statistics for the top 5 destination
ports, i.e., 80/TCP, 53/UDP, 443/TCP, 8080/TCP and 8000/TCP. As shown in
Fig. 4, we find that the temporal patterns of traffic statistics for individual appli-
cations reveal more insights than the aggregated traffic since the latter often mix
the traffic for all applications. More importantly, a number of interesting traffic
anomalies are easy to discover for individual applications, since a small devia-
tion for a single application might be significant for the aggregated traffic. Thus,
these empirical results successfully demonstrate the benefits and advantages of
dividing campus traffic into individual subnets and specific applications.

In summary, our preliminary analysis of campus networks reveals that sepa-
rating Internet traffic from campus networks into individual subnets and specific
applications leads to fine-grained traffic characteristic and in-depth insights of
behavior patterns of end hosts and mobile devices in the campus network. In
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(a) The number of bytes for all appli-
cations

(b) The number of bytes for the top
5 applications

Fig. 4. The total number of bytes for all applications and top 5 applications for a
private subnet during a 24-h time window

the next section, we will introduce a divide-and-conquer approach for discovering
traffic clusters from a specific subnet on a particular application with bipartite
graphs, one-mode projections and spectral clustering algorithms.

4 Spectral Clustering Analysis of Internet Traffic
for Subnet/Application

In this section we describe how to apply graphical approaches and spectral clus-
tering to discover traffic clusters for subnet/application in campus networks. The
first step of the method is to leverage bipartite graphs and one-mode projections
to model data communication between each subnet and the Internet for one
application port. Subsequently, we apply spectral clustering to divide end hosts
in each subnet into distinct traffic clusters based on their behavior similarity on
one application port.

4.1 Model Traffic Patterns with Bipartite Graphs and One-Mode
Projections

The data communication between end hosts of each subnet in the university
town and end hosts of the Internet could be naturally modeled as a bipartite
graph, i.e., B = (U, V,E), which has two node sets U, V and edges in E. Each
edge connects one node, e.g., u, v from each set U , V , respectively [5]. In this
study, all the hosts from the university town are assigned to the set U , while all
the hosts from the Internet form the set V . Therefore, edges in bipartite graphs
only represent traffic flows between the university town and the Internet.

In order to study the behavior similarity of outgoing traffic for end hosts in
the university town, we project the bipartite graph B onto the source nodes set
U with weights representing the Jaccard index between the neighborhoods of
the two nodes in the original bipartite graph [6]:

wui,uj
=

|N (ui)
⋂

N (uj)|
|N (ui)

⋃
N (uj)| (1)
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where |N (ui)
⋃

N (uj)| presents the union of unique destination IP addresses
of hosts ui and uj , and |N (ui)

⋂
N (uj)| denotes the interaction of destination

IP addresses of hosts ui and uj . Clearly, the weight of an edge is 0 ≤ w ≤ 1. If
two hosts share the same set of the destination IP addresses on the Internet, the
two hosts will have a weight of 1 in the one-mode projection. In other words, the
weight matrix of the one-mode projection essentially captures the similarity of
outgoing traffic behavior among end hosts in the same subnet.

4.2 Spectral Clustering Algorithm for Discovering Traffic Clusters
for Subnets/Applications

The weight matrix carrying behavior similarity allows us to explore cluster analy-
sis to discover traffic clusters of end hosts in the same subnet. In this paper, we
adopt a simple yet effective spectral clustering algorithm [7] to cluster end hosts
into different behavior clusters. Given a similarity matrix from the weighted
adjacency matrix of one-mode projection graph W , we first need to compute the
diagonal matrix D whose diagonal entries consist of the sum of each W ′s row
and then find the normalized Laplacian matrix L = D−1/2WD−1/2. Next, the
second step is to compute the largest k eigenvalues of the normalized Laplacian
matrix L.

To find the optimal number of clusters k, we follow the same automated
cluster number selection method in [8]. Compute the largest k eigenvalues
λ1, λ2, ..., λk of L until satisfying

∑k
i=1 λi ≥ α × ∑n

j=1 λj and (λk − λk+1) ≥
β × (λk−1 − λk). Based on our empirical observations from the data-sets used in
the experiments we choose α = 0.8 and β = 2.0. Next, we use the corresponding
k eigenvectors as columns to construct a matrix and normalize each row to a
unit length to obtain the matrix E, where each row of matrix E is considered as
a source host of the subnet in campus network. The final step is to use K-means
to extract the final partition and to assign the original hosti to cluster j if and
only if row i of E was assigned to cluster j.

The spectral clustering algorithm runs on the similarity matrix of one-mode
projection for discovering traffic clusters for each subnet on a particular appli-
cation. End hosts assigned into the same cluster share similar traffic pattern,
thus the clustering results could potentially provide invaluable insights for traf-
fic profiling and anomaly detection.

5 Exploring Subnet/Application Traffic Clusters

Dividing application traffic for each subnet into distinctive behavioral clusters is
beneficial. First, it lies in the reduction of clusters from thousands of end hosts
in a large scale network, which is of critical values for network operators and
security analysts to manage, monitor and secure campus networks of the univer-
sity town and thousands of end hosts in the network. Second, we find that the
clusters often reflect distinct behavior groups in each application of one subnet
and often tell interesting events. In this section we explore subnet/application
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traffic clusters for a broad range of applications. In particular, we will demon-
strate how the traffic clusters detect anomalous traffic, uncover compromised
internal hosts of campus networks, identify emerging unknown applications and
facilitate traffic and performance engineering of the campus networks.

5.1 Anomaly Detection

Detecting traffic anomalies in campus networks is a challenging task due to the
open nature of the network to students, faculty and staff, and the wide diversity
of network applications and mobile apps. To demonstrate the benefit of our
divide-and-conquer and clustering approach in anomaly detection, we use the
traffic data-set from a subnet on destination port 80/TCP during one 5-min
time window, in which 155 source hosts are grouped into 38 distinctive clusters.
Figure 5 illustrates the log scale distribution of traffic volumes for all clusters
during this time window. As shown in Fig. 5, one cluster significantly differs from
any other clusters. Upon close examination, we find that this cluster consists of
two hosts in the subnet talking to 15 destination hosts on the destination port
80/TCP with 61 Gb during 5 min.

Fig. 5. The log scale distribution of traffic volumes of one subnet on destination port
80/TCP.

Our traffic clusters could also facilitate the detection of pervasive scanning
activities towards campus networks or to the Internet. For example, we observe
a cluster, containing one single source IP, sends data packets to hundreds of ran-
dom destination IP addresses on random destination ports from two fixed source
ports. These findings could be very useful for network managers to effectively
detect and filter such malicious scanning activities.

5.2 Detecting Compromised End Hosts

The traffic clusters can also detect compromised end hosts in campus networks.
For example, Fig. 6 illustrates the distribution of traffic volumes across all clus-
ters of one subnet on one destination port. Clearly, cluster 4 contains a much
higher traffic volume than the others. Our in-depth examination finds out that
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Fig. 6. The distribution of traffic volumes across all clusters of a subnet on destination
port 80/TCP.

13 source hosts in this cluster send over 25,000,000 packets with random source
ports to two networks on the Internet address space, indicating these source hosts
are likely to be compromised end hosts, and are used by attackers to launch mas-
sive cyber attacks. Similarly, for another instance we find that all source hosts
from one cluster of a subnet send a large number of TCP SYN packets to only
one destination IP, accounting for over 99.25 % total traffic flows of the entire
subnet during that time window. In addition, there is no response returned from
the destination IP addresses, confirming the anomalous traffic behaviors of these
internal hosts.

5.3 Identifying Emerging Applications

Another important application of traffic clusters in each subnet is to identify
emerging and disruptive applications. Specifically, we run our proposed clus-
tering method on the Internet traffic originating from one subnet on all the
destination ports in order to group destination ports into distinct clusters based
on the behavior similarity of these applications. For example, two unknown des-
tination ports 10100/TCP and 10101/TCP always appear in the same clusters
with destination ports 80/TCP and 443/TCP. We examine the top 10 destina-
tion ports with different subnets and two random chosen days, respectively. It is
interesting to find that the unknown port 10100 or 10101 almost always appears
in the top 10 destination ports, regardless of different subnet or time. Thus the
traffic clusters provide critical insights for understanding emerging or disruptive
applications and aid network operators or security analysts in gaining in-depth
knowledge on such traffic.

5.4 Traffic Engineering of Campus Networks

As the users, devices, traffic and applications continue to grow in campus net-
works, network operators are often faced with challenges on mitigating the
impact of sudden traffic spikes. Towards this end, we explore our proposed
method to facilitate such tasks. Figure 7(a) shows the total bytes towards des-
tination port 53/UDP from one subnet in the campus network over time. From
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(a) The traffic volumes on
port 53/UDP over time

(b) The proportion of port
53/UDP traffic over time

Fig. 7. The traffic volumes and the proportion of a subnet on port 53.

the aggregate traffic on the same subnet, it is very difficult to know which hosts
or application contribute to such traffic anomalies. Figure 7(b) illustrates the
proportion of destination port 53/UDP originating from the same subnet. Com-
bined with Fig. 7(a), we can find out that the port 53/UDP contributes to sudden
traffic spikes. Thus dividing Internet traffic of campus networks into each subnet
and application and then clustering source hosts into smaller number of clus-
ters allows network operators to effectively and quickly locate the root causes of
traffic spikes and take corresponding actions to mitigate such events.

6 Related Work

Campus networks are an important part of Internet ecosystem due to their wide
diversity of end hosts and devices as well as heterogeneous network applications.
In addition, campus networks are often the early adopters of Internet inno-
vations, thus a rich set of literature analyze traffic, applications, security and
users of campus networks [9–12]. For example, [9] proposed a novel open flow
architecture on campus switches which allows researchers to reuse controllers
for experiments under heterogeneous environments. Similarly, [10] conducted a
measurement study of YouTube traffic in a large university campus network to
reveal interesting traffic footprint of YouTube video traffic, while [11] focused on
UDP traffic in a campus network and found a significant growth of UDP traffic
for the recent years.

Traffic characterizations and network security of campus networks have also
attracted a number of research studies [13–15]. For example, [14] introduced a
signal analysis methodology for classifying traffic anomalies in campus networks,
and used deviation score techniques to detect anomaly traffic, while [15] applied
entropy concepts from information theory to distinguish anomaly patterns from
baseline distributions. Different from these prior work, our study focused on ana-
lyzing behavior similarity of end hosts in the campus networks and on explor-
ing traffic clusters in the same subnets for the same network applications for
improved security monitoring and network management in campus networks.

Graphical approaches, combined with data mining algorithms, have recently
been used to model and analyze the Internet traffic behaviors and characteristics
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[8,16,17]. For example, [16] adopted a K-means algorithm to classify Internet
traffic with the first five packets of a data communication between two end hosts,
while [17] characterized users’ behaviors with bipartite graphs and clustering
algorithms, and also demonstrates the practical applications of user behavioral
characterization. Similar to these studies, our work also exploits bipartite graphs
and one-mode projections to model data communication between end hosts, and
applies spectral clustering algorithm to extract the inherent traffic clusters of
each subnet for each network application in the campus network.

7 Conclusions and Future Work

Making sense of massive Internet traffic in a large scale campus network is a
daunting task due to a rich diversity of end hosts and heterogeneous network
applications. Given the size and complexity of hosts and applications, we explore
a divide-and-conquer approach via focusing on behavior similarity of end hosts
in the same subnets of campus networks for the same network applications. Sub-
sequently, we leverage a combination of graphical approach and cluster analysis
techniques to group end hosts of each subnet on each application into distinc-
tive clusters. By applying spectral clustering algorithm, we extract distinctive
clusters from each subnet, and use these clusters to discover anomaly traffic pat-
terns and compromised end hosts in the campus network and identify emerging
and disruptive applications for improved traffic engineering. Our future work lies
in developing a real-time traffic anomaly detection algorithm that could handle
massive traffic data and automatically detect the anomalous behavior of a given
cluster.
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Abstract. Most sentence embedding models typically represent each sentence
only using word surface, which makes these models indiscriminative for ubiq-
uitous homonymy and polysemy. In order to enhance discriminativeness, we
employ concept conceptualization model to assign associated concepts for each
sentence in the text corpus, and learn conceptual sentence embedding (CSE).
Hence, the sentence representations are more expressive than some widely-used
document representation models such as latent topic models, especially for short
text. In the experiments, we evaluate the CSE models on two tasks, text clas-
sification and information retrieval. The experimental results show that the
proposed models outperform typical sentence embedding models.

Keywords: Sentence embedding � Conceptualization � Text representation

1 Introduction

The success of natural language processing tasks crucially depend on text represen-
tation, of which sentence representation is very important. Perhaps the most common
fixed-length vector representation for texts is the bag-of-words or bag-of-n-grams [1].
However, they suffer from data sparsity and high dimensionality, and have very little
sense about the semantics words or the distances between the words. This means that it
could not discriminate whether word apple indicates a fruit or an IT company.

Recently, much the work with deep learning methods has involved learning sen-
tence vector representations [2–6]. Despite of their usefulness, recent sentence
embeddings face several challenges: (1) Most sentence embedding models represent
each sentence only using word surface, which makes these models indiscriminative for
ubiquitous homonymy and polysemy; (2) For short text, however, neither parsing nor
topic modeling works well because there are simply not enough signals in the input. To
solve the problem, we must derive more semantic signals from the input sentence, e.g.,
concepts.

In this paper, we proposed Conceptual Sentence Embedding (CSE), an unsuper-
vised framework that learns continuous distributed vector representations for sentence.
Specially, by innovatively introducing concept information, the semantic vector rep-
resentations are learned to predict the surrounding words in contexts sampled from the
sentence. Our technique is inspired by the recent work in learning vector representa-
tions of words using deep neural networks (DNN) [2, 7]. More precisely, we first
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obtain concept distribution of the sentence, and generate corresponding concept vector.
Then we concatenate the sentence vector, several word vectors with concept vector
from a sentence, and predict the following word in the given context. All of the word
vectors, sentence vectors and concept vectors are trained by the stochastic gradient
descent and backpropagation [8]. While sentence vectors and concept vector are unique
among sentences, the word vectors are shared. At prediction time, sentence vectors are
inferred by fixing the word vectors, and training the new sentence vector until
convergence.

In summary, the basic idea of CSE is that, we allow each word to have different
embeddings under different concepts. For example, the word apple indicates a fruit
under the concept food, and indicates an IT company under the concept information
technology. Hence, concept information significantly contributes to the discriminative
of sentence vector. Moreover, an important advantage of conceptual sentence vectors is
that they are learned from unlabeled data. Meanwhile, it also addresses some of the key
weaknesses of bag-of-words models and topic model-based DNN models (e.g., [2, 3]).
Because, they enhance the semantical representation of the words with associated
concepts, and could tolerate sparsity. The second advantage is that we take the word
order into account, in the same way of n-gram model, while bag-of n-grams model
would create a very high-dimensional representation that tends to generalize poorly.

The main contribution of this work is that, we integrate concepts into basic sentence
embedding representation, and allow the resulting conceptual sentence embedding to
model different meanings of a word under different concept domain. The experimental
results demonstrate that this representation of semantic in sentence-level is robust. The
outline of the paper is as follows. Section 2 surveys the related researches. Section 3
formally describes the proposed model of conceptual sentence embedding. Corre-
sponding experimental results are shown in Sect. 4. Finally, we conclude the paper.

2 Related Works

Text classification and clustering play an important role in many applications, e.g.,
information retrieval, spam filtering. At the heart of these applications is machine
learning algorithms such as logistic regression or K-means. These algorithms typically
require the text input to be represented as a fixed-length vector. Conventionally,
one-hot sentence representation has been widely used as the basis of bag-of-words
(BOW) document model. However, it suffers from several challenges, the most critical
one of which is it cannot take the semantic relationship between words into
consideration.

Recently, much of the work with deep learning methods has involved learning
sentence vector representations [2–6], most of which are inspired by word embedding
[7]. [2] proposed the paragraph vector (PV), an unsupervised algorithm that learns
fixed-length feature representations from variable-length pieces of texts. Their model
represents each document by a dense vector which is trained to predict words in the
document. In this paper, we based on PV to extend our models.

Aiming at enhancing discriminativeness for ubiquitous homonymy and polysemy,
[3] employed latent topic models to assign topics for each word in the text corpus, and
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learn topical word embeddings (TWE) and sentence embeddings based on both words
and their topics. Nevertheless, compared with traditional Skip-Gram, TWE models
require more parameters to record more discriminative information for word repre-
sentation. Besides, the window size is experientially set as 1, which may result in losing
contextual information. When applying in short text (e.g., social media text or query),
such topic model based algorithms usually do not perform well, because suffer
extremely from the sparsity and noise. On the contrary, our models utilize text con-
ceptualization models to discriminate sentence senses by considering all words and
their contexts together, and provide a good performance on short text.

In addition, to combine deep learning with linguistic structures, many syntax-based
algorithms have been proposed [9, 10] to utilize long-distance dependencies. However,
for short text, syntax-based DNN faces the same problem. Since short texts usually do
not observe the syntax of a written language, nor do they contain enough signals for
statistical inference, we must derive more semantic signals from the input, e.g., con-
cepts, which have been demonstrated effective in knowledge representation [11, 12].

3 Conceptual Sentence Embedding

We propose two models conceptual sentence embedding in this section. The first one is
based on bag-of-word model (denoted as CSE-1) which have not taken word order into
consideration. To overcome this drawback, we propose the extension model (denoted
as CSE-2), which is based on Skip-gram model.

3.1 Preliminary

Firstly, we sketch previous methods for learning word vectors, which are the inspi-
ration for our models. Continuous Bag-of-Words (CBOW) and Skip-Gram are
well-known frameworks for learning word vectors [7].

In the framework of CBOW (Fig. 1(a)), each word is mapped to a unique vector,
represented by a column in a word matrix W. Then the vectors are concatenated or
averaged to predict the next word in a context. Formally, Given a sentence
S ¼ w1;w2; . . .;wlf g, the objective of CBOW is to maximize the average log
probability:

L Sð Þ ¼ 1
l� 2k � 2

Xl�k

t¼kþ 1

log Prðwtjwt�k; . . .;wtþ kÞ ð1Þ

Wherein, k is the contextual window size. Usually, the prediction task is done via a
multiclass classifier, such as softmax as follows:

Pr wtjwt�k; . . .;wtþ kð Þ ¼ eywtP
wi2W eywi

ð2Þ
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Each of ywt is un-normalized log-probability for each output word wt, computed as

ywt ¼ Uh wt�k; . . .;wtþ k;Wð Þþ b ð3Þ
Wherein, U and b are the softmax parameters. And hð�Þ is constructed by a con-

catenation or average of word vectors.
In contrast, Skip-gram (Fig. 1(b)) aims to predict context words given a target word

in a sliding window. The vector of target word is used as features to predict the context
words. Given a sentence S ¼ w1;w2; . . .;wlf g, the objective of Skip-Gram is to
maximize the average log probability as follows:

L Sð Þ ¼ 1
l

Xl

t¼1

X

�k� c� k

log Prðwtþ cjwtÞ ð4Þ

Wherein, l is the context size of the target word wt. Skip-Gram formulates the
probability PrðwcjwiÞ using a softmax function as follows:

Pr wcjwtð Þ ¼ ewc�wt

P
wi2W ewc �wl

Wherein, wt and wc are respectively the vector representations of target word wt and
context word wc, and V represents the word vocabulary. In order to make the models
efficient for learning, the techniques of hierarchical softmax and negative sampling are
used when learning CBOW and Skip-Gram [13, 14]. In the proposed work, the structure
of the hierarchical softmax is a binary Huffman tree [14], which is a good speedup trick
because frequent words could be accessed quickly. Moreover, during training stage of
CBOW or Skip-Gram, the word vectors are usually trained using stochastic gradient
descent where the gradient is obtained via backpropagation [8].

The proposed conceptual sentence embedding model for learning sentence vector
representation is inspired by the methods for learning the word vectors. The inspiration
is that the word vectors are asked to contribute to a prediction task about the next word
in the sentence.

Fig. 1. (a) CBOW model and (b) Skip-Gram model.
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3.2 CSE Based on CBOW

Following the inspiration of algorithms for word embeddings, wherein word vectors
are asked to contribute to a prediction task about the next word in the sentence. Despite
the fact that the word vectors are initialized randomly, they could eventually capture
semantics as an indirect result of the prediction task [2]. In the proposed work, the
sentence vectors are also asked to contribute to the prediction task of the next word
given many contexts. In the framework of CSE-1 (see Fig. 2(a)), there are three-layers:
input layer, project layer and output layer. Wherein, words in text window
w1;w2; . . .;wlf g, sentence ID and concept distribution hC corresponding to sentence

are the inputs. Every sentence, denoted by sentence ID, is mapped to a unique vector �s,
represented by a column in matrix S and every word is also mapped to a unique vector
�wi, represented by a column in matrixW. The concept distribution hC is generated from
a knowledge-based conceptualization algorithm [11], which will be described in later
section. Besides, C is a fixed liner operator similar to the one used in [15] that converts
the concept distribution hC to a concept vector (CV), denoted as �c. Note that, this is
very different from the approach in [2] where no concept information is used. It is clear
that CSE-1 also does not take word order into consideration just like CBOW.

Afterward, the sentence vector �s, word vectors �w1; �w2; . . .�wlf g and the concept
vector �c are concatenated or averaged to predict the next word in a context. Obviously,
compared to the word vector framework, the only change in CSE-1 is in Eq. 3, where
hð�Þ is constructed from W, C and S. Note that, the sentence ID, which acts as a
memory that remembers what is missing from the current context, could be thought of
as another word. What’s more, the contexts are fixed-length (length is l) and sampled
from a sliding window over the sentence. The sentence vector is shared across all
contexts generated from the same sentence but not across sentences. The word vector
matrix W, however, is shared across sentences [2].

Fig. 2. CSE-1 model (a) and CSE-2 model (b). Green circles indicate word embeddings, blue
circles indicate concept embeddings, and purple circles indicate sentence embeddings. Besides,
orange circles indicate concept distribution generated by text conceptualization algorithm (Color
figure online).
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In summary, CSE-1 itself has following three key stages:
(1) Conceptualization Stage
For each sentence in corpus, we obtain the corresponding concepts about it by

employing the idea in [11]. Following [11], we built a lexical knowledge base based on
Probase1 [16] to discover fine-grained semantic signals from the input. We organize
words, concepts, and all relevant signals into a semantic graph (example shown in
Fig. 3), and utilize an iterative random walk approach to determine concepts about the
sentence. Given a sentence, once we have accessed the concepts and corresponding
probabilities, we could obtain the concept distribution hC of this sentence.

(2) Training Stage
In this stage, we aim at obtaining word matrix W, sentence matrix S, and softmax

weights U, b on already observed sentences. W and S are trained using stochastic
gradient descent, and the gradient is obtained via backpropagation. At every step of
stochastic gradient descent, one could sample a fixed-length context from a random
sentence, compute the error gradient from the network in Fig. 2, and then use the
gradient to update the parameters in the proposed model.

(3) Inference Stage
At prediction time, we needs to perform an inference step to compute the sentence

vector for a new sentence. More specially, we get sentence vectors for new sentences
(unobserved before) by adding more columns in S and gradient descending on S while
holding W, U and b fixed. Finally, the sentence matrix S could be used as features for
the sentence, and we use S to make a prediction about some particular labels by using a
standard classifier (e.g., logistic regression or K-means) in output layer.

3.3 CSE Based on Skip-Gram Model

The CBOW-based algorithm above loss information about word order. Furthermore,
there exists another way for generating word vectors, which ignores the context words
in the input, but force the model to predict words randomly sampled from the fix-length

Fig. 3. Subgraph of example sentence “microsoft unveils office for apple’s ipad”. Ellipses
indicate concept defined in Probase and rectangles indicate instances or attributes. Directed links
indicate isA relationship between instances (attributes) and concepts (i.e., term–concept), and
dashed lines indicate correlation relationship between two concepts (i.e., concept-concept).
Moreover, the numerical values on the line is corresponding probability.

1 Probase data is available at http://probase.msra.cn/dataset.aspx.

Conceptual Sentence Embeddings 395

http://probase.msra.cn/dataset.aspx


contexts of sentence in the output. That is, only sentence vector �s and concept vector �c
are used to predict the next word in a text window. The contextual words are no longer
used as inputs, whereas they become what the output layer predict. Hence, this model is
similar to the Skip-gram model in word embedding [14]. Typically, we sample a text
window at each iteration of stochastic gradient descent, then sample a random word
from the text window and form a classification task given the sentence vector. This
technique is shown in Fig. 2(b). We name this version the CSE-2, as opposed to
CSE-1 in previous section. The scheme of CSE-2 is similar to that of CSE-1.

As described before, concept distribution hC yields a considerable influence on
conceptual sentence embedding (CSE-1 and CSE-2). This is because, each dimen-
sionality of this distribution denotes the probability of the concept (topic or category)
this sentence is respect to. In other words, the concept distribution is a solid semantic
representation of the sentence. Nevertheless, the information in each dimensionality of
sentence (or word) vector makes no sense. Hence, there exists a linear operator in both
CSE-1 and CSE-2, which transmit the concept information of the sentence into word
vector and sentence vector, as shown in Fig. 2.

4 Experiments and Results

To validate the performance of related models, we conduct experiments on two text
understanding problems: text classification and information retrieval. The source codes
and datasets of this paper are publicly available2.

4.1 Dataset

For text classification, we use three datasets: NewsTile, Twitter and TREC. Dataset
Tweet11 is used for evaluation in information retrieval task.

NewsTitle: We extract news titles from a news corpus containing about one million
articles searched from Web pages. Following [12], the news articles are classified into
topics, and we select six topics, i.e., company, health, entertainment, food, politician,
and sports, to evaluate different approaches. We randomly select 3,000 news articles in
each topic, and only keep the title field. The average word count of titles is 9.41.

Tweet11: This is the tweet collections used in TREC Microblog Task 2011 and
2012 [17, 18]. Our local Tweet11 collection has a sample of about 16 million tweets,
and a set of 49 (TMB2011) and 60 (TMB2012) timestamped topics (i.e., query).

Twitter: Then we utilize previous dataset Tweet11 to construct this dataset. By
manually labeling, the dataset contains 12,456 tweets which are in five categories:
company 3,144), country (2,918), entertainment (3,029), and device (3,365). The
average length of the tweets is 13.16 words. Because of noise and sparsity, this dataset
is challenging.

TREC: It is the corpus for question classification on TREC [19], which is widely
used as benchmark in text classification task. The entire dataset of 5,952 sentences are

2 http://hlipca.org/index.php/2014-12-09-02-55-58/2014-12-09-02-56-24/57-cse.
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classified into the following 6 categories: person, abbreviation, entity, description,
location and numeric.

4.2 Alternative Algorithms

We compare the proposed model with the following algorithms. We use the sentence
vectors generated by each algorithm as features and run a linear classifier using Lib-
linear [20] for evaluation. We just provide the overviews of these algorithm, and the
parameter settings will be described in latter section.

BOW: It represents each sentence as bag-of-words. A high weight will be given by a
high word frequency in the given sentence and a low frequency of the word in the
whole corpus. We compute TF-IDF scores [21] of the words in each sentence based on
the given corpus and use the TF-IDF scores as features to generate sentence vector for
clustering. Specially, BOW is employed as a basic baseline.

LDA: It represents each sentence as its inferred topic distribution [22], and the
dimensions of the sentence vector of is number of topics as we presuppose.

PV: Paragraph Vector models are variable-length text embedding models proposed
most recently, including the distributed memory model (PV-DM) and the distributed
bag-of-words model (PV-DBOW). PV models are reported to achieve the
state-of-the-art performance on sentiment classification [2].

TWE: By taking advantage of topic model, this Skip-Gram based algorithm over-
comes ambiguity to some extent, and contributes to sentence embedding [3]. For TWE
models, we learn topic models using latent dirichlet allocation [22] on the training set.
It further learn topical word embeddings using the training set, then generate sentence
embeddings for both training set and testing set. [3] proposed three models for topical
word embedding, and we present the best results here.

4.3 Experiment Setup

The details about parameter settings of the comparative algorithms are described in this
section, respectively. For BOW and LDA, It also tends to filter out common terms. For
our datasets, we remove about 400 stop words (such as “the” “of” “good” etc.,) by
using InQuery stopword list. For BOW method, we select top 50,000 words according
to TF-IDF scores as features. That is, the dimensions of the sentence vector in BOW is
50,000. For LDA, in the text classification task, we set the topic number to be the
cluster number or twice the cluster number, and report the better of the two. While in
the information retrieval task, we experimented with a varying number of topics from
100 to 500 for LDA, which gives similar performance, and we report the final results of
using 500 topics. For TWE models, we learn topic models using latent dirichlet allo-
cation [22] on the training set by setting the number of topics as that in LDA. For
TWE, CSE-1 and CSE-2, we set the dimensions of word, topic and concept
embeddings as 5,000, which is like the number of concept clusters in Probase [11, 16].
Usually, in project layer, the sentence vector and the word vectors could be averaged or
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concatenated to predict the next word in a context. In the experiments, we use con-
catenation as the method to combine the vectors.

In summary, we first generate sentence embedding based on different algorithms,
and then regard sentence embedding vectors as features and train a linear classifier
using Liblinear [20]. All the experiments are run on a PC with a 2.93 GHz Intel Core 2
Duo Processor and 64 GB memory.

4.4 Text Classification

Multi-class text classification is a well-studied problem in NLP. In this section, we run
the experiments on the dataset NewsTitle, Twitter, and TREC. We report
macro-averaging precision, recall and F-measure for comparison, as shown in Table 1.

We could observe that CSE-2 outperforms all baselines significantly. This indicates
that the proposed model can capture more precise semantic information of sentence as
compared to topic models and other embedding models. Because the concepts we
obtained contribute significantly to the semantic representation of the sentence, mean-
while suffer slightly from text’s noisy and sparsity. Moreover, as compared to the BOW
model, the CSE-1 and CSE-2 models manage to reduce the feature space by 90 %.

From the results we can also see that, our proposed model CSE-2 significantly
outperforms PV-DBOW, the state-of-the-art model for sentence embedding. Moreover,
LDA performs worst because it is trained on very sparse short texts, where there is no
enough statistical information to infer word co-occurrence and word topics. BOW is a
letter better, but it still underperforms the topical embedding methods (i.e., TWE) and
conceptual embedding methods (i.e., CSE-1 and CSE-2). As described in Sect. 3,
CSE-2 performs better than CSE-1, because the former one take the advantage of word
order. In addition to being conceptually simple, CSE-2 requires to store less data. We
only need to store the softmax weights as opposed to both softmax weights and word
vectors in CSE-1. Based on Skip-gram similarly, CSE-2 outperforms TWE which is
enhances sentence representation by using topic model. Obviously, neither parsing nor
topic modeling works well because there are simply not enough signals in the input.

What’s more, nearly all the algorithms perform better on TREC and NewsTitle,
while perform badly on Twitter, especially LDA and TWE. This is mainly because

Table 1. Evaluation results of multi-class text classification task.

Model NewsTitle Twitter TREC
P R F P R F P R F

BOW 0.782 0.791 0.786 0.437 0.429 0.433 0.892 0.891 0.891
LDA 0.681 0.678 0.679 0.295 0.221 0.253 0.778 0.761 0.769
PV-DM 0.725 0.719 0.722 0.413 0.408 0.410 0.824 0.819 0.821
PV-DBOW 0.748 0.740 0.744 0.426 0.424 0.425 0.836 0.825 0.830
TWE 0.804 0.795 0.799 0.457 0.434 0.445 0.892 0.882 0.887
SCE-1 0.815 0.809 0.812 0.461 0.449 0.454 0.896 0.890 0.893
SCE-2 0.827 0.817 0.822 0.475 0.447 0.462 0.901 0.895 0.898
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that texts in Twitter are more challenging as short-texts are noisy, sparse, and
ambiguous.

Certainly, we could also train TWE (even LDA) on a very large corpus, e.g.,
Wikipedia, and could expect much better results. However, training latent topic model
on very large data set is very slow, although many fast algorithms of topic models are
available [23, 24]. What’s more, from the complexity analysis, we could conclude that,
compared with PV and CSE, TWE models require more parameters to record more
discriminative information for word embedding.

For the comparison of BOW and LDA, it is amazing that the simplest BOW
achieves better performance than LDA. Such phenomenon indicates again that latent
topic model suffer extremely from the sparsity of the short text, because the length of
the text in experimental datasets is usually short (i.e., question and social media text).
Moreover, the size of experimental dataset is to some extent not very large as discussed
above, we guess LDA may achieve better performance given more data for learning.
Besides, the number of topics also impacts the performance of LDA. In future, we may
conduct more experiments to explore genuine reasons.

4.5 Information Retrieval

We also evaluate the proposed model on an information retrieval task, where the goal is
to decide whether a sentence should be retrieved given a query. Specially, we mainly
focus on short-text retrieval by utilizing official tweet collection Tweet11, which is the
benchmark dataset for microblog retrieval [17, 18]. We index all tweets in this col-
lection by using Indri toolkit3, and then implement a general relevance-pseudo feed-
back algorithm. Given a query (with timestamp), we firstly obtain associated tweets,
which are before query issue time, via preliminary retrieval as feedback documents.
Afterwards, we generate the sentence vector of query and these feedback tweets by the
alternative algorithms above. With such efforts, we could compute cosine scores
between query vector and each tweet vector to measure the semantic similarity between
the query and candidate tweets, and then re-rank the feedback tweets with descending
cosine scores.

Experimental results for this task are shown in Table 2 using the official metric for
the TREC Microblog track, i.e., Precision at 30 (P@30), and also on Mean Average
Precision (MAP) for evaluating the ranking performance of different algorithms.

As shown in Table 2, the SCE-2 significantly outperforms all these models, and
exceeds the best baseline model (TWE) by 11.9 % in MAP and 4.5 % in P@30, which
is a statistically significant improvement. As we pointed out before, such an
improvement comes from the CSE-2’s ability to embed the contextual and semantic
information of the sentences into a finite dimension vector. Just like phenomenon
observed in previous experiments, topic model based algorithms (such as LDA and
TWE) suffer extremely from the sparsity and noise of tweet collection. For the twitter
data, since we are not able to find appropriate long texts, latent topic models are not
performed.

3 http://www.lemurproject.org/lemur.php.
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Originally, BOW is the most common fixed-length vector representation for texts
used in information retrieval task, due to its simplicity, efficiency and often surprising
accuracy. It’s amazing that the simplest BOW provides sustainable results, even better
than LDA and PV-DM. For the comparison of BOW and LDA, it is amazing that the
simplest BOW achieves better performance than LDA. However, it is clear that the
bag-of-words has many disadvantages. The word order is lost, and thus different
sentences can have exactly the same representation, as long as the same words are used.
Even though bag-of-n-grams considers the word order in short context, it suffers from
data sparsity and high dimensionality. Moreover, bag-of-words have very little sense
about the semantics of the words or more formally the distances between the words.

5 Conclusion

By inducing concept information, the proposed conceptual sentence embedding
maintains and enhances the semantic information of word embedding, meanwhile it
take into consideration the word-order as well as n-gram model. We compare it with
different algorithms, including bag-of-word models, topic-model-based model and
other state-of-the-art sentence embedding models. The experimental results demon-
strate that the proposed method performs the best and shows improvement over the
compared methods.

Acknowledgement. The work was supported by National Natural Science Foundation of China
(Grant Nos. 61132009, 61201351), and National Hi-Tech Research & Development Program
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Abstract. Social roles of mobile users have widespread applications.
However, most of users’ social roles and other personal information are
missing due to privacy and some other reasons, which makes it difficult to
infer users’ social roles precisely. Though mobile operators are lacking in
information about users’ social roles, they have mobile communication
data which records users’ communication behaviors. Since users with
same social role have similar communication behaviors, it is possible to
infer users’ social roles based on their communication behaviors. This
paper studies the problem of inferring social roles of mobile users from
users’ communication behaviors. A Mobile Communication Behaviors
based framework (MCB) is proposed to infer social roles of mobile users.
MCB solved the difficulties of inferring users’ social roles with few labeled
users, inaccurate label information, and few users’ feature information.
Our study is based on a real-world large mobile communication dataset
and the experiment shows the accuracy and effectiveness of the method.

Keywords: Mobile communication network · Social role

1 Introduction

Mobile users have varieties of social roles which represent their roles played in
social lives such as students, teachers and company employees. The informa-
tion on users’ social roles has extensive applications in many fields, especially
on mobile industry. For example, student users have special consumption habits
such as higher demand for Internet consumption. With information on users’
social roles, mobile operators can identify student users and then promote tar-
geted data plans to students, which will definitely enhance user experiences.

However, most users’ social role information is missing due to privacy and
some other reasons. The statics of International Telecommunications Union indi-
cates that lots of people across the world use prepaid services, which allow users
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to be anonymous. About 95 % mobile users in India, 80 % in Latin America use
this kind of services [1]. If mobile operators can infer the missing social role
information precisely, based on which, they can then adjust sales strategies and
further promote service level.

This paper studies the problem of inferring mobile users’ social roles. Lots
work have devoted to inferring users’ information [1–9]. However, they can hardly
adapt scenarios of inferring mobile users’ social roles for several reasons:

1. Few labeled users. Social roles information is not mandatory in prepaid
and some other services. Few users initiative offer their social role information
considering privacy. The serious scarcity of social role information results in
few labeled users in training set, which makes it difficult to accurately infer
social roles of mobile users.

2. Incorrectly labeled users. People’s social role information may turn into
inconsistent with information they previously provided because of work
change, school graduation or some other reasons. It generates incorrect
label information which further diminishes the precision of previous inferring
methods.

3. Few user features. Despite the lack of social role information, anonymous
users are also lacking in other personal information such as age, interpersonal
relationship, and economic background. Besides, text content of mobile com-
munication is often encrypted according to privacy policy. All these reasons
result in the lack of user features when inferring users’ social roles.

Existing approaches require adequate label information and user features to
maintain accuracy thus can not perform well concerning mobile communication
dataset.

Mobile operators though are lacking in users’ social role and feature informa-
tion, they have capable fortunately of mobile communication data which records
the users’ communication behaviors. Based on these records, we can construct a
mobile communication network similar to social network. Some research shows
that Internet social network can reflect users’ features [6,9]. Based on this idea,
we exploit users’ features from mobile communication network. A Mobile Com-
munication Behaviors based framework (MCB) is proposed to infer social roles
of mobile users with few label and feature information specifically.

2 Related Work

Traditionally, Lots of work on inferring information about users has done. They
can be grouped into three categories based on: (1) methods using relational clas-
sifier. (2) methods using community detection. (3) methods using label propa-
gation. (4) methods using probabilistic model.

Methods Using Relational Classifier. Hecht [3] used Multinomial Naive
Bayes model to classify user locations from their tweets. Pennacchiotti [5] used
decision trees model to infer user’s labels like political orientation from profile
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features, linguistic content features, and social network features. These methods
require text content features such as tweets, or users’ personal information such
as relationship and economic background which are unavailable in mobile user
data. Thus, they cannot be applied to infer mobile users’ social roles.

Methods Using Community Detection. These methods extracted commu-
nities from network and then decide users’ attributions by voted on their com-
munities. Backstrom [9] proposed a community detection based method to infer
college and major of students. However, these methods required enough labeled
users(at least 20 %) which mobile user dataset cannot provide, to achieve high
accuracy. Besides, incorrectly labeled users will decrease the accuracy of these
methods. Thus, they can not perform well in inferring mobile users’ social roles.

Methods Using Label Propagation. These method used ties between users
to propagate labels from the labeled users to the whole dataset. Zeng [7] used
label propagation model to infer user affiliation based on social activities on the
Internet. However, similar to methods using community detection, these meth-
ods require enough labeled users and accurate label information which mobile
datasets cannot provide. Thus, they can not perform well in inferring mobile
users’ social roles either.

Methods Using Probabilistic Model. Dong [1] used a probabilistic model
which integrated users’ social properties and network features to infer users’
age and from mobile social network. Li [6] proposed a unified discriminative
influence model which integrated network and tweets to infer user’s location.
These methods rely on the distribution of particular attribute such as age, gender
and location. The distribution of social roles of mobile users is different from the
distributions of these attributes. Thus, existing methods that use probabilistic
model cannot be directly applied to infer mobile users’ social roles.

3 Problem Definition

This study aims at inferring mobile users’ social roles. We note the set of users
U = UL∪UN , where UL(UN ) is the set of labeled(unlabeled) users respectively.
S = {s1, ..., sa} represents the set of a kinds of social roles. For any user u in U ,
su ∈ S represents the social role of u. K = {k1, ..., kb} is the set of b kinds of
communication behaviors. The problem can be defined as follow: given a partially
labeled(less than 20 %) mobile user set U , social role set S, and communication
behavior set K, infer the social roles of all users in UN . We propose a Mobile
Communication Behaviors based framework (MCB) to solve this problem.

Firstly, MCB constructs a mobile communication network based on commu-
nication records. MCB chooses some network characteristics which can effectively
distinguish different types of users as structure features according to the analysis
of real-world datasets. Then MCB combines label propagation and homophily
theory to get connection features which reflect users’ relationship with different
user groups. Next, MCB constructs feature vectors combining structure features
and connection features. The classifier is trained with feature vectors of all users



Inferring Social Roles of Mobile Users Based on Communication Behaviors 405

and label information of few users. Then MCB uses classifier to infer users’
social roles and updates the dataset according to preliminary inferring results
to improve connection features. Labeled users whose inferring results differ sig-
nificantly from reality are removed from the training set. And unlabeled users
whose inferring results have high confidence levels are added to training set. After
updating training set, MCB repeats feature extraction, classifier training, social
role inferring until most users are filtered or transformed into labeled users.

In MCB, structure features is irrelevant to users’ label information, and con-
nection features only require a little of label information. By that, MCB can per-
form well with few labeled users and users’ feature information. Besides, users’
connection features will be updated on every round, the incorrectly labeled users
will be polished gradually which makes MCB can handle the scenarios where
incorrectly labeled users exist.

4 Network Construction and Feature Extraction

As discussed in Sect. 1, few features can be directly extracted. Thus, we instead
construct a network based on mobile communication records and explore the
connection between network features and users’ social roles.

4.1 Network Construction

Let G = (U,E) denotes the undirected and weighted mobile communication
networks, where U is a set of user nodes as defined in Sect. 3. Each ui ∈ U
represents a user. E is a set of communication edges between users. If ui contacts
uj , then an edge eij ∈ E exists. Most mobile communication datasets record
users’ calling behaviors KCALL and texting behaviors KSMS . Each mij ∈ KSMS

represents texting frequency of ui towards uj , cij ∈ KCALL represents calling
frequency of ui towards uj , dij ∈ KCALL represents the calling duration of ui

towards uj .
MCB extracts users’ features from the mobile communication network in

two ways: on one hand, network structure features of individuals which will not
be affected by users’ label information. On the other hand, connection features
which reflect users’ relationship with users of different social roles.

4.2 Structure Feature

Mobile communication network is an abstract of communication behaviors.
Users’ network structure can reflect their behaviors in real world. Degree cen-
trality, average neighbor degree, local clustering coefficient, and embeddedness
are the most common network characteristics, which show different aspects of
network properties [1]. We analyze what these characteristics implies in mobile
communication network.



406 Y. Chen et al.

Degree Centrality (DC). Degree centrality is the number of ties a node has [1].
On mobile communication network, it represents frequency of users’ communica-
tion behaviors. For example, on CALL network, it represents calling frequency.
Users with higher DC are more active than users with lower DC.

Dong [11] found that users of various age have different DC distribu-
tions. Similarly, users of various social roles have different DC distributions.
Figure 1(a)(e) show the DC distributions of mobile users. It can be clearly
observed that the curve for students shifts right compared with other users which
means student users have higher DC than other users. This suggests that stu-
dents contact with people more frequently than others. We also analyze the dis-
tribution of weighted degree centrality(use texting frequency, calling frequency,
and calling duration as weight respectively). The distributions are similar to
distribution of DC.

Average Neighbor Degree (AND). Average neighbor degree is The aver-
age degree of neighbors of a particular node, it reflects the connectivity of the
node [8]. On mobile communication network, it shows how easily a users can
be contacted. AND indicates users’ communication activeness from another per-
spective. Users with higher AND are more easily reached and more active than
users with lower AND.

Zhao [8] found that Internet users of various social roles have different AND
distributions. Similarly, this is also the case on mobile network. Figure 1(b)(f)
show the AND distributions of mobile users. We can observe from both figures
that the curve for students shifts right compared with other users, which means
student users have higher AND than other users. This suggests that student
users can be more easily contacted than other users, which means mobile users
of various social roles have different AND distributions.
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Fig. 1. Distribution of network characteristics. X-axis: number of nodes. Y-axis: value
of specific network characteristic. The results are based on a real-world mobile user
dataset which contains 77,577 student users and 77,577 other users. SMS and CALL
networks are constructed based on users’ texting and calling behaviors respectively.
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Triadic Closure. Triadic closure is a property among three node A, B and C,
such that if a strong tie exists between A-B and A-C, there is a weak or strong
tie between B-C [12]. It can reflect the strength and density of social ties. Local
clustering coefficient (LCC) can measure triadic closure [10]. LCC is defined as:

LCCi =
2 · |{ejk : j, k ∈ Nui

}|
|Nui

· (|Nui
− 1|)| (1)

where ui is a given user node, Nui
is the set of ui’s neighbors, ejk is the edge

connects uj and uk.
On mobile communication network, LCC shows the phenomenon that the

contacts of a user may contact with each other as well. Users with higher LCC
have a more intensive and closer contact network.

Dong [1] showed that mobile users of different age and gender have different
LCC distributions. Similar results can be found in mobile users of different social
roles. Figure 1(c)(g) show the distribution of local clustering coefficient of mobile
users. It shows that the curve for students shifts right compared with other
users in both figures. This means that students have relative dense social ties
compared with others. One thing to note that most users’ LCC distributed on
zero, especially on SMS network. Thus, LCC is not as efficient as DC and AND
in distinguishing different types of users.

Embeddedness (EMB). Embeddedness measures the degree that nodes are
enmeshed in networks [2]. EMB is defined as:

EMBui
=

1
|Nui

|
∑

uj∈Nui

|Nui
∩ Nuj

|
|Nui

∪ Nuj
| (2)

where ui is a given user node, Nui
is the set of ui’s neighbors.

On mobile communication network, EMB shows the phenomenon that con-
tact networks of users may be overlapping, it can reflect the de density of users’
contact networks.

Dong [1] indicated that mobile users of different age and gender have different
EMB distributions. Similar results can be found in mobile users of different social
roles. Figure 1(d)(h) shows the distribution of embeddedness of mobile users.
Figure 1(d)(h) shows that students tend to have a relative higher embeddedness
score than others, which means students have relative stronger contact networks
compared with others. Similar to LCC, most users’ EMB distributed on zero.
Thus EMB is not as effective as DC and AND on distinguishing different types
of users.

In summary, network structure features can reveal the different communica-
tion activeness as well as contact networks on different social roles. Structure
features exploit structure information of mobile communication network and
don’t need any label information of users. Structure features, especially degree
centrality and average neighbor degree of individuals can reflect users’ social
roles. Most users’ LCC and EMB of SMS network are distributed on zero, so we
only use the LCC and EMB on CALL network, DC, and AND on both networks
as users’ structure features.
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4.3 Connection Feature

Connection feature is designed to reflect users’ relationship with different user
groups. Unlike structure feature, connection feature can be affected by other
users’ social roles. One possible way to design connection feature is to use network
characteristics related to nodes’ labels such as the number of ties with some
particular users. However, as discussed in Sect. 1, there are few labeled users
on mobile dataset which makes this kind of connection feature can not actually
reflect users’ relationship with other users. For example, most users’ ties with
some particular users are zero because most users’ neighbors are unlabeled in
this situation.

To solve this problem, we use label propagation and homophily theory to
extract connection feature. To began with, we discover the homophily on social
role in mobile communication network. Homophily refers that people tend to
be connected with those who are similar to them [13]. Birds of a feather flock
together. Homophily has been extensively studied and confirmed in Internet
social network and mobile social network. Zhao [8] discovered the homophily
pattern on social roles and statuses in Internet social network. Dong [1] found
the homophily on both gender and age on mobile social network.

We study the homophily on social role in mobile communication network.
Figure 2(a) shows that the student users call more frequently than call other
kinds of users. This implies that users are more likely to communicate with users
with the same social role. Same results can be observed from Fig. 2(b)(c) in the
aspects of texting frequency and calling duration. This suggests that people tend
to have ties with those who have same social role.
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Fig. 2. Homophily on affiliation. X-axis: average calling frequency, average texting
frequency, and average calling duration respectively. Y-axis: social roles of users. The
results are based on a real-world mobile user dataset which contains 77,577 student
users and 77,577 other users. SMS and CALL networks are constructed based on users’
texting and calling behaviors respectively.

The observations above suggest that closer data points tend to have simi-
lar social roles. Thus, label propagation can be adopted here to propagate labels
through dense unlabeled data regions, the value measures the probability a node
belongs to a class [14]. However, methods which directly applied label propaga-
tion perform poor on this scenario for limited labeled users in dataset. Thus,
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we modified the label propagation in three ways: Firstly, we propagate labels
for every class, and users’ labels will not be decided during the propagation.
Secondly, we get propagation values for every user as their connection features,
while traditional label propagation methods directly assign label with the highest
propagated value for every user. Lastly, users’ values will propagate to itself with
certain probability during propagation. Thus users’ label value can be affected
by its previous value and initial label information. The propagation value is
computed as follow:

P t
u = dP t−1

u + (1 − d)
∑

v∈B(u)

wvuP t−1
v (3)

where P t
u is the label propagation value of user u in step t, B(u) is the set of users

which point to user u, 0 < d < 1, d is the probability of staying put. wij is the
weight of eij . wij have different computing methods for different communication
behaviors. For calling and texting behaviors, wij is computed as follow:

wm
ij =

mij∑
uk∈U mik

, wc
ij =

cij∑
uk∈U cik

, wd
ij =

dij∑
uk∈U dik

(4)

mij , cij , dij represent ui’s texting frequency, calling frequency, total calling dura-
tion towards uj .

P 0
u is the initial value of user, it is decided by users’ label information.

For social role si ∈ S, we set P 0
u = 1 for users whose su = si. For other

users(including unlabeled users), we set P 0
u = 0. And after performing modified

label propagation based on three kinds of weight, we can get three values(referred
as sfi, cfi, cdi). These values can reflect users’ relationship toward labeled users
whose social role are si.

Connection feature shows users’ relationship with different user groups. We
note that although we design the connection features based on homophily, con-
nection features can capture not only relationships with users of same social
role but also relationships with different user groups. In other words, connection
features can reflect cross-social-roles relationship as well. By label propagation,
most users can get a propagation value as their connection features. By remov-
ing incorrectly labeled users and adding labeled users, connection features can
reflect users’ relationship more precisely. Besides, from the formula of connection
features, we can find that connection features take into consideration not only
social roles of neighbors but also social roles of indirectly connected users. Thus
connection features can reflect users’ relationship with users of different social
roles more thoroughly.

5 Inferring Social Roles

5.1 Feature Vector Construction

Firstly, MCB constructs feature vectors for every user based on their structure
features and connection features extracted from mobile communication network.
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Let dc, nd, lcc, emb represent users’ degree centrality, average neighbor degree,
local clustering coefficient, and embeddedness respectively. Suffix“sms” represents
the feature is extracted from SMS network, suffix “call” represents the feature is
extracted fromCALLnetwork.Weuse(dcsms, dccall, ndsms, ndcall, lcccall, embcall)
as users’ structure features according to the analysis in Sect. 4.2. For social role
si ∈ S, we calculate and denote (sfi, cfi, cdi) as corresponding connection features
according to the discussion in Sect. 4.3. Thus, for every ui ∈ U , we can construct
its feature vector as:

xui = (dcui
sms, dc

ui
call, nd

ui
sms, nd

ui
call, lcc

ui
call, embui

call, sf
ui
1 , cfui

1 , cdui
1 , ..., sfui

m , cfui
m , cdui

m )
(5)

5.2 Classifier Training

Logistic regression model is most widely used classifier model, we use logistic
regression model for two reasons: First, logistic regression model is an effective
classifier model, and we use parallelized trust region Newton method to compute
its regression coefficients which makes it much faster and adapt large-scale mobile
communication data. Second, logistic regression model can compute an estimated
probability of users’ belonging to given type. Based on estimated probability, we
can further update the labeled users and improve the connection features of users.
According to logistic regression model, the probability that ui ∈ U belongs to a
given social role group si ∈ S is computed as:

P (sui = si|xi) = π(xi) =
1

1 + e−g(xi)
(6)

where g(xi) = β · xi, β is the regression coefficient, and xi is feature vector of
ui[15].

Trust Region Newton Method (TRON) [15] is applied here to effectively com-
pute the maximum likelihood of regression coefficient, which satisfies ∇f(β) = 0,
where f(β) follows:

f(β) =
n∑

i=1

{yi ln[(π(xi))] + (1 − yi) ln[1 − π(xi)]} (7)

where yi = 1 if sui
= si and yi = 0 otherwise. {(xi, yi)}, 1 ≤ i ≤ n is the

training set.

5.3 Inferring and Updating Dataset

After training classifier, we can infer social roles of every user. As discussed in
Sect. 1, there is some inaccurate social role information in the dataset which will
result in bias to the classifier. And as mentioned in Sect. 4.3, updating dataset
can improve users’ connection features. Thus instead of outputting users’ social
roles directly, we update the dataset based on elementary computational results
and repeat the whole process.
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6 Experiments

6.1 Data Sets

Our data is extracted from a real-world mobile communication records of an
anonymous school base in China which spans 3 months. It consists of 1.5 mil-
lion users and 14 million calling records and 7.7 million text messaging records.
Each record contains IDs of calling and called part, frequency of communication
behaviors, and duration of communication behaviors. There are three kinds of
users in the dataset, including 77 thousand students users, 77 thousand users
who are not students, and other users whose social roles are unknown.

6.2 Baseline

To demonstrate the effectiveness of MCB, we compare our method against a
number of baselines:

KNN. As discussed in Sect. 4.3, there is homophily on users’ social roles. We
can infer users’ social roles based on the information of their neighbors. Thus
KNN can be used as a baseline.

Community Detection. Community detection is often used to infer users’
information. We use the method of [16] to infer users’ social roles.

Label Diffusion. Label Diffusion is often used to infer users’ information. We
use the method of [17] to infer users’ social roles.

MCB-dc. Connection features are removed from MCB to evaluate the effects
of structure features.

MCB-ds. Structure features are removed from MCB to evaluate the effects of
connection features.

6.3 Experimental Result

Inferring Performance. We conduct 10 fold cross validation on each method.
The averaged precision, recall, and F-score results are illustrated in Fig. 3.

From Fig. 3, we can observe that MCB method outperforms other methods
on all the measures. MCB improves the results by 0.1 ∼ 0.2 compared with
other methods and MCB can infer 88 % of users’ social roles, which shows the
effectiveness of MCB.

We further analyze features’ contributions for inferring by removing structure
features and connection features respectively. We can see that the performance
when removing connection features drops more than when removing structure
features, which indicates a stronger contribution of connection features.

Sensitivity Analysis Results. As introduced in Sect. 1, there are very few
labeled users in dataset, it is valuable to test the effectiveness of the proposed
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method over different setting of labeled users. Therefore, we test the performance
of MCB and baselines by varying the fractions that users are labeled in mobile
network.

From Fig. 4, we can see that as the fraction of labeled users declines, the accu-
racy of baseline methods falls significantly because they need enough training
samples to ensure accuracy. By contrast, the accuracy of MCB doesn’t change
much because MCB takes use of structure features, which are irrelevant to users’
label information, and connection features, which require few labeled users. It
shows that even when only 0.001 of users are labeled, MCB can achieve about
0.88 precision. It shows that the MCB can effectively infer users’ social roles
even under few labeled users setting.

Robustness Analysis Results. As introduced in Sect. 1, there are incorrectly
labeled users in mobile dataset, To verify the robustness of MCB, we transform
part of labeled users into incorrectly labeled users and then test the performance
of all methods. From Fig. 5, we can observe that as the fraction of incorrectly
labeled users increases, the accuracy of MCB falls little than other methods
mainly because MCB can find out and remove incorrectly labeled users and
iteratively improve its connection features It shows that MCB can handle the
situation where incorrectly labeled users exist.

Attribute Evaluator. To analyze how much each factor influences the inferring
result. We compute the information gain of each attribute.

From Table. 1, we can see that connection features have higher information
gain than structure features. This is in accordance with the results that MCB-
ds has higher F-scores than MCB-dc. The most significant attribute of network
characteristic is degree centrality. And the average neighbor degree also has rel-
ative high information gain than local clustering coefficient and embeddedness.
This is line with our observations on the distribution of these network charac-
teristics in Sect. 4.2.
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Table 1. Information gain of each feature. cd1(cd2), cf1(cf2), sf1(sf2) are connection
features calculated by propagating from student(other) users

Attribute Information gain Attribute Information gain

cd1 0.4884 dcsms 0.4255

cf1 0.481 ndsms 0.3877

sf2 0.4534 dccall 0.1709

sf1 0.442 lcccall 0.1537

cd2 0.4287 ndcall 0.1345

cf2 0.4262 embcall 0.0714

7 Conclusion

In this paper, we construct a mobile communication network based on real-world
large mobile communication data and analyze which factors can reflect users’
social roles. Then we extract from mobile communication network the connec-
tion feature and structure feature of users, which reflects users’ social relation-
ships and network structure properties respectively. Furthermore, we provided a
method to infer users’ social roles. We evaluated our method by comparing with
some baselines and testing sensitivity and robustness under different setting of
labeled users and incorrectly labeled users. The experimental results show that
our method is effective, and can adapt to the real-world situation where users’
label information and feature information are severe lack of and even incorrect.

In the future, we plan to infer other attributions from mobile communication
records and analyze their relation to users’ social roles.
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Abstract. Learning a latent semantic representing from a large number
of short text corpora makes a profound practical significance in research
and engineering. However, it is difficult to use standard topic models
in microblogging environments since microblogs have short length, large
amount, snarled noise and irregular modality characters, which prevent
topic models from using full information of microblogs. In this paper,
we propose a novel non-probabilistic topic model called sparse topi-
cal coding with sparse groups (STCSG), which is capable of discover-
ing sparse latent semantic representations of large short text corpora.
STCSG relaxes the normalization constraint of the inferred representa-
tions with sparse group lasso, a sparsity-inducing regularizer, which is
convenient to directly control the sparsity of document, topic and word
codes. Furthermore, the relaxed non-probabilistic STCSG can be effec-
tively learned with alternating direction method of multipliers (ADMM).
Our experimental results on Twitter dataset demonstrate that STCSG
performs well in finding meaningful latent representations of short docu-
ments. Therefore, it can substantially improve the accuracy and efficiency
of document classification.

Keywords: Document representation · Topic model · Sparse coding ·
Sparse group lasso

1 Introduction

In social media, short texts have been an important form of information carrier,
which are generated in large quantities at all times. Discovering latent seman-
tic representing of short text corpora is an effective means to acquire valuable
information from overwhelming amount of noisy short texts. Topic models, a
kind of statistical models for analyzing a great quantity of texts, have received
increasing attention in recent years.
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LDA-based probabilistic topic models (PTMs) [1,2,4], are based on the
thought that documents are mixtures of topics, where a topic is a probabil-
ity distribution over words. These LDA-based probabilistic topic models have
demonstrated great successes on long documents, but not on short texts. Because
short and sparse texts do not have abundant co-occurrence information that can
be utilized by probabilistic topic models for precisely learning the proportions.

Standard topic models have trouble learning a sparse representation in
microblogging environments. There are two main strategies to deal with this
sparsity problem. First is to use a sparse priorinto LDA-based models, which
can indirectly control a sparsity bias over the posterior representations [14–17].
These models usually fail to achieve sparse posterior representations in a real
sense, because the sparse prior results in an worse effect on smoothing. The
second method is based on non-probabilistic coding, in which coding is used to
represent the coefficients of corresponding topical basis in topic space. These
models drop out solutions to the sparsity problem by imposing various spar-
sity constraints like l1 norm [9,11,12]. However, there are still some challenges
to solve the sparsity problem based on all of the above methods. That is, it is
difficult to effectively yield truly fully sparse posterior representations, which
significantly decrease consuming in memory and time in some large scale of text
mining tasks.

In our work, to effectively overcome the challenge described above, we present
the sparse topical coding with sparse groups (STCSG), which can conclusively
learn sparse latent document, topic and word representations. In our model:
(1) by imposing sparse group lasso regularizers, STCSG can directly control
and achieve fully sparsity of inferred representations, (2) inferring problems of
STCSG can be efficiently solved by ADMM [5] algorithm. The main contribu-
tions in this paper are listed as follow:

1. We design a novel non-probabilistic topic model STCSG. In this model, doc-
ument, topic and word-level sparsity can all be directly controlled with sparse
group lasso like NPMs, and STCSG is able to derive document - topic pro-
portions like PTMs.

2. We incorporate the ADMM to handle the biconvex learning problems, which
results in closed-form iteration patterns.

3. Experimental results on the Twitters dataset show that STCSG yields higher
word code sparsity, topic code sparsity and document code sparsity than other
baselines. Therefore, STCSG achieves higher classification accuracy and time
efficiency.

The rest of this paper is organized as follows. Section 2 introduces the related
work. Section 3 presents the details of the proposed STCSG. Section 4 shows the
experimental results. Finally, we draw our conclusions in Sect. 5.

2 Related Work

2.1 Probabilistic Topic Models

Typical probabilistic topic models like probabilistic latent semantic analysis
(PLSA) [18] and latent Dirichlet allocation (LDA) [1] have been widely used
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in text mining. These topic models do not require any prior annotations or
labeling of documents. On the basis of this fundamental works, DTM [2], TOT
[4] and OLDA [3] were proposed with considering time factor into LDA to deal
with large scale of texts and analyze the topic evolution over time. In order to
solve the sparsity problem further, Wang et al. [14] proposed sparseTM, which
decouples sparsity and smoothness in the component distributions with select-
ing variables to determine which terms could appear in the topic. However, all
of these models lack the ability of directly controlling the posterior sparsity of
learned representations.

2.2 Non-probabilistic Topic Models

Contrary to the probabilistic topic models, the non-probabilistic topic models
(NPMs) can directly control the sparsity by imposing l1 norm or other composite
regularizer on codes rather than using a sparse prior or introducing auxiliary
variables, such as NMF [9], STC [12], GSTC [11]. Although, all the above models
can solve the sparsity problem in some extent, they still fail to achieve fully
sparse.

2.3 Sparse Techniques

The fundamental sparse regularizer, lasso [13], has been widely used in machine
learning. Lasso is an estimation technique which gives interpretable models and
has the capacity of variable selection. However, the lasso lacks a mechanism to
control group sparsity. To discover some special sparsity patterns, Yuan et al. [6]
proposed group lasso, to achieve group sparsity. Namely, if a group parameter
is non-zero, then the parameters of this group will all be non-zero. However, the
group lasso is just able to select group variables. Then, Simon et al. [7] presented
the sparse group lasso via combining the penalty function of lasso with group
lasso’s. The sparse group lasso has the capacity of variable and group variables
selection. In our work, we employ the sparse group lasso regularizer on word
codes to achieve fully sparsity.

3 Sparse Topical Coding with Sparse Groups

Let V = {1, ..., N} be a vocabulary with N words, D = {d1, ..., dm} be a docu-
ment collection with size M , where wd = {wd

1 , ..., w
d
|I|d} is a vector of terms to

represent a document d, M is the index set of words that appear in document d,
wd

n (n ∈ Id) counts the appearances of word n in document d. Let β ∈ R
K×N be

a dictionary with K basis, where each row βk. in the directory is a topic basis
that has a unigram distribution over vocabulary.
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3.1 Probabilistic Generative Process for STCSG

For simplicity, we let s ∈ R
K be the word code of word n in document d, and

assume that the observed word counts are independent from each other. The
core thought of STCSG is to impose the sparse group lasso on word codes to
induce document, topic and word sparsity.We start with describing a probabilis-
tic generative procedure. Each document d in D is generated by the following
process:

For each document D = {d1, ..., dm}:

1. Sample the word code s ∼ p(λ1);
2. For each topic k ∈ {1, ...,K}:

(a) Sample the word code vectors sd,.k ∼ p(λ2, sd,.);
(b) For each observed word n ∈ I:

i. Sample the latent word count wn ∼ p(wn|sd,.k, β.k):

In this process, we assume that: (1) the observed word counts wn can be
reconstructed by the linear combination of word code vectors and dictionary,
(2) word codes sd,. are derived via the prior p(λ1), (3) and the word code vectors
sd,n. are obtained via the prior p(λ2). Based on the previous work [12] [11], we
think that the document codes are the average aggregation of the word code
vectors. STCSG is depicted in Fig. 1.

11 ,.ds ,.d ,.d ks ,.d k,. n kkk

{1,..., }k Kdn I{1,..., }k K
{1,..., }d D

2

Fig. 1. The graphical model of STCSG.

3.2 Formulation of STCSG

According to the above generation process, the joint distribution of STCSG can
be defined as follow:

p(s, w|β) =
∏

d∈D

p(sd,. |λ1)
∏

k∈K

p(sd,.k |λ2)
∏

n∈Id

p(wn | sd,.k, β.k), (1)

In this study, to achieve sparse word and topic codes which are defined as

θd,k =
M∑

d=1

Id∑
n=1

sd,nk βkn/
M∑

d=1

Id∑
n=1

K∑
k=1

sd,nk βkn, we use the Laplacian prior. The

Laplacian prior and the lasso play an equivalent affect under a MAP-solution
[12], which is defined as:

Laplace(sd,. |0, λ
−1
1 ) ∝ exp(−λ1 || sd,. ||1), (2)
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Similarly, to achieve sparse document and topic coding, we assume that the
word codes under the same topic are in group structure. In considering of the
above factors, we choose the Multi-Laplacian distribution [8] p(sd,.k |λ2) which
is defined as:

M − Laplace(sd,.k |0, λ
−1
2 ) ∝ λ

N/2
2 exp(−λ2 || sd,.k ||2), (3)

Suppose the distribution of wn satisfies Poisson distribution [12]:

p(wn | sd,.k, β.k) ∝ Possion(wn; sT
n. β.n), (4)

With defining S = {sd} and W = {wd}, STCSG solves the following optimiza-
tion problem:

min
S,β

L(S, β) = l(S, β) + λ1

∑

d,k∈Id

|| sd,.k ||22 +λ2 ||S||1

s.t. : S ≥ 0,∀d;
Id∑

n=1

βkn = 1,∀k;λ1 +λ2 = 1;
(5)

In Eq. (5), the parameters (λ1, λ2) are non-negative, which can be selected
via cross-validation. The first part of the objective function is a loss function,
which is equivalent to minimizing the unnormalized KL-divergence between the
observed word counts and their reconstructions. The second and third part form
the sparse group lasso, inducing fully sparse coding.

3.3 Optimization

The optimization Eq. (5) is a bi-convex problem, which can be solved by ADMM.
ADMM [5] uses variable splitting, and is fit for decomposing our problem into
easily solvable sub-problems. As it is usually difficult to directly minimize s and
β on l(s, β) independently, we introduce a new variable x, with the constraint
xk = βk. s.k. However, the optimization problem is still intractable, as the word
codes are grouped in terms of topics and each group is independent. Therefore,
we consider to optimize each group. According to the framework of ADMM, we
optimize (x, s, β, u) separately according to the following steps: When n ≤ k,

xm+1 := arg min
x

(xm
k +wk ln(xm

k +Ak) +
ρ

2
||xm

k −βm
k. sm

.k +um
k ||2), (6)

When n ≥ k,
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

xm+1
k := arg min

x
(xm

k +
ρ

2
||xm

k − βm
k.s

m
.k + um

k ||2)

βm+1
k. := arg min

β
(
ρ

2
||xm+1

k − βm
k.s

m
.k + um

k ||
2
)

sm+1
.k := arg min

s
(λ1||sm

.k ||22 + λ2||sm
.k ||1 +

ρ

2
||xm+1

k − βm+1
k. sm

.k + um
k ||

2
)

um+1
k := um

k + (xm+1
k − βm+1

k. sm+1
.k )

(7)
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where (x, β, s) are primal variables and u is the dual variable, the parameter ρ
is non-negative which can be selected via cross-validation like λ1. As all of the
above iterative process are in explicit expression, hence, we can analyze the issue
comprehensively and critically.

Optimize over X: We learn it for Eq. (6) each document and each topic sepa-
rately by optimizing the. When n ≤ k, Eq. (7).1 is a convex quadratic problem,
which can be efficiently solved with Quasi-Newton Methods, one of the most
effective methods for solving nonlinear optimization problems.

When n ≥ k, taking the subderivative of Eq. (7).1 with respect to sm
k , we can

obtain the solution for Eq. (7).1 by setting the first-order sub-gradient equivalent
to zero. That is

xm+1
k = βm

k. sm
.k −um

k −1/ρ, (8)

Optimize over β: We can also obtain the solution for Eq. (7).2 by setting the
first-order sub-gradient equivalent to zero:

βm+1
kn = (xm+1

k +um
k −

Id∑

i=1∧i�=n

βm
ki sm

ik)/ sm
nk, (9)

Optimize over S: It is a sparse group lasso problem that has only one group
and is non-convex. We also use the ADMM algorithm to solve Eq. (7).3 with
introducing variables W and Λ. The learning algorithm of s.k can be summarized
as Algorithm 1. Where:

Algorithm 1. ADMM algorithm for sparsity with group sparsity (SG-ADMM).
Input: xm+1

k , βm+1
k. , sm.k , um

k ;
Output: sm+1

.k ;
1: initialize: W0 = Λ0 = 0;
2: for number of iterations do
3: (I + (βm+1

k. )
T

βm+1
k. ) (sm.k)

t
= Wt−1 − Λt−1 + (βm+1

k. )
T
(xm+1

k + um
k );

4: Wt = Sq(Sp(( sm.k)t, λ1), λ2);
5: Λt = Λt−1 +( sm.k)t − Wt;
6: end for

Sp(x, α) = x/ ||x||2 max{0, ||x||2 −α2−p ||x||p−1
2 } (10)

The parameters (p, q) [10] are non-negative and can be selected via cross-validation
also. Meanwhile, STCSG learning algorithm is presented in Algorithm2.

4 Experiments

In this section, we evaluate the efficiency of the proposed STCSG by imple-
menting experiments on the Twitter feeds, which contains 107120 tweets with
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Algorithm 2. ADMM algorithm for STCSG.
Input: s, β, D;
Output: s, β;
1: for each d ∈ {1, ..., D} do
2: for each k ∈ {1, ..., K} do
3: for number of iterations do
4: if n ≤ k then
5: Quasi-Newton Methods to optimize sm+1

k ;
6: else
7: xm+1

k = βm
k. sm.k − um

k −1/ρ;
8: end if
9: for n = {1, ..., Id} do

10: βm+1
kn = ( xm+1

k + um
k −

Id∑

i=1∧i�=n

βm
ki smik)/ smnk;

11: end for
12: sm+1

.k = SG − ADMM(x, β, s, u);
13: um+1

k = um
k +(xm+1

k − βm+1
k. sm+1

.k );
14: end for
15: end for
16: end for

7 categories which are gathered by our web crawler1. It also has a vocabu-
lary that contains 500 terms after removing stop words and words which have
low frequency. All pre-processing work including word segmentation, stop words
removal and vector space modeling are implemented by Python 2.7. We employ
several state-of-the-art methods for comparison, including LDA2, STC3, and
GSTC. The performance of this methods is evaluated from sparse ratio of latent
representations of document, topic and word, classification accuracy of docu-
ments and time efficiency.

4.1 Evaluation of Sparse Latent Representations

We first show the average sparse ratio of word, topic and document codes.

Word code: We calculate the average word code for every word over all docu-
ments. We find that using of norm l1 on s makes sparser word codes and topic
codes, and using of l1 / l2 norm on s leads to sparser document codes. In Fig. 2(a),
we show the average word sparse ratio of four models. We can see, (1) the word
codes learned by our STCSG are much sparser than those learned by LDA and
GSTC, this is mainly because the LDA and the GSTC do not have the sparse
priors. (2) STCSG also has higher improvement on sparse ratio than STC. It is
possibly because imposing sparse group lasso on word representations, makes a
group of and in-group word code variables to sparse.

1 http://sc.whu.edu.cn/.
2 http://www.cs.princeton.edu/blei/lda-c/.
3 http://bigml.cs.tsinghua.edu.cn/∼jun/stc.shtml/.

http://sc.whu.edu.cn/
http://www.cs.princeton.edu/blei/lda-c/
http://bigml.cs.tsinghua.edu.cn/~jun/stc.shtml/
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Then, we analyze impact of different setting of alpha on the sparse ratio.
Parameters λ1 and λ2 have the same impact as alpha on the sparse ratio, so
we omit results of λ1 and λ2 here. From Fig. 2(d), we observe that the sparse
ratio of document codes increases with α, but not for word and topic codes. The
result manifests that λ1 norm on s makes a sparser word code and topic code,
whereas l1 / l2 norm on s leads to a sparser document code.

Figure 3 shows the average word representations of top-representation words
learned by different models of first category in train document. We also omit the
results of GSTC in order to save space. We can see that: When topic number is
10, there are little non-zero word code elements in STCSG, STC and LDA, this
may because there are almost no more redundancy topics when topic number
closes to the actual topic number. However, when topic number is 20, the word
codes are sparse only in STCSG, in which a word interprets only one topic. In
contrast, the STC and LDA achieve denser word codes, in which a word may
explain several topics.

(a) Sparse ratio of word codes. (b) Sparse ratio of topic codes.

(c) Sparse ratio of document codes. (d) Sparse ratio of different α.

Fig. 2. The sparse ratio of a latent semantic representing with different topic number
k and different α.

Topic code: We compare the topic sparse ratios learned by different models.
Figure 2(b) shows the sparse ratio of topic codes under different topic number
k. We can see that STCSG achieves much sparser topic codes than other three
models because of the sparse topic regularizers. Figure 4 shows the average topic
codes of first category in training documents. we can observe that: (1) The
topic codes of LDA tend to have many small non-zero weights due to data rare,
(2) On the contrary, the topic codes of STCSG have many zero weights, and
the non-zero elements have significant weights. (3) The sparsity of topic codes
of STC are between LDA and STCSG, the word codes of STCSG also has many
non-zero elements.
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Fig. 3. The average word codes of top-4 word of first category in training document.

Document code: We further compare the document sparse ratios. Figure 2(c)
presents the sparse ratio of document codes with setting different topic number
k. We can see that: STC, GSTC, and STCSG all achieve much sparser document
codes. But, LDA has a lower sparse ratio of document codes. It is because the
LDA dose not have sparsity control mechanism. In addition, STCSG achieves
a higher sparse ratio of document codes than STC and GSTC. It illustrates
that the sparse group lasso can further improve sparse ratio of document codes.
Figure 5 shows the average document codes of the first category in training
document. We can find that: 1) STCSG can obtain more discriminative repre-
sentations of documents compared with other two methods. 2) The results of
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(a) Average topic codes
of STCSG with k is 10.

(b) Average topic codes
of STCSG with k is 20.

(c) Average topic codes
of STC with k is 10.

(d) Average topic codes
of STC with k is 20.

(e) Average topic codes
of LDA with k is 10.

(f) Average topic codes
of LDA with k is 20.

Fig. 4. The average topic codes of first category in training document.

STC and of LDA are worse than STCSG. It is also worth noting that, in STC,
although each document code is sparse, the average document code is not. For-
tunately, STCSG is opposite, because STCSG uses norm l1 / l2 on word code,
which is endowed with group sparse property.

4.2 Evaluation of Document Classification

In order to further verify the quality of our model in learning meaningful sparse
representations, we perform text classification tasks on tweets with using the
sparse document representation of each document as the feature vector. Here,
8900 documents are used for training and 2000 documents are used for test-
ing. We adopt the R package e10714 as classifier. From Fig. 5(a), We can see
that: (1) STCSG performs better than other three methods all the time, and it
performs the best when the topic number is setting to 40. (2) LDA, STC and
GSTC performs similarly when topic number is setting to 10, but LDA performs
worse with increasing topic number. (3) GSTC performs better than STC and
LDA, mainly due to the using of group lasso on word codes. (4) STCSG has
higher classification accuracy than GSTC. It is because STCSG can find more
meaningful representations than GSTC by using the sparse group lasso.

4.3 Evaluation of Time Efficiency

Finally, we evaluate the time efficiency of different methods. In this paper, STC,
GSTC and STCSG are all implemented by R and C++ under 2.33 GHZ intel
processor. LDA is fully implemented in C++, so we omit the result of LDA
4 https://cran.r-project.org/web/packages/e1071/.

https://cran.r-project.org/web/packages/e1071/
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(a) Average document
codes of STCSG with k 
is 10.

(b) Average document
codes of STCSG with k
is 20.

(c) Average document
codes of STC with 
k is 10.

(d) Average document
codes of STC with k 
is 20.

(e)Average document
codes of LDA with k 
is 10.

(f) Average document
codes of LDA with 
k is 20.

Fig. 5. The average document codes of first category in training document.

(a) Sparse ratio of word codes. (b) Sparse ratio of topic codes.

Fig. 6. The classification accuracy of testing document and time efficiency of training
process.

here. We conduct our experiments on training documents and compare the run-
ning time. Figure 5(b) shows the corresponding experimental results. Obviously,
STCSG and GSTC are lower time consuming and STCSG is more efficient than
GSTC. It is mainly because that there are many zero elements in the sparse rep-
resentations at each iteration which potentially speeds up the learning process
of STCSG (Fig. 6).

5 Conclusions

In this paper, to address the sparsity problem of short texts, we proposed a novel
non-probabilistic topic model, named STCSG, with imposing the sparse group
lasso on word codes. STCSG can effectively model the sparsity of word, topic
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and document codes, and directly discover these latent sparse representations.
Moreover, ADMM was incorporated to learn STCSG effectively. Experimental
results on Twitter dataset show that STCSG can discover fully sparse represen-
tations of short texts, and makes great improvement on document classification
and running time. In the future, we plan to devise online learning algorithm
in our model, as to deal with large scale document sets, and the complicated
dictionary optimization.
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Abstract. Results diversification has been a key research issue on web
search in the last couple of years. Some recent research work suggests
that data fusion, especially linear combination of multiple results, is a
good option of dealing with this problem. However, there are many dif-
ferent ways of setting weights. In this paper, we propose a differential
evolution-based method to find optimal weights in the weight space for
the linear combination method. Experimental results show that the pro-
posed method is effective compared with the state-of-the-art techniques.

1 Introduction

For an ambiguous query submitted by a user, web search engines try to provide
diversified results [1,6,26] so as to let them satisfy the user’s various kinds of
information needs. Most of the time a two-step procedure is taken: first for a
given query, a traditional search model is used to retrieve a ranked list of docu-
ments. At this step the search model only concerns relevance of the documents
to the query. The next step is to use a re-ranking algorithm to re-rank all the
documents generated at the first step. This time diversity needs to be consid-
ered along with relevance. Different kinds of diversity re-ranking algorithms have
been proposed, and related experiments demonstrate that many of them are able
to achieve certain improvement on diversity. However, there is room for further
improvement.

On the other hand, data fusion is an effective approach for performance
improvement in many retrieval-related tasks [2,25]. The general idea of data
fusion is to combine results from different retrieval models/mechanisms that
work with the same collection of documents. Quite a few data fusion methods,
such as CombSUM [11], CombMNZ [11], linear combination (LC) [22], ClustFuse
[15], LambdaMerge [21], optimization algorithms such as the genetic algorithm
[12], and so on, have been proposed and investigated.

Although data fusion has been widely used in many tasks in information
retrieval/web search, most of them focus on improving relevance-related perfor-
mance. There are two pieces of work that address the issue of results diversifica-
tion. The first piece of work undertaken by Liang et al. in [17] is a combination
of different techniques: in the first part they combine a few results from different
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search engines. The data fusion methods used are CombSUM and CombMNZ.
In the second part they infer latent subtopics by topic modeling. The document
set used is the output of the first step with full text for all the documents. Lastly,
result diversification is performed by a typical result diversification method PM-
2 [9].The second piece of work is undertaken by Wu and Huang in [24]. Linear
combination is used for fusing results, while the weights are set by considering
diversity-related performance of each search engine and similarity between com-
ponent results. In short, Liang et al. [17] only uses very common data fusion
methods CombSUM and CombMNZ, while Wu and Huang [24] uses a heuristic-
based method to set weights for the linear combination method.

As a typical method in data fusion, linear combination is a straightforward
and flexible approach because different weights can be assigned to cope with dif-
ferent situations accordingly. Besides, there are many different ways of assigning
weights. In this paper, we move a step further from Wu and Huang’s work in [24]
for weight assignment. We apply an optimization method, Differential Evolution
(DE) [10,19], for this. Experiments are carried out with three groups of data
from TREC1. and experimental results demonstrate that the proposed method
performs better than the state-of-the-art techniques.

The remainder of this paper is organized as follows: in Sect. 2 we discuss some
related work. In Sect. 3 we introduce differential evolution-based fusion method
and some other fusion methods as the baseline for comparison. Experimental
settings and results are reported in Sect. 4. Section 5 concludes the paper.

2 Related Work

Researchers have investigated search results diversification through a variety
of approaches. Generally the methods for search result diversification can be
categorized into two types: the implicit approach and the explicit approach [20].
The explicit approach tries to work out all the sub-topics that are related to
the query, and usually obtaining such information requires analyzing queries
and visiting external resources; while the implicit approach does not consider
any aspect of the query and does not need any other resources apart from the
results, or the contents of all the documents involved.

A typical implicit approach is Maximal Marginal Relevance (MMR) [4]. It
selects documents one by one iteratively from the original ranked list of docu-
ments. The first one selected by a typical implicit approach has the highest rele-
vance score. Suppose S is the set of documents that have already been selected,
then the next one is selected by a linear combination of the relevance score of
the candidate document and the minimum dissimilarity score between any of
the documents in S and the candidate document. PM-2 [9] and xQuAD [20]
are two representative explicit approaches. Both of them assume that for every
document retrieved in the original list, the search engine knows the relevance of
1 TREC (Text Retrieval Conference) is an annual information retrieval evaluation

event held by the National Institute of Standards and Technology, USA. Its web site
is located at http://trec.nist.gov/.

http://trec.nist.gov/
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the document to all the sub-topics of the query. And both of them use a similar
selection process that MMR uses but apply different selection criteria. xQuAD
estimates the combination of relevance of the candidate document to the original
query and to all sub-topics of that query. PM-2 treats the problem as a propor-
tional election of the documents for all sub-topics. It only considers relevance of
the candidate document to all sub-topics without taking the original query into
account.

Additionally, many learning-based methods have also been proposed, espe-
cially the methods that can directly optimize evaluation measures on the training
data. These methods try to maximize the objective function value in training
and the final evaluation measure in testing [26,28]. SVM-DIV [27] is a repre-
sentative learning approach to search result diversification by using structural
Support Vector Machines (SVMs) to optimize subtopic coverage. ClustFuse [15]
is a clustering-based approach. LambdaMerge (λ-Merge) [21] directly optimizes
a retrieval metric (such as NDCG or MAP) with a mixture of scoring functions.

Different from above-mentioned approaches, data fusion algorithms combine
documents retrieved from multiple search engines for better performance. Comb-
SUM, CombMNZ and a series of combination methods are some of the earliest
data fusion methods proposed [11]. The linear combination method (LC) [22] re-
ranks all the documents to form a new single list by a linear combination of the
document’s scores obtained from multiple component search engines. The major
difference between CombSUM and linear combination is the way of weight assign-
ment. For CombSUM, the weight assigned to each component search engine is
always equal to 1, while for linear combination, each weight may be different
from the others.

When only ranking information is available, various voting-based strategies
may be used for fusion. Borda count [2], Condorset fusion [18], Reciprocal Rank
Fusion (RRF) [8] and some other voting-based fusion methods merge documents
based on their rank positions in different results.

Weight assignment is a major issue in linear combination, and many dif-
ferent strategies have been proposed. Some heuristic-based methods, such as
performance-related weighting strategies, are straightforward. More sophisti-
cated and expensive methods, such as conjugate gradient [3], multiple linear
regression [23], expectation maximization [13], and optimization algorithms such
as the genetic algorithm [12], have been utilized to weight assignment. However,
in all above-mentioned research work, relevance is the only concern and diversity
is not addressed.

As mentioned in Sect. 1, there are two pieces of work that address results
diversification via the data fusion technique completely or partially. In Liang
et al.’s work [17], they only used very common data fusion methods CombSUM
and CombMNZ as part of their approach. In Wu and Huang’s work [24], they
proposed a heuristic-based method to assign weights for linear combination. The
latter is the most relevant to our research reported in this paper. We propose a
differential evolution-based weighting assignment method and empirical studies
show that the proposed method performs better than all those heuristic-based
methods.
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3 Data Fusion Techniques

In data fusion, documents from multiple search engines are fused to form a
new single list of ranked documents. In this section we first brief the data fusion
methods that will be used later in this paper, which is followed by the differential
evolution-based method.

3.1 Data Fusion Methods Served as Baseline

Suppose there are n component search engines E1, E2,...,En, each of which
retrieves documents in the corpus to match the same query and returns a ranked
list of them as retrieval results. Thus we obtain n ranked lists L1, L2, ..., Ln. For
CombMNZ, it computes the sum of each document’s initial scores, which is
multiplied by the number of component ranked lists that contain the document.
In the following equation, m(d) denotes the number of search engines in which
d is retrieved.

s(d) = m(d) ∗
n∑

i=1

si(d) (1)

where si(d) is the score of document d in the ranked list Li (1 ≤ i ≤ n). If
document d is not retrieved by a search engine Ei, we may set a default value,
such as 0, as its score (or si(d) = 0). According to [16], CombMNZ is a good
data fusion method.

Linear combination is a fusion method that merges every document’s scores
from different component search engines, and each of which is assigned a weight.

s(d) =
n∑

i=1

wi ∗ si(d) (2)

where wi is the weight assigned to Ei. With different weighting assignment
strategies, performance of linear combination may vary considerably. If all
weights are the same, then linear combination becomes CombSum.

Performance-based weighting assignment strategy is applicable to linear com-
bination [24]. It utilizes component search engines’ retrieval performance to
quantify their importance. The performance of a search engine is often mea-
sured by some evaluation metric, such as MAP, NDCG and so on, on a group
of training queries, and then set as its weight for testing. More formally, let us
assume that the performance of a group of search engines Ei (1 ≤ i ≤ n) is Pi

(1 ≤ i ≤ n) by using some training data, and the weight wi of Ei for combination
can be set as Pi, P 2

i , and so on. For the dissimilarity-based weighting assignment
strategy [24], we also need some training data, which are the results obtained
from multiple search engines for a group of queries. Note that relevance judg-
ment is not required for this purpose. We first calculate the ranking difference of
all the documents for each pair of component results Lj and Lk (j �= k). Here we
assume that the length of all ranked lists is l and |Lj ∪ Lk| documents appear
in both ranked lists Lj and Lk. pj(di) and pk(di) denote the rank positions of di
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in Lj and Lk, respectively. For those documents that only appear in one result,
we further assume that they apprear one by one successively in the other result
after position l whilst keeping the same relative order. Therefore, we have

v(Lj , Lk) =
1

l ∗ |Lj ∪ Lk| {
∑

di∈Lj∩Lk

|pj(di) − pk(di)|

+
∑

di∈Lj\Lk

|pj(di) − (l + i)| (3)

+
∑

di∈Lk\Lj

|pk(di) − (l + i)|}

Note that the weights calculated in Eq. 4 is slightly different from the weights
calculated in [24]. We think the one used in this paper is better normalized. Based
on Eq. 4, the dissimilarity weight of Lj (1 ≤ j ≤ n) is defined as

dissj =
1

n − 1

n∑

k=1k �=j

v(Lj , Lk) (4)

Up to this point, we have calculated dissimilarity weight dissj of Ej (1 ≤
i ≤ n) using the results of one query as training data. If multiple queries are
involved in the training data, then we can define the average weight of them as
the final weight for testing.

Learning-based algorithms ClustFuse [15] and λ-Merge [21] are not involved
in the experiment because they are not comparable. These methods require
a very different experimental setting compared with the methods reported in
this paper. As a matter of factor, ClustFuse needs to know the contents of all
the documents in the resultant lists to calculate their inter-document similari-
ties; while λ-Merge needs to know multiple query-document features and query-
reformulation features to train weights. Those features are not required/available
in our case.

3.2 Differential Evolution-Based Linear Combination

In this paper, weight assignment is treated as an optimization problem to
improve the diversity of fusion result directly. We use differential evolution to
find the best weighting scheme so that the linear combination with such weights
can lead to the optimal performance.

For an optimization problem, an objective function needs to be defined on
all possible solutions. We try to find a best solution by searching the solution
space. For linear combination with n component systems, its weighting scheme
can be represented as a weight vector W = [w1, w2, ..., wn], and the weight space
is wj ∈ [0, 1] (1 ≤ j ≤ n) and

∑n
j=1 wj = 1. The objective function f is defined

as f(W ) = E(L,W ), where L is the set of n ranked lists, which are fused by
linear combination with the weighting scheme W , and then the fused result is
evaluated by operation E. Therefore, the task of differential evolution is to find
the best solution W ∗ so that f(W ∗) ≥ f(W ) holds for all possible W (W ∗ �= W ).
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Any novelty or diversity-related metric, such as ERR-IA@20 [5], can be used in
operation E to measure retrieval performance of the fused results.

There are four basic operation steps in DE [10]. Firstly, the operation of ini-
tialization is a setting of initial weight vectors. The initial population is composed
of a certain number of points that are randomly selected in the weight space.
Then, those vectors in the population will be mutated, combined, and selected
iteratively. After several generations of reproduction, the population will fit the
optimization objective better and better and a best vector is achievable finally.
A stopping criterion for the evolution may be defined as the maximum number
of generations G. The iteration does not stop until the number of generations
equals to G.

Population Initialization. The population P = {W1,W2, ...,WNP } consists
of NP weight vectors, and each element of vectors wij = rand(0, 1) (1 ≤ i ≤
NP, 1 ≤ j ≤ n), where rand(0, 1) is a function that can generate a random
value in [0,1]. Additionally, all the weights should be normalized to guarantee∑n

j=1 wj = 1.

Difference-Vector Based Mutation. The mutation of DE is based on the
differential strategy to generate donor vectors. By randomly selecting two weight
vectors Wi1 and Wi2 in the current population, it merges the target vector Wi

with the differential of the two selected vectors to get the donor vector for next
generation: V (g +1) = Wi(g)+F (Wi1(g)−Wi2(g)), i �= i1 �= i2. F is a constant
that controls the amplification of the differential variations.

Crossover. The crossover operation generates a new vector, trial vector, by
mixing the target vector Wi and the donor vector Vi.

The trial vector Ui is defined as:

uij(g + 1) =
{

vij(g + 1) if rand(0, 1) < CR or j = jrand
wij(g) otherwise (5)

Here, jrand is a random integer in {1, 2, . . . , n}, and CR is a constant that can
control the proportion of elements inherited from the donor vector to the trial
vector.

Selection. The target vector Wi is compared with the trial vector Ui based on
the objective function, then the better one is chosen to the next generation.

Wi(g + 1) =
{

Ui(g + 1) if f(Ui(g + 1)) ≥ f(Wi(g))
Wi(g) otherwise (6)

The algorithm for differential evolution-based weight assignment is presented
in Algorithm 1. Let us assume that there are n component results and each
comprises a ranked list of l documents, then linear combination can be completed
in O(n∗ l) time. Therefore, the complexity of the whole training process by using
differential evolution is O(NP ∗ G ∗ m ∗ n ∗ l).
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Algorithm 1. The algorithm of weight assignment for linear combination by
using differential evolution-based method
Input:

The training set including retrieval results from n component systems for m queries,
Lq=Lq

1, L
q
2, · · · , Lq

n, 1 ≤ q ≤ m.
DE parameters: NP (size of the population), F (a constant), CR (a constant), G
(maximum number of generations).

Output:
The best weight vector for all component systems Wbest=[w1, w2, · · · , wn].

1: Initialize the population P = {W1, W2, ..., WNP }.
2: for each k ∈ [1, NP ] do
3: for each q ∈ [1, m] do
4: Combine the ranked lists in Lq with Wk using Eq. 3.
5: Evaluate the fused result by f(W q

k ) = E(Lq, W q
k ).

6: end for
7: Compute the average score of the f(Wk) over m queries.
8: end for
9: Initialize Wbest with the weight vector that has the highest average score.

10: for each iter ∈ [1, G] do
11: for each k ∈ [1, NP ] do
12: Mutate to create the donor vector Vk.
13: Cross to get the trial vector Uk using Eq. 6.
14: Select the better performed vector: evaluate the target vector Wk and the

trial vector Uk(same as Steps 3–6) and get the better one to update Wk using
Eq. 7.

15: Update the best weight vector Wbest with the maximum score.
16: end for
17: end for

Output the best weight vector Wbest.

4 Experiment Setting and Results

In order to measure the performance of weight assignment using differential
evolution, we work with the runs submitted to the Diversity Task in the TREC
2009, 2010, 2011 Web Track2. The data set used in these events is ClueWeb093.
The diversity task is a competition that encourages search engine participants
to retrieve a wide coverage of all possible subtopics for any given query, while
avoiding redundancy among the results [6].

50 ambiguous queries are used each year. For every query, each search engine
retrieves a ranked list of documents. From all those runs submitted by partici-
pants, we select 8 of them. All of them are submitted by different participants
and are top performers among all the submissions in that year. Detailed infor-
mation about them is summarized in Table 1. For retrieval evaluation, we use

2 Runs can be downloaded from TREC’s web site http://trec.nist.gov.
3 http://1boston.lti.cs.cmu.edu/Data/clueweb09

http://trec.nist.gov
http://1boston.lti.cs.cmu.edu/Data/clueweb09
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Table 1. Information summary of three groups of runs submitted to TREC (measured
by ERR-IA@20 and α-NDCG@20; figures in bold indicate the best performance in that
year group)

TREC 2009 TREC 2010 TREC 2011

Run ERR-IA Run ERR-IA Run ERR-IA

α-NDCG α-NDCG α-NDCG

MSRAACSF 0.2144 msrsv3 0.3473 uogTrA45Nmx 0.5284

0.3653 0.4909 0.6298

MSDiv3 0.2048 THUIR10DvNov 0.3355 msrsv2011d1 0.4994

0.3456 0.4745 0.6079

uogTrDYCcsB 0.1922 ICTNETDV10R2 0.3222 0.4939

0.3081 0.4637 UWatMDSqltsr 0.5947

UamsDancTFb1 0.1774 uogTrB67xS 0.2981 ICTNET11DVR3 0.4764

0.2808 0.4178 0.5818

mudvimp 0.1746 UMd10IASF 0.2546 UAmsM705tFLS 0.4377

0.2747 0.3773 0.5222

UCDSIFTdiv 0.1733 cmuWi10D 0.2484 uwBA 0.3986

0.2776 0.3452 0.4918

NeuDiv1 0.1705 UAMSD10aSRfu 0.2423 CWIcIA2t5b1 0.3487

0.2781 0.3413 0.4316

THUIR09AbClu 0.1665 UCDSIFTDiv 0.2100 liaQEWikiAnA 0.2287

0.2782 0.3118 0.3161

Average 0.1814 Average 0.2823 Average 0.4265

0.3011 0.4028 0.5220

Variance 0.0003 Variance 0.0025 Variance 0.0098

0.0013 0.0047 0.0113

two metrics ERR-IA@20 and α-NDCG@20 [7]. Both of them are widely used in
literature on search result diversification.

The experiment is aimed at testing the effect on result diversification by
differential evolution-based weights assignment. The parameters for DE are set
as: NP = 30, F = 0.5, CR = 0.5, G = 1000. 0.5 is a typical value for both F
and CR. The values of NP and G should be set in appropriate ranges. If they
are too small, then the performance of the algorithm decreases significantly; if
they are too large, then too much time is required to perform the algorithm. If
this experiment, we find that the performance of the algorithm stabilizes when
NP ≥ 20 and G ≥ 800. We use the 5-fold cross validation [14] to verify the
performance: 50 queries are divided into five groups. Each time we choose one
different group as testing data, and the four remaining groups as training data
for learning weights by DE. In the end, every group is selected for testing once
and we can get the results on all the queries. In our experiment, we randomly
pick up queries without replacement to form query groups. The above process
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Table 2. Fusion performance measured by ERR-IA@20 (Figures in parentheses indi-
cate the improvement rates of the method over the best search engine)

Group 2009 2010 2011 Average

Best 0.2144 0.3473 0.5284 0.3634

CombMNZ 0.2493 0.4052 0.5368 0.3971

(16.28 %) (16.67 %) (1.59 %) (9.28 %)

LC-P 0.2513 0.3953 0.5397 0.3955

(17.21 %) (13.83 %) (2.14 %) (8.83 %)

LC-P2 0.2514 0.3879 0.5343 0.3912

(17.28 %) (11.68 %) (1.11 %) (7.66 %)

LC-PD 0.2536 0.3933 0.5411 0.3960

(18.30 %) (13.25 %) (2.41 %) (8.99 %)

LC-DE 0.2551 0.4067 0.5571 0.4063

(18.99 %) (17.11 %) (5.43 %) (11.82 %)

Table 3. Fusion performance measured by α-NDCG@20 (Figures in parentheses indi-
cate the improvement rates of the method over the best search engine)

Group 2009 2010 2011 Average

Best 0.3653 0.4909 0.6298 0.4953

CombMNZ 0.4111 0.5555 0.6471 0.5379

(12.54 %) (13.16 %) (2.75 %) (8.59 %)

LC-P 0.4107 0.5524 0.6513 0.5381

(12.42 %) (12.53 %) (3.41 %) (8.64 %)

LC-P2 0.4111 0.5490 0.6468 0.5356

(12.54 %) (11.84 %) (2.70 %) (8.14 %)

LC-PD 0.4123 0.5515 0.6519 0.5386

(12.87 %) (12.35 %) (3.51 %) (8.73 %)

LC-DE 0.4117 0.5619 0.6691 0.5476

(12.71 %) (14.47 %) (6.23 %) (10.55 %)

is repeated 10 times so as to obtain more reliable results. The results reported
in this paper is the average of them.

For the comparison of fusion performance, some existing data fusion methods
are involved in our experiment as baseline. We have: the best component run,
CombMNZ, Linear Combination with Performance level weighting (referred to
as LC-P)and its power variation (referred to as LC-P2), and Linear Combination
with Performance and Dissimilarity weights (equal weight for performance and
dissimilarity, referred to as LC-PD). For LC-P, LC-P2, and LC-PD, they use the
5-fold cross validation as LC-DE does.
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Table 4. An example of weighting scheme used in LC-DE and its fusion performance
(the 2009 year group, measured by ERR-IA@20)

Components 1 2 3 4 5

MSRAACSF 0.1636 0.0427 0.1520 0.0823 0.1035

MSDiv3 0.1477 0.1934 0.1664 0.2262 0.1648

uogTrDYCcsB 0.1919 0.1947 0.2332 0.2152 0.2262

UamsDancTFb1 0.1063 0.1358 0.0308 0.1182 0.1037

mudvimp 0.2120 0.1722 0.1649 0.1428 0.1851

UCDSIFTdiv 0.1635 0.1464 0.1325 0.1679 0.1647

NeuDiv1 0.0150 0.1035 0.0548 0.0426 0.0472

THUIR09AbClu 0.0000 0.0113 0.0654 0.0049 0.0048

Performance on training set 0.2681 0.3059 0.2605 0.3004 0.2980

Performance on testing set 0.2375 0.2857 0.1878 0.2153 0.3537

Because it is very often that the original scores are not comparable across
different search engines, score normalization is required as a necessary step for
data fusion. In our experiment, a natural logarithm function is used to normalize
all component results. The function is si(d) = 1− 0.2 ∗ ln(ri(d)+1), where ri(d)
is the rank position of document d in a ranked list Li.

Tables 2 and 3 show diversification performance of all the data fusion meth-
ods involved and their improvement rates over the best component run sub-
mitted. From these two tables, we can see that data fusion can achieve good
performance on search result diversification. On average of three year groups, all
data fusion methods perform better than the best component run by over 8 %.
LC-DE performs the best, and the figures for improvement rates are 11.82 %
and 10.55 %, for ERR-IA@20 and α-NDCG@20, respectively. The improvement
rates for other data fusion methods range from 7.66 % to 9.28 %. In every year
group, the linear combination with differential evolution-based weighting assign-
ment performs best, with only one exception in the 2009 year group measured
by α-NDCG@20 (where LC-PD achieves the best). Therefore, we conclude that
LC-DE is effective compared with other weighting schemes.

In order to understand more about LC-DE, we also look at weights and fusion
performance of it on the training data set and testing data set separately. We find
that the weights of the same search engine varies considerably from one training
group to another, although 30 out of 40 results are the same in any of these two
training groups. It is also very common that performance of LC-DE varies across
two groups (training and testing). Table 4 shows a typical example of it. Although
on average performance of LC-DE on the training data set is 18 % more effective
than that on the testing data set, the figures are not even for different groups, from
as high as 40 % to as low as -16 %. We hypothesize that there is certain relationship
between consistency of weights and the size of the training data set. It is possible
that such a phenomenon is due to not large enough training data set (40 queries)
and more reliable weights may be achievable if a larger training data set is used.
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It is also notable that performance of a result is an important but not the only
factor that affects the weight of the result. Similarity between results is another
factor that affects weights of linear combination for achieving possible best per-
formance. This can explain why MSRRAACSF consistently receives low weights
than mudvimp in Table 4 although the former is more effective than the latter.

5 Conclusion

In this paper we have addressed the issue of search results diversification by
data fusion. Especially we have investigated how to use differential evolution to
learn weights for the linear combination method. Experiments with three groups
of data from TREC show that differential evolution is a good option for such a
task and it performs better than heuristic-based weighting schemes. Experiments
also show that in general data fusion is an effective approach for performance
improvement over component search engines.

As our future work, we plan to investigate reliability of the weights learned
by differential evolution and the size of the training data set. This work needs a
large data set with hundreds of or even thousands of queries. Another direction is
to apply differential evolution to more tasks. One particular task in which we are
interested is a task in NTCIR-124. The task “Temporally Diversified Retrieval
(TDR)” is a subtask of the Temporal Information Access (Temporalia) Task.
This task seems more challenging because it requires that the search results are
not only diversified but also satisfying temporal restrictions.
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Abstract. Standard Bloom Filter is an efficient structure to check ele-
ment membership with low space cost and low false positive rate. How-
ever, the standard Bloom Filter assumes that all elements belong to a
single set. When given multiple sets of elements, it cannot efficiently
check whether or not multiple input elements belong to the same set,
called multi-element check. To support the multi-element check, in this
paper, we design a new data structure, namely Bloom Multi-filter (BMF).
BMF maintains an array of integer numbers to support (1) the insertion
of multiple sets of elements into BMF and (2) the lookup to answer
multi-element check. We propose four techniques to improve the BMF
and optimize the false positive rate. We conducted intensive experiments
to study the tradeoff between BMF’s space cost and lookup precision.
Our experimental results indicate that BMF greatly outperforms the
standard bloom filters with around 9.82 folds of lower false positive rate.

1 Introduction

Standard Bloom Filter (SBF) [1] is a powerful compact data structure to rep-
resent a set of elements and to check the membership of an element. With low
space cost, SBF can encode a large amount of elements by using a bit array. Due
to the high space-efficiency and low false positive rate, SBF has been widely used
in many applications such as distributed databases and distribute systems [8].

Beyond the element-membership check above, nowadays many applications
require more advanced membership check. For example, in keyword search appli-
cations, users input multiple terms to retrieve those web documents containing
at least one of such input terms. Therefore, it is useful to check whether or not
there exist documents containing multiple input terms, instead of a single term.
Equivalently, we need to check whether or not multiple terms co-appear in the
same documents. For simplicity, we call such a check to be multi-element check.

SBF cannot efficiently answer the multi-element check. More specifically,
though SBF encodes a large amount of elements, it can only check whether
or not an element is inside the bloom filter. Instead, we need to encode multiple
sets (or groups) of elements and want to answer the multi-element check. Unfor-
tunately, existing literature work [2,5,6] cannot efficiently answer this question.
Such works suffer from scalability issue: they can work only for a very small
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number of groups, but not for a large number of sets. For example, in the key-
word search application above, we have a large amount of web documents, each
of which represents a set of elements (document terms).

To tackle the performance issue above, in this paper, we design a novel data
structure called Bloom Multifilter (in short BMF) to answer the multi-element
check. Instead of a bit array in SBF, we use an array of integer numbers. To
encode a group of sets of elements, we assign each set with a unique ID. The
insertion of the elements in each group adopts the bitwise OR operation onto the
IDs that are at the same entry, and the lookup of multi-element check instead
adopts the bitwise AND operation onto the entries associated with the input
elements. The result of such an AND operation next decides the lookup value.
Beyond the basic idea, we further propose 4 techniques to optimize the false
positive rate for higher precision. We conducted intensive experiments on a real
data set and study the tradeoff between BMF’s space cost, lookup precision and
running time. Our experimental results indicate that BMF greatly outperforms
the standard bloom filters with around 9.82 folds of lower false positive rate.

The reminder of this paper is organized as follows. Section 2 first introduces
the preliminaries of our work including problem definition and related work.
Section 3 describes the basic structure of BMF. Next, Sect. 4 proposes four tech-
niques to optimize the basic BMF. After that, Sect. 5 evaluates the performance
of BMF, and Sect. 6 finally concludes the paper.

2 Preliminaries

In this section, we first give the problem definition, next investigate related work,
and finally give two baseline solutions.

2.1 Problem Definition

Multi-element Check: Consider a group S of sets Si (1 ≤ i ≤ n). Each set
Si contains |Si| members x1

i ...x
|Si|
i . Next, we consider a query q containing the

number of |q| elements y1...y|q| (with |q| ≥ 1). Given the group S and query q, the
multi-element check needs to find whether or not there exist sets Si containing
all members yi in q (equivalently q ⊆ Si). If such sets Si do exist in the group
S, the multi-element check returns true and otherwise false.

For example, we have a group S containing three sets S1 = {A,C}, S2 =
{A,B,D} and S3 = {B,C}. Then, for a given query q = {A,D}, the multi-
element check of q in S returns true, and yet false for query q′ = {A,B,C}.

Problem Definition: Given the above group S (containing n sets Si with
1 ≤ i ≤ n), each set Si contains |Si| members x1

i ...x
|Si|
i , we want to design a data

structure to represent the group S. The structure should answer multi-element
check with low false positives, high space efficiency and fast time response.
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2.2 Related Work

The (single) element membership check problem has been widely studied for long
time including standard bloom filters, counter bloom filter [1], scalable bloom
filter [9], dynamic bloom filter [3,4], adaptive bloom filters [7], etc.

To the best of our knowledge, few work in literature have tackled the lookup
of multi-element check, except the following three related works to design the
variant of standard bloom filters [5]. The first approach [2] is to build a standard
bloom filter for each set of members (resp. a document containing terms in the
above example). We next have to check the standard bloom filter one by one
for the multi-element membership check. When the number of such sets is large,
this approach suffers from both high space cost and slow query time, both of
which is linearly proportional to the number of sets.

Differing from the first approach above, the second approach [2,6] assigns
each set with a unique ID, and represents the ID with some bits. Each bit of the
set Id is with a standard bloom filter, such that log k bloom filters were used to
represent k sets.

Differing from the above both approaches, [5] uses a different way. It assigns
each set with a bit vector, and each bit of a position is with a set of hash
functions. To insert each element of a set, this approach checks the bits of the
set Id. For the bits equal to 1, the element was then encoded with the hash
functions associated with such bits. To determine whether or not two members
co-appear inside the same set, [5] checked their set Ids by using all hash functions
to verify the bits equal to 1.

In addition, the very recent work [10] considered the Set queries including
membership queries, association queries and multiplicity queries. The first one is
the single element membership query, the second one is to identify which set(s)
among a pair of sets contain a given element, and the last one is to check how
many times an element appears in a multi-set. All such queries are with a single
input element. Instead, the proposed multi-element check in this paper focuses
on the query consisting multiple elements.

2.3 Baseline Solution

In order to answer the proposed problem, we probably first follow [5] to use
standard bloom filters (SBF) as follows. For each set Si, we build an associated
SBF to encode the members x1

i ...x
|Si|
i in Si. Next, to answer the multi-element

check, we check the SBFs one by one. For each SBF associated with set Si, we
can successfully determine whether or not all |q| members in q are encoded by
the SBF (though with a low false positive rate). If yes, we then return true and
otherwise continue the check of remaining SBFs.

The baseline solution above can correctly answer the multi-element check but
suffer from high space cost and slow running time. It requires n SBFs to encode
each set Si, and the running time is also at the complexity of O(n). When the
number of n is very large, the space and time cost is prohibitively high at the
scale of O(n).
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To overcome the low running time of above naive solution, an alternative is
to use a single SBF. That is, we first find all combinations of elements in each set
Si and insert each of such combinations to the SBF. After that, to answer the
multi-element check of query q, we can follow the same combination rule as the
insertion to find the combination result of q and then check the SBF to return
the result. Unfortunately, due to the exponential number of combinations of set
Si, our experiment will verify that the lookup approach suffers from high false
positive rate.

3 Basic Structure and Operations

The proposed Bloom Multifilter (BMF) is an extension of standard bloom fil-
ter. Specifically, BMF maintains an array R of integer numbers. Instead, SBF
maintains an array of bits (or bit vector). The basic operations of BMF include
(i) insertion of the elements in Si and (ii) lookup of multi-element check to
answer query q.

3.1 Insertion

To enable an insertion, we assume that each set Si ⊆ S is associated with a
unique ID Idi. Before insertion, all entries in the array R of BMF are initialized
to be null. Next, to insert set Si and element xj

i with 1 ≤ j ≤ |Si|, we first lookup
the entry associated with h(xj

i ) where h(xj
i ) is the hashing result over xj

i by a
hashing function h(·). For convenience, we denote such an entry to be E[h(xj

i )].
In case that the entry E[h(xj

i )] is null, we simply set E[h(xj
i )] = Idi. Otherwise,

we reset the entry by the union Idi ∪ E[h(xj
i )], i.e., E[h(xj

i )] ← Idi ∪ E[h(xj
i )].

In Algorithm 1, we give the insertion pseudocode. Here, suppose that we use
L bits to represent the ID (i.e., 1 ≤ Idi ≤ 2L − 1) of Si. Thus, we can assign
2L−1 IDs (we will give algorithms about how to tune the number L and assign a
reasonable Id for set Si). When K hash functions are used, we map each member
xj
i to K entries (line 1). For each of such K hash functions, we follow the above

idea to insert the member xj
i (lines 2–4).

Theorem 1. Consider a set Si with the Idi, the result (E[h(xj
i )] ∩ Idi) = Idi

must hold for each member xj
i ∈ Si.

3.2 Lookup

After all sets Si in group S are inserted to a BMF, we next give the lookup
algorithm to answer multi-element check. Specifically, for a query q containing
|q| members yj (with 1 ≤ j ≤ |q|), we map each member yj ∈ q to the entries
E(h(yi)). Next, we conduct an intersection operation over the numbers in
such entries. If the intersection result is non-zero, we return true (indicating
that at least a set Si contains all the members in q) and otherwise false.
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Algorithm 1. Basic BMF
//Insert (Subset Si with Idi)1

for 1 ≤ k ≤ K do2

for 1 ≤ j ≤ |Si| do3

if the entry E[hk(xj
i )] is null then E[hk(x

j
i )] ← Idi;4

else E[hk(x
j
i )] ← Idi ∪ E[hk(xj

i )]5

//Lookup (Query q)6

flag ← null7

for 1 ≤ k ≤ K do8

for 1 ≤ j ≤ |q| do9

if E[hk(yj)] is null then return false;10

if j == 1 then flag ← E[hk(y1)];11

else flag ← flag ∩E[hk(yj)];12

if flag == 0 then return false;13

return true;14

In Algorithm 1, we give the lookup pseudocode. Similar to the insertion algo-
rithm, we also conduct the same K hash functions to lookup the associated
entries. If an associated entry is null (line 8), we easily find that no set contains
the member yj ∈ q and return false. Otherwise, we conduct the intersection
among the numbers in all entries associated with |q| members yj ∈ q (lines 9–
10). If the intersection result flag is larger than zero, line 8 then returns true
(line 12).

Theorem 2. There is no false negative for Algorithm1 to answer multi-element
check.

We use Fig. 1 as an example to illustrate the insertion and lookup of BMF
as follows.

Fig. 1. Example of a BMF: 3 sets S1 = {A,C}, S2 = {A,B,D} and S3 = {B,C}; 2
hash functions h1(A) = 1, h2(A) = 5, h1(B) = 13, h2(B) = 15, h1(C) = 6, h2(C) = 8,
h1(D) = 9, h2(D) = 12.
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Example 1. Fig. 1 shows an example of the basic BMF. We have three sets with
unique IDs 001, 010 and 101 (with L = 3) and two hash functions h1(·) and
h2(·). The entries in the array R are shown after the insertion of such three sets.

In addition for set S2 = {A,B,D} with the ID 010, it is not hard to find
that the intersection between E[h1(A)] = 011 and the ID Id2 = 010 satisfies the
claim, i.e., 011 ∩ 010 = 010; similarly, E[h1(D)] ∩ Id2 = 010 ∩ 010 = 010 and
E[h2(B)] ∩ Id2 = 111 ∩ 010 = 010 hold, too.

Consider query q = {A,D}. Following the lookup algorithm, we have
E[h1(A)] = 011, E[h1(D)] = 010, E[h2(A)] = 011, E[h2(D)] = 010. Now, by
intersection, we get E[h1(A)] ∩E[h1(D)] = 010 > 0 and E[h2(A)] ∩E[h2(D)] =
010 > 0. Then the lookup returns true, indicating that at least one set contains
the both members {A,D}. Among the three sets in Fig. 1, we do have the 2nd
set {A,B,D} containing such members.

Next consider query q = {C,D}. We have E[h1(C)] = 101 and E[h1(D)] =
010. By intersection E[h1(C)] ∩ E[h1(D)] = 000, we determine that no set con-
tains the two members {C,D}, which is the correct answer to the query. However,
consider the third query q = {A,B,C}; and we have false positive issue. Due to
E[h1(A)]∩E[h1(B)]∩E[h1(C)] = 001 > 0 and E[h2(A)]∩E[h2(B)]∩E[h2(C)] =
001 > 0, we have a return value true, indicating that some sets contain such input
members. However it’s not the truth, leading to a false positive. �

Discussion: Based on the example above, we discuss the reason that leads to
the false positive issue. First, when a specific element appears in more sets, the
entries associated with the element have high chance to be reset to the numbers
with more 1-bits during the insertion phase (due to the union ∪). In the worst
case, the entries are all with L 1-bits leading to the value 2L − 1. In the lookup
phase to use the intersection ∩ operation, such 1-bits lead to the false positive
issue.

We are interested in the factors that incur a high false positive rate. (1) As
shown above, the element frequency (i.e., the number of sets containing a given
element) directly determines the number of 1-bits in the associated entries. In
real applications such as keyword search, the frequency of terms in documents
is typically very skewed (such as Zipf distribution). It significantly incurs high
false positive rate in the lookup phase. (2) The parameters in the basic BMF also
decides the false positive rate. For example, a larger size of array R and larger
length L of bits in IDs obviously lead to lower false positive rate. In addition,
(3) the number of hash functions is useful to reduce the false positive rate. By
the above discussion, we will propose an improved BMF in the next section to
optimize the false positive rate of lookup.

4 Improvement

In this section, we introduce four methods to optimize the false positive rate of
BMF.
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4.1 Bloom Multifilter Group

Our first technique partitions the sets in S into multiple groups of sets. Before
giving the detail, we motivate the technique by plotting the term frequency dis-
tribution in a real data set. We use a keyword search query log from a real search
engine. The log contains totally 3,500,000 queries. Figure 2 plots the top-15 high-
est frequency. The highest frequency 125,333 indicates that 125,333 queries in
this query log contain such a term. If we simply use the basic BMF in Sect. 3
to encode the 3,500,000 sets (each of which represents a query consisting of at
least one term), the false positive rate of the basic BMF to answer multi-element
check is very high.
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Fig. 2. Term frequency distribution

For a given term with very high frequency, our basic idea to tackle the scal-
ability issue is to use multiple BMFs and partition those sets containing such a
term evenly into such BMFs. For each BMF, the term frequency then becomes
lower compared with the original one. After that, the lookup needs to check all
BMFs one by one. If one of the BMFs returns yes, the final answer of multi-
element check is yes. Otherwise, we continue the check on remaining BMFs.
With the basic idea, we formally define the following problem.

Problem 1. Given a fixed size of space cost to maintain m BMFs, we want to
design an efficient partitioning algorithm with the objective to minimize the
overall false positive rate of multi-element check.

Due to the NP-hard problem, we give a greedy algorithm as follows. First, we
calculate the frequency fi of every term in the group S of sets. Next we create
an array for partitioning sets P [0...m − 1], each of which maps to a BMF, such
that we will use a BMF to encode the sets Si inside the partitioning set P [j]
(0 ≤ j ≤ m − 1). After that, inside the while loop (lines 3–10), we process the
terms one by one to select those still unprocessed terms by descending order of
current term frequency. For a currently selected term ti, we are interested in those
sets Si containing ti and add some of such sets to P [j]. To this end, we compute
an average frequency of ti by a function ComputeAvg(). Here, for each partitioning
set P [j], we define an internal term frequency f ′

i,j of ti based by the sets inside
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P [j] (instead of the global frequency fi computed by the global sets S). Then,
ComputeAvg() does not need to consider those partitions P [j] associated with the
internal term frequency f ′

i,j > fi/m. That is, the newAvg is computed on the
global sets S except those sets inside P [j] with f ′

i,j > fi/m. After that, for each
partitioning set P [j], we determine whether or not the internal frequency f ′

i,j of
ti is larger than newAvg. If true, we randomly choose the amount (newAvg−f ′

i,j)
sets from Gi to P [j]. In this way, we partition those sets S[i] containing high-
frequency terms ti evenly into partitioning sets P [j].

Algorithm 2. Partitioning Algorithm (Group S of Sets S1, S2...Sn, m BMFs)

Compute the frequency fi of each term ti in S;1

Initiate an array of partitioning sets P [0...m − 1];2

while there still exists unprocessed ti do3

Let ti to be the unprocessed term with the highest frequency;4

Let Gi to be those sets Si ⊆ S containing ti;5

int newAvg = ComputeAvg(fi/m, P );6

for each partitioning set P [j] with 0 ≤ j ≤ m − 1 do7

if f ′
i,j < newAvg then randomly choose (newAvg − f ′

i,j) sets fromGi into P [j];8

update the term frequency fi and mark term ti to be processed;9

4.2 Use of the Number of 1-Bits in ID

As shown previously, the number of 1-bits in ID is important to optimize the false
positive rate of BMF. It is not hard to find that more 1-bits in ID incur a higher
false positive rate. Denote Count(·) to be the number of 1-bits in ID. Consider
an example set S3 = {B,C} with Count(Id3) = Count(101) = 2. After the
insertion, we have the intersection E[h(B)] 	 E[h(C)] > 0 (i.e., the condition in
the lookup of Algorithm1). Beyond that, we further find that Count(E[h(B)] 	
E[h(C)]) ≥ Count(Id3) = 2.

The observation gives us a chance to improve the lookup algorithm by setting
a stricter condition. When assigning ID to sets, we denote lb to be the minimal
number of 1-bits in all assigned IDs. Then the lookup algorithm needs to satisfy
the condition that the intersection result is with at least lb 1-bits. If the condition
is dissatisfied, the lookup then returns false.

4.3 Single-Hash Insertion

Besides the technique above, we propose our third technique to optimize the
false positive rate by directly reducing the number of 1-bits in the entries of
array R. One possible solution is to use a smaller K ′ < K hash functions.
It could reduce the amount of 1-bits in the entries of array R. However, for the
terms with very high frequency, the associated entries are still with more 1-bits.
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Fig. 3. Improved BMF

To this end, our basic idea is to randomly choose only one from K hash
functions in the insertion phase, and still apply all K hash functions in the lookup
phase. In more detail, to lookup a query q = {t1...t|q|}, we only require that one
hash function to be passed. For example, when inserting set S1 = {A,C}, we
may choose a hash function, say h2(), to insert the ID of S1 to the two entries
E(h2(A)) and E(h2(C)). Next, to lookup q = {A,C}, we check the entries of
each term in q for two hash functions. If any of such two functions can pass
the lookup and return true, the lookup directly returns true, regardless of the
another hash function.

For a given set Si with |Si| terms, the proposed technique inserts the ID of Si

into O(|Si|) entries, compared with K × |Si| entries inserted by the basic BMF.
Thus, the Single-Hash Insertion can dramatically decrease the number of 1-bits
in the entries of R. Due to a smaller number of 1-bits in the entries of R, the
lookup algorithm, though still with K hash functions, can achieve better false
positive rate than the basic BMF.

4.4 Using Standard Bloom Filter

Lastly, we propose a three-level standard Bloom Filters to optimize the false
positive rate of lookup. For simplicity, we call the overall structure including the
standard bloom filters and BMF together Improved BMF (as shown in Fig. 3).
In more detail, we first use a global standard bloom filter to encode all terms
appearing in S, with no consideration of the sets Si that a particular term
belongs to. Second, following the partitioning algorithm in Sect. 4.1, we divide
each set Si ⊆ S into a unique partitioning set P [j], and again use a standard
bloom filter to encode all elements appearing in P [j]. Thus, for each partitioning
set P [j], we maintain a standard bloom filter and a BMF. Finally, as shown in
Sect. 4.3, each hash function is randomly selected to insert a set Si. Thus, for
a hash function hk, we use a bloom filter to encode the elements appearing in
those sets Si that is associated with hk. Given x groups (Sect. 4.1) and K hash
functions (Sect. 4.3), we totally have 1+x+x×K standard bloom filters in the
improved BMF.

Given the improved BMF, we still follow the lookup algorithm onto the BMF
in each partitioning set P [j] as before. Besides that, we can use the three level
standard bloom filters to check (single) element membership. Our experiment
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will very soon verify that the improved BMF can greatly reduce the false positive
ratio of lookup but at the cost of higher space cost.

5 Experiments

In this section, we implement the basic BMF (Sect. 3) and improved BMF
(Sect. 4) and evaluate their performance in three aspects: false positive ratio,
space cost and time efficiency. We use the same data set as Sect. 3. The data set
is with 4,000,000 queries (or sets) and 81.32 MB. By splitting the data set into
two parts, the first one (with 3,500,000 sets and 72.01 MB) is used for insertion,
and the second one (with 500,000 sets and 9.31 MB) for lookup. Table 1 lists the
parameters used in the experiment and associated default values.

Table 1. Used parameters

Parameter Default value

x: Number of BMFs 150

K: Number of hash functions 18

|R|: size of array R 8000000

L: number of bits in ID 20

Level-1 bloom filter 1 KB

Level-2 bloom filter 2.5 KB

Level-3 bloom filter 4 KB

5.1 False Positive Rate

By varying the values of key parameters, we study the effect of false positive
rate of BMF, compare the effectiveness between BMF and improved BMF and
plot the result in Fig. 4.
Size of Array R: In Fig. 4(a), when the size of R grows from 6∗106 to 18∗106,
the false positive rate of BMF becomes significantly lower from 31.2 % to 7.1 %.
However, the space cost of BMF grows from 17.01 MB to 50.39 MB. This result
is obvious and consistent with standard bloom filters: when the size of R in BMF
grows, fewer hash collisions leads to lower false positive rate.
Num. L of bits in ID: Fig. 4(b) shows the relation between L and false posi-
tive rate of two different ID assignment approaches. The first approach proposed
by Sect. 4.2 is to use a fixed number of 1-bits in ID, and second one is to incre-
mentally increase the value of IDs without any optimization. By varying L from
17 to 38, we have higher space cost from 23.71 MB to 43.74 MB, and lower false
positive rate from 29.3 % to 9.1 % for the proposed approach. Yet for the incre-
mental ID, the false positive rate is rather high and slight decreased from 63.2 %
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Fig. 4. Effect of false positive rate (from left to right): (a) size of array R; (b) num. L
of bits in ID; (c) num. x of BMFs; (d) num. of hash functions

to 55.8 %. This result indicates the benefits of the proposed ID assignment app-
roach by fixing the 1-bits in ID.
Num. x of BMFs: Fig. 4(c) plots the figure of false positive rate with various
numbers x of BMFs to show the experiment result of BMF Group proposed by
Sect. 4.1. In addition, we vary the space cost of level-3 bloom filters by 2 KB,
4 KB and 8 KB. As shown in this figure, more BMFs lead to smaller false positive
rate. Meanwhile, in terms of level-3 bloom filter, when the associated space cost
becomes higher, we have chance to achieve lower false positive rate.
Num. K of Hash Functions: Fig. 4(d) shows the relation between K and false
positive rate. For comparison, we also implement a variance of BMF by using
the same K hash functions for insertion and lookup. Instead, the improved BMF
uses the Single-Hash function solution for insertion and K-Hash function for
lookup. As shown in this figure, the improved BMF (using single-hash insertion)
always outperforms the variance BMF (using multi-hash insertion). Moreover, a
larger K leads to lower false positive ratio for our improved MBF and instead
higher false positive ratio for the variance BMF. The result clearly indicates the
advantage of the improved BMF by using the single-hash insertion.

5.2 Comparison Between BMF and Standard Bloom Filter

In this experiment, we compare the improved BMF with standard bloom filters.
In the standard bloom filter, for each set Si, we find all combinations of the
terms in Si and insert each of such combinations into the standard bloom filters.
For fairness, both the standard bloom filters and improved BMF use the same
space cost.

In Fig. 5(a), we vary the used space cost by standard bloom filters and
improved BMF, and plot the false positive rate of both approaches. This figure
clearly indicates that the improved BMF greatly outperforms standard bloom
filters when given the same space cost. For example with the space cost 45 MB,
improved BM can achieve 9.82 folds of lower false positive rate than standard
bloom filters. The higher false positive rate of standard bloom filters is due to
the very large amount of elements caused by exponential combinations.

In addition, consider that the improved BMF uses both BMF and three level
standard bloom filters. To study the effect of standard bloom filters, we vary
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Table 2. Bloom filters and false positive rate

Level 1 bloom filter

Space cost 0 MB 0.2 MB 0.4 MB 0.6 MB 0.8 MB 1 MB 1.2 MB 1.4 MB

FPR 32.02 % 26.14 % 22.36 % 20.80 % 20.14 % 19.85 % 19.82 % 19.72 %

Level 2 bloom filter

Space cost 0 0.5 MB 1 MB 1.5 MB 2 MB 2.5 MB 3MB 3.5 MB

FPR 27.04 % 23.35 % 22.06 % 21.16 % 20.35 % 19.88 % 19.60 % 19.34 %

Level 3 bloom filter

Space cost 0 1 MB 2 MB 3MB 4 MB 5 MB 6MB 7 MB

FPR 36.44 % 30.29 % 25.71 % 22.23 % 19.90 % 18.32 % 17.26 % 16.66 %

the space cost of each level standard bloom filter (and fix the space cost of the
other two level standard bloom filters). Table 2 gives the associated false positive
rate. For each level standard bloom filters, the more space bloom filter used, the
lower false positive rate of the improved BMF has. When comparing the false
positive rate of three different level standard bloom filters, we find that level-3
standard bloom filters use the largest space cost than the other two levels in
order to achieve the roughly same false positive rate. For example, level 1 uses
1 MB to reach 19.85 %, level-2 uses 2.5 MB to reach 19.88 %, and level 3 uses
4 MB to reach 19.90 %. The main reason is because the overall number of level-3
standard bloom filters is m × K and the level-1 is only one.

5.3 Time Efficiency

Finally, in Fig. 5(b and c), we plot the running time of lookup of various K hash
functions and x BMFs. When either the number K of hash functions or the
number of x of BMF numbers grows, the lookup becomes slower. It is not hard
to explore the behind reason: a larger K indicates more probes of the array R;
more x indicate that the lookup has to check more BMFs. Both obviously lead
to higher running time.
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6 Conclusion

In this paper we proposed a novel data structure BMF to answer the multi-
element check with the tradeoff between low space cost, high precision and fast
lookup speed. We studied the factors which cause the change in false positive
rate, and proposed the optimization techniques for the enhancement of false
positive rate. Our experiments verified that the improved BMF can greatly out-
perform the literature work with much better precision.

As the future work, we continue the better optimization of BMF with lower
space cost, higher precision and faster lookup speed. In addition, we are planning
the application of BMF onto real applications, such as how to speedup keyword
search (such as top-k aggregation queries) to prune irrelevant results.
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Abstract. Discovering all unique column combinations in a relation is a fun-
damental research problem for modern data management and knowledge dis-
covery applications. With the rapid growth of data volume and popularity of
distributed platform, some algorithms are trying to discover uniques in
large-scale datasets. However, the performance is not always satisfactory for
some datasets which have few unique values in each column. This paper pro-
poses a parallel algorithm to discover unique column combinations in
large-scale datasets on Hadoop. We first construct a prefix tree to depict all
unique candidates. Then we parallelize the verification of candidates in the same
layer of the prefix tree. Two parallel strategies can be chosen: one is paral-
lelizing across all subtrees, the other is parallelizing only in a single subtree. The
parallel strategies and pruning methods are self-adaptive based on the data
distribution. Eventually, experimental results demonstrate the advantages of the
method we proposed.

Keywords: Unique column combinations � Hadoop � Data distribution �
Pruning

1 Introduction

Unique column combinations play a fundamental role in understanding the structure of
data. In any datasets, column combination whose value is unique can identify a unique
row in the collection. The identification of uniques is crucial in many areas of modern
data management, including data modeling, query optimization, indexing and data
integration. Without the uniques, the datasets will be in a mass, developer and DBAs
can’t establish an efficient data management system.

Unfortunately, there are many complex and large-scale datasets with incomplete
unique column combinations, and the research and industrial communities have paid
relatively little attention to finding uniques in large datasets. Most previous work can
solve such problem in normal size datasets or samples. However, modern applications
produce large-scale data sets are not only in respect of numbers of rows, but also
numbers of columns. Discovering all uniques in large data sets is quite difficult,
because combination number increases exponentially as column increases. In recent
years, some algorithms try to find all uniques in large-scale datasets in parallel on
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distributed platform, but they don’t always work well in different datasets even when
all datasets have the same size. For example, given a dataset showed in Table 1.
Candidates need to be verified as unique by scanning all rows. The column combi-
nation {Name, Major} would be detected in a new set created by row-based pruning
which is widely used in existing algorithms to reduce calculation after verifying
{Name}. The pruning rules are related to the rows. In these rows, the count of identical
tuples projected on {Name} is 1 are ignored when creating new set. So {Name, Major}
would only be verified on row 1 and row 4, so row-based pruning can reduce 50 % of
the amount of calculation. But in another scenario, given a dataset showed in Table 2
which has the same size as Table 1, none of the rows can be deleted when pruning
because there are no uniques in {Name}. {Name, Major} must scans all rows from row
1 to row 4, which not only makes the decrease of calculation by row-based pruning
ZERO, but also brings extra IO to create new input. Datasets whose rows are similar to
each other are very common in finance, medical and biology. Existing parallel algo-
rithms have a poor efficiency dealing with datasets in such data distribution, sometimes
it might be even worse than serial algorithms. What we need is a pervasive method that
discovers uniques in large-scale datasets.

This paper proposes a parallel algorithm HUD (Hadoop based Unique Column
Combination Detection) on Hadoop to discover non-redundant uniques. Firstly, we
construct a prefix tree to depict all unique candidates, and HUD verifies unique can-
didates in layer sequence in prefix tree. Then, HUD calculates the data distribution of
given dataset D by a selectivity factor function T(D), the range of T(D) is between 0
and 1, D has more duplicates in each columns when T(D) get closer to 0, on the
contrary, D has more unique values in each columns. HUD has two different parallel
strategies to verify candidates. We set a threshold for T(D) to specify which one of the
parallel strategies to be used: when T(D) is greater than threshold, HUD verifies unique
candidates which have the one and same father node in single subtree simultaneously,
which called Parallel Subtree Strategy (PSS), when T(D) is smaller than threshold, all
column combinations in the same layer in prefix tree are detected simultaneously,
which called Parallel Layer Strategy (PLS). Furthermore, we use pruning techniques in
two parallel strategies to prune candidates. In particular, before non-unique based
pruning, HUD run our Non-Unique Discovery Module which combines GORDIAN
with MapReduce scheme to find the maximal non-unique set which is a parameter in
non-unique based pruning.

Table 1. Data sample with unique values

Name Major Grade

Lucy English Freshman
John Math Freshman
Jack Computer Junior
Lucy Computer Freshman

Table 2. Data sample with no unique values

Name Major Grade

Lucy English Freshman
John English Junior
John Computer Junior
Lucy Computer Freshman
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In general, we make three contributions.

1. We find that the data distribution will influence the efficiency of non-redundant
unique discovery, besides the scale of datasets.

2. We propose HUD, an efficient parallel algorithm for discovering unique column
combinations on Hadoop. HUD’s parallel strategies and pruning methods are
self-adaptive based on the data distribution of given dataset.

3. We demonstrate the efficiency of HUD on a real dataset.

The remainder of this paper is organized as follows. In Sect. 2, we review the
related work. Then we discuss pruning techniques in Sect. 3. Section 4 contains the
details of HUD, including non-unique discovery module, selectivity factor function and
parallel strategies. Section 5 shows the results of an empirical evaluation of HUD. At
last, we conclude this paper in Sect. 6.

2 Related Work

Currently, only a few known approaches discover all uniques of a table, most of them
can only be applied to small data or detect uniques of single column due to the
limitation of CPU and memory capacity. [1–4] can be used in large-scale data sets but it
can only detect single column uniques. GORDIAN [5] is a row-based algorithm. It
formulate dataset as a prefix tree and find the maximal non-uniques without scanning
all rows in data table. But GORDIAN needs to load the entire prefix tree into the
memory. The high memory consumption makes it hard to be applied on large-scale
datasets. There are some methods based on GORDIAN, one of the best is HCA [6]. It
applies an efficient candidate generation, consideration of column statistics as well as
ad-hoc inference and uses FDs to improve the efficiency. However, HCA needs a large
memory to maintain a large number of statistical data and has an exponential runtime as
the number of column grows. Every algorithm we talked above is serial algorithm. As a
parallel algorithms, MRUCC [7] combines column-based pruning and row-based
pruning to improve efficiency. However, as we talked in Sect. 1, row-based pruning
has negative effect when a dataset has many duplicates.

All existing works only consider the scale of datasets and do not realize that data
distribution can greatly affect the efficiency. Some algorithms and pruning methods are
extremely dependent on the number of unique values in each columns. For datasets
which have inadaptable data distribution, such as dataset has overwhelming duplicates,
these methods have low efficiency dealing with them. HUD has obvious advantages,
the parallel strategies and pruning methods in HUD are self-adaptive based on the data
distribution, all methods in HUD work efficiently and have no negative effect.

3 Pruning Techniques

In this section, we define the basic concepts of unique column combinations formally
and proceed to introduce our pruning techniques.
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3.1 Preliminaries

Given a relation R with schema S and instance r, a unique column combination is set of
one or more columns (attributes) whose projection has only unique rows while non-
unique column combination has at least one duplicate row. The unique and non-unique
are defined as follows [8, 9].

Definition 1. Unique. A column combination K � S is a unique for R, iff 8 ri, rj 2 R
and i 6¼ j : ri [K] 6¼ rj [K].

Definition 2. Non-Unique. A column combination K � S is a non-unique for R, iff 9 ri,
rj 2 R and i 6¼ j : ri [K] = rj [K].

Definition 3. Minimal Unique. A column combination K � S is a minimal unique for
R, iff 8 K’ � K : (9 ri, rj 2 R and i 6¼ j : ri [K’] = rj [K’]).

Definition 4. Maximal Non-Unique. A column combination K � S is a maximal non-
unique for R, iff 8 K’ � K: (8 ri, rj 2 R and i 6¼ j : ri [K’] 6¼ rj [K’]).

Discovering all minimal unique column combinations in relation R with n columns
needs to check all 2n � 1 column combinations, each check involves scanning over all
rows to search for duplicates. That is the only way to check if the column combination is a
unique. We model all column combinations as a prefix tree, for example, given a relation
R with schema (a, b, c, d), the prefix tree for R is showed in Fig. 1. The complexity of
traversing all column combinations in prefix tree is Oð2n � RowsÞwhich shows the brute
force is impossible. So we use pruning techniques here to promote efficiency.

3.2 Non-Unique Based Pruning

Non-unique based pruning is based on definition 4 to avoid scanning all rows to search
for duplicates. Before non-unique based pruning, we first execute the Non-Unique
Discovery Module which is introduced in Sect. 4 to find the maximal non-unique set
Snu in a given dataset. In pruning process, if a column combination K under verification
is included in any subset of Snu, it is a redundant non-unique.

Fig. 1. Prefix tree. We build the prefix tree by lexicographical order. K in each layer means the
number of columns. For 4 columns (attributes in a relation), there are 15 column combinations to
be checked
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For example, we verify unique candidates for a given relation R showed in Fig. 1.
If column combination {abc} is a non-unique detected by non-unique discovery
module, the column combination {a}, {b} and {c} do not need to be checked when
K = 1. So do the column combination {ab}, {ac} and {bc} when K = 2 and {abc}
when K = 3.

3.3 Functional Dependency Based Pruning

Functional dependency is a very important concept in database. Given a relation R, a
set of attributes A in R is said to functionally determine another set of attributes
B (written A ! B) if, and only if, each A value is associated with precisely one B value.
In this paper, we focus on functional dependency of single attribute, that is to say, both
A and B are single column.

We discover FDs by counting the number of different values projected on each
columns:

A ! B; if Uc ABð Þ ¼ Uc Að Þ

where Uc (X) is the number of different values projected on column combination {X}.
For verification based on FDs, given a relation R with attributes A, B, C and a FD

A ! B: The column combination {AC} is a unique when {BC} is a unique while {BC}
is a non-unique when {AC} is a non-unique. For example, given a relation shown in
Fig. 1. We get the FD b ! a when checking {ab} and detect {ac} is a unique after
checking {ac}.When {bc} is checked, it can be directly marked as unique by FD
without scanning all rows.

3.4 Cartesian Product Based Pruning

Cartesian Product Based Pruning is a very sample idea based on statistics. Given a
unique candidate K consisted of column combinations K1 and K2, assuming the
number of different values are n1 and n2 respectively projected on K1 and K2. If n1 � n2
is less than the number of rows of the dataset, then K is a non-unique. In particular,
K can not be regarded as a unique even n1 � n2 [ rows. To avoid the exponential time
complexity, we only divide K into two uncorrelated column combinations which
appear in the past path in prefix tree.

3.5 Unique-Based Pruning and Row-Based Pruning

Unique-based pruning is also called column-based pruning and row-based pruning
have been widely used in many previous works. Unique-based pruning is based on
Minimal Unique (Definition 3). If unique candidate K includes any elements in unique
set Su, then K is a redundant unique.
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Row-based pruning improves efficiency by reducing the size of input. The main
idea behind it is to create a new input by removing the tuples which appear only once in
the projection of a column combination K for verifying the K’s descendants.

4 HUD Algorithm

In this section, we introduce our unique discovery algorithm HUD. It takes large-scale
dataset as input and uses different parallel strategies (PLS and PSS) based on data
distribution to find all uniques. We first introduce the Non-Unique Discovery Module
for non-unique based pruning. Then, we give the details about the parallel strategies
PLS and PSS in HUD. At last, we introduce a formula based on statistics to describe the
data distribution and determine which strategy to use for given datasets.

4.1 Non-Unique Discovery Module

Non-Unique Discovery Module is crucial point for non-unique based pruning. It is a
parallel method to discover maximal non-unique set based on GORDIAN.

To solve the time crisis in large-scale datasets, we improve GORDIAN with
MapReduce model in Hadoop, the whole model is showed in Fig. 2. Firstly, the
Hadoop distributed file system HDFS divide the dataset into fixed size. Then each
sub-dataset can execute the Map function independently. In Mapper, we use GOR-
DIAN to discover non-uniques in sub-dataset. In Reducer, non-uniques from all Maps
are sent to Reduce node to remove the redundant non-uniques. The output of Reducer is
the maximal non-unique set.

Fig. 2. Non-Unique Discovery Module. Map pull Sub-dataset from HDFS. The non-uniques set
discovered in each Map is written as Snu. Shuffle is the transmission mechanism for data
transmission from Map to Reduce
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4.2 Parallel Subtree Strategy

Parallel Subtree Strategy (PSS) verifies all unique candidates by traversing prefix tree in
order of layer and all candidates that belong to the same father node would be checked
simultaneously. Figure 3 illustrates the verification order of prefix tree showed in
Fig. 1 in PSS.

The procedure of PSS (Algorithm 1) can be divided into three phases.

(1) First of all, we generate unique candidates for each verification. PSS uses queue to
store non-uniques, we pop the head of queue each time and generate its
descendant nodes in prefix tree as the unique candidates (lines 2–3). Initially, we
push the root of prefix tree into queue, the descendant nodes of root are all single
column combinations.

(2) For each candidate in unique candidates, we first try to detect it to be unique or
non-unique by pruning techniques before checking all rows (lines 4–14). In PSS,
there are four pruning methods to be used (line 5): unique-based pruning,
non-unique based pruning, FDs-based pruning and Cartesian product based
pruning. Once candidate K is detected to be unique, it would be put into the
unique set (line 7). On the contrary, it would be put into the end of queue when
K is a non-unique (line 10).

(3) After pruning, there may be some candidates without result and we will check
these candidates simultaneously on Hadoop by scanning all rows. MRCheckDP
(line 19) is a unique verification method that contains a Mapper and a Reducer.
The former is responsible for the projection of each column combination, and the
latter is in charge of aggregation. If the number is equal to the row number, the
candidate is a unique. The data from Mapper to Reducer are formed as <Key-
Values>. We use row-based pruning to materialize the new table in order to
accelerate the verification of subtree (line 25), and find possible FDs when can-
didate is consisted of two columns (line 24).

Fig. 3. Verification order of PSS. Column combinations in grid would be checked simultane-
ously. The number in top left corner of each grid shows the order of verification
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Algorithm 1. Parallel Subtree Strategy
Input : Dataset, NonUniques
Output: Uniques
1: while Queues is not empty do
2: currentNonUnique = GetandRemoveFirst(Queues)
3: Candidates = PSSGenerate(currentNonUnique)
4: for each candidate in Candidates do
5: if PSSCheckByPruningTechs(candidate)
6: if candidate is a unique
7: Uniques.add(candidate)
8: end if
9: if candidate is a non-unique

10: Queues.add(candidate)
11: end if
12: Candidates.remove(candidate)
13: end if
14: end for
15: if Candidates is empty
16: continue
17: end if
18: Get new input created by row-based pruning
19: MRCheckDP(newInput, Candidates)
20: for each candidate in Candidates do
21: if candidate is unique
22: Uniques.add(candidate)
23: end if
24: DiscoverFDs(candidate)
25: RowPruning(candidate,DataSet)
26: end for
27: end while
28: return Uniques

4.3 Parallel Layer Strategy

Parallel Layer Strategy (Algorithm 2) has different idea with PSS. PLS goes across all
subtrees and verifies all unique candidates in the same layer in prefix tree simultane-
ously. Figure 4 illustrates the verification order in PLS, we can see the difference
between PLS and PSS clearly.

Although PLS has completely different strategy with PSS, PLS has approximately
the same procedure of PSS. For simplicity, we only introduce the difference in the
procedure, which can be divided into three parts.

(1) The maximum number of loops is the height of prefix tree which is equal to the
number of single columns in dataset. We keep all non-uniques in a container,
when the container is empty, PLS can break the loop to end the algorithm (lines
23–25).
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(2) We use all pruning methods in PSS except FDs-based pruning (line 4). Because
candidates across the subtree are verified simultaneously and FDs-based pruning
only works when detecting candidates in the same layer in another subtree.

(3) MRCheckNDP (line 17) has the same mechanism with MRCheckDP, but we only
form data as <Key>, because we don’t use row-based pruning in PLS to create
new input, abandoning values could reduce memory consumption.

Algorithm 2. Parallel Layer Strategy 
Input : Dataset, NonUniques
Output: Uniques
1: while i = 1 to columns
2: Candidates = PLSGenerate(NonUniques, i)
3: for each candidate in Candidates do
4:  if PLSCheckByPruningTechs(candidate)
5:  if candidate is a unique
6:  Uniques.add(candidate)
7:  end if
8:  if candidate is a non-unique
9: NonUniques.add(candidate)

10: end if
11: Candidates.remove(candidate)
12: end if
13:     end for
14: if Candidates is empty
15: continue
16: end if
17: MRCheckNDP(Candidates)
18: for each candidate in Candidates do
19: if candidate is unique
20: Uniques.add(candidate)
21: end if
22: end for
23: if NonUniques is empty
24: break
25: end if
26:  end while
27:  return Uniques

4.4 Parallel Strategy Selection

As we talked above, there is no algorithm works well in all datasets. For different
datasets, HUD (Algorithm 3) first discover maximal non-unique set by Non-Unique
Discovery Module, then it uses proper method, PSS or PLS, which depends on the
given dataset’s data distribution to minimize the time consumption of finding all unique
column combinations. We propose a simple selectivity factor function T Dð Þ based on
statistics to describe the data distribution as followed.
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T Dð Þ ¼
PN

i¼1 UðCiÞ
N �M

ð1Þ

where UðCiÞ denotes the number of different values projected on single column Ci. N is
the number of columns and M is the number of rows in dataset.

T(D) which range between 0 and 1 indicates the characteristic of given dataset
D. The experiment results in Sect. 5 show that, PLS is better for D when T(D) < 0.33
and PSS is better when T(D) > 0.33. So we set the threshold to 0.33.

Algorithm 3. HUD
Input : Dataset
Output: Uniques
1: NonUniques=NonUniquesFinder(Dataset)
2: Calculate Cardinality from Counters
3: if Cardinality Threshold
4:   Uniques = PSS(DataSet, NonUniques)
5: else 
6:   Uniques = PLS(DataSet, NonUniques)
7: return Uniques

5 Experiment

In this section, we use a series of experiments to evaluate the efficiency of our method.
In unique discovery field, accuracy must be 100 %, so we only evaluate runtime. Our
Hadoop environment has totally 4 nodes: one master and 3 slaves.

5.1 Data Sets

We use one synthetic and one real-world datasets in our experiments: TPC-H is a
benchmark database which consists of a suite of business oriented ad-hoc queries and

Fig. 4. Verification order of PLS. Column combinations in grid would be checked simultane-
ously. The number in top left corner of each grid shows the order of verification
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concurrent data modifications; delivery is a real-world database of information man-
agement system from the insurance field. The statistics of each data set are shown in
Table 3.

5.2 Evaluation of Efficiency

We first evaluate our algorithm with regard to increasing number of rows. We select 10
tables from Delivery with 12 columns differing in the row-count ranging from 5000 to
50000, and the step is 5000. We compare our algorithm with GORDIAN, MRUCC,
HCA, PLS without Non-Unique Discovery Module (PLS-NG) and PSS without Non-
Unique Discovery Module (PSS-NG). Figure 5 illustrates the runtime of all algorithms.
The experimental results show HUD is a linear growth method which has a better
performance and high scalability. In addition, Non-Unique Discovery Module gets
more complete maximal non-unique set with increasing number of rows. It will greatly
reduce candidates later.

To analyze the effect of column number, we compare our method with GORDIAN,
MRUCC, HCA, PLS-NG and PSS-NG in tables selected in Delivery with 15000 rows
differing in the column-count ranging from 6 to 12, the step is 1. Figure 6 illustrates the
runtime of all algorithms. It is easy to see that MRUCC and HCA are exponential
growth with column grows, PLS and PSS in HUD grows slowly and smoothly, In
conclusion, HUD algorithm is more suitable for dealing with large data sets.

Table 3. Statistics of data sets

DataSet Table Avg col Max col Avg row Max row

TPC-H 8 7 16 1082655 6001215
Delivery 92 6 75 66110 1786228

Fig. 5. Row number effect Fig. 6. Column number effect
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5.3 Selectivity Factor

In above experiments, we use both PLS and PSS in HUD to evaluate efficiency, in fact,
only one strategy can be used in each dataset. Function T(D) indicate the data distri-
bution of dataset D that the range is between 0 to 1. We randomly select 9 tables in
TPC-H and Delivery, 5 from TPC-H and 4 from Delivery. All tables are in same size,
but have different T(D). The minimum T(D) is 0.03 and the maximum is 0.857. We
evaluate the runtime in both PLS and PSS and show the results in Fig. 7.

The experimental results show that PSS and PLS are applicable to different data
distributions, respectively. When function T(D) is between 0.33 and 0.857 PSS has
better performance than PLS. Because there are more unique values in each columns
with the T(D) grows, FDs-based pruning can reduce more candidates and row-based
pruning generates smaller input to reduce the time cost of scanning all rows greatly.
When T(D) is between 0.03 and 0.33, PLS is better than PSS. Because there are more
duplicates in each column, the new input created by row-based pruning not only may
almost has the same size as the original dataset but also brings extra IO.

In particular, when T(D) approaches 0 and 1, PLS has almost the same performance
as PSS. T(D) is 1 means that every single column is a unique, when T(D) gets closer to
1 (T(D) 	 0.857), unique-based pruning can prune almost all candidates in second
layer of prefix tree both in PLS and PSS. When T(D) approaches 0, complete maximal
non-unique set becomes easier for Non-Unique Discovery Module to get, non-unique
based pruning can prune almost all candidates without verification. In both situation,
PLS and PSS have few calculation and almost the same runtime. To simplify the
algorithm implementation, we set the threshold to 0.33, when 0 
 T(D) < 0.33, HUD
uses PLS and when 0.33 
 T(D) 
 1, HUD uses PSS.

Fig. 7. Runtime with respect to increasing T(D)
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6 Conclusion

A unique is the basis of understanding a data table, but it is often incomplete in large
data set. This paper proposes a distributed non-redundant unique discovery algorithm
named HUD on Hadoop. Additionally, we use different parallel strategies which
depends on data distribution and pruning techniques to improve efficiency. One
interesting future work is implementing HUD in Spark and improving the selectivity
factor function to describe the data distribution more precisely.
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Abstract. Given a short event name, event retrieval is a process of
retrieving event related documents from a document collection. The
existing approaches employ the-state-of-art retrieval models to retrieve
relevant documents, however, these methods only regard the input query
as several keywords instead of an event, thus the special aspects of
the event are not considered in the models. Aiming at this problem,
we first propose a novel bipartite graph model to describe an event,
where one bipartition represents event type and the other represents the
event specific information. Each edge between two bipartitions issues
co-occurrence relationship. Then we model an event with a unigram
language model estimated through the corresponding bipartite graph.
Based on KL-divergence retrieval framework, event model is integrated
into the query model for more accurate query representation. Experi-
ments on publicly available TREC datasets show that our method can
improve the precision@N metric of event retrieval.

Keywords: Event retrieval · Bipartite graph · Event model · Query
model

1 Introduction

Many public events (natural disasters, protests, accidents, etc.) once happen,
an explosive growth of online reports causes information overload for individual
users. A method that can retrieve the relevant documents about the specific event
from the massive collection is essential. Event Retrieval (ER) is a task which
takes a short event name as input and returns event related documents to satisfy
the information need about the specific event. As a useful fundamental task, ER
is now becoming increasingly important and has been used in many different
application domains, such as event summarization, sub-event detecting, event
monitoring, and so on. The rapid rise of the practical scenarios concentrating
upon events has generated much interest in ER research.

The traditional retrieval methods assume that a document associating with
higher similarity with query is more relevant. As shown in Fig. 1(a), these
approaches score the documents via keywords queries and rank by sim(q,d).
While the goal of ER is to gather event-related documents, a document which
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describes the actuality or history of the specific event either in general outline
or in much detail is markable and greatly desired. The relevance between an
event and a document is sim(e,d), showed in Fig. 1(b). Especially, we note that
sim(e,d) is not equivalent to sim(q,d): high sim(q,d) value does not mean high
sim(e,d) value and vice versa. E.g., given an event query q “Queensland flood”,
though a finance article that says the stocks and bonds are affected by Queens-
land flood, obtains high sim(q,d) value, in fact it should be neglected due to
its low sim(e,d). On the other hand, with high sim(e,d) score, an article that
depicts the floods in Bundaberg, Brisbane (cities in central and southern Queens-
land) might be belittled in sim(q,d) for the absence of keyword “Queensland”.
The inequivalence between sim(e,d) and sim(q,d) may lead unsatisfied retrieval
performance by applying traditional methods directly to ER task.

Fig. 1. The difference between query-related and event-related retrieval

The differences between sim(e,d) and sim(q,d) lies in the fact that the short
event query string q can hardly preserve the rich information of the hiding event
e. It indeed presents a major challenge to improve the retrieval effectiveness
in ER task. So the motivation of our work is to bridge the gap between the
event query string q and the hiding event e. The key point of our approach is to
model the event directly, then incorporate the event model into the query model
for a more accurate query representation. Next, we focus on following research
questions: (1) How to model an event? (2) How to apply the event model in ER
process?

The remainder of this paper is structured as follows. Section 2 states the
related work. In Sect. 3, we discuss how to model an event via bipartite graph,
leveraging the event type information from external resources. Section 4 details
how to estimate the event query model for retrieval. In Sect. 5, we present the
experimental setup and results. Finally, in Sect. 6, we summarize our method
and present the future work.

2 Related Work

To the best of our knowledge, event based retrieval has been studied well. The
computational cost and inflexibility make existing approaches tend to be insignif-
icant or at least not so significant. The common retrieval methods, keyword query
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with pseudo feedback, despite its simplicity, have been remained to be the most
popular ways in most event retrieval cases.

Existing event-based retrieval methods either consider a proper event repre-
sentation or propose a method to measure the event-document similarity. Typ-
ically, in [1], to understand the event semantically, natural language processing
tools are applied to parse each sentence within textual documents into three
elements: subject, object and predicates, which can subsequently be used for
event retrieval. While in [2], the authors structure both queries and documents
as graphs of event mentions and employ graph kernels to measure sim(q, d).
These two methods are both sophisticated and time-consuming. Furthermore,
they greatly depend on natural language processing results which are not good
enough till now. Some others [3,4] are focus on the event search application,
which are not the concerns of this paper.

So far at least, in most event-based retrieval cases, people still regard the
event query as several keywords rather than an event object, and use pseudo-
relevance feedback (PRF) to expand the query and re-rank the documents.
Reference [6] indicates that a language model incorporating feedback generally
gives the best performance, compared with traditional models(e.g. Rocchio for
the vector space model). A new family of models called probabilistic distance
retrieval model is standing out for better accommodating feedback. These mod-
els score a document with respect to a query based on the distance between
the corresponding documents language model and the query language model.
Feedback can be flexibly casted as to improve the estimation of the query lan-
guage model. Based on KL-divergence retrieval model, representative methods
for estimating query models are Relevance Model [7], Divergence Minimization
Model [8], Mixture Model [8], Markov Chain [5], etc. Some existing work has
also attempted to further extend PRF in language model by incorporating addi-
tional evidences(e.g.Term proximity for Relevance Model [9], maximum entropy
for Divergence Minimization Model [10]).

Generally, the role of the query model is to incorporate knowledge of informa-
tion need clearly. However, in ER task, the re-estimated query model by above
methods can hardly give prominence to the characteristics of the target event.
The motivation of our work is to reconcile the query model with the target event,
as accurate query model is more likely to achieve high retrieval effectiveness.

3 Model the Event via Bipartite Graph

A standard definition of event does not yet exist. “Something that happens
at a particular time and place” [11] is a possible definition which is generally
accepted. Though it is hard to define event, it is easier to recognize parts of
event identity, the properties that make two events the same.

With the aid of event identity, we have first got to motivate an event repre-
sentation method, so that a certain event could be exclusively determined. We
draw inspirations from two observations about event identity: (1) events that
belonged to the same category classified by event type share common informa-
tion in aspects of event venation and event context; (2) The specific information
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of an event (the location, the time, the core persons, etc.) distinguishes it from
broader classes of events. E.g., “Russia protests against legislative election” and
“Egyptian protests against then-President Morsi” are events whereas “protests”
is the more general class containing them. The two stories share the properties
“protests”: demonstration by crowd in favor of political or other cause. Further
additional specific information (election, Putin, Russia, etc.) facilitates narrow-
ing the target event to the Russia protests caused by fraud election.

In light of above observations, the cognition process of an event can be con-
sidered in two-fold:(1) considering the type of event, which helps to depict the
outline and context of the event, then (2) considering the unique information
of the specific event, which differentiates it from similar events that belonged
to a same event category. Thus, we propose to consturct a bipartite graph to
identify an event from these two aspects. Next, we first introduce several related
concepts (Sect. 3.1) and detail bigraph representation for an event (Sect. 3.2),
then, propose the notion of event model (Sect. 3.3).

3.1 Several Notions

We state several important notions which will be involved later:
Bipartite Graph: A bipartite graph (or bigraph) is a graph whose vertices

can be divided into two disjoint sets U and V . Every edge e connects a vertex
in U to one in V . Formally it is denoted by G =< U, V,E >.

One-Mode Projection: The one-mode projection onto U (U projection
for short) means a network containing only U nodes, where two U nodes are
connected when they have at least one common neighboring V node.

Resource-Allocation Weighting: Zhou et al. [12] proposed this method to
determine the edge weight in U projection. It assumes that a certain amount of
resource is associated with each node in the projection and the directional weight
wij represents the proportion of the resource node j would like to distribute to
node i. The resource allocation process is based on the bipartite graph, involving
equal distribution across neighbors and consisting of two steps: first from U to
V , and then back.

Event Model: We suppose that there is an accurate unigram language
model of the specific event, named event model θE . All the event-related doc-
uments and event query are randomly sampled from the underlying θE .

3.2 Event Representation via Bipartite Graph

Given an event with several event-related documents, we intend to represent
the unique event by combining information from two facets: event type (ET)
and event specific information (ES). The ET word set is denoted as ET =
{t1, t2, · · · , tn} and the ES word set is denoted as ES = {s1, s2, · · · , sm}. ET
and ES words interact in event snippets. Reflected onto the bigraph, the event
can be formulated as Event =< ET,ES,Connections >. An example is shown
in Fig. 2(a). Algorithm 1 implements the construction of the graph.
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ET: In bigraph, ET = {t1, t2, · · · , tn} consists of salient words of a certain
event type. Given an event (event type is given beforehand), sufficient auxiliary
information can be obtained from external sources, by counting the words in a
collection of events with the same event type.

ES: To simply the problem slightly, we generally assume that word w in
descriptive event snippets is sampled from either ET or ES set. Excluding ET
words, the remaining words in event snippets are added to the ES set.

Connections: The co-occurrence issues the relationship between ES and
ET. Connections can be fully described by an n × m matrix {aij}, aij = k,
k > 0, if sj has already been co-occured with ti in same sentences for k times in
event-related documents.

Fig. 2. An example of event bigraph representation. (a) and (b) show two-step modified
resource-allocation weighting scheme, from ES to ET, then back. (c) represents the one-
mode projection onto ES. (d) shows the corresponding weighting matrix W .

3.3 Event Model

As stressed before, an event model is a unigram language model. If we have avail-
able event description snippets enough, we could estimate p(w|θE) by counting
the number of occurrences of w in the event-relevant documents and smooth-
ing the counts. However, the main obstacle is that no labeled training data is
available to get the probability distribution p(w|θE).

To approximate the event model, we assume that event model is a mixture
model. The words in event-related documents are drawn from two models, event
type model p(w|θET ) and event specific model p(w|θES). It can be written as:

p(w|θE) = αp(w|θET ) + (1 − α)p(w|θES) (1)
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Algorithm 1. Event bigraph constructing algorithm
Input:

target event e, event type T , event-related(e) documents D

Output:
A bigraph G =< U, V, E > to represent e

1: G, U, V, E ← ∅
2: Eset ← {eve|eve is an event, eve.event type = T} by searching in Wikipedia
3: kowledge base KB ← {page|page = Article(eve), ∀eve ∈ Eset}
4: φ ← words distribution with using MLE on KB

5: ET = {w|p(w) ∈ φ, p(w) > THRESTHOLD} or cut-off with top N words.
6: U ← ET
7: for each d ∈ D do
8: for each sentence ∈ d do
9: ets ← ET ∩ words(sentence)

10: ess ← words(sentece) − ets
11: if ets, ess �= ∅ then
12: V ← V ∪ ess, Edges ← {(a, b, 1)|a ∈ ets, b ∈ ess}
13: E ← E ∪ Edges
14: end if
15: end for
16: end for
17: V ← V is pruned by degree centrality (dcthres)
18: return G =< U, V, E >

Estimating p(w|θET ): It is mentioned ahead events within the same event
category (T ) are involved to estimate p(w|θET ).

p(w|θET ) =
count(w,KB)

|KB| (2)

where KB is the external knowledge base for a certain event type. count(w,KB)
is the count of word w in the KB, and |KB| is the total number of words in KB.

Estimating p(w|θES): The difficult stage is estimating p(w|θES) for the
lack of sufficient specific event data. In bigraph, if a node in ES set is tightly and
widely linked to the nodes in ET set, it is worthwhile to emphasize this particular
node, as it is more likely to be the key elements. In spirit of this, we estimate
p(w|θES) based on one-mode projection to compress the connections onto ES set
with modified Resource-allocation Weighting method (ratio distribution, instead
of equal distribution) to retain the original information better.

Now, consider the event bigraph Event =< ET,ES,Connections >. For
convenience, we write Connections as A = {aij}n×m. We are looking for a
matrix W = {wij}m×m representing the weighted ES projection. Two steps will
be involved in resource-allocation process. Assuming that the initial resource
located on the ith ES node is R(si). After the first step, showed in Fig. 2(a), all
the resource in ES flow to ET , and the resource located on the lth ET node
reads
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R(tl) =
m∑

i=1

a′
liR(si) (3)

where A′ = {a′
ij}n×m, a′

ij = aij∑m
j=1 aij

, namely, row by row normalization of
matrix A. In the next step, all the resource flows back to ES, as shown in
Fig. 2(b), and the final resource located on si reads

R′(si) =
n∑

l=1

a′′
liR(tl) =

n∑

l=1

a′′
li

m∑

j=1

a′
ljR(sj) (4)

where A′′ = {a′′
ij}n×m, a′′

ij = aij∑n
i=1 aij

, A is normalized by column. Above equa-
tion can be rewritten as

R′(si) =
m∑

j=1

wijR(sj) (5)

where

wij =
n∑

l=1

a′
lia

′′
lj (6)

It indicates that two nodes get closer when they share more resources through
the two-step paths. It also can be written in matrix form as W = A′TA′′. wij

can be considered as the importance of node i in j’s sense in ES set, and it is
generally not equal to wji, as expressed in Fig. 2(d).

We wish to estimate p(w|θES), which measures the words’ relative importance
in ES set. W records the nodes’ relations in ES. Normalized by column, W ′ =
{w′

ij}m×m,w′
ij = wij∑m

j=1
, can be regard as the transition matrix of a Markov

chain. The centrality vector p corresponds to the stationary distribution W ′.
Borrowing the idea of PageRank, we weight each word in ES by considering
where the votes come from and taking the centrality of the voting words into
account. The formulation can be expressed by the matrix form equation

p = [dU + (1 − d)W ′]Tp (7)

where U is a square matrix with all elements being equal to 1
m . A walker on

this Markov chain chooses one of the adjacent states of the current state with
probability 1 − d, or jumps to any state in the graph with probability d. We
assign the stationary distribution p on ES to p(w|θES).

4 Event Retrieval Using Event Model

In previous section, a graph-based method was proposed to optimize the event
representation and used for estimating the event model θE . But, it offers no
answer to such a question: how to improve the event retrieval accuracy by lever-
aging event model. Next, we first introduce a probabilistic distance retrieval
framework, then we explore incorporating event model into language query
model under this framework.
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4.1 KL-Divergence Retrieval Model

The KL-divergence retrieval model represents the state-of-the-art of the lan-
guage modeling approaches to retrieval. It assumes that the query is a sample
observed from a query language model θQ, while the document is a sample from
a document language model θD. KL-divergence distance of these two models is
used to measure how close they are to each other and the documents are ranked
by the distance (indeed, negative distance). Formally, the score of a document
D w.r.t a query Q is given by:

Score(D,Q) = −D(θQ ‖ θD) = −
∑

w∈V

p(w|θQ)log
p(w|θQ)
p(w|θD)

(8)

Generally, the estimation of θQ offers interesting opportunities of leveraging
feedback information or other user information to improve retrieval accuracy. In
event retrieval cases, a major deficiency of other query model estimation methods
is that it cannot easily achieve full benefit of feedback due to the limited consid-
eration of event object. Thus, it is worth exploring that whether the performance
will be improved if event model is accommodated into the query model.

4.2 Event Query Model

In event retrieval, ideally, an accurate event model would be wished to cast to
query model for clear event representation. An event model θE referred in Sect. 3
can be approximately estimated with the pseudo feedback documents, when the
event type is identified beforehand.

Event query model is a unigram language model, which combines the
event model with the original query model θQ, where p(w|θQ) = count(w,Q)

|Q| ,
count(w,Q) is the count of word w in the query Q. Like most other estimation
methods, the re-estimated query model can be interpolated with the original one
to improve the performance. So, the event query model θ′

Q is

p(w|θQ′) = λp(w|θQ) + (1 − λ)p̂(w|θE) (9)
= λp(w|θQ) + (1 − λ)[αp(w|θET ) + (1 − α)p(w|θES)]

With above interpretations, we conclude the procedure of the event retrieval
via bipartite graph in Algorithm 2.

5 Experiments

To the best of our knowledge, there is no standard test collection available for
event retrieval task that we could use to evaluate our method directly, and
several traditional standard TREC datasets are invalid for the lack of enough
event-related data. To evaluate our approach, we use two datasets for TREC
Temporal Summarization (TREC-TS) task1, respectively called TREC-TS 2013
1 http://www.trec-ts.org/.

http://www.trec-ts.org/


Event Related Document Retrieval Based on Bipartite Graph 475

Algorithm 2. Event retrieval process via bigraph
Input:

target event e, event type T , a collection of documents C

Output:
A ranked list of event-related documents Ret

1: FD ← first retrieval result
2: G ← call algorithm 1 “event bigraph constructing algorithm” with FD
3: θE ← estimating with G
4: θ′

Q ← λp(w|θQ) + (1 − λ)p̂(w|θE)
5: Ret ← ranking by −D(θ′

Q ‖ θD) with respect to C

and TREC-TS 2014. They consist of a set of timestamped documents from
a variety of news and social media sources. TREC-TS 2013 contains 10 topics
representing events, along with an event query q also event type T , while TREC-
TS 2014 contains 15 events. The event type is one of the followings: accident,
bombing, hostage, protests, riot, shooting, earthquake and storm.

Setup: The corpura are indexed by indri. Stopword removal and Porter stem-
ming is applied. We have completed 5 groups of experiments. Bigragh model
(BIG) is our bigraph-based method, Relevance Model (RM3, RM4) and Diver-
gence Minimization Model (DivMin) are both based on the language modeling
retrieval model, the remaining one is non-language model, okapi BM25 with
feedback. In BM25, we simply set k1 = 1.2, b = 0.75, k3 = 7. Our method
shares following common parameters with RM and DivMin: Dirichlet smooth-
ing (μ = 1000) for estimation the document language models, the number of
feedback documents (fbDocs = 10), the number of terms in feedback model
(fbTerms = 30), interpolating parameter (λ = 0.5) for controlling the amount
of feedback. In particular, in order to construct ET part of bigraph and estimate
p(w|θET ), for each event type T , we have collected 20 events by searching “list
of T”(e.g.,“list of earthquake”) in Wikipedia to build the external knowledge
base. After word counting and stopword removing, we cut top 200 terms to be
ET words for each event type.

Parameter Selection: Importantly, in BIG, the parameter α makes a trade
off between ES and ET. In Algorithm 1, line 17 indicates that the number of ES
nodes NES is controlled by dcthres. dcti =

∑m
j Aij

sum(A) and dcsj =
∑n

i Aij

sum(A) are respec-
tively for ET and ES words, where sum(A) =

∑n
i

∑m
j Aij . We have observed

rough corresponding non-linear relation between dcthres and NES , showed in
abscissa axis in right subplot of Fig. 3. To learn the optimal parameter setting,
we use TREC-TS 2013 for the training usage. Linear search is performed for α,
when dcthres is fixed as 0.004. From Fig. 3(a), we are aware of that the P@20,
P@30 are stable when α ranges but P@10 gradually slips. Comprehensively,
α = 0.4 is optimal. What can be draw from the observation from right subplot
of Fig. 3 is that NES within a range 20 to 50 is suitable. So we set α = 0.4,
dcthres = 0.005 in follow-up experiments.
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Fig. 3. Parameter selection for α and dcthres on TREC-TS 2013 (Color figure online).

Experimental Result: To provide a high-quality evaluation setting, pool-
ing technique is adopted, and the judgments are made by two sets of assessors
and any conflicts were reconciled by a third user. The instruction of evaluation
considers the density and quality of event information, preferring to an article
providing sufficient details. Table 1 reports the performance of our proposed app-
roach on TREC-TS 2014 measured by average P@N (N=10,20,30). We observe
that our approach wins other methods, with a commanding lead over its clos-
est competitors DivMin (13.3 %), and BM25(17.9 %) on P@10. The number of
test queries in our experiments is limited, so we make a supplementary analysis
about why our method is better than others.

Table 1. Retrieval precision(P@N) on TREC-TS 2014

BM25 + FB DivMin RM3 RM4 BIG

avg.P@10 0.390 0.406 0.386 0.340 0.460

avg.P@20 0.403 0.430 0.416 0.406 0.473

avg.P@30 0.434 0.442 0.444 0.422 0.470

Further Analysis: The intrinsic part of BIG is to re-estimate a query model
which might describe the event appropriately. To verify the inner property of our
re-estimated query model, we have conducted a case study towards the event
query “Costa Concordia”2, representing a shipwreck accident happened in Italy.
For comparison usage, we also generate a query model using RM1. Figure 3 makes
a simple visualization. The upper subplot is logp(w|θBG), representing the collec-
tion background model, The bottom subplot shows two expanded query models
(without interpolation with original query model). From Fig. 3, two observations
are evident. (1) The query model generated by our method (the yellow line) fluc-
tuates more violently than the model produced by RM1 (the blue line), also a
larger divergence against the background model. From the perspective of query

2 https://en.wikipedia.org/wiki/Costa Concordia disaster.

https://en.wikipedia.org/wiki/Costa_Concordia_disaster
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clarity score [13], if a query model is smoother and more like the background
model, it is more ambiguous. It means that BIG has lower degree of ambiguity
than RM1. (2) The gap points (logp(w|θBIG)− logp(w|θRM1) > 3) confirm that
our method assigns more sufficient significance on representative event words
than RM1. Namely, BIG shows the property of event-prominence. A high coher-
ence query model (unusually large probabilities for a small number of topical
terms), apparently, will return the topic related articles consistently higher than
the ordinaries in the ranked list Fig. 4.

Fig. 4. Query models generated by RM1 and BIG for event query “Costa Concordia”.
Top 300 terms are plotted in descending order by background probability p(w|θBG).
The points interspersed sporadically throughout the background distribution are the
salient terms on which BIG emphasizes more than RM1.

Further more, we conclude that the prior information of event type intro-
duced in bigraph offers great help in recognizing important event specific words,
and interaction between ET and ES contributes significantly to a better descrip-
tion of a certain event. These valid information brings above two excellent prop-
erties to BIG query model, so as to improve event retrieval performance.

6 Conclusion and Future Work

In this paper, we have focused on two research questions: how to model an event
and how to apply the event model in the event retrieval task. Experiments show
that the event model (unigram language model) estimated from the bigraph
event representation, could express the event’s characteristics clearly, and it is
also feasible to improve the event retrieval effectiveness by incorporating event
model into original query model. A major deficiency of our approach is that the
event type of query must be known in advance, meanwhile the corresponding
event type model has been estimated already. Future explorations can be done to
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complete or improve our work: (1) automatic event type detection for adaptive
retrieval, e.g. building a preposing classifier to identify the event type of input
queries; (2) establishing accurate event type models is potential for improving
performance; (3) trials on modeling events from other perspectives.
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Abstract. There is a noticeable increase in the number of scientific
publications. These publications are being published by different pub-
lishers. Springer is one of those publishers which has published more
than nine million scientific documents. SpringerLink is the portal pro-
viding the gateway to searching and accessing these published scientific
documents. The structure, as well as the way, the contents are presented
on the portal, provides valuable information about documents metadata
such as author, ISBN, references, articles, chapters. However, this meta-
data is understandable by human in such a way that it facilitates the
keyword-based searches through SpringerLink portal. At the same time
this huge data about scientific documents is in silence as it is neither
open nor linked to other datasets. To address these issues, we have cre-
ated a semantics based repository called SPedia which consists of seman-
tically enriched data about documents published by Springer. Currently,
SPedia datasets consist of more than 300 million RDF triples. In this
paper we describe SPedia and examine the quality of its extracted data
by performing semantically enriched queries. The results show that SPe-
dia facilitates the users to put sophisticated queries by employing seman-
tic Web techniques instead of keyword-based searches. In addition, SPe-
dia datasets can be utilized to link to other datasets available in the
Linked Open Data (LOD) cloud.

1 Introduction

With the current deluge of data, we live in the fourth paradigm of scientific
research which called data intensive research. The data is available in high vol-
ume about different domains such as educational data, government data, geo
data etc. Semantic Web and Linked Open Data (LOD) communities have been
working for more than a decade to produce semantically enriched data that is
open as well as linked (i.e. Linked Open Data (LOD)). The purpose is to bring
data on a global scale (which is currently dispersed, accessible on limited scale
and available in data chunks) and to interlink different datasets so that semanti-
cally enriched queries could be made for sophisticated query answering purposes.

Many approaches have been proposed so far to extract and produce the
structured and semantically enriched data from different existing data resources.

c© Springer International Publishing Switzerland 2016
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For example [2,3,6,14] focuses on extracting structured knowledge from
Wikipedia contents, such that Semantic Web techniques can be used to ask
sophisticated queries against Wikipedia. Similarly in [7,15], authors propose dif-
ferent methodologies to extract structured information from different unstruc-
tured data sources belonging to different domains. Another approach to extract
semantically enriched data from three most popular Chinese encyclopedia sites
and to link extracted data entities as Chinese LOD (CLOD) has been describe
in [8]. In SwetoDblp project [1], authors propose a framework to create dataset
in RDF form from XML document containing DBLP information.

When it comes to scientific publications such as journals, articles, books,
chapters etc., there are many publishers (e.g. Springer, IEEE, Amazon, Pearson,
Thomson Reuters etc.) that are publishing scientific documents. Springer is one
of the leading global scientific publisher and SpringerLink is the worlds most
comprehensive online collection of scientific documents [12]. In this paper we
focus on extracting structured and semantically enriched datasets from Springer-
Link so that semantically enriched queries can be put to huge datasets of sci-
entific documents published by Springer. A very little initial work has been
completed by way of extracting LOD only from Springer conferences on com-
puter science [11]. This provides information about conferences\proceedings in
the computer science domain only, leaving untouched a huge amount of remain-
ing data. Our extracted datasets offer far more coverage of the disciplines and
documents data.

We have extracted the structured data from the SpringerLink (as source of
data) and produced a huge repository (i.e. SPedia) of semantically enriched data
of scientific documents published by Springer. SPedia datasets consist of more
than 300 million RDF triples and are available to download and experiment
with at local level (in N-Triple format)1. We can use these datasets to formulate
sophisticated queries about the documents published by Springer rather than
relying on keyword-based searches through the portal. We ran SPARQL queries,
visualizing document information and browsing the knowledge by using Semantic
Web browsers (e.g. Gruff [5]). We also created a SPARQL Endpoint to pose
semantically enriched queries from the extracted datasets.

The rest of the paper is organized as follows: Related work is discussed in
Sect. 2. In Sect. 3 we describe extraction of structured information from Springer-
Link. We next briefly describe the resulting datasets in Sect. 4, while Sect. 5
describes different ways to browse and query resulting datasets. Finally we
conclude and discuss the future potential of our work in Sect. 6.

2 Related Work

To date, many approaches have been adopted to extract structured as well as
semantically enriched data from existing sources so that users can pose seman-
tically enriched queries. For example, in [1], the authors presented an approach

1 http://wo.kau.edu.sa/Pages-SPedia.aspx.

http://wo.kau.edu.sa/Pages-SPedia.aspx
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to extract and produce an RDF version of the publications and author infor-
mation contained in DBLP. The authors also describe their approach about
crawling, parsing, and extracting structured data from source DBLP XML file.
The main limitation of both source and resulting RDF datasets is that they
provide only bibliographic information about documents without establishing
relations between them.

The DBPedia project focused on the task of converting Wikipedia content
into structured knowledge, so that Semantic Web techniques can be employed to
pose sophisticated queries from Wikipedia [2,3,6]. Another project (i.e. YAGO
[14]) also extracted structured information from Wikipedia. However, in [14],
the authors proposed the extraction of data of 14 relationship types, ignoring
extraction from Wikipedia infobox templates, in contrast to the DBPedia data
extraction process. Continuing towards Wikipedia as a source, an entity based
extraction approach has also been presented in [4] to extract entity based struc-
tured data from Wikipedia.

In [10], the authors proposed an approach for extraction of structured data
from The Cancer Genome Atlas (TCGA) [15], organized as text archives in a set
of directories. The approach made it easier for domain experts and bioinformatics
applications to process and analyze cancer-related data by RDFizing the data.
The resulting structured data is available to the public for remote querying and
analysis of the structured domain knowledge.

An approach to transforming the data of the Financial Transparency System
(FTS) of the European Commission is described in [7]. The authors give exam-
ples of queries to the resulting datasets not possible using existing HTML and
XML formats of the data.

An effort to produce large-scale Chinese semantic data and to link these
together as Chinese LOD (CLOD) is presented in [8]. In this work the authors
proposed a method and strategy to extract structured data from the three largest
Chinese encyclopedia sites and then link them together. They also established
SPARQL Endpoint to query the extracted datasets using semantic web-based
techniques.

In a similar fashion, Springer Developer APIs [13] provide sets of APIs to
access programmatically the metadata of articles published by Springer. Some
major limitations of these APIs are: Firstly, they provide the results in formats
(e.g., mostly XML or JSON) that need to be parsed, to extract the required
information, and RDFized. Secondly, they work over the traditional HTTP Get
request/response method, making performance almost the same as by accessing
the content online through the portal. Thirdly, these APIs provide access to 7
million articles, resulting in the straight forward absence of metadata from over
2 million published articles. Fourthly, by using these APIs structural informa-
tion defining the relationships between data entities might be missed that could
be detected if we access the contents through the SpringerLink portal. Our
approach made full use of structural as well metadata content on the Springer-
Link portal to extract the maximum number of data items and the relationships
between them.



482 M.A. Aslam and N.R. Aljohani

3 Extraction of Structured Information
from SpringerLink

SpringerLink is the portal that we used as our source of data, so in this section
we first present the content and structure of its existing data about scientific
documents. We next present the SPedia knowledge extraction process we devel-
oped to crawl, parse, and extract the required data and to produce semantic
data in RDF triples format.

3.1 SpringerLink Templates

The data source (i.e., SpringerLink) used in our approach contains information
about the scientific documents in typical templates. These have the metadata as
well as the relational information between the various documents (as shown in
Fig. 1). All this information is available in HTML pages, so these were processed
to extract the required structured and relational information. We extracted doc-
uments from 24 disciplines, as explained below:

Type and Discipline. As discussed above, in the data source are various types
of documents (e.g., book, chapter, journal, article, etc.) and 24 disciplines (e.g.,
computer science, engineering, and medicine) to which a document may belong.
Thus, both document type and discipline are represented by rdf:type.

Fig. 1. Different views (combined together) of SpringerLink template to present rela-
tional as well as metadata information of documents.
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Document Metadata. Metadata properties (e.g., title, abstract, copyright,
doi, print ISBN, online ISBN, print ISSN, online ISSN, publisher, volume, issue,
coverage, pdf link, references, pages, publication year) about documents are pre-
sented by using properties publication:has Title, has Abstract, has Copyrigth,
has DOI, has Print ISBN, has Online ISBN, has print ISSN, has Online ISSN,
has Publisher, has Volume, has Issue, has Coverage, has PDF Link, has Refe-
rence, has Pages, has Publication Year respectively.

Authors, Editors and Affiliation. Every document has one or more author/s,
editor/s, editor-in-chief and affiliation/s. Therefore, author/s, editor/s editor-
in-chief and their affiliation/s data were extracted and presented by publica-
tion:has Author, has Editor, has Editor In Chief and has Affiliation properties.

Relations Between Documents. Documents have relationships with docu-
ments that are very important, especially when we work in domain of scien-
tific documents. For example, a chapter has relation to a book, an article has
relation to a Journal and a reference work entry has relation to a published
reference work and vice versa. These relations are described by using publica-
tion:has Book Chapter, is Book Chapter Of, has Article, is Article Of, has Ref-
erence Work Entry, is Reference Work Entry Of properties respectively.

3.2 Extraction Process

The extraction process consisted of four main steps, each of which is interlinked
in a recursive manner (as shown in Fig. 2). The Fig. 2 shows that the information
extraction process starts by crawling through SpringerLink for a particular dis-
cipline, then crawling and extracting information for a particular content type,
and then for sub-content types, using a recursive approach. Here we describe
each step of extraction process:

SPedia Crawler. Information about documents on SpringerLink is available
in such a way that crawlers can be written to start crawling through documents

Fig. 2. Overview of the SPedia knowledge extraction process.
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of any discipline from the first document to the last. Therefore, this module
starts crawling through the SpringerLink portal from the first discipline and
continue through every discipline by using a recursive approach (as shown in
Fig. 2). In fact, crawling through a particular discipline is the starting point for
further crawling through the various types of document in a particular discipline
(e.g., book, journal, reference work, etc.). Also, the relations between disciplines
and documents are saved during the crawling process for use in describing the
relational properties (e.g., “Book” publisher:has Book Chapter “Book Chapter”
etc.) in later stages.

Information Parser and Extractor. The information parsing and extraction
takes place at every stage of the crawling process, as well as during particular
stages at which metadata of documents or relational information become avail-
able. For example, when a stage comes during the extraction process where a
document (e.g., Book) exists, the information parser and extractor module gets
activated. It parses the existing page and extracts the relational information
(e.g., books relation to a particular discipline, or book chapters relation to a
particular book, etc.) as well as metadata information (e.g., a book ISBN, pdf
link, etc.). As soon as the information parsing and extraction step is complete,
the process lets the crawler go on to the next item so information from every
last document and its related information in the whole chain is extracted and
utilized.

Triplifier. The information and metadata of documents extracted at any stage
during the crawling process is triplified and saved to the data model. Every docu-
ment (i.e. book, chapter, article etc.) is triplified as a resource, and every resource
is triplified for their properties (e.g., title, abstract, ISBN, etc.). Relations (e.g.,
book has book chapter, journal has journal article etc.) are also triplified a this
stage. Authors, editors, and affiliated organizations are identified as individual
resources (resulting in large dataset of scientific authors and organizations). The
triplifying process, together with the information parser and extraction process,
also takes care of the data types of values of extracted properties.

Datasets Generator. This is the last step of the information extraction process
which generates SPedia datasets. Data models of the information in triplicate
are taken as inputs at this stage, inconsistencies in URIs are resolved and the
final datasets in N-Triple format are generated. All datasets are generated at
two different levels (e.g., property level, document level (further explained in
Sect. 4.1)).

4 Extracted Dataset and Necessary Details

The SPedia datasets provide information on more than 9 million resources,
including over 3.9 million journal articles, 3.1 million chapters, and 0.65
million reference work entries. Extracted datasets also provide information about
more than 3100 journals, 181,000 books, and 650 reference works. Information
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Table 1. SPedia datasets statistics.

Resource Description Numbers Triples

Book Provides information about book metadata
as well as chapters of the book

181K 5.3M

Chapter Provides information about book chapter
metadata and the book in which chapter
is published

3.1M 103M

Journal Contains information about journal, its
metadata as well as its sub resources i.e.
articles published in a journal

3K 4M

Article Provides information about article, the
parent journal and all related metadata

3.9M 126M

Reference work Resources of the type reference work provide
information about reference works, their
metadata and corresponding entries

858 0.7M

Reference work
Entry

Contains information about metadata of
reference work entries and their parent
reference works

0.65M 11.9M

Person Persons contains information about people
as author, editor, editor-in-chief etc. with
their contact information

31M 104M

Organization Provides information about names of
organization as affiliation of persons

12M 24M

about other resources, including 31 million people (e.g., authors, editors, editors-
in-chief, etc.) and 12 million organizations is part of the extracted datasets. The
resulting datasets consist of more than 300 million triples, including (approx-
imately) 126 million triples on journal articles, 103 million triples on book
chapters, and 11.9 million triples on reference work entries. A summary of the
statistics on resources and extracted triples is provided in Table 1.

4.1 Different Levels of Extracted Datasets

SPedia datasets are available for download (in .nt format) at two different levels.
Users can download these datasets to their requirements, starting with property-
level datasets (smaller in size, but distributed in large number of property level
.nt files) through to discipline level datasets (bigger in size, but with all data
about documents relating to a single discipline in one .nt file). These different
levels of data sets are further explained below:

I Property Level. Property-level datasets provide information about every
property of documents in N-Triple format. For example, the book type.nt
dataset contains information in (triple format) about the types of documents
(e.g., a document type is Book and Computer Science). Similarly, the book



486 M.A. Aslam and N.R. Aljohani

title.nt dataset contains titles of all books published in a particular disci-
pline. In the same way, other property level datasets (e.g., journal hasPrint-
ISBN.nt, article pdf link.nt etc. provide data about the different properties
of documents). Some common metadata properties of scientific documents is
described in Table 2.

II Document Type Level. Datasets at document type level provide complete
information about a particular type of document. For example, the type of
document can be Book, Chapter, Article, etc. Therefore, document type-
level datasets provide complete information about a particular document type
belonging to a particular discipline in one dataset (e.g., the book.nt dataset
provides all information about all books published in a particular discipline).
Similarly, the chapter.nt dataset provides all information about all chapters
published in particular discipline.

Table 2. Description of some common properties extracted for different document
types.

Property Description

type Provides data about the document type (e.g. type can
describe that a document is a Chapter in discipline
Computer Science)

has Title Provides the title of the document

has DOI Provides the DOI of the document

has Print ISBN Contains the print ISBN number of the document

has Author Contains the information about the authors of the document
which then further contains his name, email and affiliation

has Book Chapter Links every book with the every chapter publisher in that
book

is Book Chapter Of This property links every chapter with the book in which
chapter is published

has Editor Links every type of document (e.g. book, chapter, article etc.)
with person (as editor)

is Editor Of Links a person (as editor) with any type of document

4.2 Inconsistencies in Source Data

Since, the source of extracted datasets is the SpringerLink portal, many incon-
sistencies in the source data were noted during the extraction process. For exam-
ple, sometimes information is not as per the template and heading of the topic
e.g. the portal provides information about a single editor by using the head-
ing Editors. This heading leads the parsing and extraction process to extract
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more than one editor, although there is actually just one. Likewise, ISBNs are
sometimes available in a number format and sometimes as a string (by adding
the - character, which cannot be typecasted and is thus treated as an integer).
Moreover, our approach uses the title of the document to create a URI for the
extracted resource and sometimes this contains special characters (e.g., math-
ematical signs, language-based special characters, etc.) that cannot be used as
part of the standard URI of a resource. In this case, such characters are treated
as illegal characters and replaced by the most appropriate option, following best
practice for publishing RDF vocabularies [9].

5 Accessing and Querying SPedia

SPedia datasets can be accessed from the project website and may also be queried
from SPARQL Endpoint. Any third party application and semantic Web browser
(e.g., Gruff [5]) can be used to query the datasets through SPARQL Endpoint,
and to browse the datasets as well as to visualize the resulting data. We discuss
below these scenarios of accessing and querying the resulting datasets.

5.1 Querying Through SPARQL Endpoint

The most common way to query the datasets is through SPARQL Endpoint. We
have created a SPARQL Endpoint for SPedia datasets. This can be used to put
sophisticated queries to the SPedia. Here, we give some sample queries and the
results obtained from our extracted datasets.

We asked to search all articles in a journal that is published in the Mathe-
matics discipline with the title OPSEARCH.

Example 1 (Find a Journal in Mathematics whose title is OPSEARCH and find
all Articles published in that Journal.).

PREFIX spedia:<http://www.kau.edu.sa/fcit/ontology/2015/3/v1.8# >
select ?articles where {

?document rdf:type spedia:Journal.
?document rdf:type spedia:Mathematics.
?document spedia:has Title”OPSEARCH”ˆˆxsd:string.
?document spedia:has Article ?articles.

}

The results that we obtained from this query are shown in the Fig. 3(a)
indicating that the Journal with title OPSEARCH has 245 articles.

Then we further filter our results by querying for only those articles which
are published in Volume 49, Issue 1 of the OPSEARCH Journal. We also queried
for additional information (i.e. PDF Link) of these articles. Figure 3(b) shows
six articles (with their PDF Links) published in Volume 49, Issue 1.

http://www.kau.edu.sa/fcit/ontology/2015/3/v1.8#
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Example 2 (Find articles published in a particular volume 49 and issue 1 of the
“OPSEARCH” Journal.).

PREFIX spedia:<http://www.kau.edu.sa/fcit/ontology/2015/3/v1.8# >
select ?articles ?PDF Link where {

?document rdf:type spedia:Journal.
?document rdf:type spedia:Mathematics.
?document spedia:has Title”OPSEARCH”ˆˆxsd:string.
?document spedia:has Article ?articles.
?articles spedia:is In Volume ”49”ˆˆxsd:string.
?articles spedia:is In Issue ”1”ˆˆxsd:string.
?articles spedia:has PDF Link ?PDF Link.

}

Fig. 3. Results of example queries 1 and 2.

5.2 Browsing via Semantic Web Browsers

The semantic Web and LOD community has developed various tools and client
applications that could be used to browse RDF data, either by loading the RDF
triples directly or by connecting to SPARQL Endpoint. Following the same trend,
SPedia datasets can be browsed by using the semantic Web browsers in tabular,
as well as in visual form (as shown in Figs. 3 and 4). Figure 3 shows the results
of our queries in a semantic Web browser (connected to SPARQL Endpoint)
in tabular form. These can be further explored as long as linked RDF data is
available or we reach a literal value. Also, as discussed before, some semantic
Web browsers facilitate visualization of the datasets as well visual browsing.
Figure 4 provides an example for some sample RDF records for a book and its
related metadata.

http://www.kau.edu.sa/fcit/ontology/2015/3/v1.8#
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Fig. 4. Visual representation of extracted data.

6 Conclusion and Future Work

In this paper we presented SPedia: a semantics based repository of scientific
publications data. SPedia aims to facilitate the semantic based search in order
to allow users to ask sophisticated queries to overcome the limitation of the tra-
ditional keyword-based search. To achieve this goal, data about nine million sci-
entific documents consisting of about 300 million RDF triples were extracted and
produced as a machine-processable data. Furthermore, we created a SPARQL
Endpoint to query SPedia datasets. The results showed that SPedia can play
a key role in allowing users to put sophisticated queries by employing semantic
Web techniques instead of keyword-based searches. In addition, SPedia datasets
can be utilized to link to other datasets available in the Linked Open Data
(LOD) cloud.

For the future work, we are aiming to extract semantically enriched struc-
tured data from publicly available resources of other publishers such as
Pearson, Elsevier, Amazon and interlink them to explore the value of linked
open scientific publications data. We are also working on increasing the coverage
of the entities in SPedia datasets. Similarly, we are working to treat references
as resources rather than strings, ultimately helping semantic Web-based agents
to crawl through the interlinked data.
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Abstract. Learning to rank is a popular technique of building a rank-
ing model for Twitter search by utilizing a rich list of features. As most
learning to rank algorithms are supervised, their effectiveness is heavily
affected by the quality of labeled training data. Selecting training queries
with high quality is an important means to improving the effectiveness
of ranking model for Twitter search. Existing approach for this problem
learns a query quality classifier, which estimates the training query qual-
ity on a per query basis, but ignores the dependence between queries.
This paper proposes a set-based training query classification approach
that estimates a training query’s quality by taking its usefulness in com-
bination with other training queries into consideration. Evaluation on
standard TREC Microblog track test collection shows effective retrieval
performance brought by the proposed approach.

Keywords: Training query classification · Learning to rank ·
Information retrieval

1 Introduction

With the rapid development of online social networks, Twitter, one of the most
popular microblogging services, is attracting more and more attention from Inter-
net users [1]. On Twitter, there is a large quantity of updates every day, or even
every minute, created by its hundreds of millions of users. The overwhelming
amount of updates on Twitter lead to the difficulty in finding the interesting mes-
sages, which are fresh and relevant to the given query, whereby a user’s informa-
tion need is represented by a query issued at a specific time. However, Twitter’s
search engine only sorts the tweets containing the query terms in chronological
order. This mechanism cannot guarantee that the most interesting tweets are
top-ranked [2].

To achieve an effective real-time Twitter search, there have been efforts in
applying learning to rank to Twitter search by integrating various sources of
evidence of relevance. Learning to rank (LTR), as known as machine-learned
ranking, is a family of algorithms and techniques that automatically learn a
ranking model from training data, where explicit or implicit evidence of relevance
are usually represented by a feature vector. Compared to the classical retrieval
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 491–503, 2016.
DOI: 10.1007/978-3-319-39937-9 38
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models, learning to rank has the advantage of combining the predefined features
to construct a ranking model. As shown by the evaluation forum in the Text
REtrieval Conference (TREC) Microblog track [3,4], most top runs apply LTR
algorithms.

Most LTR algorithms are supervised approaches and their effectiveness is
heavily affected by the quality of labeled training data [5,6]. As the low-quality
training queries may lead to degraded retrieval performance, it is necessary to
select the high quality ones before the deployment of LTR [7], so does for its
application to Twitter search [8,9].

Existing LTR approaches may be categorized into three groups, the point-
wise, pairwise, and listwise algorithms [5]. Among them, the pairwise and listwise
algorithms are popular for their superior effectiveness [5]. For the application of
the pairwise algorithms to Twitter search, a recent approach by Li et al. proposes
a query quality classification algorithm, denoted by TQCSingle, to select training
queries on a per query basis [9]. Their approach learns a query quality classifier
using the retrieval performance gain as the measurement of the quality of indi-
vidual training queries, based on a list of query features such as the relevance
scores and tweet length [9]. Despite the effectiveness brought by TQCSingle, its
application to Twitter search also suffers from the following problems. First,
this approach does not consider the dependence and overlap between training
queries. As a consequence, it may end up with selecting a highly redundant train-
ing query set and result in low retrieval effectiveness. Second, using the listwise
algorithms, the number of training examples, namely the queries, is much less
than that of the pairwise algorithms, namely the document pairs. Therefore, it
is difficult to apply TQCSingle to learn a training query classifier for the listwise
LTR algorithms due to the small amount of training examples.

To this end, this paper proposes a novel training query classification approach
for LTR by considering the dependency between training queries. Specifically,
the proposed approach estimates a training query’s quality by its usefulness in
combination with other training queries. In this way, the dependency and redun-
dancy among training queries are taken into consideration, and the number of
training examples can be increased to a sufficient level by using pairs or sets
of training queries, instead of the individual queries. Evaluation on the stan-
dard TREC microblog track dataset shows the statistically significant retrieval
performance improvement of our proposed approach.

2 Related Work

2.1 Existing Twitter Search Approaches

Due to the convenience in combining various sources of features for the relevance
weighting, learning to rank is a popular approach to Twitter search [10–13]. Xu
et al. adopt eight different learning to rank algorithms in the re-ranking phase
[11]. Magdy et al. employ six learning to rank algorithms as the candidate rankers
and try to combine the ranking scores of these candidate rankers by weighed
Condorce-fuse [13,14]. Because learning to rank is a data-driven approach which
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integrates a number of features, many participants try to extract more features
of tweets and adopt more external evidence1. Lv et al. extract 240 features from
four different query sets on three different corpora [10]. Li et al. learn a binary
classifier to separate relevant document from non-relevant ones in the retrieved
document pool [15], besides they utilize the feedback documents and classifier-
judged documents to update and formulate the queries. All in all, few groups
try to select high-quality queries to further enhance the retrieval performance,
until recently Li et al. propose a query selection algorithm by learning a query
quality classifier, which automatically selects the training data on a per-query
basis [9].

2.2 Training Query Selection

There have been quite a few research efforts in selecting training queries to
improve the retrieval effectiveness of LTR. For example, Long et al. propose an
active learning approach, Expected Loss Optimization (ELO), to select the most
informative examples for the learning by optimizing the expected Discounted
Cumulative Gain (DCG) loss in order to reduce the dependence on the number
of labeled documents in the training set for Web search [7].

As for the application to Twitter search, recently, Li et al. propose a simple
but effective training query classification approach based on the retrieval per-
formance gain using a number of pre-defined query features [9]. The main idea
is to establish a linear relationship of a set of query features and the estimated
retrieval performance gain to select training queries with high quality from the
candidate training set. Specifically, the quality of a training query is given by the
retrieval performance of the ranking model learned using the query and its asso-
ciated documents as the training set. Their experimental results on the Tweets
2013 collection show that this approach outperforms the conventional applica-
tion of learning to rank that learns the ranking model on all training queries
available.

Despite the above merits of the approach in [9], it suffers from the issues
mentioned in Sect. 1, and therefore is not applicable to the listwise LTR algo-
rithms. To this end, this paper proposes a set-based approach in the next section
that not only works well with the listwise LTR algorithms, but also improves
the retrieval effectiveness over [9].

3 Training Query Classification: The Proposed Approach

In this section, we propose a set-based training query classification approach.
The main idea of training query classification is to establish a linear relationship
of a set of query features and the estimated retrieval performance gain to select
training queries with high quality from the original training set.

A brief description of the steps involved in the training query classifica-
tion approach is given in Fig. 1. Similar to the approach in [9], we assume the
1 https://github.com/lintool/twitter-tools/wiki/TREC-2014-Track-Guidelines.

https://github.com/lintool/twitter-tools/wiki/TREC-2014-Track-Guidelines
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Fig. 1. The flowchart of the three training query classification algorithms: TQCSingle,
TQCPair, TQCSet.

availability of a candidate training set from which the final training queries are
selected, a validation set for the parameter tuning, and a pre-test set for esti-
mating the retrieval performance gain of the a given candidate training query.
It firstly obtains a baseline estimation of the retrieval performance using the
classical BM25 weighting function, given by mean average precision [16] on the
pre-test set (MAPMb

). Next, for each sample of the candidate queries, a rank-
ing model Mi is learned using a given LTR algorithm. The composition of the
sample depends on the training query classification algorithm used. Two train-
ing query classification algorithms are proposed based on different granularities
of the samples from the candidate set. The algorithm proposed by Li et al. [9]
is denoted as TQCSingle, which uses each single candidate query to learn the
ranking model. Instead, our proposed algorithms use pairs of candidate queries
(denoted as TQCPair), or sets of candidate queries (denoted as TQCSet). The
effectiveness of the learned ranking model Mi is also evaluated on the pre-test
set by MAP. The difference between the above two MAP values, ΔMAP , is con-
sidered to be an estimation of the quality of the sample candidate set. A linear
classifier is learned using Logistic Regression based on a list of query features as
given in Sect. 4, where the target value is ΔMAP . Finally, for a given new set
of candidate training queries, the classifier is applied to select the high-quality
ones for learning to rank, and those with predicted ΔMAP larger than 0 are
selected as high-quality queries. The dataset used and the pre-defined features
are introduced in details in Sect. 4.

Next, we introduce the two proposed algorithms in details. Figure 2 presents
the steps of the first proposed algorithm, TQCPair. It firstly obtains a baseline
estimation of the retrieval performance using BM25. Next, for each pair(qi, qi)
of the candidate queries, a ranking model Mij is learned using a given LTR
algorithm. The effectiveness of this ranking model is also evaluated on the pre-
test set by MAP, and the query quality estimation ΔMAP is then obtained. The
training query classifier is learned over pairs of candidate queries using ΔMAP
as the target. Finally, for a given new set of candidate training set, it adds pairs
of high-quality queries to the training set using the learned classifier. An obvious
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Strategy 2: TQCPair

Train the basic retrieval model (BM25) on the candidate training set, denoted as Mb;
Tune the parameter on validation set;
Apply Mb to the pre-test set, obtained the MAP, denoted as MAPMb

;

for query pair (qi, qj) ∈ candidate training set do
Use the query pair(qi, qj) as temporal training set to train the LTR model, denoted as Mij ;

% Pairwise and listwise algorithms are applicable;
Tune parameter of Mij on validation set;
Obtain MAPMij

on pre-test set with ranking model Mij ;

Calculate the retrieval performance gain:
ΔMAP = MAPMij

− MAPMb

% ΔMAP is the retrieval performance gain for each query pair (qi, qj)
Extract features for each query, (f1, f2, f3 ... fn), and calculate the mean feature value

F=(fi1fj1, fi2fj2, fi3fj3 ... finfjn), we obtain the tuples(ΔMAP , F);

% fi1fj1=(fi1+fj1)/2, fi2fj2=(fi2+fj2)/2 ... finfjn=(fin+fjn)/2
end for

Learn a linear function using logistic regression with (ΔMAP , F);

Fig. 2. TQCPair: Training query classification with pairs of queries’ retrieval
performance gain.

Strategy 3: TQCSet

Train the basic retrieval model (BM25) on the candidate training set, denoted as Mb;
Tune the parameter on validation set;
Apply Mb to the pre-test set, obtained the MAP, denoted as MAPMb

;

for each qi ∈ candidate training set do
Select another k queries from (candidate training set - qi) randomly;
Combine the qi and selected k queries as the temporal training set to train the LTR model;
Repeat the previous two steps 3 times, to obtain three LTR models, denoted as Mi1 , Mi2 , Mi3 ;

% Pairwise and listwise algorithms are applicable;
% k � 2 (k=4 in our experiment), if k=2 then a temporal training set containing 3 queries;

Tune parameter of Mi1 , Mi2 , Mi3 on validation set;
Obtain MAPMi1 ,MAPMi2 ,MAPMi3 on pre-test set, to calculate the average value of the

three MAP, denoted as MAPMi
;

Calculate the retrieval performance gain of each query qi:
ΔMAP = MAPMi

− MAPMb
Extract features for each one single query, F = (f1, f2,f3 ... fn), obtain the tuples(ΔMAP , F);

end for

Learn a linear function using logistic regression with (ΔMAP , F);

Fig. 3. TQCset: Training query classification with sets of queries’ retrieval
performance gain.

advantage of using pairs of candidate queries, instead of the single queries as in
[9], is the enlarged set of samples from the candidate set, such that the training
queries classifier can be learned with more labeled examples, and hopefully lead
to a better selection of the training queries.
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Our second proposed algorithm, called TQCSet, estimates the quality of a
candidate training query by the retrieval performance gain when combined with
other training queries. By doing so, it takes the dependency among the candidate
training queries into consideration. As described in Fig. 3, TQCSet estimates the
quality of a candidate training query qi by its usefulness in combining with other
training queries. Specifically, for each candidate training query qi, TQCSet learns
a ranking model using a temporal training set composed of qi and k randomly
selected candidate training queries, and obtains an estimate of ΔMAP on the
pre-test set. Such a process is repeated for 3 times, and the quality of qi is given
by the average of the 3 estimates of ΔMAP . Similar to TQCSingle, a training
query classifier is learned over individual candidate training queries using the
average ΔMAP as the target.

4 Experimental Setup

We experiment on Tweets2013, a standard test collection used in the TREC 2013
and TREC 2014 Microblog track2. It contains 243 million tweets gathered from
the public Twitter stream from February 1, 2013 to March 31, 2013 (inclusive,
UTC time). We fetch up to 10,000 tweets for each query via the track API with
the official token provided by the official organizer to the participants.

There are 60 topics in TREC 2013 and 55 topics in TREC 2014. We use
one year of the TREC topics as the training data and the dataset of the other
year as the test data. For data of each year of TREC, we divide them into three
equal-size subsets. One subset is used as the candidate training set, one as the
validation set, and the last one as the pre-test set. There are no overlap between
any two subsets. The learned ranking model using the training queries selection
algorithm is evaluated on the other year of the test data.

We preprocess the tweet documents to filter the pure retransmission (begin-
ning with the ‘RT’), repeat tweets and non-English tweets. Then we extract
features from the tweet documents and queries. In this study, we use 20 fea-
tures to represent the tweet documents and 12 features to represent the queries.
According to the guidelines of the TREC Microblog track, we return top 1000
tweets published prior to and including the query time defined by the topic.

Table 1 introduces the features of tweet we adopted. There are five types of
tweet features, i.e. the tweet content, content richness, author authority, tweet
recency and Twitter specific features. These types of features are adopted by
many participants of Microblog tracks [10–12] and their meanings are introduced
in the Table 1.

There are three types of query features for inferring the benefit brought by a
given training query for learning to rank, i.e. content-based relevance scores, the
Normalized Query Commitment (NQC) [20], and the Twitter specific features.
Table 2 presents all the query features exploited in this paper. And these query
features are all used in the training query classifier phase.

2 https://github.com/lintool/twitter-tools/wiki/TREC-2013-Track-Guidelines.

https://github.com/lintool/twitter-tools/wiki/TREC-2013-Track-Guidelines
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Table 1. Pre-defined tweet features.

Feature type Feature ID Description

Content relevance PL2 Retrieval performance of PL2 [17] model
measured by MAP

PL2QE Retrieval performance of PL2 [17] model
with query expansion measured by MAP

BM25 Retrieval performance of BM25 [18] model
measured by MAP

BM25QE Retrieval performance of BM25 [18] model
with query expansion measured by MAP

TF*IDF Term frequency multiply by inversed
document frequency [16]

LMDir Retrieval performance of the KL-divergence
language model with Dirichlet smoothing
[19] measured by MAP

Content richness Content Length Length of tweet

Word Count Number of the word

Mean Word Length Mean Word Length

URL Count Number of URL contained in the Tweet

OOV The ratio of unique word

Author Authority Retweet Count Number of the Retweets

Followers Count Followers count of the author

Statuses Count Total number of the statuses published by
the author

Tweet in Topic Tweet count in the same topic

Tweet recency Query Day Dif Time difference between tweet posttime and
query posttime

Burst Day Dif Time difference between topic bursttime
and tweet posttime

Twitter-specific AT Count Count of @ in the tweet

RT Whether the tweet is a retweet

HASHTAG Count Count of # in the tweet

Four different learning to rank algorithms are applied in our experiment,
which are the pairwise RankSVM [8,21], and three listwise algorithms, namely
Listnet, Coordinate Ascent (CA for short in tables), and Lamdamart [5,6,22].
We tune the parameters of algorithms on the validation set and the parameter
values that lead to the best MAP on validation set are applied to the test set.

The baseline is the recent TQCSingle algorithm that has shown effective for
Twitter search [9]. As introduced in Sect. 1, TQCSingle is not suitable for Listwise
Algorithms, so only RankSVM is applied in baseline TQCSingle. Mean average
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Table 2. Pre-defined query features.

Feature type Feature ID Description

Content relevance PL2 Mean PL2 [17] score of the top-5 tweets

PL2QE Mean PL2 [17] score of the top-5 tweets with
query expansion

BM25 Mean BM25 [18] score of the top-5 tweets

BM25QE Mean BM25 [18] score of the top-5 tweets with
query expansion

TF*IDF Mean TF*IDF [16] score of the top-5 tweets

LMDir Mean score of top 5 tweet given by the
KL-divergence language model with
Dirichlet smoothing [19]

NQC PL2NQC NQC of relevance score given by PL2 with
query expansion

BM25NQC NQC of relevance score given by BM25 with
query expansion

TF*IDF-NQC NQC of relevance score given by TF*IDF

LMDirNQC NQC of relevance score given by KL-divergence
language model with Dirichlet smoothing

Twitter-specific URL Count The percentage of the top 10 tweet’s with
URLs in their content

Followers Count Average number of followers of the top 10
tweet’s authors

precision (MAP), precision at 30 (P@30) and R-precision (R-prec) are reported
in the next section.

5 Results and Analysis

This section presents the evaluation results. In Tables 3, 4 and 5, a star indicates a
statistically significant improvement over the baseline according to the Wilcoxon
matched-pairs signed-rank test at the 0.05 level.

Table 3 is the evaluation results compared with baseline on both TREC 2013
and 2014 test queries when evaluation metric is MAP. From this table, we can see
the two proposed query classification algorithms perform better than the baseline
algorithm no matter the learning to rank is pairwise (RankSVM) or listwise
(Listnet, Coordinate Ascent, Lamdamart) algorithms. As for the final test set is
TREC 2013, we obtain the best MAP, 0.3642, when we employ the TQCSet and
the Lamdamart algorithm, improved by 5.50 % than the baseline 0.3452. When
we employ RankSVM, the same LTR model with the baseline algorithm, the
result is improved by 3.33 % and 3.82 % with TQCPair and TQCSet, respectively.
When the final test set is TREC 2014, we obtain the best MAP, 0.5031, with
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Table 3. Evaluation results measured by MAP.

TREC 2013 Baseline Listnet CA LM RankSVM

TQCPair 0.3452 0.3581 0.3581 0.3621 0.3567

Improve (%) 3.74 % � 3.74 % � 4.90 % � 3.33 % �

TQCSet 0.3587 0.3585 0.3642 0.3584

Improve (%) 3.91 % � 3.85 % � 5.50 % � 3.82 % �

TREC 2014 Baseline Listnet CA LM RankSVM

TQCPair 0.4748 0.4881 0.4918 0.5001 0.4904

Improve (%) 2.80 % � 3.58 % � 5.33 % � 3.29 % �

TQCSet 0.4859 0.4939 0.5031 0.4911

Improve (%) 2.34 % 4.02 % � 5.96 % � 3.43 % �

Table 4. Evaluation results measured by P@30.

TREC 2013 Baseline Listnet CA LM RankSVM

TQCPair 0.5587 0.5743 0.5789 0.5813 0.5752

Improve (%) 2.79 % � 3.62 % � 4.05 % � 2.95 % �

TQCSet 0.5789 0.5805 0.5807 0.5773

Improve (%) 3.62 % � 3.90 % � 3.94 % � 3.33 % �

TREC 2014 Baseline Listnet CA LM RankSVM

TQCPair 0.6648 0.6701 0.6834 0.689 0.6829

Improve (%) 0.80 % 2.80 % � 3.64 % � 2.72 % �

TQCSet 0.6756 0.6899 0.6875 0.6912

Improve (%) 1.62 % 3.78 % � 3.41 % � 3.97 % �

TQCSet and the Lamdamart algorithm, improved by 5.96 % than the baseline
0.4748. When we employ RankSVM, the result is improved by 3.29 % and 3.43 %
with TQCPair and TQCSet respectively.

Tables 4 and 5 are the evaluation results compared with the baseline on both
TREC 2013 and 2014 test queries when evaluation metrics are P@30 and R-
prec, respectively. The results demonstrate our algorithms perform better than
the baseline algorithm. When the metric is P@30, TQCPair with Lamdamart
algorithm perform best, improved by 4.05 % than the baseline for TREC 2013.
The P@30 result of TQCPair and TQCSet with RankSVM is increasing by 2.95 %
and 3.33 % than the baseline respectively. For TREC 2014, TQCPair with Lam-
damart algorithm perform best, increasing by 3.64 % than the baseline. The
P@30 result of TQCPair and TQCSet with RankSVM is improved by 2.72 %
and 3.97 % over the baseline respectively.

When the metric is R-prec, TQCSet with Lamdamart algorithm perform
best, improved by 4.10 % than the baseline for TREC 2013. The R-prec result of
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Fig. 4. The predicted ΔMAP against the actual ΔMAP of TQCSingle.

Table 5. Evaluation results measured by R-prec.

TREC 2013 Baseline Listnet CA LM RankSVM

TQCPair 0.3513 0.3551 0.3603 0.3634 0.356

Improve (%) 1.08 % 2.56 % � 3.44 % � 1.34 %

TQCSet 0.3545 0.3595 0.3657 0.3579

Improve (%) 0.91 % 2.33 % 4.10 % � 1.88 %

TREC 2014 Baseline Listnet CA LM RankSVM

TQCPair 0.4684 0.4856 0.478 0.4823 0.4801

Improve (%) 3.67 % � 2.05 % 2.97 % � 2.50 % �

TQCSet 0.487 0.4769 0.4906 0.4831

Improve (%) 3.97 % � 1.81 % 4.74 % � 3.14 % �
aCA: Coordinate Ascent Algorithm.
bLM: Lamdamart Algorithm.

TQCPair and TQCSet with RankSVM is improved by 1.34 % and 1.88 % than
the baseline. For TREC 2014, TQCSet with Lamdamart algorithm perform best,
improved by 4.74 %. The R-prec result of TQCPair and TQCSet with RankSVM
is improved by 2.50 % and 3.14 % respectively.

Our proposed approach assumes a linear relationship between the training
query quality, estimated by ΔMAP , and the effectiveness of the learned ranking
model. Figures 4, 5 and 6 plot the predicted ΔMAP , estimated by the train-
ing query classifier, against the actual ΔMAP obtained on the test queries.
These figures combine the results of all queries from both TREC 2013 and 2014
using RankSVM. From these figures, we can see that the ΔMAP predicted by
the logistic regression has indeed a moderate linear correlation with the actual
ΔMAP . The correlation coefficients are R = 0.6838, R = 0.5716, R = 0.5641
and the P-values are P = 3.516e-05, P = 0.0342, P = 7.649e-06 for three TQC
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algorithms, respectively, indicating that the strength of the linear relationship
is moderate but statistically significant.

6 Conclusions and Future Work

This paper has proposed a set-based training query classification approach by
taken the dependency and redundancy among candidate training queries into
account in order to improve the retrieval effectiveness of Twitter search. Two dif-
ferent algorithms, TQCPair and TQCSet, based on different granularities of the
samples from the candidate set are proposed. According to the evaluation results
on the standard Tweets2013 collection with two years of the TREC Microblog
track topics, our proposed algorithms outperform the TQCSingle baseline that
estimates the training query quality for individual queries, instead of pairs (as
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by TQCPair) or sets (as by TQCSet) of queries. Application of LTR to Twit-
ter search can be benefit from our proposed approach from the following two
aspects. First, the retrieval effectiveness can be enhanced by selecting the high-
quality training queries for learning the ranking model. Second, the relevance
assessments of the documents is only necessary for the selected training queries,
instead of all those in the candidate set, such that the human efforts and the
related costs are largely reduced.

The proposed approach in this paper is not only applicable to Twitter search,
but also a potentially general solution for the training query selection of learning
to rank. In the future, we plan to investigate the scalability and effectiveness of
the proposed approach for other applications such as ad-hoc retrieval and Web
search. Public datasets such LETOR can be used in the related study.
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Abstract. The most popular open source projects for text searching
have been designed to support many features. These projects are well-
written in Java for cross-platform using. But when conducting research,
the execution efficiency of program should be more essential, which is a
problem for applications written in Java. It is also difficult for Java to
use parallel mechanisms in the modern computer system like SIMD and
GPUs. To this end, we expand an open source text searching project
written in C++ for research purpose.

Our approach is to define a flexible and efficient search engine archi-
tecture which consists of extensible application programming interfaces.
We aim to provide a flexible architecture to enable researchers to readily
implement and modify search engine algorithms and strategies. More-
over, we integrate one generic mathematical encoding library which can
be used to compress inverted index. We also implement an integral frame-
work for result summarization, including snippet generation and cache
strategies. Experiment results show that the new architecture makes a
significant improvement versus original work.

1 Introduction

Due to the complex requirements, more and more open source projects for text
searching have been well designed [11]. These projects support full-featured
methods including text indexing, query processing and result presentation. For
cross-platform and high performance purposes, most of them were written in
Java, such as Lucene1 and Nutch2. Because of their excellent design, these
projects have been widely used in academic and commercial situations.

When conducting research, however, the projects which are written in Java
face efficiency problems. Java programs have to been executed on a JVM (Java
Virtual Machine), which allows application programs to be run on any platform
without having to be rewritten or recompiled for each individual platform. This
runtime environment does not directly support some parallelism in modern com-
puter system, like SIMD (Single Instruction, Multiple Data) and GPUs. Both of

1 https://lucene.apache.org/.
2 http://nutch.apache.org/.
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them have been utilized to boost query processing in [3,8,10,13,14,18], typically
written in C/C++. The other problem of using Java is memory management. As
the garbage collection and memory reallocation is fully controlled by the JVM, it
is difficult for programmers to design the memory layout and control reallocation
as needed. In some specific situations, such as cache strategy experimentation,
it is a serious problem that the memory space can not be fully controlled by
designers.

This paper is instead dedicated to design an efficient open source library for
text searching written in C++. The core library should be designed to have
good flexibility, which can be expanded for different specific algorithms and
strategies expediently. As a result, we make a choice to expand the CLucene3,
which is a C++ migration of Lucene, with our experimental interfaces. We call
this expansion of CLucene NBLucene.

The new experimental interfaces in NBLucene involve different stages during
text searching, including text preprocessing, index compression, query process-
ing and result summarization. In text preprocessing, we provide full support to
analyze TREC web format and Web Archive format, which is the standard for-
mat for GOV2 and ClueWeb09 web collection, respectively. This work has not
been implemented in the original CLucene project. For index compression and
query processing, we implement several typical mathematical encoding methods
with both scalar and SIMD versions. These methods can be used to compress
posting lists and position information in the inverted index. Besides these, we
also design a full-featured cache framework for result summarization, includ-
ing snippet generation and cache strategies. All these interfaces can be easily
expanded for other specific methods as needed. To the best of our knowledge,
there is no previous open source project that provides all of the above features.

2 Related Work

2.1 Open Source Search Engines

Many text search engines have been made open source for researching and com-
mercial use. Table 1 concludes the most popular projects for full-text searching.
Lucene has become a top-level Apache project since 2005 and has been extended
to a series of Lucence-based search engine, e.g. Nutch and Solr4. Lucene is not a
complete search engine, but provides the core API library for full-text searching.
CLucene is an existing port of Java Lucene written in C++. The latest version
is converted from Lucene 2.3.2 and has not updated since March, 2011. Because
our previous work has been integrated in Java Lucene, we refer to expand the
CLucene as our baseline. Besides CLucene, there are also many other open source
search engines written in C/C++, e.g. Indri [15] and Zettair [22].

3 http://clucene.sourceforge.net/.
4 http://lucene.apache.org/solr/.

http://clucene.sourceforge.net/
http://lucene.apache.org/solr/
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Table 1. Comparison of the related open source search engines

Project License Language Latest update

CLucene Apache LGPLv2 C++ March, 2011

Galago BSD Java January, 2016

Indri BSD C/C++ January, 2016

Lucene Apache Java January, 2016

Nutch Apache Java January, 2016

Solr Apache Java January, 2016

Sphinx GPLv2 C++ September, 2015

Terrier MPL Java April, 2015

Zettair BSD C March, 2009

2.2 Index Compression

In most search engines, an inverted index is the central data structure which
maps terms to the documents that contain them. Given a collection of N doc-
uments, each document is represented by a unique document identifier, docID,
between 0 and N − 1. An inverted index contains posting lists for all distinct
terms in the collection. As the posting lists often take large fraction of storage,
many previous studies focus on index compression techniques [1,2,5,19,20].

Besides compression ratio, decompression speed is also a crucial indicator
since the compressed posting lists relative to a query have to be completely or
partially decompressed during query processing. By using SIMD instructions,
several papers have reported significant improvement on decoding speed. Will-
halm [18] proposed a SIMD approach to execute the vectorized value decompres-
sion with very short latency. Stepanov [14] concentrated on their SIMD-based
method, called varint-G8IU, and outperformed the classic variable byte coding
methods. Zhang [21] reported a compression framework with a novel storage
layout format and made very competitive performance. Lemire [9] found that
compressing integers in large blocks of integers with minimal branching would
be faster than previous algorithms.

2.3 Snippet Generation

Nowadays, most search engines will return a document summarization with each
top-ranked result. These summarized text fragments will help users to judge
the relevance before clicking the link to get full document. Previous work on
document summarization can be categorized as either query-dependent summa-
rization or query-independent summarization. In this paper, we focus on query-
dependent method, which is known as snippet generation, i.e. to rank and select
most relative text fragments for each query. This method has been studied in
respective papers [4,16,17].
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3 Architecture

CLucene already provides a basic API for text indexing and ranked search for
common query models. By keeping the standard modular architecture, we define
a series of modular interfaces which would be essential for relevant experiments.
These scalable modules involve the different stages in the text searching, which
consist of four major components: text preprocess, index compression, query
process and result summarization. Figure 1 illustrates the overall architecture of
NBLucene. The rectangles with grey background are the modular interfaces we
have added to the original CLuence.

The text preprocess module would parse origin HTML pages and generate
formatted documents for Indexer. With these documents, the index compression
module will build an inverted index and use Encoder for compression. During
query processing, Decoder will be called to decompress posting list blocks and
corresponding position lists. For each top ranked document, the result summa-
rization module will return the snippet directly when it is in the cache. Otherwise
it will generate snippet and update cache as needed.

  Index Compression

Webpage

Webpage

Webpage

Document

Document

Document

  Text Preprocess

Indexer

Encoder

  Query Process

DecoderSearcher

  Result Summarization

Snippet generator

Ranked results Cache framework

HTML parser

Formatter

Inverted index Store text

Query set

Fig. 1. Search engine architecture of NBLucene
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3.1 Text Preprocess

Since CLucene does not provide any toolkit for HTML parsing, we have added an
independent module for text preprocessing. The specific method for a given text
collection file type needs to be implemented to compose independent documents.
Each document has been stripped of HTML tokens and JavaScript, and only
keeps the readable content of the original webpage. We implement the function
for analysis of the TREC web format and Web Archive format corpus, and it is
written in Java with JSoup5.

In our experiments, we define four basic field types for webpage: URL, title,
anchor text and content. In the text preprocess module, Formatter can split dif-
ferent fields into fixed positions. For instance, URL text, title words and anchor
words are stored on the first three lines for each document, respectively. The
content text will be kept next. For word stemming and stop words filtering, we
would leave the option for users to determine whether they need them.

3.2 Index Compression

After index building, applications based on NBLucene may need to select differ-
ent mathematical encoding methods to yield different trade-offs between space
and time. The basic list compression method in CLucene is VByte [6]. We
integrate a standard integer list compression library6 in NBLucene to support
other mathematical encoding algorithms. The methods of compression are imple-
mented from unified interfaces. As instances, we also implement several com-
mon encoding and decoding methods, including both scalar and SIMD versions.
For query processing efficiency, NBLucene utilizes skip-table to support random
access on posting lists and position lists. For compression, inverted lists are also
compressed in blocks consisting of a fixed number of postings in order to align
to skip-table entries.

3.3 Query Processing and Result Summarization

To support result summarization, we integrate the standard query processing
with an extensible snippet generation and cache framework. After result rank-
ing, the most related documents, called Top-K results, will be returned. A most
widely used relevance score, i.e. BM25 [12], is used in CLucene. Since CLucene
has already implemented a snippet generation method which is called Highlighter
in Lucene, we use it directly to extract the most relative text fragments for each
result document. To improve query processing throughput, we utilize caching to
store snippet results for future duplicate queries. In our experiment, we imple-
ment two basic cache types: results cache and snippet cache. The results cache
stores queries and the corresponding result snippet for each Top-K document,
and the snippet cache keeps snippet for each pair of query and result document.

5 http://jsoup.org/.
6 https://github.com/lemire/FastPFor.

http://jsoup.org/
https://github.com/lemire/FastPFor


NBLucene: Flexible and Efficient Open Source Search Engine 509

We also implement two typical cache strategies, i.e. LRU and LFU. The caching
framework is also easy to be extended for other types of cache, e.g. document
cache and fragment cache, and other cache strategies.

4 Index Encoding

4.1 Posting and Position List Compression

In CLucene, the inverted index stores the relationship information between terms
and documents. As CLucene supports incremental indexing, the full index is
often composed of multiple sub-indexes, which are also called segments. In each
segment, the index is organized into files storing distinct content. Among these
files, the term frequency file stores the posting lists. While the term proximity
file stores the position information of terms in each document. In this section,
we will focus on these two types of files.

The term frequency file contains the lists of postings that each list is cor-
responding to one specific term. Each term list is composed of two parts, the
posting list itself and the skip table. Figure 2 shows the layout of term frequency
files. Each posting list is composed of postings and each posting is made up of a
docID and the term frequency. Every docID and its term frequency will follow
one special rule: if the term frequency is equal to one, its value will be omitted.
In this case, the docID will be shifted left by one bit and the least significant bit
will be set to 1. Otherwise, term frequency is greater than one, and we store it
next to its docID. The docID will be also shifted left by one bit, but leave the
least significant bit to be 0. Whether or not the frequency values are omitted, a
compression method will encode them consistently.

After encoding, the term frequency file almost keeps the same format. Each
term list still consists of a posting list and a skip table. In CLucene, the option
SkipInterval is the interval between consecutive entries of the skip table. In other
words, it is equal to the size of one block in the posting list. In our implementa-
tion, we compress each block independently. The first docID of each block will
be stored in the corresponding skip table entry. After compression, the offset of
each code words block will be updated in skip table.

Term list Term list Term list

Table entrydocID frequency

Posting0 Posting1 Postingk

Posting list Skip table

Table entry

...

Posting2k

SkipInterval = k

PostingN

Fig. 2. Original file format of the term frequency file
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NBLucene::IntListCompress

encodeArray(uint32_t* in, uint32_t 
in_len, uint8_t* out, uint32_t& out_len);

decodeArray(uint8_t* in, uint32_t in_len, 
uint32_t* out, uint32_t out_len);

NBLucene::Simple9

NBLucene::Simple16

NBLucene::GroupByte

NBLucene::PForD

NBLucene::Simple9_SSE

NBLucene::Simple9_AVX

NBLucene::Simple16_SSE

NBLucene::Simple16_AVX

NBLucene::GroupByte_SSE

NBLucene::GroupByte_AVX

NBLucene::NewPForD
NBLucene::NPFD_SSE

NBLucene::NPFD_AVX

NBLucene::IndexEncoder

encodePostFreq<typename 
CompressMethod>(IndexWriter* index)

encodePosition<typename 
CompressMethod>(IndexWriter* index)

Fig. 3. Class inheritance and interfaces of list compression

Similar to the term frequency file, the term proximity file stores the lists of
positions in which the term occurs in documents. We compress the position lists
within each block of corresponding posting list. After compression, the offset of
position list code words in the skip table entries will also be updated.

Figure 3 shows the interfaces and the class hierarchy of list compression. The
base class of list compressors is IntListCompress, which has two main interfaces:
encodeArray and decodeArray. The derived classes, such as Simple9 in the figure,
or other methods designed by the users, have to be implemented for the specific
method to encode original integer lists and decode code words, respectively.
For encodeArray, there are four arguments: the origin integer list in with its
length in len and the output byte sequence out with its length out len, while for
decodeArray the arguments are similar. IndexEncoder is a C++ template which
based on the derived class of IntListCompress, and it makes use of one specific
encoding method to compress posting lists and position information.

4.2 Encoding Algorithm

Due to the lack of generic mathematical encoding methods in CLucene, we
implement several typical algorithms to compress the index. In contrast to
other previous mathematical encoding libraries, we have also provided relative
SIMD implementation for different decoding algorithm, including Simple 9 [2],
Simple 16 [20], NewPForD [19] and GroupByte [7]. We make use of the FastP-
For and varint-G8IU as SIMD implementations for NewPForD and GroupByte,
as given in [9] and [14], respectively.

For Simple 9 and Simple 16, we design a parallel decoding method. To illus-
trate, Fig. 4 shows the decoding procedure for an example. Suppose there are
four consecutive integers b0, b1, b2, b3 which are compressed into one Simple 9
code word. That means each integer can be represented within seven bits. The
parallel decoding method will first make four copies C0, C1, C2, C3 of the code
word in a SIMD register as Fig. 4(a) shows. In Fig. 4(b), by utilizing parallel
instructions, we can shift b0, b1, b2, b3 to the last position in C0, C1, C2, C3, respec-
tively. Finally, we use the parallel bitwise AND instruction to “clear” other bits
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W0

b0 b1 b2 b3 b0 b1 b2 b3 b0 b1 b2 b3 b0 b1 b2 b3

b0 b1 b2 b3 b0 b1 b2 b1 b0 b1 b2 b3b3 b0 b2 b3

0 b0 0 b1 0 b2

0 M 0 0 MM 0 M

0 b0 0 0 b3b1 0 b2

Simple 9 Code 
words

SIMD 
Register

W1 W2 W3 W4 W5 ...

b0 b1b0 b0 b1 b2 b3

Mask SIMD 
Register

(a)

(b)

(c)

C0 C1 C2 C3

Fig. 4. Decoding procedure of Simple 9 in SIMD scheme

in C0, C1, C2, C3 leaving b0, b1, b2, b3. In Fig. 4(c), each rectangle with a grey
background in Mask SIMD Register contains seven consecutive bits 1. The con-
tent in the last register is the final result. In our experiment, we implement these
SIMD algorithms on an Intel platform with SSE and AVX instructions.

5 Cache Framework

CLucene provides one straightforward snippet generation method which we
extend with cache strategies. We implement the cache framework and provide
the interfaces for different types of cache. The kernel data structure of a cache
is a cache table, and an entry in this table is a cache node, which is defined by a
key-value pair. For instance, the key of a cache node in the results cache is query
string and the value is the arrays of snippets of the top-ranked documents. When
receiving a new query, the search engine will first lookup the cache table to find
the results. If it succeeds, the result will be returned directly. Otherwise, it will
search the top-ranked documents and generate snippets from them. According
to its cache policy, the cache framework will decide whether or not to store a
new snippet result, and which cache entries are replaced if available space is
insufficient.

In addition to the kernel data structure and standard operations, we also
define the interface for the cache replacement strategy for users to implement
their own cache algorithms. The specific cache strategy is independent from
cache type. We implement some basic cache replacement algorithms, including
LRU and LFU.
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1. LRU (Least Recently Used). We keep a list of pointers to record each cache
node in the cache table. When a new cache node is inserted, or an existing
cache node is hit, the corresponding element in the list will be moved to the
head. When cache replacement occurs, the cache nodes will be removed from
the tail of the list in reverse order. So the least recently used cache nodes will
be evicted.

2. LFU (Least Frequently Used). For each cache node, we use a counter to
record the access frequency. The frequency will increase if the cache node
is hit. There is a MinHeap to maintain the frequency of all cache nodes.
When cache replacement happens, the top element in the heap, i.e. the least
frequently used one, will be deleted.

The process of query processing with cache is composed of two parts: the
training phase and testing phase. Depending on whether or not the cache can
be modified in testing phase, the cache mechanism can be described as one of
two types: static cache or dynamic cache. In a static cache, the training phase
will fill the cache space by following a specific cache strategy. The content of the
cache can not be modified during the testing phase. While in a dynamic cache,
the cache can always be updated whatever the phase is.

6 Experiments

6.1 Experimental Setup

In our experiments, we use two real-world data sets as our text collection:
GOV2 and ClueWeb09 (English pages in Category A). Collections GOV2 and
ClueWeb09 contain approximately 25 million and 503 million documents, respec-
tively. We analyze and format the web pages from these two raw text collections
with our text preprocessing module. The stop words are filtered, and other words
are stemmed with the Porter algorithm. The sizes of the two indexes are roughly
124 GB and 2.6 TB, respectively. The full index contains the posting lists file,
position lists file, store fields file (containing all of the readable content of each
page) and other auxiliary files. The value of option SkipInterval is set to 256,
which means there are 256 docIDs in each posting list block (typically except
the last block of a list).

In addition, we use the TREC Terabyte Track (100,000 queries from year
2006), and an AOL query log (100,000 queries) which was randomly extracted
from 14.4 million queries log of 650,000 AOL users. We carry out all experiments
on a PC server with a quad-core of a 3.40 GHz Intel(R) Core(TM) CPU and
32 GB of memory, running Centos 6.5. All components of the compression and
cache framework are implemented in C++ and are compiled with g++ 4.8.2,
with optimization flag -O2.

6.2 Encoding and Decoding

In this section, we compare the compression ratio and decompression speed for
different compression methods. The compression ratio is measured as the average
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Table 2. Space usage (bits per integer) and decoding speed (thousand integers per
millisecond) for different encoding and decoding methods

Method GOV2 ClueWeb09

Space Speed Space Speed

Vbyte 6.32 587 8.50 341

GByte 6.72 793 9.24 557

GByte-SSE 6.80 819 9.41 572

GByte-AVX 6.91 802 9.75 562

S9 5.81 613 7.54 342

S9-SSE 5.81 633 7.54 360

S9-AVX 5.81 631 7.54 359

S16 5.67 599 6.87 289

S16-SSE 5.67 598 6.87 292

S16-AVX 5.67 600 6.87 292

NPFD 5.57 842 7.93 442

NPFD-SSE 5.54 901 7.94 521

NPFD-AVX 5.54 914 7.95 544

number of bits used per integer. The integers here refer to the elements of posting
lists in NBLucene term frequency file, including docIDs and term frequencies. To
compare the decompression speed, we execute the TREC and AOL query logs
on the GOV2 and ClueWeb09 collections, respectively. During query processing,
we count the number of integers actually decompressed and the time cost for
decompression from code words to the original integers.

Table 2 shows that except from GByte methods, the other methods get bet-
ter compression (GByte refers to GroupByte). GByte-SSE refers to varint-G8IU
while GByte-AVX is a variant of varint-G8IU implemented using AVX instruc-
tions. S9, S16 and NPFD refers to the scalar Simple 9, Simple 16 and NewP-
ForD. On the GOV2 collection, the best encoding method is NPFD-SSE and
NPFD-AVX. They yield an enhancement of 12% over the baseline VByte. On
the ClueWeb09 collection, the best encoding method is S16 and its SIMD vari-
ants with an improvement is of 19%. The highest decompression throughput of
two datasets is achieved by NPFD-AVX and GByte-SSE. They are 56% and
68% faster than the baseline, respectively. We also find that the SIMD variants
can get faster decompression speed than scalar version, and the improvement
is up to 23%. Although we only compare several methods in our experiment,
the index compression module in NBLucene can be easily extended for other
encoding methods as needed.
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Table 3. Cache hit ratio and average query response time (milliseconds) for different
results caches and cache sizes (MB)

Cache size Cache type GOV2 ClueWeb09

Ratio Time Ratio Time

100 S-LRU 0.7 % 211 2.2 % 365

S-LFU 0.5 % 211 1.9 % 370

D-LRU 1.1 % 208 3.0 % 351

D-LFU 1.0 % 210 2.4 % 358

200 S-LRU 0.8 % 209 2.4 % 355

S-LFU 0.7 % 209 2.0 % 358

D-LRU 1.8 % 206 3.1 % 344

D-LFU 1.4 % 207 2.4 % 349

300 S-LRU 0.8 % 209 2.4 % 355

S-LFU 0.7 % 209 2.0 % 357

D-LRU 2.1 % 205 3.5 % 339

D-LFU 1.5 % 207 2.6 % 345

6.3 Cache Framework

For the cache framework, we compare the cache hit ratio and average query
response time with different results cache setups. The result of snippet cache is
similar. For the ClueWeb09 collection, we extract the first 50 million documents
to build a new index for running queries. We execute the TREC and AOL query
logs on the whole GOV2 index and the new ClueWeb09 index, respectively.
In each query set, we extract the first 50,000 queries for training and the other
50,000 queries for testing. We compare the static result cache and dynamic result
cache with LRU and LFU strategies under different cache sizes.

In Table 3, we can see that the cache hit ratio improves and average query
response time decreases with cache size increasing. The prefix used for the cache
type name indicates the cache mechanism. For example, S-LRU indicates using
a static cache with the LRU strategy while D-LFU indicating using a dynamic
cache with the LFU strategy. We find that the dynamic caches outperform the
static caches with the same configuration. Also, the caches with the LRU strat-
egy have a higher hit ratio than the ones using the LFU strategy. Moreover,
by designing the specific types of cache and replacement strategies, users can
easily extend the result summarization module to implement their own cache
experiments.

7 Conclusions and Future Work

In this paper, we design an efficient open source library for text searching. The
most important contribution of our work is to provide a flexible architecture to
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enable researchers to readily implement and modify search engine algorithms and
strategies. For this purpose, we extend the CLucene by defining a series of typical
experimental interfaces which involve the different stages during text searching.
In addition to these interfaces, we also implement the parser for TREC web
format and Web Archive format, the extensible mathematical encoding library
and the cache framework with basic replacement strategies. In our experiments,
we have compared the compression methods on two real-world datasets, GOV2
and ClueWeb09. We also compare the different cache strategies in our cache
framework.

As future work, we plan to extend our core library to support more query
operations, especially to support WAND queries and early termination in scored
queries. Also, we aim to implement an architecture which could support query
processing on GPU platforms.
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Abstract. Entity summarization aims at selecting a small subset of
attribute-value pairs of an entity from a knowledge graph, which provides
users with concrete information given an entity-related query. However,
previous approaches focus on the “goodness” of the attribute-value pairs,
paying little attention to user preference towards them.

In this paper, we formalize the task of context-aware entity summa-
rization, and propose an algorithm to solve this problem. We model user
interest by mining the latent topics in a query log dataset. A modified
Personalized PageRank algorithm is utilized to rank attribute-value pairs
by leveraging three elements: relevance, informativeness and topic coher-
ence. We evaluate our approach on real-world datasets and show that it
outperforms the state-of-the-art approaches.

Keywords: Entity summarization · Query log · Personalized Page
Rank · Topic model

1 Introduction

With the popularity of knowledge graphs, a collection of entity attribute-value
pairs (AVP) can be presented to users when they issue an entity-related query.
An emerging problem is that with the explosion of Linked Open Data (LOD),
users are faced with a long list of AVPs of the same entity, causing the problem of
information overload. For example, the latest version of DBpedia has 4.58 million
entities and more than 3 billion facts [1]. In average, there are over 650 AVPs
per entity, which hinders users from understanding the entity with a glance.

Entity summarization is a technique to identify salient features (i.e., AVPs)
representing the entity, which focuses on summarizing entity-relation subgraphs
from the entire knowledge graph [6,19] or selecting the top-k AVPs to describe
the entity [3,16,17]. However, we notice that these methods focus on the sum-
marization of knowledge graphs alone, paying little attention to user’s own pref-
erence towards the attributes. Nowadays, user generated content, such as query
log, comments and adopted information, can help us to improve the accuracy of
knowledge graph summarization.
c© Springer International Publishing Switzerland 2016
B. Cui et al. (Eds.): WAIM 2016, Part I, LNCS 9658, pp. 517–529, 2016.
DOI: 10.1007/978-3-319-39937-9 40
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In this paper, we propose the problem of Context-aware Entity Summariza-
tion (CES). Because the user preference is usually expressed implicitly, we take
the query context to model the user preference and generate the entity sum-
mary by ranking the AVPs. For example, for the query “IBM Waston”, a TV
viewer may be interested in its play in Jeopardy, and prefer to see AVPs such
as “<isDefeated, Brad Rutter>”, while a scientist may prefer to see the AVP
“<isDeveloping, Power 7>”. Therefore, CES is capable of recommending AVPs
of interest in application scenarios such as semantic Web search, knowledge graph
serving, etc.

In this paper, we present a graph-based ranking method to solve this problem.
We model the behavior of each user as a collection of query sessions, detected
from a query log dataset. The user profile is represented as a topic distribution,
mined by the topic model LDA. For entity AVP ranking, we propose a modi-
fied Personalized PageRank algorithm to calculate the ranks of all the AVPs.
Three measures are introduced to guide the ranking process, namely relevance,
informativeness and topic coherence. Finally, an entity summary is generated by
selecting k AVPs of the entity with top-k highest ranking values.

This paper makes the following major contributions.

– We propose and formalize the CES problem. User preference is modeled by
mining the latent topics of the query context.

– A ranking algorithm based on Personalized PageRank is presented to select
top-k AVPs for each entity as the summary. We employ three measures in
ranking, namely, informativeness, relevance and topic coherence.

– We conduct extensive experiments and compare CES with state-of-the-art
approaches to illustrate the effectiveness of our approach.

The rest of this paper is organized as follows. Section 2 summarizes the related
work. We define the CES problem formally in Sect. 3. Details of the CES system
and the ranking algorithms are introduced in Sect. 4. Experiments on real-life
datasets and comparison with baselines are presented in Sect. 5. Finally, we con-
clude our paper in Sect. 6.

2 Related Work

Early researches on entity summarization mainly focus on selecting top-k sen-
tences given a collection of documents related to a target entity. Statistical
measures such as word frequency and distribution, phrase frequencies and key
phrases, and sentence patterns are employed in the summary generation process.
With the rise of machine learning techniques in the field of NLP, machine learn-
ing models are employed to produce summaries by extracting key sentences.
[11] incorporates a Naive Bayes classifier in textual summarization. In addition,
other learning methods are used such as Hidden Markov Model, Log-Linear
Models and Neural Networks [15], etc. This kind of summary technique refor-
mulates the original information and aims to produce a better representation of
the original documents. There are other summarization paradigms that focus on
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summarizing a particular topic in the documents, which is termed as topic-driven
summarization [5]. Yan et al. [20] propose a fine-grained event summarization
algorithm by studying multiple topics in a document collection. Although our
approach CES focuses on summarizing AVPs given an entity, it can be regarded
as a type of topic-driven summarization at the entity level.

Due to the enthusiasm in construction and application of large-scale knowl-
edge graphs, entity summarization in knowledge graphs has attracted a lot of
attention. For summarization from entity-relation graphs, Cheng et al. [3] first
give the definition of entity summarization and propose a summarization system
RELIN, to select typical AVPs that can best describe the entity. They adopt
a variant of random surfer model considering relativeness and informativeness
of entities. Thalhammer and Rettinger [17] propose the system SUMMARUM
to generate summaries for entities in DBpedia, which is a structured knowledge
base derived from Wikipedia. Gunaratna et al. [8] present the Cobweb model
to group facts by conceptually clustering, and then choose the representative
AVPs from each cluster to form summarization. This work is the closest to our
approach, but they do not take the preferences of different users into account.
Thalhammer et al. [18] leverage usage data to rank movie AVPs according to
the importance of a particular entity. They compute k-nearest neighbors for an
entity by using log-likelihood score ratio and calculate the weight by the tf-idf
method. However, it requires that each user must have usage data available and
is not suitable for large complex knowledge graphs. In this paper, we propose a
novel model that supports generating entity summaries with the help of knowl-
edge graphs and query logs.

3 Problem Statement

For the CES problem, we represent entities in the form of AVP collections. In
this section, we formally define the task of CES and give some basic concepts.

3.1 Entity Summarization

The task of CES can be directly derived from entity summarization. For com-
pleteness, we first introduce the task of entity summarization.

Definition 1 (Knowledge Graph). A knowledge graph is a finite collection
of triples KG = {(e, a, v)|e ∈ E ∧ a ∈ A ∧ v ∈ E ∪ L}, where
– E and L are finite collections of entities and literals;
– A is a finite collection of attributes, where each a ∈ A has a source Src(a) ∈ E

and a target Tgt(a) ∈ E ∪ L.

Note that in our definition, “attributes” of an entity can refer to both relations
between two entities and attributes between entities and literals. For ease of
simplicity, we will use the term “attribute” in this paper. For a ∈ A and v ∈ E∪L,
pair t = (a, v) is an attribute-value pair (AVP).
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Definition 2 (Entity AVP Set). An entity AVP set w.r.t. an entity e is a
collection of AVPs EAS(e) = {(a, v)|(a, v) ∈ EAS(e) ∧ Src(a) = e}.

Therefore, the task of entity summarization is defined based on entity AVP
sets extracted from the knowledge graph, shown as follows:

Definition 3 (Entity Summarization). Given the entity AVP set EAS(e)
and a positive integer k < |EAS(e)|, the task of entity summarization is to
generate the summary Summ(e) ⊂ EAS(e) of entity e such that |Summ(e)| = k.

3.2 Context-Aware Entity Summarization

The above dentition does not consider the query context of users. Because a
query is usually short and contains little background information. In this paper,
we regard a series of queries issued by a certain user as the context. The task of
context-aware entity summarization is defined based on query context:

Definition 4 (Context-Aware Entity Summarization). Given a collection
of queries {qi|1 ≤ i ≤ Nu} (Nu is the number of queries issued by u), denoted as
Qu, the entity AVP set EAS(e) and a positive integer k < |EAS(e)|, the task of
context-aware entity summarization is to generate the summary CSumm(e) ⊂
EAS(e) of entity e such that |CSumm(e)| = k.

The major difference between traditional entity summarization and the CES
proposed in this paper is that we consider user preference by taking the query
context into account. In previous approach, given an entity (e.g. “IBM Waston”),
the algorithm generates the same summary regardless of the query context Qu.
In contrast, CES may generate different summaries for different users.

4 Proposed Approach

In this section, we present our approach to generate CES in detail. We introduce
our framework in general and give algorithmic descriptions of all the modules.

4.1 General Framework

The general framework of CES is presented in Fig. 1. The input is a query corpus
and the knowledge graph. User and attribute profiles are represented as topic
distributions of the contents of user query sessions and attributes, generated
by the LDA model. A Personalized PageRank based algorithm is proposed to
generate top-k AVPs as entity summaries for all the entities in a query.

4.2 Profile Generation

User Profile. All the queries in Qu of user u can be employed to build user
profile by mining the latent interest of u. However, the queries for the same user
are usually related to different topical tasks [10]. In this paper, we regard a query
session as a single unit and generate user profiles based on query sessions.
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Fig. 1. The Framework of CES

More specifically, the query set Qu can be divided by ku query sessions:

Qu =
ku⋃

i=1

QS(i)
u (1)

where QS
(i)
u ∩ QS

(j)
u = ∅ for ∀i, j(1 ≤ i 
= j ≤ ku). We take all the contents of

queries in QS
(i)
u as the document for QS

(i)
u . Denote θu,i as the topic distribution

of the query session QS
(i)
u . Then, we employ a simple heuristic rule. The profile

pu of user u is represented as the average of topic distributions, shown as follows:

pu =
1
ku

ku∑

i=1

θu,i (2)

The task of query session detection has been addressed in previous research
[7]. In our research, we consider temporal clues and key word similarity factors
for session boundary detection. The algorithm is presented in [4]. Due to space
limitation, we omit the details here.

Attribute Profile. For attribute a ∈ A, we also calculate an attribute profile,
represented as a topic distribution. To gather contents for these attributes, we
employ an aggregation method. For simplicity, we first define the concept of
attribute content set:
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Definition 5 (Attribute Content Set). An attribute content set w.r.t. an
attribute a is a collection of tuples ACS(a) = {(e, v)|e ∈ E, v ∈ E ∪L} such that
for each tuple (e, a, v) ∈ KG.

Thus, we can treat the content of an attribute a as a document which consist-
ing of words in ACS(a). We directly take the topic distribution of the attribute
document (denoted as θa) as the profile for attribute a, defined as qa(= θa).

Topic Analysis. To generate topic distributions for user and attribute profiles,
we employ LDA model to compute the distributions in a uniform dimension-
ality. LDA [2] associates each document with a topic distribution, and models
document-topic and topic-word distributions as multinomial distributions with
Dirichlet prior.

In this paper, the document corpus for LDA contains two parts: user doc-
uments and property documents. As we mention above, for each user u, we
generate ku documents where the content of each document is the search queries
in one query session QS

(i)
u . For each attribute a, we generate a single document

whose content is the contents of ACS(a). Therefore, we obtain
∑|U |

i=i kui
+ |A|

documents where U is the collection of distinct users in the query corpus. After
the document set is genreated, we employ Gibbs sampling to obtain the topic
distribution of each document in LDA.

In this way, the user and attribute profiles are both modeled as topic dis-
tributions of the same dimensionality. We need to note that in our research,
the profiles are obtained offline by learning the parameters in the LDA model.
In real-life applications, if there is a new user/attribute without a profile, our
approach can be easily extended by inferencing the respect topic distribution(s)
using the existing LDA model. See [2] for the inference algorithm.

4.3 Ranking Algorithm

The problem of entity summarization can be conceived as a ranking problem.
We select top-k AVPs which can represent the characteristics of the entity and
serve as the entity summary.

For an entity e and its AVP set EAS(e), we construct a complete graph Ge

where the nodes are all the AVPs in EAS(e). Denote R0 as the prior rank vector
for EAS(e), Rn as the rank vector in the nth iteration, and M as the transition
matrix. The update rule of Personalized PageRank is represented as follows:

Rn = λ · M · Rn−1 + (1 − λ) · R0 (3)

where λ is a damping factor, typically set to 0.85 [9]. In the next part, we will
discuss in detail about the prior rank R0 and the transition matrix M .

Prior Rank. For CES, the prior rank R0 encodes the prior importance of
AVPs given the query context. Thus we employ the proximity between user and
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attribute profiles to assign the prior rank. Given a user u and an AVP t with
attribute a, the prior rank is defined as the Jansen-Shannon divergence between
the respective profiles, shown as follows:

r0(u, t) =
1
Z

· DKL(pu‖pu+qa
2 ) + DKL(qa‖pu+qa

2 )
2

(4)

where Z is a normalization constant and DKL denotes the KL divergence
between probabilistic distributions.

Transition Probability. Given two AVPs tp and tq in Ge, the transition prob-
ability Mp,q defines the behaviors of random surfers on the graph. In the previous
work, Cheng et al. [3] define two metrics to measure the “closeness” of two AVPs,
namely relevance and informativeness. We notice that, there are more than one
named entity in some user queries. These entities tend to share the same latent
topic, therefore, the respective entity summaries should be topically coherent. As
a result, we propose a novel measure named topic coherence to model the influ-
ence of rank propagation across different entity summaries in the same query.
For completeness, we formally present the three measures as follows:

Relevance. The relevance of two AVPs tp and tq measures the degree that they
have related attribute names and values. In [3], it is defined as a combination of
the Pointwise Mutual Information (PMI) between their attributes and the PMI
between their values:

Rel(tp, tq) =
√

PMI(ap, aq) · PMI(vp, vq) (5)

The PMI between two text strings x and y are calculated as follows:

PMI(x, y) = log
p(x, y)

p(x) · p(y)
(6)

where p(x) is the probability that x occurs in a large text corpus and p(x, y) is
the joint probability that x and y co-occur. According to [3], these probabilities
can be estimated by measuring the number of documents returned by the Google
search engine that match the text string.

Informativeness. The informativeness of tp and tq is measured by the amount
of new information that the random surfer obtains by transferring from tp to tq
[3]. According to information theory, it is defined as the self information of tq
given tp:

Info(tp, tq) = − log p(tq|tp) (7)

where p(tq|tp) is the probability that tq belongs to an AVP set given that tp
is in the same one. The conditional probability is estimated by analyzing the
knowledge graph statistically:

p(tq|tp) =
|{e ∈ E|tp, tq ∈ EAS(e)}|
|{e ∈ E|tp ∈ EAS(e)}| (8)



524 J. Yan et al.

Topic Coherence. For a query q issued by a user u, denote Eq = {e} as the
collection of entities that q contains. The topic coherence gives high scores to
AVPs of entity e, if the attributes of these AVPs have high ranks for other entities
in Eq. In this way, we guarantee that entity summaries (i.e., top-k AVPs) are
topically coherent. Denote r(tp, e) as the rank value of AVP tp of entity e, we
define the topic coherence between tp and tp of entity e as follows:

TC(tp, tq) =

∑
e′ ∈Eq\{e} r(tq, e

′
)

∑
e′ ∈Eq\{e} r(tp, e

′) +
∑

e′ ∈Eq\{e} r(tq, e
′)

(9)

However, there are still one issue that need to be addressed in the above equation.
We need to know r(tp, e

′
) in advance before we calculate r(tp, e) where e

′ ∈
Eq\{e}. It imposes a “chicken-and-egg” problem such that if we want to compute
the AVP ranks of an entity, we must know AVP ranks of other entities. To
solve this problem, we employ a heuristic to estimate r(tp, e

′
). In previous work,

Cheng et al. [3] propose a random surfer model for entity summarization based
on relevance and informativeness. This method can generate approximate results
compared to ours if we do not consider the query context. Denote the r∗(tp, e)
as the rank value of AVP tp of entity e calculated by [3]. The topic coherence is
computed as follows:

TC(tp, tq) ≈
∑

e′∈Eq\{e} r∗(tq, e
′
)

∑
e′ ∈Eq\{e} r∗(tp, e

′) +
∑

e′ ∈Eq\{e} r∗(tq, e
′)

(10)

Therefore, by using topic coherence, we can rank AVPs on a query level if mul-
tiple entities exist in the same query.

Fusion of Measures. Finally, we fuse the three measures mentioned above
to compute the transition probability via a linear combination, illustrated as
follows:

Mp,q =
1
Z ′ · (α · Rel(tp, tq) + β · Info(tp, tq) + γ · TC(tp, tq)) (11)

where α, β and γ are non-negative weight parameters with the constraint α +
β +γ = 1. Z

′
is a normalization constant that keeps the sum of all the transition

probabilities given tq to be 1. We tune the values of these parameters in the
experiments. After the ranking procedure converges, we take the top-k AVPs as
the entity summary.

5 Experiments

In the section, we present our experiments to demonstrate the effectiveness of
the proposed approach. We also compare our method with existing baselines to
make the convincing conclusion.
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5.1 Datasets

We use two datasets in the experiments: the query log dataset and the knowledge
graph dataset, introduced as follows:

– Query Log: We use a real-world query log set, which is released by AOL
on August 2006, provided by Microsoft [13]. For each query, there are three
attributes: AnonID (an anonymous user ID), QueryTime (the time at which
the query was submitted) and Query (the query issued by the user). We
employ query session detection techniques to identify query sessions of each
user. In the log, 657,426 users submit 10,154,742 queries in 5,507,464 sessions.

– Knowledge Graph: We employ the YAGO [14] knowledge graph in the
experiments, which is a huge semantic knowledge graph in which the knowl-
edge is extracted from Wikipedia and other sources. We download the entire
YAGO (version 3.0.2) from the official website1. Currently, YAGO contains
over 10 million entities and 120 million facts about these entities.

5.2 Baselines

To illustrate the effectiveness of our method, we compare ours (i.e., CES)
against four baselines, namely, RandomRank, PopularityRank, PageRank [12]
and RELIN [3]. We introduce these baselines in brief:

– RandomRank: This is the most simple approach. We randomly select k
AVPs from EAS(e) as the summary for entity e.

– PopularRank: We first rank each attribute a ∈ A according to the popular-
ity, defined as:

Pop(a) =
{(e

′
, a

′
, v

′
) ∈ KG|a′

= a}
|KG| × 100% (12)

Next, we select top-k AVPs from EAS(e) with k highest attribute popularity
values.

– PageRank: We employ classical PageRank algorithm to rank AVPs in Ge

to select top-k AVPs as entity summary. The informativeness measure is
employed to define the transition probability.

– RELIN: It is the entity summarization algorithm proposed by Cheng et al.
[3]. It employs a random surfer model to rank AVPs, considering the relevance
and informativeness.

5.3 Evaluation Method

To evaluate the effectiveness of our approach and compare it with baseline, we
follow the evaluation method proposed by Cheng et al. [3] for entity summariza-
tion. For each entity e, we invite 15 participants majoring in computer science
1 http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/

research/yago-naga/yago/.

http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
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to manually select a summary from EAS(e) as the ideal summary, denoted
as SummI

i (e). Denote the summary generated by machines as Summi(e). The
quality of Summi(e) is defined as:

Quality(Summ(e)) =
1
15

15∑

i=1

|Summ(e) ∩ SummI
i (e)|

|Summi(e)| (13)

To better fit the task of CES, we define two metrics based on quality, namely
Average Entity-level Quality (AEQ) and Average Query-level Quality (AQQ).
For a collection of entities ETest, average entity-level quality is defined as:

AEQ(ETest) =
1

|ETest|
∑

e∈ETest

Quality(Summ(e)) (14)

For a collection of queries QTest, average quality-level quality is defined as:

AQQ(QTest) =
1

|QTest|
∑

q∈QTest

1
|Eq|

∑

e∈Eq

Quality(Summ(e)) (15)

5.4 Results and Analysis

In the experiments, we use the Stanford NLP toolkit2 to recognize named entities
in the query log dataset. We randomly sample 100 queries with multiple entities,
and present them to human labelers to generate top-5 and top-10 AVPs as entity
summaries. We first tune the parameters α and β, whose default values are 0.2
and 0.4, respectively. The results are shown in Fig. 2.

(a) Selection of α (b) Selection of β

Fig. 2. Tuning α and β for CES

Figure 2(a) illustrates the impact of weight for relevance via varying α from
0 to 0.8. We find that the quality of entity summarization declines smoothly
when the value of α increases, i.e., the topic coherence is more important than
relevance in the integrating measure. Similarly, Fig. 2(b) elaborates the impact

2 http://stanfordnlp.github.io/CoreNLP/.

http://stanfordnlp.github.io/CoreNLP/
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Table 1. Comparison with baselines

Method Top-5 AEQ Top-10 AEQ Top-5 AQQ Top-10 AQQ

RandomRank 0.67 1.23 0.41 1.41

PopularRank 1.65 3.23 1.83 3.12

PageRank 1.33 3.14 2.12 2.98

RELIN 1.79 3.56 2.45 3.23

CES 2.56 4.29 3.16 4.54

Min(CES % ↑ ) 43% 21% 29% 41%

of weight for informativeness via changing β from 0 to 0.8. We observe that CES
achieves the optimal performance. As a result, we should fix the value of β and
set the value of α as small as possible to obtain a better performance for CES.

We compare our method with baselines. The results are presented in Table 1,
in which the minimum percentage increase is showed in last line. From the exper-
iments, we can see that our approach outperforms all the baselines. Hence, we
can conclude that the context information is helpful to improve the performance
of entity summarization.

Table 2. Case studies

User Q1: the beatles norwegian

Music-lover <created, Norwegian Wood>

<influences, Andrew Crayford>

<wroteMusicFor, Help!>

<hasWonPrize, Brit Awards>

<isMarriedTo, Freddy Moore>

User Q2: nazi germany empire

Military fan <isCreatedOn, 1931-##-##>

<hasCurrency, Reichsmark>

<owns, Wolf’s Lair>

<participatedIn, Battle of Maastricht>

<isLocatedIn, Europe>

5.5 Case Studies

To further illustrate the effective of CES, we present two examples of entity
summarization. The results are shown in Table 2. A music-lover and a military
fan submit queries the beatles norwegian and nazi germany empire, respectively.
CES selects 5 AVPs out of 277 for the entity “the Beatles” and 5 AVPs out of
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285 for the entity “Nazi German”. Given the user context, we can observe that
all returning AVPs are very meaningful.

6 Conclusion

In this paper, we propose and formalize the problem of context-aware entity
summarization. We mine user preferences from the query log by topic modeling.
We build a random walk based on the concepts of relevance, informativeness
and topic coherence. Our proposed algorithm returns the top-k AVPs, which are
generated by the random walk-based ranking algorithm. The experiments show
that the proposed algorithm outperforms the comparable baselines.
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