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Foreword from the DPM 2015 Program Chairs

This volume contains the proceedings of the 10th Data Privacy Management Inter-
national Workshop (DPM 2015), held in Vienna, Austria, during September 21–22,
2015, in conjunction with the 20th annual European Symposium on Research in
Computer Security (ESORICS 2015). The DPM series started in 2005 when the first
workshop took place in Tokyo (Japan). Since then, the event has been held every year
in different venues: Atlanta, USA (2006), Istanbul, Turkey (2007), Saint Malo, France
(2009), Athens, Greece (2010), Leuven, Belgium (2011), Pisa, Italy (2012), Egham,
UK (2013), and Wroclaw, Poland (2014).

The aim of DPM is to promote and stimulate international collaboration and
research exchange in areas related to the management of privacy-sensitive information.
This is a very critical and important issue for organizations and end-users. It poses
several challenging problems, such as translation of high-level business goals into
system-level privacy policies, administration of sensitive identifiers, data integration
and privacy engineering, among others.

In this workshop edition, 39 submissions were received and each of them was eval-
uated on the basis of significance, novelty, and technical quality. The ProgramCommittee,
comprising 40 members, performed an excellent task and with the help of an additional
22 referees all submissions went through a careful anonymous review process (three or
more reviews per submission). In the end, eight full papers, accompanied by six short
papers and two position papers were presented at the event. The program was completed
with two keynote talks given by Pierangela Samarati (Università degli Studi di Milano)
and Dieter Gollman (Technischen Universität Hamburg).

We would like to thank everyone who helped organize the event, including all the
members of the Organizing Committee of both ESORICS and DPM 2015. In partic-
ular, we would like to highlight and acknowledge all the efforts of the team from SBA
Research, for all their help and support. Our gratitude also goes to Pierangela Samarati,
steering committee chair of the ESORICS Symposium, for all her arrangements that
made possible the satellite events, and Javier Lopez, the workshops chair of ESORICS
2015. Our special thanks to the general chairs of DPM 2015, Josep Domingo-Ferrer
and Vicenç Torra. Last but, by no means least, we thank all the DPM 2015 Program
Committee members, additional reviewers, all the authors who submitted papers, and
all the workshop attendees.

Finally, we want to acknowledge the support received from the sponsors of the
workshop: Institut Mines-Telecom (Telecom SudParis), CNRS Samovar UMR 5157
(R3S team), UNESCO Chair in Data Privacy, Universitat Autonoma de Barcelona,
Internet Interdisciplinary Institute (IN3), Open University of Catalonia (UOC), and
projects TIN2011-27076-C03-02 CO-PRIVACY and TIN2014-55243-P from the
Spanish MINECO.

January 2016 Joaquin Garcia-Alfaro
Guillermo Navarro-Arribas
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Foreword from the QASA 2015 Chairs

This proceedings volume contains the revised versions of papers presented at
QASA2015: 4th International Workshop in Quantitative Aspects in Security Assur-
ance, held during September 21–22, 2015, in Vienna, as an affiliated event of
ESORICS 2015 and in cooperation with DPM.

The QASA workshop series responds to the increasing demand for techniques to
deal with quantitative aspects of security assurance at several levels of the development
life-cycle of systems and services, from requirements elicitation to run-time operation
and maintenance. The aim of QASA is to bring together researchers and practitioners
interested in these research topics with a particular emphasis on the techniques for
service-oriented architectures. The scope of the workshop is intended to be broad,
including aspects as dependability, privacy, risk, and trust.

QASA2015 received 11 submissions, each one reviewed by at least three Program
Committee members. The committee decided to accept four papers (after two rounds of
evaluations) for the proceedings. The program also includes one invited talk, given by
Pierangela Samarati on data protection (in cooperation with DPM).

The presentations and the discussions during the workshop have shown that the
area of quantitative security, in its many facets, is an active and interesting field of
research.

We would like to thank the invited speakers, the authors of submitted papers, the
members of the Program Committee, the external reviewers, and the sponsors, which
are the EU projects NeCS and SPECS and the IFIP WG 11.14 (NESSoS) on Secure
Engineering. We are also grateful for the use of the EasyChair platform, which offered
an effective and clear way of managing the entire review process as well as the
proceedings production. Finally, we are also grateful to the SBA-Research and
Technology University of Vienna for providing the venue for QASA2015.

January 2016 Alessandro Aldini
Fabio Martinelli

Neeraj Suri
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Data Protection in Cloud Scenarios

Sabrina De Capitani di Vimercati(B), Sara Foresti,
and Pierangela Samarati

Computer Science Department, Università degli Studi di Milano,
26013 Crema, Italy

{sabrina.decapitani,sara.foresti,pierangela.samarati}@unimi.it

Abstract. We present a brief overview of the main challenges related
to data protection that need to be addressed when data are stored,
processed, or managed in the cloud. We also discuss emerging approaches
and directions to address such challenges.

Data security and privacy in the cloud

The ‘cloud’ has emerged as a successful paradigm enabling users and companies
to have access to a virtually unlimited amount of resources to store, manage,
and process data in a reliable and dependable infrastructure, even with economic
advantages with respect to ‘in-house’ solutions. Together with considerable evi-
dent convenience, the cloud also introduces novel security and privacy issues. In
fact, when storing or processing data in the cloud, data owners lose control over
their data, leaving them potentially exposed to unauthorized parties, including
the provider itself that might be not fully trusted. While typically cloud providers
may be considered reliable for guaranteeing basic security protection (such as
protection from unauthorized accesses to data and resources by third parties),
they might not be considered trusted for the confidentiality (i.e., authorized to
know the content) - or guaranteeing integrity - of the data they store or process.

Many are the challenges that need to be addressed to guarantee proper secu-
rity and privacy in the cloud. In this paper, we focus in particular on the chal-
lenges specifically related to data management [18,19,21,34,35]. Of course, there
are also other security and privacy issues that characterize a cloud scenario (e.g.,
multi-tenancy and virtualization, fault-tolerance management [26–28]) on which
we do not elaborate.

Protection of data at rest. Protection of data at rest concerns the security and
confidentiality of data in storage. Data stored at an external cloud provider need
to be protected from unauthorized accesses by third parties as well as from the
cloud provider itself, which might be not trusted for knowing the content of the
data it stores or the accesses performed on them (honest-but-curios provider).
The protection of the confidentiality of stored data typically relies on encryp-
tion. In cloud scenarios, protecting data from the providers’ eyes requires keeping
the encryption key within the client’s trust boundary. In other words, encryp-
tion should work at the client side, encrypting data before moving them to the
c© Springer International Publishing Switzerland 2016
J. Garcia-Alfaro et al. (Eds.): DPM and QASA 2015, LNCS 9481, pp. 3–10, 2016.
DOI: 10.1007/978-3-319-29883-2 1



4 S. De Capitani di Vimercati et al.

cloud. Since encryption makes query evaluation and application execution more
expensive or not always possible (see next challenge on ‘fine-grained access to
outsourced data’), alternative fragmentation-based solutions have been also pro-
posed (e.g., [1,6–10]). Fragmentation allows departing from encryption whenever
what is sensitive are not the data values singularly taken but their association
(e.g., in a medical database, patients’ names and illnesses might be considered
public, while the specific association between the name of each patient and her
illness might be considered sensitive). In this case, instead of encrypting the val-
ues, the sensitive association can be protected by storing values that are sensitive
in association in different fragments so to break the association itself impeding
its visibility to non authorized parties. For instance, with reference to our exam-
ple, the patients’ names can be stored in one fragment and illnesses in another
one. To ensure that the sensitive associations protected by fragments cannot be
reconstructed, fragments can be stored at independent (and non communicat-
ing) providers, or fragments must be guaranteed to be unlinkable. Fragmentation
limits encryption to values that are sensitive by themselves, or even completely
departs from encryption in cases (e.g., hybrid cloud) where the availability of a
trusted party can be assumed for some storage/computation support. The advan-
tage of using fragmentation is the availability of data in the clear, which enables
evaluation of conditions on them and therefore better support for query process-
ing by the cloud provider. In addition to data confidentiality, data integrity (i.e.,
authenticity and integrity of the stored data) and availability (i.e., the satisfac-
tion by cloud providers of the data storage and access requirements that users
may wish to enforce) are two further aspects that need to be addressed [3,29].

Fine-grained access to outsourced data. As noted above, cloud providers can-
not have full access to the data they store, which might be either encrypted or
fragmented. Also, when data are encrypted, the encryption key should remain
within the client’s trust boundary to ensure data remain confidential even with
respect to the storing and processing provider itself. Providers cannot then
decrypt data for query execution, making evaluation of conditions and query
support difficult (if at all possible). The problem of providing support for fine-
grained access (i.e., retrieval of data satisfying given conditions) over encrypted
data has been under the attention of the research and development community
in recent years and several investigations have been carried out. Among the
analyzed techniques there are: cryptographic techniques supporting keyword-
based searches (e.g., [4]), homomorphic encryption (e.g., [22]), the use of differ-
ent layers of encryption each supporting specific operations [33], and metadata
(indexes) attached to the data and used for fine-grained information retrieval
and execution of specific kinds of queries (e.g., [5,25,39]). The major difficulty
in such investigations is the tradeoff existing between providing support for query
processing and ensuring that such support does not leak sensitive information
otherwise protected by encryption (or fragmentation).

Selective data access. Data stored in the cloud may be subject to different access
control policies, meaning that different users might need to enjoy different views
on the outsourced data. Enforcing authorizations providing such selective access
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in cloud environments results particularly challenging since, if on one side clearly
the data owner cannot provide such enforcement itself (as it would mean inter-
cepting every access to data), on the other side, the cloud provider may not
be fully trusted for such an enforcement. Also, the policy itself might be sen-
sitive or leak information on the data content. There are two main lines of
work investigating solutions for enforcing access control policies in the cloud.
The first line of work, under the generic umbrella of attribute-based encryption
(ABE) [24,41] is based on public key encryption and enforces authorizations by
ensuring that encryption depends on the values of certain attributes (which char-
acterize authorized users). This way, a user will be able to access data if her set
of attributes matches conditions on the attributes associated with the encrypted
data. ABE allows enforcement of authorizations that depend on different condi-
tions, thus providing expressive authorization support. The main limitation of
such approaches relate to the evaluation cost (given the use of public key encryp-
tion) and to the difficulty of enforcing revocation. The second line of work, called
selective encryption [12,13], is based instead on the use of symmetric encryp-
tion and enforces authorizations by translating the authorization policy into
an equivalent encryption policy so that data can be encrypted with different
keys and keys are distributed to users in such a way that they can decrypt all
(completeness) and only (correctness) the data they are authorized to access. A
hierarchical organization of the encryption keys employed enables enforcing such
authorizations (providing different views over data) while ensuring both a single
copy of the data and the use of only one key per user. In fact, proper organiza-
tion of keys in a hierarchy, with tokens enabling key derivation allows users to
derive, from their own key all and only the keys enabling access to data they
are authorized to access. Selective encryption provides efficient access control,
as only symmetric encryption is used. Also, the use of public tokens enabling
key derivation allows their storage in the cloud itself. Changes to the access
policies (i.e., grant or revocation of authorizations) can be conveniently enforced
by over-encryption, by which the data owner can enforce changes to authoriza-
tions with the cooperation of the cloud provider, that - when demanded - can
wrap the data with a further level of encryption at the provider side (encrypting
resources already encrypted by the owner). Over-encryption enforces authoriza-
tion changes without the need for the data owner of retrieving, re-encrypting,
and re-uploading data already stored in the cloud.

Query privacy. In addition to data themselves, several scenarios may also require
confidentiality guarantees on accesses made on data. A classical example of these
scenarios is a medical encyclopedia: while the encyclopedia itself is not sensitive
and neither might be (with respect to the storing provider) the identity of users
accessing it, the specific entries that a user looks for might be considered confi-
dential as they may disclose her (or of a person close to her) health condition.
Similar query confidentiality guarantees might also be requested when stored
data are encrypted (as knowledge of the access might even compromise the con-
fidentiality of the stored data). The problem then arises of guaranteeing access
confidentiality, that is, the fact that a given access aims at given data, as well
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as pattern confidentiality , that is, the fact that two accesses aim at the same
data. We call these new confidentiality guarantees query privacy as the aim
is to have them while also supporting efficient access to data for query sup-
port (e.g., index-search and evaluation of range conditions). Classical solutions
providing access privacy, such as private information retrieval proposals, offer
strong guarantees but limited access functionality and bear performance over-
head that make them not applicable in real-life scenarios. Among more recent
approaches, Path ORAM and the shuffle index, provide better performance and
therefore applicability. Both these solutions are based on specific index struc-
tures and provide protection by either relying on a local stash, with dynamic
re-mapping and delayed writing (Path ORAM) [37] or by relying on caching,
cover searches, and shuffling with dynamic re-allocation of data at every access
(shuffle index) [16,17]. Open issues are related to the need of decreasing the
performance overhead, providing more support for queries, and ensuring strong
confidentiality guarantees.

Integrity of query results. In addition to confidentiality, integrity of data can
also be put at risk when the involved provider(s) may not be fully trustworthy.
While for storage integrity classical techniques (e.g., chaining and signature)
can be used, ensuring integrity of data dynamically retrieved, or resulting from
computation, is challenging. Assessing integrity for query results or computa-
tions entails providing users with the ability to verify that the result returned
by the cloud provider is complete (i.e., computed on the whole data collec-
tion), correct (i.e., computed on genuine data and correctly performing the com-
putation), and fresh (i.e., computed on the most recent version of the data).
Approaches for guaranteeing integrity of query results can be classified as deter-
ministic (e.g., [30–32]) and probabilistic (e.g., [15,23,36,38,40,42]). Deterministic
solutions use authenticated data structures (e.g., signature chains, Merkle hash
trees, skip lists) or encryption-based solutions and can detect an integrity vio-
lation only for queries formulated on the attribute(s) on which they have been
defined. Probabilistic solutions are based on the insertion of fictitious informa-
tion or checks in a dataset whose absence in a query result signals an integrity
violation. Probabilistic approaches can detect an integrity violation for any query
but only with probabilistic guarantees, meaning that they are subject to false
negative results. The problem of assessing integrity of query results becomes
even more complex in emerging scenarios for distributed computation, where
different providers or workers may be involved (e.g., [11]).

Collaborative computation with selective sharing. In several scenario computa-
tion or query execution in the cloud might involve data under the control of
different authorities (data owners) and stored at different providers, which may
impose different access and sharing restrictions on their data. Some approaches
have addressed the problem of performing collaborative computations in contexts
where no sharing is possible between the involved parties and only the query
result can be known to them (e.g., secure multi-party computation or sovereign
joins [2]). These solutions are based on the use of encryption together with the
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possible involvement of a trusted computing base. Other approaches have con-
sidered scenarios where data can be selectively shared with other parties and
different data owners and/or cloud providers need to collaborate, and selectively
share information with others, for query execution. The problem addressed is
then the distributed query execution (which necessarily entails exchange of data
among the involved parties) in such a way that data are made visible only to
authorized parties and no information is improperly shared or leaked [14,43].
In this context, ongoing work is investigating novel techniques for expressing
and enforcing sharing policies, regulating information flows in query execution,
and efficiently computing a query execution plan ensuring that no information
is improperly released or leaked. Other approaches address the orthogonal prob-
lem of protecting the objectives of queries from the providers involved in their
evaluation (e.g., [20]).
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Abstract. We define information leakage in terms of a “difference”
between the a priori distribution over some remote behavior and the
a posteriori distribution of the remote behavior conditioned on a local
observation from a protocol run. Either a maximum or an average may
be used. We identify a set of notions of “difference;” we show that they
reduce our general leakage notion to various definitions in the literature.
We also prove general composability theorems analogous to the data-
processing inequality for mutual information, or cascading channels for
channel capacities.

Keywords: Information flow · Non-disclosure · Limited disclosure ·
Information theory · Mutual information · Min-entropy leakage · Com-
posability · Channel capacity

1 Introduction

One of us recently [11] introduced the Frame Model for studying information
disclosure in distributed systems. Frames represent systems by directed graphs;
their arcs represent the channels of communication permitted by the system.
Disclosure occurs when the local behavior of one portion of the system (the
“source”) affects what local behaviors may be observed at another portion of the
system. That paper shows that limitations on disclosure respect a cut principle:
Each limit on the disclosure from a source to a cut set of channels in the graph is
also enforced on disclosure from the source to any more distant set of channels.
This result furnishes a kid of compositionality for limited disclosure. However,
the notion of limited disclosure in [11] was “possibilistic,” i.e. non-quantitative.

The purpose of this paper is to take key steps toward adapting its results
to a quantitative treatment of disclosure. Given a probability distribution over
the local behaviors of the system, we can generalize the cut principle to include
a probabilistic analysis for quantifying leakage. As in the motivating example
below, a quantitative analysis may capture insecurities that a possibilistic app-
roach may overlook.

To focus our work, however, we have decided to omit one aspect of this
problem. Namely, the frame model allows non-determinism. Generally, to obtain
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probability distributions on runs of a non-deterministic system, one must intro-
duce a “scheduler” that chooses what events happen when different alternatives
exist. Specifying these schedulers is subtle, essentially because a scheduler sensi-
tive to the system’s secrets can signal them to the observer through its choices.
In this paper, we ignore the resolution of non-determinism. Our analysis here
applies in any case in which a probability distribution on executions is well-
defined. In future work we will define methods for resolving non-determinism
without giving the scheduler unfair ways to signal secrets.

A Motivating Example. David Chaum first introduced the Dining Cryptogra-
phers’ Protocol (DCP) as a means to study secure multi-party boolean-OR com-
putation [5]. Chaum describes a scenario where a group of three cryptographers
are at dinner, and either the Spymaster (their boss) or one of the cryptogra-
phers at the table pays for the meal. The protocol guarantees that each party
can determine whether the Spymaster or one of the cryptographers at the table
paid; and in the latter case, the identity of the payer remains hidden from the
non-payers.

Let A, B, and C denote the three cryptographers. Without loss of generality,
let us assume that A is a non-paying cryptographer, and consider her viewpoint.
A flips a coin with B to get rAB and flips another coin with C obtaining rAC . She
computes mA = rAB ⊕ rAC , and announces mA to the table. (As the payer, she
would have announced mA ⊕ 1.) From B and C’s announcements, she surmises
the overall parity m = mA ⊕ mB ⊕ mC , from which she can determine whether
the boss paid.

If m is odd, A learns that one of the other cryptographers paid but can-
not know for sure which. Possibilistically, we say that the identity of the payer
remains undisclosed to A. Further, no information is disclosed since the set of
possibilities remains the same before and after a protocol run.

Despite provable non-disclosure, information (quantified in a certain way)
can still leak if the coins are biased: Suppose that the payer is chosen from a
fixed distribution. Conditioned on either B or C paying, the payer identity is
a Bernoulli random variable XA ∼ Bern(p) with probability p that player B is
the payer, and probability (1 − p) that player C is the payer. Suppose further
that the coin flips are independent and identically distributed Bernoulli random
variables: RAB , RBC , RCA ∼ Bern(q).

The set of A’s sent and received messages is another (multi-dimensional) ran-
dom variable: OA = RAB , RCA,MA,MB ,MC , where MA, MB , and MC denote
the cryptographers’ respective m-messages. Rather than merely confirming that
the set of possible payers remains the same, we can compare the distributions
of XA pre- and post- protocol run. One way to do this is by computing the
difference between the entropies of the a priori and a posteriori distributions:

I(XA;OA) = H(XA) − H(XA|OA), (1)

where I(·; ·), H(·), and H(·|·) denote mutual information, entropy, and condi-
tional entropy, resp. (All are formally defined in Sect. 2.1).
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In the special case when there is an equal chance of B or C paying (p =
0.5), and the coin flips are fair (q = 0.5); the unconditional and conditional
distributions OA and OA|XA are uniform, and there is no leakage. However,
this is not generally true as shown by Chatzikokolakis et al. [4]. This example
illustrates that information may leak even in scenarios where there is provably
no disclosure. In this paper, we show how to generalize the results of [11] to
include quantitative analyses such as the type presented above.

Other Related Work. In contrast to the possibilistic approach in [11], there are a
number of well-cited papers that use information theoretic definitions for quan-
tifying anonymity, information flow, or non-interference in distributed systems:
Dı́az et al. [9] and Serjantov and Danezis [9] use Shannon entropy; Clarkson
et al. [7] and Deng et al. [8], relative entropy; Köpf and Basin [12], guessing
entropy; Chatzikokolakis, Malacaria, Zhu, and others [4,6,13,15], (conditional)
mutual information or channel capacity; and Palamidessi, Smith, and others
[1–3,10,14], min-entropy leakage. This list is not exhaustive.

Of these information theoretic concepts, we show that our leakage notion
is reducible to mutual information and channel capacity [4,6,13,15]. As seen
in our motivating example, mutual information is a measure of reductions in
uncertainty, where uncertainty is defined as the entropy of a distribution. For
a specified a priori distribution, there is no leakage provided that the mutual
information between X and O is zero. This idea is generalized by allowing for
some intentionally revealed information (represented as a reveal random vari-
able), such that security is achieved with zero conditional mutual information or
capacity. This is the approach taken in by Chatzikokolakis et al. [4] and Clark
et al. [6] and summarized in Sect. 2.1.

Reduction in uncertainty can also be measured by min-entropy leakage, which
is defined as the difference between the min-entropy of the a priori distribu-
tion and the conditional min-entropy of the a posteriori distribution. Currently,
there is no consensus on how conditional min-entropy should be defined. Indeed,
Cachin [3] defines the conditional min-entropy H∞(X|Y ) of X|Y as

H∞(X|Y ) = −
∑

y∈Y
P(Y = y) · log max

x∈X
P(X = x|Y = y). (2)

whereas Palamidessi, Smith, and others [1,2,10,14] define it with the logarithm
and summation reversed. In Sect. 2.1, we provide a summary of min-entropy
leakage as defined in [3], and we show how min-entropy leakage derived from this
former conditional min-entropy also relates to our notion of leakage in Sect. 4.

Our Contributions. As in [11], we describe whether and (how much) information
can leak from one portion of a distributed system to another. We also identify
scenarios where the leakage provides an upperbound on information flow to more
remote portions of the network. In these cases, compositions of local leakages
bounds are meaningful globally.

In addition to providing a generalization of the cut-blur principle in [11], the
contributions of this paper are the following:



16 M. Ando and J.D. Guttman

– We define information flow in a distributed system very generally: Leakage
is defined as the max (for worst-case) or average (for average-case) “differ-
ence” between the a priori distribution over some remote behavior and the a
posteriori distribution of the remote behavior conditioned on a possible local
observation from a protocol run.

– We identify a set of distribution differences that relate this unified notion of
leakage to accepted definitions in the literature: namely mutual information,
min-entropy leakage, and limited or non-disclosure.

– We also prove equivalence and implication relations between different leakage
definitions. For zero leakage, we prove that zero mutual information provides
the strongest security and implies zero leakage under all distribution differ-
ences satisfying the coincidence axiom.

– We identify a sufficient property (convexity) of distribution differences for
the composability of leakage bounds analogous to one of the bounds in the
data-processing inequality for mutual information, or cascading channels for
channel capacities: Given a Markov chain X → Y → Z, the leakage from
X to Z is bounded by the leakage from X to Y . If the leakage under the
distribution distance is additionally symmetric, then we get the other bound:
The leakage from X to Z is also bounded by the leakage from Y to Z. The
composability property can also be seen as a generalization of the cut-blur
principle for limited disclosure.

Road Map of Paper. Leakage definitions using mutual information, min-entropy
leakage, and limited disclosure are described in Sect. 2. In Sect. 2.2, we provide
informal descriptions of limited disclosure and the cut-blur principle (the main
composability result of [11]). In Sect. 2.3, we formally define distribution differ-
ences, which are used in our leakage definitions in Sect. 4. Sections 3–5 contain
our problem statement, leakage definitions, and results. We conclude with exten-
sions to our results in Sect. 6.

2 Preliminaries

2.1 Mutual Information, Capacity, and Min-Leakage

Chatzikokolakis et al. [4] use conditional channel capacity for quantifing infor-
mation leakage in anonymity protocols given intentionally revealed information.
Below is their leakage definition, preceded by some information theoretic defin-
itions.

Definition 1. Let X : X → [0, 1], Y : Y → [0, 1], and Z : Z → [0, 1] be discrete
random variables.

1. The entropy of X, denoted H(X), is given by

H(X) = −
∑

x∈X
P(X = x) · logP(X = x),

where P(·) denotes probability.
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2. The conditional entropy of X|Y , denoted H(X|Y ), is given by

H(X|Y ) =
∑

y∈Y
P(Y = y) · H(X|Y = y)

3. The mutual information between X and Y , denoted I(X;Y ), is given by

I(X;Y ) = H(X) − H(X|Y )

4. The mutual information I(X;Y |Z) between X and Y , conditioned on Z, is
given by

I(X;Y |Z) = H(X|Z) − H(X|Y,Z) =
∑

z∈Z
P(Z = z) · I(X;Y |Z = z)

In [4], an anonymity protocol is modeled by a conditional distribution
pO|X(·|·) over the space O ×X , where X and O are the domains of a secret ran-
dom variable X : X → [0, 1] and an observable random variable O : O → [0, 1],
resp. Every run of the protocol produces an independent observable sampled
from this conditional distribution. Anonymity is achieved with zero capacity.

If the protocol intentionally reveals some information R, represented as a
random variable, then the protocol is secure if it achieves relative anonymity,
defined below.

Definition 2 (Informal). Given an anonymity protocol pO|X(·|·), we say it
achieves relative anonymity if

max
pX(·)

I(X;O|R) = 0, (3)

where the maximization is over all input distributions pX(·) on X . In other
words, I(X;O|R) = 0 for all possible pX(·).

See [4] for a formal treatement. Min-entropy leakage in [3] is defined analogously
using min-entropy and conditional min-entropy:

Definition 3. Let X : X → [0, 1], Y : Y → [0, 1], and Z : Z → [0, 1] be discrete
random variables.

1. The min-entropy of X, denoted H∞(X), is given by

H∞(X) = − log max
x∈X

P(X = x) (4)

2. The conditional min-entropy of X|Y , denoted H∞(X|Y ), is given by

H∞(X|Y ) =
∑

y∈Y
P(Y = y) · H∞(X|Y = y) (5)
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3. The min-entropy leakage from X to Y , denoted M(X;Y ), is given by

M(X;Y ) = H∞(X) − H∞(X|Y ), (6)

where H∞(X|Y ) is as defined in Definition 3.1
4. The min-entropy leakage M(X;Y |Z) between X and Y , conditioned on Z, is

given by
M(X;Y |Z) = H∞(X|Z) − H∞(X|Y,Z) (7)

2.2 Limited Disclosure in the Frame Model

The Frame Model was introduced in [11] as a means for studying composable
information disclosure. Communication is modeled as point-to-point, and mes-
sages are delivered synchronously. Partial ordering on the message deliveries
models true concurrency within a protocol run.

A frame F = (LO, CH,D, ends, traces) consists of a set of locations LO, a set
of channels CH, a set of data D, and methods ends(·) and traces(·) defined on
� ∈ LO. Graphically, a frame F can be represented as a directed graph, where
the nodes are the locations, and the (directed) edges are the channels. Each edge
is labeled. The label represents the data that can be transmitted along that edge
from the exit node to the entry node.

A channel endpoint is either an entry or an exit point of a channel; so ends(�)
returns the set of all endpoints that either enter into or exit from �. A trace is
an ordered sequence of local events that represents a location’s interactions with
the other locations; where calling the chan(·) method on an event object returns
a channel, and calling the data(·) method returns a data. So traces(�) returns all
possible local sequences representing all the ways in which � might participate
in a (potentially incomplete) run of the protocol.

The authors of [11] provide a mathematical notion of an execution (a run
of a protocol) within the Frame Model and define the portion of an execution
relevant to a set C of channels as a C-run.

Definition 4 (Informal). A function blur : P(S) → P(S) is a blur operator if
it satisfies the properties:

1. Inclusion: T ⊆ blur(T )
2. Idempotence: blur(blur(T )) = blur(T )
3. Union property: ∀Σ ⊆ P(S) . blur

(⋃
T ∈Σ T

)
=

⋃
T ∈Σ blur(T ), where P(·)

denotes the powerset.

Given a frame F = (LO, CH,D, ends, traces), a set src ⊆ CH of source channels,
and a set obs ⊆ CH of observable channels; let S be the set of source-runs (i.e.,
S = src-runs), and let O be the set of observable-runs (i.e., O = obs-runs).

Information disclosure is restricted by a blur operator blur(·) if, for every
observable o ∈ O, the set T ⊆ S of completed source-runs compatible with the
observable o is blur-blurred, i.e., T = blur(T ), where blur(·) is a blur operator.
1 There is an alterative definition for conditional min-entropy [1,2,10,14]. We will not

be dealing with this alternative definition here.
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The main result of the paper is the so-called cut-blur principle below. See
[11] for a formal treatment.

Theorem 1 (Cut-blur Principle, Informal). Given a frame

F = (LO, CH,D, ends, traces), (8)

a set src ⊆ CH of source channels, a set cut ⊆ CH of cut channels, and a
set obs ⊆ CH of observable channels, such that cut is a cut-set partitioning src
from obs, the source information disclosed at cut limits the source information
disclosed at obs.

2.3 Distribution Differences

In our motivating example, we compared the a priori and a posteriori distri-
butions in order to quantify how much information leaked. Intuitively, if the
distributions are the same under some specified way of measuring, there is no
measurable leakage. Stated as such, leakage is expressed in terms of “distribution
differences,” which we define formally below.

Definitions 6–8 are distribution differences, which we use later on to relate our
unified leakage notion in Sect. 4 to accepted leakage definitions in the literature,
namely: conditional mutual information, min-entropy leakage, and limited infor-
mation disclosure from [3,4,11]. These leakage definitions are also summarized
in Sects. 2.1–2.2.

Definition 5. Let XX denote a family of random variables defined over the same
alphabet X . A distribution difference � : XX ×XX → R is a function that takes
two random variables defined over the same alphabet and returns a real number.
In discussing this definition, we are often interested in the following properties:

1. Coincidence axiom: ∀X , ∀X ∈ XX .�(X,X) = 0
2. Nonnegativity: ∀X , ∀X1,X2 ∈ XX .�(X1,X2) ≥ 0
3. Convexity: ∀X , ∀X,X1,X2 ∈ XX , ∀α ∈ [0, 1] .

�(X, (αX1 + (1 − α)X2)) ≤ α · �(X,X1) + (1 − α) · �(X,X2) (9)

Definition 6. For any random variables X1 and X2 over the same alphabet X ,
we say that the Shannon-difference between X1 and X2, denoted �S(X1,X2), is
given by

�S(X1,X2) = H(X1) − H(X2). (10)

Definition 7. For any random variables X1 and X2 over the same alphabet X ,
we say that the minH-difference between X1 and X2, denoted �min(X1,X2), is
given by

�min(X1,X2) = H∞(X1) − H∞(X2). (11)
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Definition 8. For any random variables X1 and X2 over the same alphabet X ,
we say that the maxH-difference between X1 and X2, denoted �max(X1,X2), is
given by

�max(X1,X2) =

{
0 supp(X1) = supp(X2)
∞ otherwise,

(12)

where supp(X) denotes the support of a random variable X.

Note that Shannon-, minH-, and maxH-differences all satisfy the coincidence
axiom and convexity. MaxH-difference additionally satisfies nonnegativity.

3 Problem Statement

While [11] presents purely set theoretic ideas, we generalize the cut-blur results
to include information theoretic analyses. To do this, we shift from a possibilistic
view of local behaviors to a probabilistic perspective. To begin with, we consider
local behaviors from only completed executions, where a completed execution is
the partially ordered entire set of messages from a completed protocol run. Our
results in Sects. 4 and 5 cover leakages from complete observations. This allows
us to present our work using cleaner notation. Extension to leakages from partial
observations is covered in Sect. 6.

Below, we borrow the formalism from the Frame Model [11] to make our
problem statement explicit. Our problem statement is defined with respect to
a frame F = (LO, CH,D, ends, traces), a fixed set src ⊆ CH of source channels,
and a fixed set obs ⊆ CH of observable channels.

Definition 9. Given a frame F = (LO, CH,D, ends, traces) and a location � ∈
LO, let chans(�) be the set of channels adjacent to �:

chans(�) = {c ∈ CH : entry(c) ∈ ends(�) ∨ exit(c) ∈ ends(�)}, (13)

where entry(·) and exit(·) return the entry and exit points of a channel, resp.

Definition 10. Given a frame F = (LO, CH,D, ends, traces) and a location
� ∈ LO, let T (�) ⊆ traces(�) be defined by

T (�) = {tr ∈ traces(�) : ∃tr′ ∈ traces(�), tr is a proper prefix of tr′} (14)

(T (�) is the set of traces of � that are proper prefixes of other traces of �.) Let
traces∗(�) = traces(�) \ T (�), and call it the completed traces of �.

Definition 11. An event set E = (E,�) is a well-founded, partially ordered set
E of events and is generally denoted by the name of the set and in curly-font.

Definition 12. Given an event set E = (E,�) and a set C of channels, the
restriction E � C of E to C is the event set (Ec,�c), where:
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1. Ec = {e ∈ E : chan(e) ∈ C}, and
2. �c =� ∩Ec × Ec.

Definition 13. An event set E = (E,�) is a completed execution in a frame
F = (LO, CH,D, ends, traces), if for all � ∈ LO:

1. (E � chans(�)) is totally (linearly) ordered, and
2. (E � chans(�)) ∈ traces∗(�).

We call the set of all completed executions in a frame F the completed execution
set, denoted Exe∗(F).

Definition 14. Given a frame F = (LO, CH,D, ends, traces) and a set of chan-
nels C ⊆ CH, let C-runs∗ be the set of restrictions of completed executions to C:

C-runs∗ = {E � C : E ∈ Exe∗(F)} (15)

Let S be the finite set of completed source-runs (i.e., S = src-runs∗), and let
O be the finite set of completed observable-runs (i.e., O = obs-runs∗).

We are also provided a partitioning function f(·, ·) which is a deterministic
function over the joint space S × O and a joint probability mass function (pmf)
pS,O(·, ·) over S × O, such that the supports for the corresponding marginal
probabilities are S and O, resp. In other words, pS,O(·, ·) written as a matrix
has no all zero rows or columns. The partitioning function additionally has the
property that for any s1, s2 ∈ S and o ∈ O such that pS,O(s1, o), pS,O(s2, o) > 0;
f(s1, o) = f(s2, 0).

Definition 15. S : S −→ [0, 1] is the random variable on the completed source-
runs, which maps to the marginal probabilities of the source-runs.

S(s) =
∑

o∈O
pS,O(s, o). (16)

S represents the a priori remote behavior.

Definition 16. (S|O = o) : S −→ [0, 1] is the conditional random variable on
the completed source-runs, which maps to the probabilities of the source-runs
conditioned on the observable-run O = o.

(S|O = o)(s) =
pS,O(s, o)∑

ω∈S pS,O(ω, o)
. (17)

S|O represents the a posteriori remote behavior.

Definition 17. Let f : S × O −→ R be any deterministic function on the joint
space. Rf : R −→ [0, 1] is the random variable over the range of f(·, ·) whose
probabilities are given by

Rf (r) =
∑

(s,o)∈Rr

pS,O(s, o), (18)

where Rr = {(s, o) ∈ S×O : f(s, o) = r}. Any intentionally revealed information
may be represented by some Rf .
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Given this set-up, we are interested in defining information flow in F from
source channels to observable channels. In this sense, this work is meant to
generalize the main results of [11].

4 Leakage from Distribution Differences

Given a partitioning function f(·, ·) and a pmf pS,O(·, ·) over the joint space S×O;
let S, O, and Rf representing remote behavior, local behavior, and intentionally
revealed information be as defined in Sect. 3 above. Further, let V denote the
support of Rf , and for any r ∈ V, let

Or = {o ∈ supp(O) : ∃s ∈ S, f(s, o) = r}. (19)

The definitions, theorems, and corollaries in Sect. 4 are with respect to this
set-up. In Definitions 18 and 19, leakage is defined very generally as the max or
average difference between the a priori and a posteriori distributions. These are
definitions of leakage conditioned on some reveal random variable Rf . Note that
unconditional leakage is captured by any all-to-one function f(·, ·).

Definition 18 (Worst-case Leakage). The worst-case leakage LS;O|Rf
con-

ditioned on Rf , is given by the maximum difference between the a priori distri-
bution on (S|Rf = r) and the a posteriori distribution (S|Rf = r,O = o) over
r ∈ V and o ∈ Or:

LS;O|Rf
= max

r∈V
max
o∈Or

� ((S|Rf = r), (S|Rf = r,O = o)) , (20)

for some notion of distribution difference �. This is the worst-case leakage over
all partitions. We say that there is zero conditional worst-case leakage when
LS;O|Rf

= 0.

Definition 19 (Average-case Leakage). The average-case leakage LS;O|Rf

conditioned on Rf is given by average difference between the a priori distribution
on (S|Rf = r) and the a posteriori distribution (S|Rf = r,O = o) over r ∈ V
and o ∈ Or:

LS;O|Rf
=

∑

r∈V
P(Rf = r)·

∑

o∈Or

P(O = o|Rf = r) · � ((S|Rf = r), (S|Rf = r,O = o)) , (21)

for some notion of distribution difference �. This is the average-case leakage
over all partitions. We say that there is zero conditional average-case leakage
when LS;O|Rf

= 0.
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We chose to study nonstandard distribution differences instead of standard
distribution distances, such as the Kullback-Leibler divergence (relative entropy)
or statistical-closeness, because our general leakage definitions above reduce to
accepted leakage notions in the literature under these distribution difference.
Lemmas 1 and 2 and in Theorem 2 illustrate these equivalences.

Below, we show that average leakage under Shannon-difference is equiva-
lent to mutual information between remote and locally observable behaviors.
Likewise, average leakage under minH-difference is equivalent to min-entropy
leakage.

Lemma 1. Average-case conditional leakage under Shannon-difference is equiv-
alent to conditional mutual information between S and O.

Proof. Average leakage under Shannon-difference can be converted to condi-
tional mutual information by pulling H(S|Rf = r) out from the summation and
from the definitions of conditional entropy, mutual information, and conditional
mutual information. ��

Lemma 2. Average-case conditional leakage under minH-difference is equiva-
lent to conditional min-entropy leakage from S to O.

Proof. Same proof as above. ��

Zero leakage occurs when the a priori and a posteriori situations are equiv-
alent under some specified distribution difference. Whereas unconditional zero
leakage corresponds to no leakage in an absolute sense, conditional zero leak-
age corresponds to a somewhat weaker notion: Other than some intentionally
revealed information, there is no leakage.

In Theorem 2 below, we prove that zero conditional worst-case leakage under
maxH-difference is equivalent to limited disclosure, where the blur operator is
related to the partitioning function. (Note that the equivalence is up to com-
pleted runs. See Sect. 6 for the extended results over partial observations.)

Theorem 2 (Non-disclosure over Blur-sets). Zero conditional leakage
under maxH-difference is equivalent to information disclosure restricted by a
blur-operator blurf,o : P(S) −→ P(S), given by

blurf,o(T ) =
⋃

t∈T
{s : f(s, o) = f(t, o) ∧ (S|Rf = f(t, o))(s) > 0}. (22)

Proof. Clearly, blurf,o(·) is inclusive, idempotent, and satisfies the union prop-
erty. So blurf,o is a blur-operator.

Let To = supp(S|O = o). For any fixed o ∈ O, ∀s ∈ S where pS,O(s, o) > 0,
f(s, o) maps to the same value, which we denote by ro; thus, To = supp(S|Rf =
ro, O = o).

( =⇒ ) For any T ⊆ To, blurf,o(T ) = supp(S|Rf = ro) by construction of the
blur-operator; and supp(S|Rf = ro) = supp(S|Rf = ro, O = o), by equality in
the maxH-difference. So, blurf,o(T ) = To as desired.
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(⇐=) Given any fixed r ∈ V where Rf (r) > 0 and any o ∈ Or, To =
supp(S|Rf = r) by definition of blur-limited disclosure. So, supp(S|Rf = r) =
supp(S|Rf = ro, O = o). In the case where Rf (r) = 0, this is vacuously true. ��

It can be shown that average zero leakage under Shannon-difference is equiv-
alent to worst-case zero leakage under Shannon-difference.

Theorem 3. Zero conditional worst-case leakage under Shannon-difference is
equivalent to zero conditional mutual information between S and O:

max
r∈V, o∈Or

[H(S|Rf = r) − H(S|Rf = r,O = o)] = 0 ⇐⇒ I(S;O|Rf ) = 0 (23)

So from Lemma 1, both definitions are equivalent to zero mutual information
between the remote and local behaviors.

Below, we prove that zero leakage under Shannon-difference is the strongest
form of zero leakage, which trumps leakages under all other distribution dif-
ferences that satisfy the coincidence axiom. Thus, while min-entropy captures
a stronger notion of randomness compared with Shannon entropy and is often
toted as the “correct” entropic notion for security analyses, zero mutual infor-
mation capture a stronger notion of security than zero min-entropy leakage.

Corollary 1. Zero conditional leakage under Shannon-difference implies: (i)
zero conditional worst-case leakage LS;O|Rf

under �, and (ii) zero conditional
average-case leakage LS;O|Rf

under �, for any distribution difference � satis-
fying the coincidence axiom.

Proof. Zero conditional leakage under Shannon-difference is equivalent to zero
conditional mutual information between S and O (Lemma 1 and Theorem 3). For
all r ∈ V and for all o ∈ Or, the distributions (S|Rf = r) and (S|Rf = r,O = o)
are the same; and

�((S|Rf = r), (S|Rf = r,O = o)) = 0, (24)

by the coincidence axiom. ��

In Theorem 2, we proved that zero worst-case leakage under maxH-difference
is equivalent to limited disclosure restricted by a blur operator. Theorem4 below
states that zero worst-case leakage is equivalent to zero average-case leakage
for non-negative distribution differences. Since maxH-difference is non-negative,
Theorem 4 establishes the equivalence of worst-case and average-case zero leak-
ages under maxH-difference.

Theorem 4. Zero conditional average-case leakage is equivalent to zero condi-
tional worst-case leakage under any reasonable, non-negative distribution differ-
ence �.

It can also be shown that worst-case leakage under minH-difference implies
average-case leakage under minH-difference which, from Lemma 2, is equivalent
to min-entropy leakage.
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Theorem 5. Zero conditional worst-case leakage under minH-difference implies
zero conditional min-entropy leakage from S to O. (Note that the reverse impli-
cation does not hold, however.)

Proof (of Theorem5). From Lemma 2, it suffices to prove that zero worst-case
conditional leakage implies zero conditional average-case leakage.

For a fixed r ∈ V, let p′ denote the largest probability mass in the a priori
distribution, so that H∞(S|Rf = r) = − log p′. By the hypothesis, the difference
between the a priori H∞(S|Rf = r) and a posteriori H∞(S|Rf = r,O = o), for
any o ∈ Or, is bounded by zero

H∞(S|Rf = r) − H∞(S|Rf = r,O = o) ≤ 0 (25)

Thus, the largest probability mass in each of the a posteriori distributions is
at most p′. Suppose that there exists an a posteriori distribution for which the
largest probability mass is strictly less than p′. Then, in order for the largest
probability mass in the marginals to be p′, there must exist another a posteriori
distribution for which the largest probability mass is strictly greater than p′ to
compensate. This contradicts our earlier claim, and so the largest probability
mass of every a posteriori distribution must be exactly p′. This is true over all
r’s and o’s. ��

5 Composing Leakage Bounds

In order to generalize the cut-blur principle and more generally for compos-
ing leakage bounds, we desire a result similar to the data-processing inequality
for mutual information, or cascading channels for channel capacities: Given a
Markov chain of random variables X → Y → Z, we wish to bound the leakage
from X to Z by the leakage from X to Y , as well as the leakage from Y to Z.

We prove that a sufficient property for achieving the first bound is the con-
vexity of the distribution difference. If the leakage is also symmetric, we obtain
the second bound.

Theorem 6. Let X : X → [0, 1], Y : Y → [0, 1], and Z : Z → [0, 1] be discrete,
finite random variables; such that X → Y → Z form a Markov chain in that
order. Leakage from X to Z is upper bounded by leakage from X to Y under any
convex distribution difference �.

Proof (Worst-case leakage). By definition of worst-case leakage, there exists y′ ∈
Y, such that

�(X, (X|Y = y′)) = LX;Y (26)
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Let Dist(·) denote distribution. For any z ∈ Z,

Dist(X|Z = z) =
∑

y∈Y
P(Y = y|Z = z) · Dist(X|Y = y, Z = z)

=
∑

y∈Y
P(Y = y|Z = z) · Dist(X|Y = y) (27)

�(X, (X|Z = z)) ≤
∑

y∈Y
P(Y = y|Z = z) · �(X, (X|Y = y)) (28)

≤ �(X, (X|Y = y′)) = LX;Y , (29)

(27) holds from the conditional independence of X and Z by the definition of a
Markov chain; so for all (x, y, z) ∈ X × Y × Z

P(X = x|Y = y) = P(X = x|Y = y, Z = z). (30)

(28) holds from the convexity of �. (29) follows from y′ defined above. From
(29), LX;Z ≤ LX;Y . ��

Proof (Average-case leakage).

LX;Z ≤
∑

z∈Z
P(Z = z)

∑

y∈Y
P(Y = y|Z = z) · �(X, (X|Y = y)) (31)

=
∑

y∈Y
P(Y = y) · �(X, (X|Y = y)) = LX;Y (32)

(31) holds from (28). ��

Theorem 7. Let X, Y , and Z be discrete, finite random variables; such that
X → Y → Z form a Markov chain in that order. Leakage from X to Z is upper
bounded by leakage from Y to Z for any symmetric leakage defined under any
convex distribution difference �. (Symmetry is achieved when leakage computed
in one direction is always equal to leakage in the opposite direction.)

Proof. The proof follows the symmetry of the leakage and Theorem6 above. ��

5.1 Generalized Cut-Blur Principle

We extend our original problem statement to the following scenario:
Given a frame F = (LO, CH,D, ends, traces), let src, cut, obs ⊆ CH be any

three subsets of CH, such that cut is a cut-set partitioning src from obs. Let S,
C, and O be the sets src-runs∗, cut-runs∗, and obs-runs∗, resp. We are given a
partitioning function f(·, ·) and a pmf pS,C(·, ·) over the joint space S × C, and
so the a posteriori distributions are now conditioned on C = c for c ∈ C. We
assume that there are no all zero rows or columns in pSC(·, ·); and we define
the random variables S, S|C, and Rf , representing the a priori remote behavior,
the a posteriori remote behavior at the cut set, and information intentionally
revealed at the cut channels as before.
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We can apply Theorem 6 and 7 to obtain a generalization of the cut-blur
principle in cases where a cut-set imposes a Markov chain on the source, cut,
and observable random variables. The leakage bounds below hold for any pmf
pS,C,O(s, c, o) over the joint space S ×C ×O. In other words, the leakage bounds
hold for any conditional distribution pO|C(o|c).

Corollary 2. Given a cut-set that imposes a Markov chain on the source, cut,
and observable random variables; the leakage of the source behavior at the observ-
able channels is bounded by the leakage of the source behavior at the cut when
leakage is defined under a convex distribution difference �. If the leakage is addi-
tionally symmetric, it is also bounded by the leakage of the cut behavior at the
observable channels.

Corollary 3. Suppose that the secret information X is not the remote behavior,
but determined by the source behavior; so X = g(S).

In this case, the leakage of X at the cut is bounded by the leakage of X at the
source channels when leakage is defined under a convex distribution difference �.
If the leakage is additionally symmetric, it is also bounded by the leakage of the
cut behavior at the observable channels.

Corollary 4. Given a cut-set that imposes a Markov chain on the source, cut,
and observable random variables and a leakage which is symmetric and defined
under a convex distribution difference; zero leakage of the source behavior at the
cut implies zero leakage of the source behavior at the observable channels, zero
leakage of X = g(S) at the cut, and zero leakage of X at the observable channels
�.

Since leakage under maxH-difference is symmetric and defined under a convex
distribution difference, Theorems 6 and 7 and Corollaries 2–4 apply; in particular,
the cut-blur principle is obtained from Cor. 4 under maxH-difference.

Corollary 3 bounds the leakage from X to C. Suppose we wish to compute
the leakage from X to C instead, rather than merely obtaining a bound for it.
Since we are given the function g(·) which relates S to X, we can compute the
a priori and a posteriori distributions of X and X|C = c from g(·) and the pmf
pSC(·, ·), and leakage is computable as the max or average difference between
the a priori and a posteriori distributions.

6 Extensions to Our Results

Only completed runs were considered in Sects. 3–5: Zero leakage under maxH-
difference and limited disclosure were proven equivalent only up to completed
runs. Likewise, the generalization of the cut-blur principle applies only to com-
pleted runs.

Suppose that we are provided a function ht : O → Ot mapping the completed
observations to partial observations at some relativistic time t, so that every
completed run maps to the unique partial run at time t from which it can
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progress to completion. Then, we can define a random variable Ot = ht(O),
and S → C → O → Ot form a Markov chain. Thus the leakage to the partial
observations Ot is bounded above by the leakage to the completed observations,
assuming that the leakage is symmetric and defined under a convex distribution
difference. Moreover, we can compute a tighter bound on the leakage to Ot given
ht(·), in much the same way that we computed the leakage from X to C given
g(·) in Sect. 5.1.

Suppose that we were provided the conditional probability pC|S(·|·). Then,
leakage can be defined as the maximum (over all possible a priori distributions
pS(·)) of the maximum or average (over the r’s and o’s) difference between the
a priori and a posteriori distributions; and the results from the Sects. 4 and 5.1
trivially carry through. Under Shannon-difference, these correspond to channel
capacity and cascading channel bounds.
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Abstract. An Abstract Argumentation Framework (AAF) represents
a useful technique for the analysis of arguments supporting or discour-
aging decisions (i.e., information can be in conflict). In particular, we
apply Abstract Argumentation to support the administration of security
in computer networks. Our approach captures the high-level topology
of a system and helps to specify which and where security countermea-
sures are more appropriate. We design a quantitative analysis on AAFs
(modelling our domain knowledge) with the purpose to compare different
decisions and select the most suitable one to protect the critical assets.

1 Introduction

Arguments distinguish themselves from proofs by the fact that they are defeasi-
ble, that is, the validity of their conclusions can be disputed by other arguments.
Therefore, whether an argument is accepted depends on the existence of possible
counterarguments, which can themselves be attacked by other counterarguments
(and so on). Nowadays, a part of research on the topic of Argumentation The-
ory is based on Abstract Argumentation [13]. The central concept in this work
is an Abstract Argumentation Framework (AAF), which is essentially a directed
graph 〈A,R〉 in which arguments A are represented as nodes, and attack relations
R are represented by directed edges. Given an AAF, one can find all accepted
arguments depending on the selected argumentation semantics, which is defined
by a certain degree of scepticism or credulousness.

In this work we focus on the application of Abstract Argumentation for
decision-making during the risk management of an IT system. We assume that
the administrator of the considered system has already identified the main
threats, and would like to check whether the installed security controls are
sufficient to maintain the risk level at minimum. Such analysis may be used
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separately, or as a part of the overall risk assessment process (see, for example,
[1,11,14,16,24]). The main goal of any risk assessment is to check whether the
security goals are achieved (e.g., to protect critical assets). Moreover, security
should not violate the core business goals for operating the system. For exam-
ple, security controls should not significantly impact its productivity. In addition,
some controls may conflict with each other, reducing the overall security level.

Usually, the three steps performed to reason with (Abstract) Argumentation
are, (i) first to identify the knowledge base to generate a set of arguments and
determine in which ways these arguments attack each other, then (ii) to deter-
mine the sets of arguments that can be accepted, using a pre-defined criterion
corresponding to an argumentation semantics, and finally, (iii) to identify the
set(s) of accepted conclusions. This procedure can help us to determine whether
the system has enough controls to deal with every possible threat [19]. On the
other hand, this qualitative analysis does not allow checking the effectiveness of
the installed measures and, also, comparing different alternatives.

In this paper, we extend the capability of analysis of IT networks with
AFFs [19], by introducing a quantitative analysis on top of it. We add weights
to AFFs and we consider it as a weighted graph. The aim is to perform a pre-
computation on the graph to measure the effects of security controls on possible
penetrations. Each node (argument) in the considered AAF is associated with
two values denoting a positive and a negative effect respectively. We assign val-
ues to controls, whose meaning is the amount of protection provided by each of
them, and values to threats, which represent a strength score of attacks, mea-
suring their impact. In our model we also consider conflicting controls, which
may reduce the efficiency of each other, e.g., a networks-based IDS and a VPN
over the same network.

The paper extends the work in [19] by proposing a quantitative analysis
of resilience of the network against separate penetrations (i.e., attacks with a
single origin). The paper is structured as follows: in Sec. 2 we provide the nec-
essary background notions related to AAFs (Sec. 2.1) and semiring algebraic
structures (Sec. 2.2). In Sec. 3 we describe how to build an AAF by using the
network-topology description of a system. The AAF quantitative analysis using
c-semirings is introduced in Sec. 4. The related work is analysed in Sec. 5. Finally,
Sec. 6 wraps up the paper and proposes the intended future work.

2 Background

2.1 Abstract Argumentation Frameworks

In this section we briefly summarise the background information related to clas-
sical Abstract Argumentation Frameworks (AAFs) [13].

Definition 1 (AAF). An Abstract Argumentation Framework (AAF) is a pair
〈A,R〉 where A is a set of arguments, and a binary relation R ⊆ A×A. ∀a, b ∈ A,
aR b (or, a � b) means that a attacks b. An AAF may be represented by a
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Fig. 1. An example of AAF.

directed graph whose nodes are arguments, and edges represent the attack rela-
tion. A set of arguments S ⊆ A attacks an argument a, i.e., S � a, if a is
attacked by an argument of S, i.e., ∃b ∈ S.b � a.

Definition 2 (Defence). Given F = 〈A,R〉, an argument a ∈ A is defended
(in F ) by a set S ⊆ A if for each b ∈ A, such that b � a, also S � b holds.

The “acceptability” of an argument can be defined under different seman-
tics σ, depending on the occurrence of its membership to some sets, called
extensions : such semantics characterise a collective “acceptability” for argu-
ments. In Definition 3 we only report the original semantics given by Dung [13]
(successive proposals can be found in the literature [21, Chap. 2.5]: σ =
{adm, com, prf , stb, gde}, which stand for admissible, complete, preferred, sta-
ble, and grounded semantics.

Definition 3 (Semantics [13]). Let F = 〈A,R〉 be an AAF. A set S ⊆ A is
conflict-free (in F), denoted S ∈ cf (F ), iff there are no a, b ∈ S, such that a � b
or b � a ∈ R. For S ∈ cf (F ), it holds that (i) S ∈ adm(F ), if each a ∈ S is
defended by S; (ii) S ∈ com(F ), if S ∈ adm(F ) and for each a ∈ A defended by
S, a ∈ S holds; (iii) S ∈ prf (F ), if S ∈ adm(F ) and there is no T ∈ adm(F )
with S ⊂ T ; (iv) S ∈ stb(F ), if for each a ∈ A\S, S � a; (v) S = gde(F ) if
S ∈ com(F ) and there is no T ∈ com(F ) with T ⊂ S.

We also recall that the different requirements in Definition 3 define an inclu-
sion hierarchy on the extensions: from the most to the least stringent we have
stb(F ) ⊆ prf (F ) ⊆ com(F ) ⊆ adm(F ). For such reason, this hierarchy also
defines a degree of credulousness (conversely, “strength”) for a considered sub-
set of arguments, e.g., the stable semantics is the least credulous (strongest)
among all, and this is why it will be extensively used in the rest of the paper.
The grounded extension is the minimal fixed point (on complete extensions) of
a framework: it minimises the arguments that are taken in.

Moreover, we can also define a strength level for each argument. A sceptically
accepted argument proves to be stronger than a credulously accepted one.

Definition 4 (Arguments acceptance-state). Given one of the semantics σ
in Definition 3 and a framework F , an argument a is (i) sceptically accepted in
iff ∀S ∈ σ(F ), a ∈ S, (ii) a is credulously accepted if ∃S ∈ σ(F ), a ∈ S and a is
not sceptically accepted.

Example 1. Consider F = 〈A,R〉 in Fig. 1, with A = {a, b, c, d, e} and
R = {a � b, c � b, c � d, d � c, d � e, e � e}. In F we have
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adm(F ) = {∅, {a}, {c}, {d}, {a, c}, {a, d}}, com(F ) = {{a}, {a, c}, {a, d}},
prf (F ) = {{a, d}, {a, c}}, stb(F ) = {{a, d}}, and gde(F ) = {a}. Hence, argu-
ment a is sceptically accepted in com(F ), prf (F ) and stb(F ), while it is only
credulously accepted in adm(F ).

2.2 C-Semirings

In this work we use c-semiring [6] with the purpose to generalise the discussion
on quantitative aspects of our approach: c-semirings abstract the considered
metrics and operators over them. This algebraic structure allows us to specify
the main qualities of our approach, up to the constraints of c-semirings.

A c-semiring can be defined as a domain of values D and two different oper-
ators defined over D: multiplication (⊗) and addition (⊕). Moreover, we have
two special elements in this domain: the worst (bottom) value 0, and the best
(top) one 1 (see [6] for more details). Formally,

Definition 5. A c-semiring S is a tuple 〈D,⊕,⊗,0,1〉 where

– D is a (possibly infinite) set of elements and 0,1 ∈ D;
– ⊕ is a binary, commutative, idempotent, and associative operator, with 0 as

is its unit element and 1 as is its absorbing element;
– ⊗ is a binary, commutative, associative, and distributive over ⊕, with 1 as is

its unit element and 0 as is its absorbing element;

Definition 6. ≤S is a partial order relation over D: s1 ≤S s2 iff s1 ⊕ s2 = s2.

Anytime we are able to prove that some security metric satisfies the require-
ments above, then this metric can be automatically used in our framework as a
particular instance of a c-semiring.

Example 2. Some c-semirings that can help representing security-related prob-
lems (applying various security metrics [17]) are the following ones:

Cost of penetration: S1 = 〈N ∪ +∞,min,+,+∞, 0〉, also known as tropical
semiring. It is commonly used with the aim to minimise costs.

Skill level: S2 = 〈{1, 2, 3, 4, 5},min,max, 5, 1〉. It is derived from the Fuzzy
semiring.

Probability of success: S3 = 〈[0, 1],max,×, 0, 1〉, also known as the Viterbi
semiring. It is commonly used to maximise the probability of an event.

Cost of penetration can be measured with natural numbers and the best
cost for the attacker is 1 = 0, while the worst cost is 0 = +∞. Every step
requires additional cost (arithmetic sum +), when among several alternatives
the cheapest one is selected (min operation). Thus, cost of penetration can
be modelled with the tropical semiring, i.e., S1. Similarly, the probability of
successful penetration metric is an example of Viterbi semiring S3.
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3 Modelling Security Systems with Argumentation
Frameworks

In this section we show how to draw an AAF that models our problem, with in
mind the successive security analysis of complex networks (later in Sec. 4). Our
approach is based on the topology of a network in order to: (i) precisely indicate
the source and target of a threat; (ii) explicitly check that there is a possibility
for a threat to propagate from its source to its target; (iii) indicate the place in
the network where security countermeasures are the most effective.

3.1 Running Example

As a running example we consider a hypothetical small research-and-
development company. The company collaborates with other enterprises to
develop high-tech goods. Thus, such company would like to protect its knowledge
from external attackers (i.e., a PKE goal), and internal dishonest employees e.g.,
deliberately spreading sensitive information (i.e., a PKI goal).

A company administrator has identified the following threats and security
controls to achieve the security goals and protect against the identified threats:

• hacker penetration (HP):
∇ host IDS (HI),
∇ network IDS (NI);

• employee abuse (EA):
∇ VPN (virtual private network) (VPN),
∇ encrypted line (EL);

As usual, the administrator would like to know: Is the current protection
enough? What can improve the security system? In the following of this paper
we help the administrator to answer to these questions.

3.2 From Topology to AAF

We use a simplistic model for network topology, which can be seen as a (topol-
ogy) graph TG = 〈E,L〉 with elements E of the network (devices, channels,
and networks) as nodes, and edges L representing direct communication-links
between these elements. Channels can be seen as special sub-networks work-
ing over the more general network, and they require a special attention (e.g.,
protection).

Example 3. The considered company has an IT system (see Fig. 2) contain-
ing only two devices: a server SV (where the secret information is stored
and processed), and a workstation WS (a terminal of an operator) connected
by a local access network LAN . WS is also connected to the Internet for
general usage. In addition, we also consider a special communication channel
CH between WS and SV , working over LAN . More devices may have access
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Fig. 2. A model for the topology of our running example.

to LAN , so channel CH provides additional protection to the most important
communication sessions. In this work we consider only SV and WS as members
of LAN , for the sake of simplicity.

The sets of all the elements in the considered network is E = {WS , SV , LAN ,
CH , INT}, and connection links are L = {〈WS,LAN〉, 〈SV ,LAN〉, 〈WS,CH〉,
〈SV ,CH〉, 〈CH,LAN〉, 〈WS, INT 〉}. Besides to links between devices and net-
works, we also add a link between the LAN and CH in order to show that
CH is working over LAN . Figure 2 shows the corresponding topology-graph
TG = 〈E,L〉.

We consider only one type of threat when a penetrator is able to manipulate
an element, or connect to a network. Every element of network and every direct
communication-link can be either in compromised or in protected state and
represented as a negative or a positive argument correspondingly.

When an element is directly connected to another one, this means that the
couple of arguments for the former element attacks the couple of arguments
for the connecting link, which in turn attacks the couple of arguments for the
latter element.1 By an attack between two couples of arguments we mean that
the negative argument of the first couple attacks the positive argument of the
second couple, and vice versa. For example, Fig. 3 shows how a network and a
device are connected together in this way: we show the relative arguments and
attacks, as previously explained. An example of network-through connection of
one device to another one (and vice versa) is depicted in Fig. 4 instead.

Fig. 3. Attacks between arguments of a generic network-device connection.

1 We do not distinguish between incoming and outgoing control, but this separation
can be easily taken into account by using two couples of connecting arguments (one
for incoming and another for outgoing traffic), instead of only one couple.
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Fig. 4. Attacks between arguments of a generic device-network-device connection.

Thus, now we can transform our topology graph into a graph composed by
arguments, i.e., an AAF. We can see each argument as either positive, which
means that the considered element (or connection link) is not controlled by a
penetrator, or negative, which denotes the fact that an element (or a connection
link) is under the control of a penetrator. Thus, initially our AAF only contains
the nodes for seizing threat propagation.

Let Q be a set of all threats we would like to consider, plus a seizing control
threat qint ∈ Q. We denote a protection argument of threat type q for an element
e as P q(e), while Cq(e) denotes the compromising argument for the same element
and the same threat type. The same arguments for the communication links
between e1 and e2 are P q(e1 − e2) and Cq(e1 − e2).

Let e1 and e2 be two directly connected elements of a network. By e1
q−→ e2

we denote a graph subTF = 〈subA, subR〉, similar to Fig. 3, where subA =
{P qint(e1), Cqint(e1), P q(e1−e2), Cq(e1−e2), P q(e2), P q(e2)}, and where subR =
{〈P qint(e1), Cqint(e1)〉, 〈Cqint(e1), P q(e1 − e2)〉, 〈P q(e1 − e2), Cq(e1 − e2)〉,
〈Cq(e1 − e2), P q(e2)〉, 〈P q(e2), Cq(e2)〉}. We also use a similar notation to show
that an element may attack some positive argument a : e1

q−→ a to express a
graph subTF = 〈subA, subR〉 formed by three arguments, such that: subA =
{P q(e1), Cq(e1), a}, subR = {〈P q(e1), Cq(e1)〉, 〈Cq(e1), a〉}.

Let TF = 〈A,R〉 be an preliminary AAF assembled from TG = 〈E,L〉
as follows: for every communication link l = 〈e1, e2〉 ∈ L, add e1

qint−−→ e2 and
e2

qint−−→ e1 to TF .

3.3 Threats

Since there are threats that do not require seizing control over elements, but
have other negative effects (e.g., they lead to information leakage), we use dif-
ferent arguments for such threats, marked by different threat-type indexes (q).
Nevertheless, such attacks require access to the target element: a penetrator has
to control some element that is connected to the target, and only then the final
step can be executed.
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Every threat has a single2 origin, i.e., the element through which the threat
enters into the network, and a target, i.e., the element that, once compromised,
leads the threat to success.3 Thus, we denote a threat as T (E1, E2, Q): T iden-
tifies a specific threat, E1 is the origin (i.e., an element from set E), a tar-
get element E2 from the same set, and a threat type q ∈ Q. For example,
HP(INT ,SV , qint) means that a hacker penetration (HP) starts from the Inter-
net and targets seizing control over server SV .

3.4 Security Controls

Let C be the set of all the controls. Every security control can be seen as a
new element of a network, linked to some existing element. A control cannot be
compromised, and it always attacks a compromising argument for the protected
element. We add two additional elements in between, in order to represent a
link, as it is done in Fig. 5. Conflicting controls do not attack each other directly,
but they affect the protective argument for this link.

Fig. 5. An example of modelling a conflict between two security controls, NI and VPN.

Let CE be a set of potentially compromised entities, which can be defined
as a tuple: {E ∪ L ∪ 〈C, {E ∪ L}〉} × Q denotes an element, a link or a link
between a control and an element, affected by a threat of a specific type. Then
a security control can be formalised as C(2CE, 2CE, 2G), where G is the set of
goals. Thus, in order to define a control, we specify its name from the set C, a set
of the topology elements or communication links that is protected by the control
against a specific threat type; a set of conflicts between the considered control
and other controls protecting some elements or communication links against a
specific threat type; and the business goals affected by the control. For example,
a VPN can be seen as VPN ({〈WS ,CH 〉 × qint}, {NI × CH × qint,MF × WS −
2 In the current modelling we do not consider distributed attacks.
3 One may argue that a threat also should specify a goal, next to the compromised

element, e.g., a hacker may want to attack the PKE goal. In this paper we assume
that every threat is binary linked to its goal, and an explicit specification of this
goal is then redundant.
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CH × qabuse}, ∅). This means that a VPN protects the connection between WS
and channel CH from being used by unauthorised users. Moreover, it prevents
a network-based IDS to protect channel CH in full power; however, no business
goal is affected.

3.5 Methodology

Let TG = 〈E,L〉 be a topology graph, T , C and G be the sets of threats, controls
and goals respectively. In the following, we use T , C and G as arguments, without
explicitly stating this. Goals and countermeasures could be seen as protective
arguments, when threats are compromising arguments. Then, we extend the
preliminary argument framework TF and build the final AAF = 〈A,R〉 in the
following way:

1. Start with TF built from TG : AAF = TF .
2. Add goals to AAF : A = A ∪ G.
3. Add threats to AAF . For every threat t(e1, e2, q) attacking goal g ∈ G:

(a) Connect the threat itself to the origin of the threat. A = A ∪ {t}, R =
R ∪ {〈t, P qint(e1)〉};

(b) If q = qint then
i. add an attack from the target element to the goal: R = R ∪

{〈Cqint(e2), g〉};
(c) else

i. add a special couple of arguments for the target element e2 marked
with the type of threat eq2: add eq2

q−→ g to AAF ;
ii. for all elements e′ connected to e2: add e′ q−→ eq to AAF .

4. Add security controls to an AAF . For every control c(CEp,CEc, Gc):
(a) Add to AAF an argument for a control: A = A ∪ {c};
(b) Connect a control with the protected entities by adding two intermediate

arguments for that link. ∀cep = 〈e, q〉 ∈ CEp (or cep = 〈l, q〉 ∈ CEp):
i. A = A∪{Cq(c−e)}∪{P q(c−e)} (or A = A∪{Cq(c−l)}∪{P q(c−l)});
ii. R = R∪〈c, Cq(c − e)〉∪〈Cq(c − e), P q(c − e)〉∪〈P q(c − e), Cq(e)〉 (or

R = R ∪ 〈c, Cq(c − l)〉 ∪ 〈Cq(c − l), P q(c − l)〉 ∪ 〈P q(c − l), Cq(l)〉);
(c) Add the conflicts between controls as attacks. For all ∀cec = 〈c2 − e, q〉 ∈

CEc (or cep = 〈c2 − l, q〉 ∈ CEc):
i. A = A ∪ {Cq(c − c2 − e)} (or A = A ∪ {Cq(c − c2 − l)});
ii. R = R ∪ 〈c, Cq(c − c2 − e)〉 ∪ 〈Cq(c − c2 − e), P q(c2 − e)〉 (or R =

R ∪ 〈c, Cq(c − c2 − l)〉 ∪ 〈Cq(c − c2 − l), P q(c2 − l)〉);
(d) Add the conflicts between a control and the goals, as attacks. For all

∀gc ∈ Gc

i. R = R ∪ 〈c, gc〉.

Example 4. First we identify all the goals, threats, and countermeasures. The
set of goals has been already defined in Sec. 3.1: Ag = {PKE ,PKI }.

The formal definitions of threats are:

– hacker penetration (to SV): HP(INT ,SV , qint);
– employee abuse of WS (through the Internet): EA(WS , INT , qabuse).
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Fig. 6. The AAF for the analysis of the EA threat.

Fig. 7. The AAF for the analysis of HP threat.

Hacker penetration needs the ability for a penetrator to use SV (the server).
Thus, an additional node for this threat is not required (see steps 3c-i and 3c-ii):
only a link from the target elements to the compromised goal is added (3b-i).

On the other hand, we have to add an additional argument for the abuse
threat. First, we add an argument for the threat, and then we connect it to the
origin: A = A ∪ {EA} and R = R ∪ {〈EA, P qint (WS )〉}. Then, we add an attack
for compromising the security goal (step 3c-i) for arguments marked with threat
“abuse” (qa) rather than “integrity” (qint: INT a qa−→ PKI ). Finally, we add a
link between WS and the newly added arguments-couple: WS

qa−→ INT a. Note
that if a dishonest employee knows about the monitoring of its traffic going to
the Internet, and there is another node in the network connected to the Global
Network, then she (theoretically) may compromise another device in the LAN ,
and redirect the secrete data through it.

Now we are able to add the security controls installed in the system. These
controls may be defined as follows:

– Network-based IDS: NI ({LAN × qint ,CH × qint}, ∅, ∅).
– Host-based IDS: HI ({SV × qint}, ∅, ∅).
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– Monitoring functionality: MF ({MF , 〈WS , INT 〉 × qa}, ∅, ∅).
– VPN: VPN ({CH × qint}, {NI × CH × qint ,MF × 〈WS ,CH 〉 × qa}, ∅).
– Encrypted line: EL({CH × qint}, {NI × CH × qint ,MF × 〈WS ,CH 〉 × qa}, ∅).

Two observations are important here. First, every definition of security con-
trol should be defined by experts in terms of rules to be applied. For example,
Network-based IDS protects not only the primary network, but also sub-networks
(if it has access to them). Second, we see that VPN and EL have negative effects
on the operation of a network-based IDS and monitoring tools. Note that the
second negative effect is not important in our example, since the monitoring of
channel CH is not required.

Figures 6 and 7 show the AAFs for the analysis of potential abuse and hacker
penetration. We purged Fig. 6 of the arguments not relevant for our analysis.
Moreover, in Fig. 7 we removed the indexes for the attack type, since it is qint
everywhere.

4 Quantitative Analysis

By lifting the AAF obtained to represent the security of our system we can con-
sequently perform a quantitative security-analysis. By cost we mean a numerical
representation describing any resource the attacker has to consume to propagate
further (e.g., cost, time, skill level, probability of success). Every such score is
modelled as a c-semiring, and it has to satisfy all the properties in Sec. 2.

For every argument a ∈ A we consider two values denoting a positive (pro-
tective) effect dpa and a negative (threatening) effect dna . For the conflicting effect
of one control onto another one we use an additional value dca. Initially, we assign
dpa = 1 and dna = 1 for each argument. In other words, a penetrator pays no cost
trespassing through the network and all the installed countermeasures are not
able to stop her.

First, we prepare the graph for the analysis by pre-computing the effects of
security controls on the possible penetration. We assign values to controls, whose
meaning is the amount of protection provided by countermeasure. Control values
are assigned to the positive arguments connecting the countermeasure argument
c, and the arguments for the affected element e or link l, i.e., to argument P (c−e)
(or P (c − l)) for the considered threat type. The meaning of these values is the
additional obstacle the penetrator has to bypass in order to advance further.
The conflicting effect of one control c is assigned to the negative arguments
connected to the positive argument of another control c2 affecting an element
e or link l, i.e., to argument C (c − c2 − e) (or P (c − c2 − l)) (see Fig. 7). The
meaning of this conflicting effect is the reduction of the protective power of the
affected countermeasure. Finally, we are able to modify the values related to
the protective arguments of network elements. The positive effects increase the
penetration cost. In the simplest case, no value is provided and, thus, only the
countermeasures prevent a penetrator to reach its goal without any cost.

We define a special associative operation � : S × S �→ S, which reduces
the effect of a countermeasure due to the installation of another (conflicting)
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countermeasure. The concrete form for this operation should be specified for
every specific c-semiring separately. We do not impose any additional constraint
on the definition of this associative operation, and we require � only to return
a value from the c-semiring domain. Thus, if one control has a positive value
dpa and another one conflicts with the first one with a value dca′ , the resulting
positive effect of the first control is: dpa = dpa � dca′ .

Example 5. Consider the cost of penetration defined in Example 2; � can
be defined as: s1 � s2 = d1 − d2 if d1 − d2 ≥ 0 or 0 otherwise. An example of
value assignment to two conflicting countermeasures is shown in Fig. 7. In this
example, the final value for P (NI − CH) (denoted as dpP (NI−CH)) is impeded
by C (V PN −NI −CH) with value 3 (denoted as dcC (V PN−NI−CH)). Thus, the
resulting positive effect value for P (NI − CH) is dpP (NI−CH) = dpP (NI−CH) −
dcC (V PN−NI−CH) = 5 − 3 = 2.

Similarly, for the skill level c-semiring (see Example 2) � can be defined
as: s1 � s2 = d1 − d2 if d1 − d2 ≥ 1 or 1 otherwise.

For probability of success c-semiring � can be defined as: s1 � s2 =
d1+d2−d1d2, where the meaning of the value of s2 is the conditional probability
to overpass the control due to the additional obstacle for that control.

Now we can pre-compute the control effects. Let C contain all the counter-
measures, and for all the arguments we have their values as defined above. In
order to get a resulting effect for every control, we need to re-compute the posi-
tive effect of each argument a ∈ A such that a = P (c − e), with c ∈ C. For this
purpose we repetitively apply � to the initial positive value of an argument and
all the values of the arguments attacking it, i.e., ∀a′

i ∈ A (〈a′
i, a〉 ∈ R : dpa =

((...(dpa �dca′
1
)� ...)�dca′

n
). At the end of this step, all the countermeasure effects

are ready to be taken into account.

Analysis phase. Consider our AAF = 〈A,R〉 as updated with the effect of
countermeasures and the values assigned to nodes. Let also ai be the argument
for the considered threat.

We slightly modify the Dijkstra algorithm [12] for a shortest-path search [7],
simplifying the Floyd-Warshall algorithm based on semirings [8].

1. Put ai in set ai → Aw and mark it.
2. While Aw is not empty:

(a) extract a from Aw such that ∀â ∈ Aw(dna ⊕ dnâ = dna).
(b) for all a′ ∈ A such that ∃〈a, a′〉 ∈ R and a′ is not marked:

i Aggregate the values d̄na′ = dna
⊗

∀〈a′′,a′〉 dpa′′ .
ii dna = d̄na′ .
iii Mark a′.
iv If a′ is the target node - exit.
v Add a′ to Aw.
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Note that after such pre-analysis phase, the values denoting positive effects
do not change. Moreover, because of the properties of ⊗ we have that d̄na′ ⊕
dna = d̄na′ (item i in the algorithm). Thus, we always know the final values
of computation at step 2b-i as soon as we reach it. We mark out the already
considered arguments, in order to avoid re-processing them once again.

The result corresponds to the final negative values for the target nodes. In
Examples 6 and 7 we show the result of our quantitative analysis on the two
previously presented examples, i.e., employee abuse (EA) and hacker penetration
(HP) respectively.

Example 6. First consider the AAF for the analysis of employee abuse shown
in Fig. 6. Here we analyse the probability of success, and we use the c-
semiring S3 = 〈[0, 1],max,×, 0, 1〉 from Example 2 and the � operation defined
in Example 5.

First, we assign the initial values to nodes as specified. In our example, for
every argument a we compute the initial value as dpa′/dna′ ; we compute it as
dpa′/dna′/dca′ in presence of two conflicting controls. Since in S3 we have that
0 = 0 and 1 = 1, then we assign 1/1 to all the arguments. Afterwards we
specify that monitoring of the connection of WS to the Internet stops 90 % of
attempts. We also assume that the probability that an employee starts behaving
dishonestly is 50 %. Initially assigned values and the origin of the threat (EA)
are indicated with a frame around the values. No conflicting effects have place.

Thus, the pre-analysis phase does not change any value (and P int(MF −
WS − INT ) in particular). Then, we can start from the origin of the threat and
find the best path to the target argument (the goal PKI).

The computation is simple and its result step by step is (as it is also indicated
in Fig. 6):

1. dnP int (WS) = dnEA ⊗ dpEA = 1 × 1 = 1
2. dnCint (WS) = dnP int (WS) ⊗ dpP int (WS) = 1 × 0.5 = 0.5
3. dnP a (INT−WS) = dnCint (WS) ⊗ dpCint (WS) = 0.5 × 1 = 0.5
4. dnCa (INT−WS) = dnP a (INT−WS) ⊗ dpP a (INT−WS) ⊗ dpP (MF−INT−WS) = 0.5 ×

1 × 0.1 = 0.05
5. dnPKI = dnCa (INT−WS) ⊗ dpCa (INT−WS) = 0.05 × 1 = 0.05

Example 7. Consider the analysis for the hacker penetration threat (HP) (see
Fig. 7) with cost of penetration c-semirings S1 = 〈N ∪ +∞,min,+,+∞, 0〉
from Example 2 and the � operation defined in Example 5.

First, we assign 1 = 0 to positive and negative values for all the nodes.
Then, we assign a positive effect of NI : 5 for LAN and 5 for CH ; and positive
effect of VPN : 10 for CH. Then, we see that VPN has a negative impact to
the protection of the channel CH by NI (with value 3). Therefore, we need the
pre-analysis computation of the real effect of NI on CH, in presence of VPN :
dpP (NI−CH) � dcC (V PN−NI−CH) = 5 − 3 = 2. We also assume that the hacker
needs some effort to compromise WS (with value 2) and SV (with value 3).
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Now, by executing the algorithm provided in this section, we find that
dnPKE = dpP (WS) ⊗ dpP (NI−LAN) ⊗ dpP (SV ) = 2 + 5 + 3 = 10, since the alter-
native path (through CH ) results in a score of dnPKE = 17. Hence, we prefer the
path with the lowest (best) cost, i.e., 10.

5 Related Work

Since the application of Argumentation to Cybersecurity-related issues is rela-
tively a new field (or, at least, not deeply investigated), there is a few related
work to be mentioned. A bunch of works applying Argumentation-based conflict-
resolution to the specific case of firewall rules are [3–5]. In our approach, how-
ever, we provide a general reasoning-tool, not focused on firewall rules only, but
applicable to network security in general.

In [9] the authors formalise the reasoning about access control using a plan-
ning theory formalised in Dung’s abstract argumentation framework [13]; such
planning is based on an adaptation of Dung’s notion of defence. Their formal
argumentation framework allows arguments about the backward derivation of
plans from objectives and policy rules (abduction), as well as arguments about
the forward derivation of goals from general objectives. Parties negotiate to find
an agreement about which policy to apply, even though there may be more than
one way to achieve a security objective.

A first general and introductory work on Argumentation and Cybersecurity
is proposed in [22]. There the authors suggest the use of Argumentation to pro-
vide automated support for Cybersecurity decisions. Three different tasks where
Argumentation can contribute are surveyed in the paper: first, the establishment
of a security policy, drawing from a range of information on best practice and
taking into account likely attacks and the vulnerability of the system to those
attacks. Secondly, the process diagnosis to determine if an attack is underway
after some apparent anomaly in system operation is detected; the final goal is to
decide what action, if any, should be taken to ensure system integrity. At last,
Argumentation can be used to reconfigure a security policy in the aftermath of a
successful attack: this reconfiguration needs to ensure protection against future
similar-attacks, without creating new vulnerabilities.

The work in [10] introduces an approach for the enforcement of security
requirements based on argumentative logic; the aim is to reason about activation
or deactivation of different security mechanisms under certain functional and
non-functional requirements. The framework is applied to an automotive on-
board system. Differently from this work, in [10] the authors take advantage
of Argument-based Logic Programming (see [21, Chap. 8]), and not Abstract
Argumentation (see Sec. 2.1).

In [18], some of the authors of this paper propose how arguments can support
the decision making process: the aim is to help the system security administrator
to react (or not) to possible ongoing attacks. For instance, a decision can be taken
either to disable traffic through port 80 or not to disable it. The work in [18]
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represents a first step along the line presented here; however, it does not consider
the topology of a network.

Finally, the overall idea of considering the behaviour of a penetrator as a
sequence of steps aggregated in a graph is similar to attack graphs [15,20,23,25].
One of the differences w.r.t. our work is that an attack graph considers the possible
exploitation of existing vulnerabilities as steps for a penetrator, while we assume
that the existence of a link between elements is already an opportunity for a pene-
trator. Thus, our approach analyses networks without scanning, implicitly taking
into account the existence possibility of zero-day, non-technical, and non-standard
vulnerabilities: in general, vulnerabilities that cannot be detected during network
scanning. Furthermore, our approach can model the potential conflicts between
controls and their effects on business goals.

6 Conclusion

In this paper we have proposed a high-level quantitative analysis of network sys-
tems by modelling knowledge with Abstract Argumentation Frameworks [13].
The main advantage of our approach is that the model construction is pretty
simple, since it only requires the topology description and the information about
threats, countermeasures, and main goals. Indeed, the AAF graph itself is com-
plex to read, but one can easily provide a supporting tool to automatise the
transformation and hide details. This is indeed one feasible direction for the
future work.

Specification of threats, countermeasures, and goals is context-specific and
it should be performed by a person who knows the system very well. On the
other hand, a knowledge-base can be defined by experts, with the purpose to
help the security analyst. For example, a network-based IDS protects a network
(not a device) from specific types of attacks. Conflicts between countermeasures
can also be pre-defined. Furthermore, even values for the analysis, which are
always difficult to specify, can be preassigned by an expert. Thus, it is possible
to limit the work of an analyst to selecting the most suitable choice, by using a
knowledge-base and additional predicates over the elements of a network.

In this work, we equipped Abstract Argumentation with a quantitative analy-
sis on the directed graph represented by the AAF itself. This does not invali-
date the original semantics-based analysis (see Sec. 2.1), but we flank other
preference-based approaches, as e.g., [2]. Hence, now it is not only possible to
find the different extensions satisfying one of the semantics in Sec. 2.1, but we
can compare these alternatives with our graph-based quantitative approach. In
the paper we have not considered such combined analysis, but we would like to
close this gap in the future, by designing a more comprehensive framework.

Finally, we plan to apply our approach in a real scenario and test its scala-
bility and usefulness.
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Abstract. Multi-cloud application management can optimize the provisioning
of cloud-based applications by exploiting whole variety of services offered by
cloud providers and avoiding vendor lock-in. To enable such management,
model-driven approaches promise to partially automate the provisioning pro-
cess. However, such approaches tend to neglect security aspects and focus only
on low-level infrastructure details or quality of service aspects. As such, our
previous work proposed a security meta-model, bridging the gap between high-
and low-level security requirements and capabilities, able to express security
models exploited by a planning algorithm to derive an optimal application
deployment plan by considering both types of security requirements. This work
goes one step further by focusing on runtime adaptation of multi-cloud appli-
cations based on security aspects. It advocates using adaptation rules, expressed
in the event-condition-action form, which drive application adaptation beha-
viour and enable assuring a more-or-less stable security level. Firing such rules
relies on deploying security metrics and adaptation code in the cloud to
continuously monitor rule event conditions and fire adaptation actions for
applications when the need arises.

1 Introduction

Security is considered as an important factor influencing the decision of business
organisations to move to the cloud. Cloud computing constitutes a major trend towards
provisioning applications and business processes in a flexible and suitable manner.
Cloud computing promises access to infinite resources on demand. However, especially
in public clouds, there are new risks which must be appropriately addressed to reduce
the probability of security breaches.

Security risks are increased when an application is deployed in a hybrid or
multi-cloud. These deployment modes are of interest to the research and business
community, as they offer advantages over single-cloud deployments: (a) no vendor
lock-in; (b) exploitation of great variety of cloud services such that the best possible
service level can be achieved. As such, we can now see some initial prototypes and
public platform extensions towards supporting the hybrid or multi-cloud provisioning
of applications.
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One main direction for achieving multi-cloud application provisioning comes via a
model-driven approach promising to partially automate the cloud application lifecycle
activities. Many research projects are working on the cloud deployment problem.
PaaSage (http://www.paasage.eu/) proposes a new domain specific language (DSL),
CAMEL [1], to describe the whole application lifecycle, thus facilitating automation of
the management of cloud deployments. Its architecture comprises three main modules
that cooperatively enable complete support of design- and run-time adaptation loops for
cloud deployments.

Unfortunately security is often overlooked in cloud deployment languages which
tend to neglect this critical aspect that must be addressed to increase trust in cloud
computing usage. To remedy this, our previous research focused on specifying security
aspects and considering them in optimising multi-cloud application deployment [2]. In
particular, CAMEL was extended with a security meta-model [3] to capture high- and
low-level security requirements and capabilities as well as appropriately linking them.
The latter meta-model leads to extending a deployment planner towards filtering the
cloud provider space based on user-defined security requirements.

To cover both runtime and design-time adaptation, this paper extends our work by
proposing using: (a) adaptation rules that are triggered by application security level
thresholds and (b) security metrics in the optimisation function of deployment planning
problems such that security level breaches are avoided in the long run. In essence, the
second bridges the gap when adaptation rules cannot deal with security level issues at
run-time and considers security in the design time loop as an equal factor with respect
to performance or cost to find application deployments with better security levels.
A critical success factor for the second direction is the appropriate design of optimi-
sation functions which suitably consider the trade-offs between security, performance
and cost. As such, this paper provides guidelines to application providers on how to
construct appropriate optimisation functions capturing such trade-offs.

The rest of the paper is structured as follows. Section 2 provides background
information on the PaaSage multi-cloud application lifecycle and our previous work on
optimising secure multi-cloud deployments. Section 3 constitutes the paper core by
presenting our security solution’s extended PaaSage architecture and the way adapta-
tion rules and optimisation functions are modelled. Section 4 applies our solution to a
use case thus highlighting its main benefits. Section 5 analyses related work. Finally,
the last section summarizes the paper and draws directions for further research.

2 Background

2.1 PaaSage’s Adaptive Model-Based Application Provisioning
Workflow

The PaaSage model-driven deployment approach relies on an extensive DSL capturing
many aspects in multi-cloud application life-cycle, including the specification of
requirement, deployment, scalability, organisation and provider models. This approach
relies on an architecture, shown in Fig. 1, comprising three modules: Upperware,
MetaDataDataBase (MDDB) and Executionware. Upperware is able to map user
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requirements and application profiles to concrete deployment plans to be executed by
the Executionware. The latter is responsible for monitoring the application and per-
forming scalability rule actions when respective events are triggered. The MDDB is the
medium for model-based communication between the previous two modules. It offers a
persistent storage for models as well as capabilities for sophisticated querying, event
listening and added-value fact derivation via a Knowledge Base.

Figure 1 shows a subset of each module’s components reflecting the flow of
information taking place during a cloud application’s deployment and provisioning.
Initially, user requirements and application specifications defined in CAMEL models
are provided via an IDE and stored in the MDDB. The profiler then exploits these
models to construct the application’s profile and a constraint optimisation problem
reflecting user Service Level Objectives (SLOs) and optimisation requirements. The
Reasoner then solves this problem to discover the best possible deployment plan for the
application. The Adapter inspects the deployment plan derived to find the differences
between the initial application configuration and the proposed one such that a minimal
deployment action set can be derived prescribing the way the proposed configuration
can be reached from the initial one. Executionware finally closes the runtime loop by
executing this minimal action set and deploying a measurement and assessment system
to monitor and detect SLO violations as well as react on them via executing scaling
actions described in local scalability rules that have been triggered.

However, Executionware cannot handle two cases: (a) the scalability limits pre-
scribed by the application configuration are reached preventing scalability rules from
being executed; (b) no scalability rule can address the current situation leading to user
SLO violations. In both cases, Executionware informs the Upperware to perform global
adaptation to close the design time loop by reaching a new application configuration
which is SLO-violation free. This is achieved by (a) the Reasoner which computes a
new application configuration by considering initial user requirements and current
application situation (e.g., current load led to violating SLOs) and (b) the Adapter
which derives a minimum deployment action set to reach the new configuration.

2.2 Security Aspects Consideration

Apart from the need to specify security requirements and capabilities, there are two
steps in the previous deployment flow where security must be considered to avoid

Fig. 1. Deployment workflow
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security level deterioration as well as increase trust in cloud computing by application
providers: (a) during reasoning to drive the derivation of a suitable deployment plan by
filtering cloud providers/services not satisfying the user-specified requirements;
(b) during runtime adaptation by using security-based scalability rules indicating the
security SLO violations that must lead to executing particular adaptation actions.

Our previous work [2] partially addressed the first step by advocating using two
types of requirements to filter cloud providers: security controls and security SLOs.
This work proposes a solution fully covering both steps as follows: (a) we advocate
considering security metrics in optimisation functions to drive the selection of
deployment plans which will tend not to violate the security requirements; (b) we
extend the sub-DSL of scalability rules called SRL [4] to transform it into an adaptation
rule DSL by covering both performance and security conditions for adaptation events
and considering different adaptation actions apart from scaling ones; (c) we extend the
PaaSage measurement and assessment architecture.

2.3 Security Modelling

We have proposed [3] a minimal but quite suitable security meta-model which was
integrated into CAMEL. Figure 2 depicts this meta-model comprising a small set of
concepts to be used for describing security requirements and capabilities. The main
starting point is the SecurityModel concept which represents a security model and is the
container for respective security elements that must be specified. The main security
concepts which can be instantiated in a security model are described below.

A SecurityProperty represents a security property at any abstraction level from
abstract to certifiable properties (represented by Certifiable concept). Such a property

Fig. 2. Security meta-model
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can be measured by a raw security metric or a composite one. The former type of
metric is immediately computed from security sensors, while the latter is computed
from lower-level metrics by executing an aggregation formula.

A SecurityControl represents a security control that may have to or has been
realized by a cloud provider. It constitutes the main construct for building high-level
security requirements as security controls represent coarse grained reflections of the
overall security level exhibited by a cloud provider. It also relates to security metrics
and properties. As such, we can go from high-level security requirements to low-level
ones and thus evaluate whether a promised high-level security level is delivered.

A SecurityRequirement can be refined into security control requirements and
security SLOs. A Security control requirement comprises a set of security controls
required from all cloud providers whose services are to be used for user application
deployment. A Security SLO is a type of SLO involving the evaluation of security
metric or property conditions. To symmetrically represent requirements and capabili-
ties, facilitating their proper matching, a SecurityCapability is refined into security
control capabilities and SLOs promised by cloud providers.

The security meta-model suitability and extensiveness is guaranteed through its
integration with CAMEL’s scalability rule (SRL) [4] and the requirement meta-models.
Both security metrics and properties are sub-classed to SRL metrics and properties thus
allowing their full specification by using the complementary information enabled by
these SRL concepts, including metric scheduling and aggregation formulas. Via this
integration, conditions on security metrics and properties can also be expressed by
using the MetricCondition and PropertyCondition concepts, which are sub-classes of
Condition used to specify SLOs in CAMEL requirement meta-model. By also
sub-classing security SLOs to SLOs, we can then fully support specifying security
SLOs.

Another integration point with the requirement meta-model is Optimisa-
tionRequirement enabling the specification of (security) optimisation requirements as
optimisation functions over a (security) metric or property for an application or com-
ponent. Such requirements are soft as they are directives to the Reasoner on how to
optimize the constraint problem considered. They also come with a capability to
include a priority dictating the relative significance of one requirement over the others
for the user.

2.4 Reasoning

The basic reasoning process filters the provider space based on VM and quality
requirements and attempts to find the best possible deployment solution based on a
simple optimisation requirement at the global level considering the aspect of cost or
quality (e.g., minimise cost or maximise application availability). This basic process
was extended by our previous work [2, 3] to become security-oriented. In particular,
our security meta-model allows the attachment of both types of security requirements at
the global level, holding for the whole application, and the component/local level,
holding for an application component. These security requirements are then used to
further filter the provider space based on the next matching procedures.
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The matching of security controls involves checking whether the security controls
required are covered by those realized by the current cloud provider. More formally, by
denoting as SCR the set of security controls required and as SCP the security controls
provided, the security control matching can be expressed as follows:

match SCR;SCP
� � ¼ ðSCR�SCPÞ ¼ ðSCR � SCP ¼¼ ;Þ

SLOs matching checks whether the SLO promised is stricter than that required.
More formally, if the required SLOR is expressed by condition X op1 v1 and provided
SLOP is expressed as X op2 v2, where X is a security metric, opi represent comparison
operators and vi values from the metric’s value type, SLO matching can be expressed
as:

match SLOR; SLOPð Þ ¼
v1 ¼ v2 ^ ðop1 ¼ op2Þ
v1 [ v2 ^ op1 ¼ � j\ð Þ ^ op2 ¼ � j\ð Þ
v1\v2 ^ op1 ¼ � j[ð Þ ^ op2 ¼ � j[ð Þ

8<
:

The matching is performed by transforming the user requirement and deployment
model to a constraint problem, where all globally required security controls are moved
to the local level to be satisfied for each application component. Then, security
matching for each application component and each cloud provider offering a com-
patible VM for this component maps to matching all security requirements posed and
security capabilities exhibited by the cloud provider. If there is no matching for a
security requirement, the respective VM offering is discarded from further reasoning.

Our previous work did not consider global security SLOs as this requires com-
bining and aggregating security metrics across the selected cloud providers for each
application component. Such global security SLOs are not widely used and only local
security SLOs are usually exploited. However, in this work, we advocate using such
security SLOs to also express global metrics involved in suitable optimisation functions
and thus be able to derive optimized deployment plans guaranteeing the user-required
security levels.

The deployment plan reasoner proposed considers simple optimisation functions
involving simple metrics like cost. Such functions can be enhanced not only based on
the aforementioned way but by also considering performance metrics aggregated across
some or all application components, as Sect. 4 will show. For instance, an application’s
execution time could be derived by adding its service components’ execution time, if
this application has a set of service components sequentially executed.

3 Deployment Security Monitoring and Adaptation
Approach

This section presents our security oriented extension of the PaaSage deployment
workflow and architecture. First it presents the modelling extensions to CAMEL [1] to
support the design-time and runtime adaptation loop, it then analyses how the con-
straint optimization problem is enhanced by using particular utility functions to close
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the design-time adaptation loop and explains how the PaaSage architecture was
extended according to which components. It finally explicates how our solution can be
applied as well as some guidelines to follow.

3.1 Modelling Extensions

To support both design-time and runtime adaptation loops, a slight and a more sig-
nificant extension to the security and SRL meta-models were performed, respectively.
The security meta-model was extended by adding a new concept called Secu-
rityOptimisationRequirement, sub-concept of OptimisationRequirement which indi-
cates whether the values of a particular metric must be minimized or maximized at the
level of application or its components, to declaratively support the specification of
security optimisation requirements associated only to security metrics. An example of a
security optimisation requirement would be to maximize the time between incidents for
an application.

OCL constraints are used for checking associations and overall domain semantics.
For instance, in case of a SecurityOptimisationRequirement, an OCL constraint indi-
cates that the metric association inherited from the parent OptimisationRequirement
should map to a metric which is an instance of SecurityMetric. By using OCL and
UML-based modelling constraints, users are enforced to generate only structurally and
semantically valid security models. This is a great added-value feature of CAMEL with
respect to other cloud-oriented languages.

The SRL extensions focused on specifying adaptation rules aiming at transforming
SRL into an adaptation rule DSL which covers the security aspect as well as enables
the execution of adaptation workflows. Figure 3 depicts these extensions, highlighted
with a grey colour with respect to the original concepts, which include:

Fig. 3. SRL meta-model extensions
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1. Introducing AdaptationRule as a super-concept of ScalabilityRule. A scalability rule
is a mapping from a single (mapping to a particular condition) or composite event (a
combination of events via time or logical operators) to one or more scaling actions
which attempt to increase or decrease the cloud resources available for the appli-
cation at hand. Both horizontal (scale-in & scale-out) and vertical (scale-up &
scale-down) scaling actions can be expressed. On the other hand, an adaptation rule
subsumes a scalability rule as it can express adaptation handling cases at different
levels apart from the resource one, such as the level of services or business pro-
cesses, and for different aspects (including cross-cutting ones like security). As the
simultaneous handling of different levels can include a complex adaptation logic, an
adaptation rule is now able to map a single or composite event to an adaptation plan
and not to a set of adaptation actions to be sequentially executed. Concerning
security, this means that we will be able to adapt the application at hand according
to the current context by invoking one or more security adaptation actions (e.g.,
start encryption software). An example of an adaptation rule for security is the
following: E1 ! DATA ENCRYPTION START, where E1 ¼ mtbi\4min and
mtbi is the mean time between incidents metric.

2. Introducing AdaptationPlan concept representing an adaptation plan to be executed
when the associated adaptation rule is triggered. This plan allows executing
adaptation actions in a workflow manner to support other workflow control con-
structs apart from the sequence. An adaptation plan maps to a workflow construct
with the ControlConstructEnumeration as its type comprising all basic workflow
constructs. It is also associated to an adaptation task set to be executed based on the
semantics of the referenced control flow construct. An AdaptationTask is a
super-concept of AdaptationPlan and AdaptationAction. As such, we enable cre-
ating a tree of adaptation plans with only concrete adaptation actions as its leaves
and thus express quite complex adaptation workflows. For instance, we can express
that two or more security-based adaptation actions can be sequentially executed
when there are dependencies between them such that one must start before the other
or in parallel when we have complementary security actions that can cooperatively
remedy a certain security vulnerability or problematic situation.

3. Action is renamed to AdaptationAction to clearly indicate that adaptation is per-
formed. ScalingAction is now a sub-concept of AdaptationAction. An adaptation
action, apart from indicating the action type to be performed, is related to a par-
ticular component (instance of Component in CAMEL’s deployment meta-model)
to be adapted. As a component specification in the deployment meta-model is
related to a certain configuration, the PaaSage platform will have all appropriate
information to configure, enact and manage the life-cycle of components respon-
sible for executing adaptation actions. An action also relates to an ErrorHandling
used to indicate what should happen when the execution of this action fails.

4. The ErrorHandling concept includes the semantics of the way errors can be
addressed based on a specific enumerated type. Depending on the semantics type,
additional information might be specified in form of an adaptation plan/action.

5. The ActionType enumeration was extended to include other types of adaptation
actions. These types include VM migration, starting/stopping IPS software,
starting/stopping data encryption software and starting/stopping of load balancers.
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3.2 Optimisation Function Specification

We envisage that deployment planning is a multi-objective optimisation problem which
has to consider different aspects, including performance, cost and security, as there are
trade-offs between them that have to be taken into account so as to derive the best
possible deployment solution. To this end, we need to transit from a single cost
objective to a full-fledged optimisation function able to express these trade-offs.

This transit can be realized by considering the Analytical Hierarchy Process
(AHP) [11] and Simple Additive Weighting (SAW) technique [10] whose combination
has been widely considered in the context of service composition. AHP can be used to
indicate the relative significance of each optimisation criterion to capture the respective
trade-offs. Thus, by following this widely used procedure, we can provide meaningful
priorities to optimisation requirements. SAW can then be used to transform the current
problem from a multi-objective to a single-one by specifying that the overall optimi-
sation objective is to minimise the weighted sum of the partial utility functions for each
initial objective. So, the problem now becomes how to formulate these partial utility
functions to complete the specification of the overall optimisation function.

Such utility functions should first normalize the values of the respective metrics
involved to establish the respective trade-off in a fair and uniform manner. This means
that each utility function should uniformly map each value of a metric to a utility taking
values from a common value type usually mapping to the set of [0.0, 1.0].

Depending on metric monotonicity, two types of piece-wise linear utility functions
are mainly used, the first mapping to positively monotonic metrics (e.g., mean time
between incidents - MTBI) and the second to negatively monotonic (e.g., cost). Such
utility functions cannot solve the over-constrained user requirements problem but can
be updated based on the approach in [9] to allow a slight requirement violation to still
propose a solution to the user. Such an exception must be reported to assist users in
deciding whether to proceed with the deployment indicated by the plan generated, but
provides an added-value to them in contrast to other approaches that require modifying
the requirements without indicating the exact violation reason to support this modifi-
cation. The final utility functions are specified below in a consolidated manner:

fn xð Þ ¼

an þ qmaxn �x
qmaxn �qminn

� 1� anð Þ; qminn � x� qmaxn ; x #
max an � qminn �x

qmaxn �qminn
� 1� anð Þ; 0

� �
; x\qminn

max an � x�qmaxn
qmaxn �qminn

� 1� anð Þ; 0
� �

; x[ qmaxn

;

8>>>><
>>>>:

fn xð Þ ¼
an þ x�qminn

qmaxn �qminn
� 1� anð Þ; qminn � x� qmaxn ; x "

max an � qminn �x
qmaxn �qminn

� 1� anð Þ; 0
� �

; x\qminn

max an � x�qmaxn
qmaxn �qminn

� 1� anð Þ; 0
� �

; x[ qmaxn

8>>>><
>>>>:

where an represents the percentage of values allowed outside the required user range
for the metric, qminn and qmaxn are the lowest and highest values this metric can take.
To explain, these utility functions work as follows: (a) in case the value is within the
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user-provided range, the utility linearly increases from an to 1.0 depending on the
distance of the value from the worst value in the range (e.g., in case of cost and a range
of 4-8 euros, the best utility is 1.0 obtained when the cost value maps to the best bound
of 4 euros); (b) otherwise, the utility linearly decreases from an to 0.0 depending on the
distance of the value from the closest bound (e.g., based on previous example and an
equal to 0.4, then both the values of 9 and 3 euros will map to a 0.2 utility).

In this respect, the final optimisation function to be maximized is specified below,
where wn reports the weight given to each metric, ufn represents the metric’s utility
function and vn represents the overall metric value for the current deployment solution
under consideration by the Reasoner:

P
n
wn � ufnðvnÞ.

As utility functions are specific to the metric type involved, the user input, enabling
the automatic generation of complete optimisation functions, comes in form of prior-
ities to the optimisation requirements posed (mapping to the metrics to be optimized)
and the configuration of the respective metric utility function based on the an param-
eter. To enable the latter, OptimisationRequirement was slightly extended to involve
the suitable attribute definition. In result, the extended PaaSage system can take the
limited user input and automatically produce an optimisation function which respects
user optimisation requirements leading to constructing a suitable constraint optimisa-
tion problem which enforces all requirements posed based on all aspects considered.

3.3 Extended PaaSage Architecture

The current PaaSage architecture was extended via the following additions: (a) vul-
nerability scanning probes based on the OpenVas1 software scanning the reports
produced and producing values for particular raw security metrics, including MTBI;
(b) the realization of an AdaptationEngine component extending Executionware’s
adaptation functionality by using the Activiti2 Business Process Management engine,
the functionality mapping to executing IPS and data encryption software as adaptation
actions in form of a security library and the transformation functionality from Adap-
tationPlans to BPMN models; (c) our implementation of the Reasoner to be selected
from those available by theMetaSolver component by relying on the type of constraints
involved in the constraint problem (i.e., security requirements in our case).

The security library was extended with the next open-source software: (a) fail2ban3

which scans logs files and bans IPs for a certain amount of time that exhibited mali-
cious behaviour; (b) Snort4, a network based intrusion detection and prevention system
(IDPS) using signature, anomaly and protocol methods to detect cyber attacks;
(c) OSSEC5, a host-based IDPS exploiting signature and profile methods to detect
cyber attacks; (d) Suricata6, a network based intrusion detection system exploiting a

1 www.openvas.org.
2 activiti.org.
3 www.fail2ban.org.
4 www.snort.org.
5 www.ossec.net.
6 suricata-ids.org.
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signature based method; (e) AESCrypt7, a multi-platform file decryption software
(FDS) based on AES; (f) DiskCryptor8, a Windows-based FDS relying on AES 256,
Twofish, and Serpent; (g) VeraCrypt9, a multiplatform decryption software relying on
the same ciphers as with DiskCryptor. IPS, host and network based software can be
combined to reach a more sophisticated protection solution.

Figure 4 depicts the extended PaaSage architecture, showing that our vulnerability
scanning probe along with other user-provided probes, needed to compute
application-specific metrics, and the security library, to enable executing security
adaptation actions, are deployed on user VMs. In each user VM, there is also a
management component handling the lifecycle management of the VM and the
application and security components that it contains. As such, we can support deletions
of component and VM instances when the need arises or execute particular security
adaptation actions on respective VMs to remedy the security problems encountered.

The AdaptationEngine is deployed in the PaaSage domain and inside the Execu-
tionwareEngine. This engine is informed when an adaptation plan must be performed
based on the respective adaptation rule triggering. The Evaluation component hands
over the adaptation plan to the BPMNTransformer component which maps it to a
BPMN model and sends it for execution to the AdaptationEngine. This transformation
needs to differentiate between the different adaptation actions involved so as to specify
the respective task in the BPMN business process model. For scaling and migration
actions, the task specification maps to executing the ScalingAdapter service.

Fig. 4. Extended architecture

7 https://www.aescrypt.com/.
8 https://diskcryptor.net/wiki/Main_Page.
9 https://veracrypt.codeplex.com/.
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For security actions, the task specification maps to executing the Management com-
ponent in the appropriate VM instance. Each component call requires input information
derived from the deployment plan specification and from MDDB via respective
associations. For instance, a security adaptation action maps to the VM on which the
adaptation must be performed and the BPMNTransformer has to obtain additional
information for this VM, including its public IP address, to formulate the suitable
service call.

Our Reasoner component is deployed in the PaaSage domain as part of the
Upperware module. Its implementation relied on the Choco solver10, an open-source
Constraint Programming solving engine that: (a) supports both integer, set, and real
variables; (b) realized various state-of-the-art constraint propagation algorithms;
(c) produces explanations to report those user requirements not satisfied by current
cloud offerings.

3.4 Solution Application Guidelines

In this subsection, we explain how our solution can be applied in overall for appli-
cations and which are the concrete guidelines to follow. The main idea is that there is
usually a trade-off between security, performance and cost which should be investi-
gated. In particular, users might desire deployment solutions which could be less costly
but not certain that will guarantee the security level envisaged or prefer costlier
solutions from the very beginning to ensure that the desired security level is always
maintained. To this end, we advocate exploiting two alternative solutions: (a) either the
user does not provide any security optimisation requirement or (b) he/she does provide
them. The first solution does not imply that the second solution will not be finally
applied during application runtime when undesirable security situations are reached.
Let us not explain in detail what is the main outcome of these solutions and which ones
to select for which cases.

The first solution can lead to a deployment plan which might not reflect the security
level envisaged. However, the user can rely on reacting to security related events via
adaptation rules such that free security-related adaptation actions are performed that
may impact application performance but could resolve the issues encountered. If
performance is not much deteriorated, the solution would be suitable, especially as
adaptation rules can cater for scenarios where opposite security adaptation actions are
fired to enhance application performance when the security situations have been ade-
quately addressed.

In case the performance reaches undesirable levels or the security level is still low,
this is an indication that more drastic measures have to be taken which can take the
form of including and executing adaptation rules which perform a migration or a new
global deployment or resorting to the second solution through specifying security
optimisation requirements as well as imposing the exploitation of security services.
Migration might solve the security problems encountered but it induces an overhead

10 www.choco-solver.org.
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which could deteriorate application performance. Moreover, it is not certain that
security problems will not re-appear, especially if the same cloud is selected for
migration. A re-deployment can be an even worse solution as it leads to performing
significant deployment adaptations while it is not certain that it can be security-issue
free. To this end, it might be better to resort to the second solution or at least assess the
costs incurred for performing more costlier and time-consuming adaptation actions
before proceeding with such a move.

In the case of the second solution, the user is certain that either security issues will
be resolved or there will be a remedy for SLO violations by the respective cloud
provider. Moreover, while the exploited security services will not come for free they
might be more lightweight with respect to open-source ones and optimized for the
cloud at hand, thus not deteriorating so much application performance when run on
user VMs. However, apart from performance deterioration, deployment cost is also
increased. If this is acceptable, the new deployment solution might be more suitable
from the initial one as it will tend to keep the user-required security level. Overall
resorting to the second solution looks as a more informed decision from the user side if
it can be tolerated based on the user budget and requirements.

4 Application to Use Case

Our approach is now applied on a particular use case to highlight its main benefits. This
use case concerns a traffic monitoring application executed in certain city areas to
regulate traffic and sustain certain noise and pollution levels. Such an application
comprises 3 main components: (a) a monitoring component sensing the current noise,
pollution levels, traffic size and patterns in the designated area; (b) a traffic analysis
(Anal) component which analyses traffic and proposes particular traffic reconfiguration
plans; (c) a traffic configuration (TC) component executing the produced plan. As a
municipality responsible for the area deploys such an application, there is a need of a
particular security level to prevent adversary users from monitoring any traffic con-
figuration decisions or even modifying them to create a traffic chaos. Thus, as we have
a hybrid cloud scenario here where the first and last component are deployed in a
municipal cloud, the analysis component has to be as secure as possible.

Table 1 shows the requirements posed for Anal in terms of deployment, security,
cost and performance. Such requirements map to the global level as there are no major
adaptation alternatives for the first and third component with respect to the second one.
The security controls mentioned originate from the Cloud Control Matrix [5] of Cloud
Security Alliance and have been already embraced by the research community and
industry. Each security control’s meaning is as follows: AAC-02 maps to conducting
independent reviews and annual provider assessments, DSI-01 maps to the ability to
classify data and services based on various criteria, DSI-05 maps to preventing data
leakages, and TVM-02 maps to the timely vulnerability detection. Thus, the munici-
pality is interested in a cloud provider which is constantly assessed, can prevent data
leakages and timely detect security vulnerabilities. Such high-level security require-
ments are reasonable as the selection of provider should minimize the various vul-
nerability types that can be involved in the VM hosting Anal. The security SLO
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sensibly posed indicates that security incidents occur as rare as possible. The
deployment requirements map to increased needs for Anal leading to “high” VM
requirements. As Anal is a crucial component, extra requirements map to suitable
performance and availability levels to address traffic situations that can unexpectedly
occur.

Depending also on the respective metric monotonicity, different priorities have
been put to different requirement types. In particular, cost minimisation is considered
the topmost requirement followed by the minimisation of response time and the
maximisation of availability which are equally important. Initialy no optimisation
requirement had been specified on security metrics. This makes sense as the user is
more interested in obtaining a solution mapping to the lowest possible application
deployment cost.

Table 2 shows the VM & security offerings as well as security capabilities of three
cloud providers (based on realistic information drawn from existing providers), where
each offering comes with a particular cost per hour. By simply comparing Tables 1 and
2 we can easily see that the third cloud provider, while offering a suitable VM offering,

Table 1. Requirements for deployment, security, cost and performance

Component VM req. Security
controls

Security
SLOs

Perform. req Cost

Analysis 4 cores, 4 GBs of
main memory,
40 GBs of hard
disk

AAC-02,
DSI-01,
DSI-05,
TVM-02

mtbi > = 1 h exec. time <= 35 s,
avail > = 99.99 %, min
(exec.time):2.0, max
(avail):2.0

<= 350$
per
month,
min
(cost):
3.0

Table 2. VM, security offerings, security capabilities of three cloud providers

Provider VM offering Security controls Security
capabilities

Security offering

A (1) 4 cores,
7.5 GB,
80 GB → 0.210
$ per hour

(2) 4 cores, 15 GB,
80 GB → 0.280$
per hour

AAC-02, AAC-03,
DSI-01, DSI-05,
EKM-03,
TVM-02, SEF-05

mtbi > = 1 h IPS_A → 0.300
$ per hour

B (1) 4 cores, 4 GB,
130 GB → 0.22
$ per hour

AAC-02, AAC-03,
DSI-01, DSI-05,
EKM-03,
TVM-02, SEF-05

mtbi > = 2 h IPS_B → 0.250
$ per hour

C (1) 4 cores, 4 GB,
40 GB → 0.1$
per hour

AAC-02, AAC-03,
DSI-05,
EKM-03,
TVM-02

mtbi > = 0.9
month
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has not realized a security control (DSI-01) and violates the security SLO posed. By
considering the rest of suitable VM offerings, the Reasoner will derive the solution of
choosing VM offering 1 of provider A to deploy Anal there.

The rationale of this choice depends both on the offering cost and all optimisation
objectives provided as VM offerings affect also the performance level to be exhibited.
In fact, performance metrics, like execution time, can be expressed as a linear resource
metric combination by following an approach such as the one in [12], thus introducing
a certain correlation to completely understand the benefits of obtaining a VM with
better characteristics than those baseline required ones. As such, by considering an
optimisation function derived from the optimisation requirements posed, VM offering 1
of A has the best utility as it is much cheaper than offering 2 in the same provider and
offering 1 of B, although it’s not memory optimized, and leads to a performance level
similar to those to be exhibited when the rest of offerings are exploited. The fact that
the security SLO promised by provider A is weaker than that promised by provider B
will influence subsequent user decisions, as we will see later.

Suppose now that the following adaptation rules have been designed to regulate
application adaptation behaviour.

mtbi < 1 & (size(sec_sw) == 0) → execute(Snort)
mtbi < 1 & (size(sec_sw) == 1) → execute(OSSEC)
mtbi < 1 & (size(sec_sw) == 1) → migrate(Anal)

The first rule indicates that when the security SLO posed is violated and no security
software runs at the Anal VM, the Snort network-based IPS software must be started.
The second rule indicates to start the OSSEC IPS software, which has complementary
functionality to Snort, when the SLO is still violated and a security software already
runs. If either the security SLO is still violated with the running of the two IPS software
or the Anal performance SLO is violated, the organisation has to decide whether to
migrate or to go to a new deployment solution.

While the constraint on mtbi is about 1 h, its evaluation occurs more constantly to
react as quickly as possible to an undesired security situation. Otherwise, it will not
make sense to execute just one security adaptation action and then wait for 1 h to check
whether no vulnerability has occurred.

By considering the existence of an administrator in the municipality, we can check
whether the designed adaptation resolution behaviour is correct by using the PaaSage
platform’s monitoring dashboard. In case the same security problems occur even after
migrating to new machines, the user requirements must be modified to include security
optimisation ones and using security services. In our case, the new requirements
involve exploiting an IPS cloud-specific service and requiring that MTBI is maximized
with priority equal to 4 (the highest). Based on these new requirements, cloud provider
B will be selected as it offers a higher security level and cheaper IPS service. Compared
to the first solution, cost is higher. However, a specific security service is used guar-
anteeing, based also on administrator experience, MTBI’s maximization.
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5 Related Work

Security meta-models. The various security meta-models proposed [6–8, 13, 14] lack
the expressiveness and richness of our meta-model. They usually focus on one security
aspect or neglect appropriate measurement details that come with the specification of
security metrics. They also lack a proper linking of concepts at different levels of
abstraction with the sole exception of the CUMULUS security meta-model.

Security-based deployment reasoning. Our previous work [2, 3] is one of the initial
attempts to tackle this area in multi-cloud computing. It can handle both high- and
low-level security requirements. It initially relied on optimising just a cost objective but
now is extended to automatically derive more complicated optimisation functions
directly from user optimisation requirements. [15] presents an approach relying on the
elicitation of high-level security goals to particular security constraints that are then
exploited to instantiate a particular deployment template with IaaS and security ser-
vices. This approach could complement our solution towards making a more informed
selection of which actual security services to select as part of the application deploy-
ment. [16] can analyse the security properties of complex configurations of systems to
discover possible vulnerabilities. Such an approach could be exploited a posteriori,
after a deployment plan is produced, to select the respective security services resolving
the detected vulnerabilities by considering the trade-offs between the various user
requirements (e.g., cost and performance) and current cost of initial deployment plan.

Security-based cloud adaptation. While various approaches focus on exploiting a
cloud’s elastic capabilities to address increased demand by scaling out applications,
there is no approach dealing with multi-cloud adaptation. Most cloud-based application
adaptation work also focuses on the application’s resource usage or also performance
level. Such work usually employs scaling rules indicating how to detect the scaling
needs and resize the application. Alternatively, other methods include predicting
application performance decrease and executing scaling actions to remedy it. While
rule-based approaches provide a nice and quick solution to the current situation, they
require a good expertise level for rule specification and a suitable monitoring infras-
tructure supporting timely rule condition evaluation. PaaSage provides a better solution
relying on two principles: (a) for cloud-specific adaptation, rules are used to quickly
react to the current situation; (b) when rules fail or a situation occurs not covered by
adaptation rules or concerning the global application context, there should be an
application reconfiguration to better match this situation and guarantee the user
requirement satisfaction. This is why incorporating our security solution will make the
PaaSage prototype capable to completely handle all possible local and global situations
according to not only performance and cost but also the security aspect.

6 Conclusions and Future Work

This paper has presented a security solution for multi-cloud applications enabling their
adaptation at runtime to guarantee a certain security, cost and performance level. This
solution will be integrated into the PaaSage platform to enable a complete handling of
the security aspect in the management of the multi-cloud application lifecycle. The
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proposed solution comprises: (a) security-oriented and expressiveness extensions to the
security and scalability meta-models of the CAMEL DSL; (b) extensions to the Paa-
Sage platform architecture related to executing composite adaptation plans, monitoring
security SLOs and executing security issue resolution software, such as IPS software,
in the context of adaptation plans to address the security situations encountered and
increase the security level exhibited.

Apart from the proposed solution, specific guidelines are proposed explaining the
ways this solution can be applied to cater for different application security, performance
and cost requirements by also explicating certain requirements imposed on the devop
team of the application owner and certain ways to specify appropriate security-oriented
adaptation rules. These guidelines along with the solution have been validated
according to a particular use case showing the main benefits of our approach.

The next work directions are planned: (a) integrating our solution in the PaaSage
platform and thoroughly evaluating it in different use cases/real circumstances;
(b) extending adaptation functionality to include additional open-source software to
drive executing more sophisticated security-based adaptation rules; (c) developing
security adaptation rule patterns to be re-used/customized by application owners;
(d) extending adaptation rule language to cover extra adaptation scenarios; (e) checking
different optimisation function forms to investigate whether they can lead to better
application deployments with a much less probability of required security level
violations.
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Abstract. Denial-of-Service (DoS) attacks aim to affect availability of
applications. They can be executed using several techniques. Most of
them are based upon a huge computing power that is used to send
a large amount of messages to attacked applications, e.g. web service.
Web service apply parsing technologies to process incoming XML mes-
sages. This enlarges the amount of attack vectors since attackers get
new possibilities to abuse specific parser features and complex parsing
techniques. Therefore, web service applications apply various counter-
measures, including message length or XML element restrictions. These
countermeasures make validations of web service robustness against dos
attacks complex and error prone.

In this paper, we present a novel adaptive and intelligent approach for
testing web services. Our algorithm systematically increases the attack
strength and evaluates its impact on a given web serice, using a blackbox
approach based on server response times. This allows one to automati-
cally detect message size limits or element count restrictions. We prove
the practicability of our approach by implementing a new WS-attacker
plugin and detecting new DoS vulnerabilities in widely used web service
implementations.

1 Introduction

Motivation. The principle of the Service Oriented Architecture (SOA) tech-
nology is to build a system of devices and machines connected via web service.
A typical web service technology to establish SOA is SOAP [9]. SOAP-based
web service are built upon the platform independent markup language – XML.
They are used in business to business (B2B) process integrations and supported
by large vendors like IBM and Axway.

The availability of web service in SOA scenarios is of huge importance. There-
fore, dos attacks on web service present a significant risk. Denial-of-Service (DoS)
attacks attempt to exceed the consumption of computational resources, like CPU
c© Springer International Publishing Switzerland 2016
J. Garcia-Alfaro et al. (Eds.): DPM and QASA 2015, LNCS 9481, pp. 65–80, 2016.
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time or memory, with the goal that the system is no longer available for regular
use. There are numerous techniques to perform DoS attacks, but throughout
this paper, we concentrate on XML-based DoS attacks [4]. XML-based DoS is a
special variant of a DoS attack that targets the XML parser. This means that
the DoS payload is a specially crafted XML document, for example, a message
with numerous deeply nested XML elements.

Complexity of XML-based DoS attacks. Previous research has revealed
many different types of XML-based DoS techniques [4]. Unfortunately, the
knowledge of these attacks is only the tip of the iceberg. The real challenge
is to validate whether the tested XML parser is vulnerable to them. This is a
complicated task, because there are many varieties of each single attack. For
example, placing the DoS payload at one position within the XML document
may affect the parser and result in a successful DoS attack, but using another
position, for example a sibling element, can lead to an unaffected parser. Since
there are many elements to place the payload in addition to many other aspects
to consider, the detection of successful attack varieties is not trivial:

1. XML parsers can be configured to restrict a specific number of elements to be
parsed. Consequently, attacks using more payload elements than this specific
threshold will result in unsuccessful attacks. To detect such a threshold, the
DoS attacks must be executed first with a small payload and then adaptively
be adjusted due to the measured results.

2. The XML document structure can be validated using XML Schema [12].
Therefore, the attack payload cannot be placed at arbitrary positions in these
scenarios. We use an approach that automatically reads the used xmlschema
and places the payload at so-called extension points in such a way that the
XML document containing the DoS payload is valid against the schema.

Contribution. In our work, we concentrate on the automatic detection of XML-
based DoS and the automatic bypassing of countermeasures (XML Schema val-
idation, thresholds, . . . ). Our contributions are as follows:

– AdIDoS (Adaptive and Intelligent DoS), the first fully automatic XML-based
DoS tool that detects DoS vulnerabilities with an intelligent and adaptive
approach. Our tool extends the approach of [4], is open source, and part of
WS-Attacker – a fully-automatic web service penetration testing framework.

– Our approach is generic and can be applied to XML scenarios beyond web
services or even other DoS attacks beyond XML-based DoS1.

– We evaluated seven web service implementations and give a detailed
overview over their robustness against DoS attacks.

Outline. The following section will introduce the necessary foundations for
this paper, including XML-based Web Services and XML-based DoS attacks.
1 Our implementation in the WS-Attacker framework is split into two parts: (1) a

generic library to apply DoS attacks on XML and (2) a plugin that is used to
transmit SOAP messages.
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Section 3 spots on the complexity on evaluating DoS attacks. In Sect. 4, we elu-
cidate the high-level design of our Adaptive Intelligent Denial-of-Service (AdI-
DoS) tool, while Sect. 5 gives more details on its implementation. We evaluate
AdIDoS in Sect. 6, by testing five different web service and two XML security
firewalls. We discuss related work in Sect. 7 and conclude in Sect. 8.

2 Foundations

In this section, we give a brief introduction to the relevant standards and tech-
nologies for this paper.

2.1 XML and XML Schema

eXtensible Markup Language (XML) is a structured format [2] by the World
Wide Web Consortium (W3C), which allows transmission, validation and inter-
pretation of data. The interpreted data can be described independently of
software and hardware, thus XML is ideal to exchange data between different
applications and organizations. The structure of an XML document is defined
by XML elements. An XML element typically consists of a start tag <tag> and
an end tag </tag>. It can include further child elements, element attributes, or
text contents.

XML Schema is a recommendation by the W3C for describing the structure
of an XML document [12]. It is basically a set of rules that can describe the
structure for each contained element. It covers its allowed attributes, the type
of its value (e.g., a string or integer), a description of its allowed child elements
and how often they may occur.

2.2 Web Services

A web service is a method for interprocess interactions over networks between
different software applications. A web service can be implemented using different
technologies, for example, REST [5] or SOAP [9].

In this paper, we consider the SOAP technology. SOAP (originally defined as
Simple Object Access Protocol) is a W3C specification defining the structure of
XML messages and a protocol to achieve a machine-to-machine communication.
SOAP messages generally consist of header and body. The <Header> element
includes message-specific data (e.g. timestamp, user information, or security
tokens). The <Body> element contains function invocation data.

2.3 XML-based DoS Attacks

There are numerous XML-based DoS attacks. In the next section, we will give
a more detailed description of the Coercive Parsing Attack and use this attack
as a running-example in the following sections through this paper.
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Coercive Parsing Attack. The Coercive Parsing attack creates a deeply nested
XML document. If the document is parsed by a vulnerable service, memory
exhaustion occurs. The following SOAP message gives an example with deeply
nested elements.

<soap:Envelope xmlns:soap="...">
<soap:Header></soap:Header>
<soap:Body>

<x>
<x>

<!-- deeply nested -->
</x>

</x>
</soap:Body>

</soap:Envelope>

This is only one example for a Coercive Parsing attack. It is also possible to
place the payload (the <x>-elements) in other elements, for example inside the
<Header> element. Additionally, one can vary the number of nested elements.
All these aspects affect the impact and the success-level of the attack.

Further XML-based DoS Attacks. The following XML-based DoS attacks
are described in [4] and also implemented in AdIDoS:

– Coercive Parsing Attack
– XML Element Count Attack
– XML Attribute Count Attack
– XML Entity Expansion Attack
– XML External Entity Attack
– XML Overlong Names Attack
– HashCollision Attack

2.4 Attack Roundtrip Time Ratio (ARTR)

Our automatic tool AdIDoS evaluates the effectiveness of different DoS attacks
against a server in a black-box manner. Thus, the only measurable metric is time.

We define the time of the last byte sent by a client’s request up to the time
of the first byte of the corresponding response as the roundtrip time:

RT = tReceived − tSent

If a request does not contain a DoS payload, we refer to it as an untampered
request. Consequently, a request with DoS payload is referred as a tampered
request.

We use the Attack Roundtrip Time Ratio (ARTR) [4] as a metric to measure
the impact of each DoS attack variant and to be able to compare them. ARTR
is defined as the quotient of the roundtrip time of tampered and untampered
requests [4]. The higher the ARTR value is, the more effective is the attack.
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2.5 WS-Attacker

WS-Attacker is a modular framework for web service penetration testing [8],
available as an open source project on Github.2 WS-Attacker uses a plugin
architecture to execute XML-specific attacks on web service automatically. In
its current version, WS-Attacker supports the following attacks:

1. SOAPAction Spoofing [8].
2. WS-Addressing Spoofing [8].
3. Basic XML Denial-of-Service Attacks [4].
4. XML Signature Wrapping [3].
5. Attacks on XML Encryption [7].

In this paper, we extend the functionality of WS-Attacker and implement
AdIDoS as an attack plugin.

3 DoS Complexity

The complexity of DoS attacks is founded in two parts:

1. Since we assume to have no physical access, we can only perform black-box
tests.

2. Our DoS attacks abuse weaknesses in XML parsers. As such, we need to make
use of the XML document structure.

3.1 Black-Box Tests

A black-box penetration test refers to a methodology of testing a computer sys-
tem without knowledge of its internals. Therefore, we do not have the possibility
to measure the CPU load or memory consumption of the tested service. We only
rely on the ARTR: We measure and evaluate the time that the service needs to
process the request and compute the response, including the network transfer
time.

3.2 XML Document Structure

XML-based DoS abuses weaknesses in the underlying XML parser. Each XML
parser has its own behavior and can be adjusted to fit the service’s requirements.
This increases the complexity to apply a DoS attack dramatically. Some XML
parserss:

1. Only process unexpected elements, if they are placed to a specific position in
the XML document (they validate the XML Schema).

2. Only allow a specific number of elements or attributes in an XML document
(thresholds).

2 https://github.com/RUB-NDS/WS-Attacker.

https://github.com/RUB-NDS/WS-Attacker
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Additionally, the service itself may restrict the amount of request by one client
within a time period.

XML Schema. If an XML Schema validation is performed by the XML parser,
placing the payload of an XML-based DoS attack at a specific position inside
the document can be detected. The attack will not succeed. Taking the exam-
ple of the Coercive Parsing attack, placing the <x> elements as a child of the
<soap:Envelope> element would break the SOAP schema. However, placing the
same <x> elements as a child of the <soap:Header> element is conform to the
SOAP schema and the message will be accepted — the attack can potentially
be applied.

In addition to the above behavior, some parsers skip specific document parts.
For example, a web service that does not use any SOAP extensions could skip
to parse the whole <soap:Header> element and continue with the <soap:Body>.
This means that placing the XML-based DoS payload in the header does not
result in a successful attack, while placing it in the body could.

Thresholds. Some XML parsers implement thresholds. They stop to process
incoming messages if they parse more than a specific number of elements,
attributes, or bytes.

Suppose an XML parser that only accepts messages up to 100 elements.
Applying a Coercive Parsing attack with 5000 nested elements will result in an
unsuccessful attack, but the implementation could be vulnerable if the attack
is applied with, for example, 80 nested elements. To make the attack detection
more accurate, it is important to start XML-based DoS attacks with a small
payload, and increase it by time. This way, possible thresholds can be detected.

4 Design

In this section, we describe several principles and design decisions we followed
in order to create the adaptive and intelligent XML-based DoS attack plugin
AdIDoS.

4.1 Automatic DoS Detection Workflow

AdIDoS systematically tests the web service for DoS weaknesses. The detection
workflow is fully automatic and AdIDoS uses the following algorithm to proceed
(see Fig. 1):

1. AdIDoS chooses one attack from its pool of implemented DoS attacks.3

2. It specifies the position where to set the payload. Therefore, XML Schema is
used to determine all matching positions.

3 Its current implementation includes Coercive Parsing, XML Attribute Count, XML
Element Count, XML Entity Expansion, XML External Entity, XML Overlong
Names, and 4 variants of HashCollision attacks – 10 attack variants in total.
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choose Payload
Position

choose
aggressiveness

send untampered
attack

send tampered
attack

[ no further positions][ has further positions ]

[ was not successful ]

[ was successful ]

choose DoS
attack from pool

[ has further DoS attack within the pool ]

Fig. 1. AdIDoS simplified workflow of systematic DoS detection

3. The aggressiveness of the attack is specified. Aggressiveness means, how much
XML payload is responsible for the attack. The more XML payload the attack
uses, the more aggressive it is. For example, a coercive parsing attack using
the payload <x><x></x></x> is more aggressive than an attack with <x></x>.
Each attack variant will start with very low aggressiveness and adjust it
depending on the ARTR.

4. The algorithm generates an untampered request and executes the attack
against the web service. This information is used as a base line for the later
decision, whether an attack is successful or not.

5. It generates a tampered request and executes the attack against the target
web service.

6. It analyzes the roundtrip time of the untampered and tampered requests and
decides whether the attack is successful or not by computing the ARTR (See
Sect. 5.3 for details).
– Successful: the attack is marked as successful for this payload position,

the next position is specified, followed by Step 3.
– Not successful: a more aggressive attack is set, followed by Step 4.

This step is performed as long as further parameter sets are available for the
DoS attack. Hereafter the next DoS attack is chosen and AdIDoS continues
with Step 1.

4.2 Automatic Threshold Detection

The most effective countermeasure against XML-based attacks is to limit the
number of elements/attributes which can occur in an XML document, or the
size of the document. In our approach, we automatically detect and narrow
down thresholds used by a web service. Thereby a variation of the binary search
algorithm is used, which is shown in Fig. 2. The steps are as follows:

1. The threshold detection is initialized with the weakest and the strongest
attack vector. The weakest vector (our minimum) is the least aggressive attack
that was executed successfully. The strongest vector (our maximum) is the
attack vector that was not successful.
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2. The strength of each newly created attack vector is generated as an average
of the weakest and the strongest aggressive attack vector.

3. The relevant information in this phase is the execution state of the attack:
– Successful: the current attack vector strength is set as a new minimum
– Not successful: the current attack vector strength is set as new maximum

Depending on the expected precision, these steps can be repeated several times.
In our measurements, five iterations showed up to provide values giving enough
information about the analyzed web service. The detected threshold is then
stored in memory and can be considered for further web service investigation by
the developer.

After the process of narrowing down the threshold, AdIDoS returns to its
normal analysis but will now consider the detected threshold. In addition, the
web service is tested for DoS weaknesses near the actual threshold.

Middle attack

Parameter:
- minimum = utmost successful attack
- maximum = least unsuccessful attack

notify plugin about
the new attack

plugin updates
the library

minimum = middle
[ was successful ]

[ was unsuccessful ]

[ iteration < 5 ]

create middle
attack

maximum - minimum
2

middle =

Threshold detection

maximum = middle

Fig. 2. Threshold detection

5 Implementation

We implemented the concepts described in the previous section as a WS-Attacker
plugin AdIDoS. In the following, we give a detailed view on some specific imple-
mentation issues.

5.1 AdIDoS for WS-Attacker

We implemented all XML-based DoS attacks listed in Sect. 2.3 as a WS Attacker
plugin – called AdIDoS (Adaptive Intelligent Denial-of-Service). Each DoS
attack executed by AdIDoS is a composition of multiple parameters. There are
two types of attack parameters:

– Independent attack parameters are generic configuration parameters which
can be used for all DoS attacks. Example for independent parameters are the
number of used threads to send requests, or the delay between sending them.

– Dependent attack parameters are specific for the executed DoS attack. For
example, in Coercive Parsing, AdIDoS chooses the number of nested elements.
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In addition to that, there are multiple possibilities for placing the attack payload
(e.g. in the <soap:Header>, in the <soap:Body>, . . . ). All positions are marked
in the XML message by analyzing its XML Schema. We used XML Schema pars-
ing to automatically detect so called XML extension points.4 These extension
points can be used to place the payload without invalidating the schema. If the
web service uses XML Schema validation, our generated attack messages do not
harm the schema. Every DoS attack specifies where its payload can be placed:

– ELEMENT: the payload of an attack can be placed as a new element into the
document Supported by Coercive Parsing, XML Element Count, XML Entity
Expansion, XML External Entity and XML Overlong Names

– ATTRIBUTE: the payload can be placed within an existing element Supported
by XML Attribute Count and HashCollision

5.2 Attack Configuration and Execution

By executing a concrete DoS attack, AdIDoS first uses the schema analyzer
provided by WS-Attacker to identify all available extension points. Hereafter
AdIDoS provides a pool of various XML-based DoS attacks, which can easily be
configured through the configuration dialog as shown in Fig. 3 on the left. This
is extremely useful if the tester just wants to execute a subset of the supported
attacks to save time. Every attack has its own set of supported parameters.
Figure 3 shows the attack parameters for the Coercive Parsing Attack on the
right. Coercive Parsing uses two parameters:

– Number of tags: For this parameter a range of values can be specified. In
addition, the step size can be set.

– Tag name: This parameter can be specified as a list of values.

The range option allows one to perform attacks with various levels of aggressive-
ness.

5.3 Attack Success and Efficiency Decision

The success of an attack is calculated as follows: We use the median round trip
time of untampered requests in comparison to the median round trip time of
tampered requests. To compute the median, we use the last ten (untampered
or tampered) requests sent to the web service. If the median round trip time of
the tampered requests is three times higher5 than the median round trip time
of the untampered requests, the attack is marked as successful. It allows one to
reliably recognize attacks as successful and minimizes the false positives.6 The
attack success is recognized as follows:
4 Areas in the XML document, where additional elements or attributes can be placed

according to the schema definition. Identified by <xs:any> and <xs:anyAttribute>

in the XML Schema.
5 This value was chosen empirically based on our tests in local networks.
6 Here an attack is marked as successful even though is is not.
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Fig. 3. Configuration of Denial-of-Service attacks

– ratio time <3 : the attack was not successful
– ratio time >= 3 : the attack was successful

Besides the information that an attack is successful, AdIDoS also provides an
estimation of the attack efficiency. Again this estimation is based on the median
round trip time of the two attack runs.

– ratio time between >= 3 and <6 : the attack was efficient
– ratio time >= 6 : the attack was highly efficient

To avoid false positives, the AdIDoS algorithm uses an approach with a single
success confirmation. If the algorithm detects measurable differences between
tampered and untampered round trip time, the server first gets some time to
recover. This prevents that a DoS attack is marked as successful even though
it is not, just because it is executed right after a successful attack. After the
recovery time, a new attack vector is sent to the server and its response time is
compared to the response times of untampered requests.

5.4 Extended ARTR Approach

Falkenberg et al. [4] presented an algorithm for attack success measurements that
uses a blackbox approach with an ARTR metric (see Sect. 2.4). Their ARTR app-
roach was based on measuring response times. The response time measurement
always started with the first byte that was sent, and stopped with the last byte
that was received. With this algorithm the comparison of two or more requests
requires that the requests must have the same size. Otherwise the transmission
of the data would affect the measurement.
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AdIDoS also pursues a blackbox approach with the ARTR metric. However,
it uses a slightly different measurement algorithm (see Fig. 4). The response time
measurement starts with the last byte sent, and stops with the first byte received.
The main benefit of this improved time measurement is that fluctuations, which
can occur during transfer, do not affect the measurement as strongly as before.
In addition, only the time is measured that the service needs to execute the
request. Finally, it becomes less important to send requests of the same size.

Fig. 4. Our new ARTR approach considers only time between the last byte that was
sent, and the first byte that was received.

6 Practical Evaluation

Using AdIDoS, it becomes easy to test a given web service for DoS weaknesses.
Multiple test scenarios were set up to investigate common web service frame-
works: Apache Axis2 [13], Apache CXF [14], Metro [15], .NET [10] and PHP [16].

The services were hosted on a Windows 7 machine (@2,30 GHz, 4 GB Ram)
with the following set up:

– Java based The services were hosted s: Tomcat 7.0.55 (Oracle Java7 1.7.0 71)
– .NET: IIS 7.5.7600.16385 (.NET framework v2.0.50727)
– PHP: Apache 2.4.12 (PHP 5.5.24.0)

The tests were performed from a second, independent Windows 7 machine within
the same LAN with the default configuration and parameters. As a service a
simple conversion service was implemented, which converts Fahrenheit to Celsius
and vice versa. In addition, the XML Security Gateways WebSphere DataPower
Integration Appliance XI50 [6] and Axway SOA Gateway 7.3.1 [1] were tested
(Fig. 5).

Table 1 gives an overview of all tested web service. Apache CXF version was
the most secure open source The services were hosted service framework. It was
the only open source framework that provides a secure default configuration.
The CXF implementation limits the possible appearance of elements in an XML
document to achieve this goal.

The Apache Axis2 framework is vulnerable to Coervice Parsing, XML
Attribute Count and HashCollision with the collision generators DJBX31A and
DJBX33A. It is very unusual that one implementation is vulnerable to multiple
collision generators, and we cannot explain this behavior. The vulnerability to
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Fig. 5. Automatically generated result view of successful attacks with concrete infor-
mation.

Table 1. Results of our vulnerability scan. The Symbol marks web service, where
DoS weakness were found by AdIDoS.
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Coercive Parsing - - - - - -

XML Element Count - - - - - - -

XML Attribute Count - -

XML Entity Expansion - - - - - - -

XML External Entity - - - - - - -

HashCollision - - - -

XML Overlong Names - - - - - - -

Coercive Parsing and XML Attribute Count (on ELEMENT) is limited to the
soap:Header. This indicates that unexpected elements are only processed at
this position. The highest impact comes from XML Attribute Count, only CXF
was not vulnerable to this attack.

In contrast to the expected behavior of the two security gateways, the XI50 was
also vulnerable to XML Attribute Count. By placing the attack payload within
an existing element in the soap:Body there was a clear evidence for a higher
processing time.

Besides the detection of DoS weaknesses, AdIDoS is able detect thresholds used
by the implementations. These thresholds are considered for further investigation
of a service. Table 2 shows the detected thresholds and their approximate value.
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Table 2. Overview of thresholds used in the tested frameworks.

Threshold for Apache CXF XI50 Axway

Nested Elements 80 – 158 470 – 548 236 – 314

Number of Elements - - 783 – 1,173

Number of Attributes 626 – 704 - 704 – 782

Element name length - 3,125 – 3,515 3,906 – 4,296

Attribute length 116,226 – 122,343 - -

Number of Entities - - 16 – 32

Table 3. Average ARTR and attack parameters.

Attack name Axis2 Metro .Net PHP

Coercive Parsing ARTR 6.52

Number of Tags 2,500

XML Attribute Count ARTR 4.02 7.00 3.30 10.65

Number of Attributes 10,000 10,000 10,000 10,000

HashCollision ARTR 12.75 6.21 155.88

Number of Collisions 3,750 3,750 1,250

AdIDoS performs multiple attacks against a web service. The impact of an
attack is shown by ARTR and the used parameters. Table 3 illustrates the ARTR
for the tested web service and Table 4 illustrates the ARTR for the XI50 secu-
rity gateway. Beside the ARTR the used parameters for the single attacks are
specified.

Table 4. Average ARTR and attack parameters for XI50

Attack name XI50

XML Attribute Count ARTR 7.79

Number of Attributes 2,500

The goal of AdIDoS is to detect DoS weaknesses in XML-based web service
and not to exploit them. For this reason, AdIDoS stops as soon as a DoS weakness
for an attack class (e.g. Coercive Parsing) is detected. More aggressive attacks,
which certainly result in a higher ARTR, are not performed.

7 Related Work

There are already DoS attacks that rely on handling of XML data. These attacks
are partially supported by penetration testing tools like SoapUI,7 or WSFuzzer.8

7 http://www.soapui.org.
8 http://sourceforge.net/projects/wsfuzzer.

http://www.soapui.org
http://sourceforge.net/projects/wsfuzzer
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SoapUI and WSFuzzer are tools developed specifically for testing web ser-
vice platforms, but these tools have no support for automatic XML-based DoS
analysis.

Oliveira et al. implemented a web service tool called WSFAggressor [17],
which contains several DoS attacks. However, in order to evaluate the attack
success, this tool requires access to the tested system. This prerequisite is not
given by evaluating specific hardware devices such as IBM Datapower [6], or pen-
testing sensitive customers’ servers. Moreover, this tool misses some important
attack techniques such as HashDoS [18].

Falkenberg et al. studied XML-based DoS attacks [4] and implemented a WS-
Attacker DoS plugin. The plugin does not need access to the tested web service
in order to measure the attack success. It instead uses a blackbox approach using
the server response times (ARTR) only. In contrast to AdIDoS, the authors do
not analyze an adaptive approach of XML-based DoS testing: Values and size
of tampered messages is chosen statically, and the penetration tester has to
adapt these properties manually. This results in attack testing complexity and
to possible false negatives. In our work, we extended the approach of Falkenberg
et al. and implemented an adaptive and intelligent detection XML-based DoS
attacks.

Very recently, Pellegrino et al. studied data compression attacks against sev-
eral applications [11], including web service servers. In order to execute an attack
against a web service server, the attacker inserts a huge number of spaces into
a SOAP message and compresses the message using a deflate algorithm (used
by zlib, gzip or zip libraries). This way, a compression ratio of about 1:1000 can
be achieved. The authors reported that Apache Axis2 and Apache CXF were
vulnerable to these attacks. These attacks are currently missing in WS-Attacker
and can be implemented in a future work.

8 Conclusions and Future Work

In this paper, we developed a new approach for testing robustness of XML-based
web service against DoS attacks. Our approach adapts an intelligent strategy
that automatically increases the attack strength and searches for attack thresh-
olds. We implemented the approach as a new plugin for the web service pen-
etration testing framework WS-Attacker. Interestingly, the plugin allowed us
to detect new attacks, previously overlooked in related works. This proves the
feasibility of our new approach for testing DoS attacks.

While our paper investigates SOAP-based web service, the implemented
library can be directly applied to further XML standards as well, e.g. SAML
or REST-based web service. Moreover, the general idea of intelligent DoS test-
ing can be adapted to other applications beyond XML as well.

Further research in this direction could be in extending the number of web
service specific attacks. As described in [4,11], further attacks like Recursive
Cryptography, XML Signature Key Retrieval DoS, or data compression attacks
are applicable to web service as well.
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The values for detection of attack success and efficiency were chosen empir-
ically based on our observations in local networks. However, different network
conditions could affect the results and introduce new false positives and false
negatives. In order to detect DoS attacks over the Internet, the accuracy of our
solution has to be improved.
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Abstract. Mobile Crowd Sensing (MCS) presents numerous and unique
research challenges most of them based on the fact that human partici-
pation is in the loop. In this paper we analyse three of the most impor-
tant: user participation, data sensing quality and user anonymity. To
solve them, we present PaySense, a general framework for user rewarding
and reputation accountability that preserves users’ privacy using cryp-
tocurrencies. Furthermore, we detailed an implementable system using
bitcoins.

1 Introduction

Mobile Crowd Sensing (MCS) arises as a new sensing paradigm based on the
power of the crowd jointly with the sensing capabilities of smartphones. The
increasing popularity of such devices paired with the inherent mobility of their
owners enables the ability to acquire local knowledge from the individual’s sur-
rounding environment. This local knowledge ranges from location information
to more specialized data such as pollution levels going through a longer list of
personal and surrounding context, noise levels or traffic awareness among others.

A large number of crowd sensing applications have already been developed,
although typically for experimental purposes and to show the usefulness of such
a sensing paradigm. For instance, BikeNet [9] harnesses the sensing capabilities
of smartphones paired with the individual’s smartness to determine the most
“bikeable” routes in a city. Similarly, the Common Sense project [8] allows indi-
viduals to measure their personal exposure to air pollution and share it with
their social sphere. On the other hand, applications such Nericell [17] measure
the interaction between individuals to infer the context within which they carry
out their activities. In this particular case, traffic congestion.

However, MCS presents numerous and unique research challenges most of
them based on the fact that human participation is in the loop and range from
participatory and opportunistic data collection, proper incentive mechanisms,
transient network communication and big data processing. Nonetheless, human
participation raises singular issues regarding the privacy and security of data, as
sensitive information such as human voice or location may be revealed. Further-
more, the quality and trustworthiness of the contributed data (e.g. counterfeit
data contributed by malicious users) should also be addressed.
c© Springer International Publishing Switzerland 2016
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In this paper we present PaySense, a practical and integrated system that,
using the Bitcoin crypto currency, provides a general framework for user reward-
ing and reputation accountability while preserving the users’ privacy.

The rest of the paper is organized as follows. In Sect. 2 we summarize the main
challenges in MCS and review the most relevant existing proposals appeared so
far in the literature. Section 3 introduces the main blockchain based cryptocur-
rency properties and how they can be applied for user rewarding and reputation
accountability. In Sect. 4 we describe our proposal based on bitcoins. Finally,
Sect. 5 concludes the paper and gives some guidelines for further research.

2 State of the Art

The three main challenges of MCS addressed in this paper have been analyzed
and the main proposals appeared in the literature are summarized in this section.

2.1 User Participation

MCS systems typically involve a very large number of users or crowd sensors
in the sensing task by collecting and sending local data obtained through their
sensor-enabled mobile devices to a data collection center. The performance and
usefulness of such sensor networks heavily depends on the crowd sensor’s will-
ingness to participate in the data collection process. Therefore, incentive mech-
anisms are of utmost importance in MCS scenarios to engage as many crowd
sensors and provide to the data collection center with a considerable wealth of
data.

Based on the nature of user participation, we can discern between two MCS
paradigms, as introduced by Lane et al. [14]: participatory sensing and oppor-
tunistic sensing. The first sensing paradigm requires the user to have complete
conciousness of what, where and when is being sensed. For instance, it may
require the users to observe and describe their surrounding environment, typi-
cally assuming a higher degree of involvement for the crowd sensors. On the other
hand, in opportunistic sensing scenarios, the data is acquired in the background,
namely the data is being sensed opportunistically and automatically sent (i.e.
without the user’s active participation) using the device’s network connection to
the data collection center. Even though it may seem that users would be more
willing to participate in this kind of scenarios, battery waste or large amounts
of data being sent may cause the user to refuse to participate in sensing tasks.

The design of incentive mechanisms to stimulate participation has been
addressed in crowd sensing scenarios [23] although similar needs where previ-
ously identified in the field of ad hoc or P2P networks [24], which also relay
on the participant’s willingness, in that case to forward packets. The nature of
the incentives provided to crowd sensors allows its classification on the following
categories: economic, service-based and social.

The incentives mechanisms in the first category model the problem through a
financial approach where crowd sensors get paid or received some kind of credit
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based on the provided service [12]. However, the lack, until now, of an easy to use,
cheap and secure micro-payment system, pushes towards dealing with external
entities such as banks or financial institutions that impose too high transaction
fees for a practical pay-per-sense solution.

On the other hand, service-based incentives try to foster participation by
taking a user-centric approach in which feedback or individual benefits are per-
ceived by the crowd sensors in a way that is relevant to them [5]. However, not
all sensing scenarios may fall into such categories since the sensing objective may
not be of interest or provide no benefits to the crowd sensors.

Finally, gamification techniques have been used to incentive participation in
a wide range of scenarios [22] in what we consider a “social” rewarding. How-
ever, apparently the effectiveness of such incentive schemes depends considerably
on a large set of interrelated factors from community related (topic, number of
participants, etc.) to cultural or motivational factors [7]. This multitude of deter-
minants makes it difficult to assess if the gamification scheme would work in all
given MCS scenarios.

2.2 Data Sensing Quality

In MCS systems there is no control over the crowd sensors and we cannot assume
that all individuals will behave in the exact same manner or will be equally
honestly. Therefore, the overall quality of the sensor readings can see itself dete-
riorated if counterfeit data is received from malicious users. Hence, the obvious
question is how to validate the sensing data that crowd sensors provide to the
system. A commonly used approach is to validate the data depending on the
trust level of the crowd sensor that reports it [18].

Trust and reputation systems have long been studied to establish trust rela-
tions among the members of an on-line community where prior knowledge of
the participants may not even be available or where the community is formed
by a crowd of anonymous volunteers. In such systems, each user is provided
with a reputation score that indicates his or her trustworthiness when acting as
information provider. For instance, in [11], Jøsang et alter introduce several rep-
utation quantification models while [1] presents a reputation framework based
on fuzzy logic in the context of social participatory sensing. Such reputation
score can be increased each time a crowd sensor provides valid data.

Nevertheless, a validation scheme based only on the user’s reputation as a
sensing data reliability measure does not provide a useful method since, in an
initial state, the system could not identify any crowd sensor as trustworthy, lead-
ing it towards a deadlock state. In order to avoid such situations, combination
of reputation systems and collective knowledge can be applied [19].

Data Quality vs Incentive Mechanisms. Combining both reputation sys-
tems and incentive mechanisms in the context of a MCS application is especially
sensitive. Given the self-interested and possibly selfish nature of individuals,
there exists the possibility of crowd sensors acting in a way to maximize their
own gains, regardless of the impact that this may have on the overall sensor
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network. With higher incentives provided for participation, more motivated will
be the crowd sensors to increase their personal benefits possibly by providing
misleading information. Therefore, improving the design of an incentive mecha-
nism should imply an improvement of the corresponding quality control process
and hence, of the reputation system.

2.3 User Anonymity

An important aspect of MCS scenarios is the collection of potentially sensitive
information pertaining to individuals. For instance, GPS sensor readings can be
used to track users movements and profile them for other purposes besides their
crowd sensing tasks. Furthermore, if the MCS application collects “delicate”
information such as criminal acts, crowd sensors may be reluctant to provide
data without proper anonymity measures for the fear to be collaterally involved
in such acts. Hence, it is necessary to preserve the privacy of crowd sensors, but
at the same time ensure the usefulness of the MCS application.

A popular approach for preserving users privacy is anonymization, which
removes any user identifying attribute from the sensing data before sending it
to the data collection center. Obviously, this approach can be applied only in
those MCS applications that are solely interested in the actual data and no
further interaction with the crowd sensors is necessary. Another approach is
to use pseudonyms when sending sensing data to the data collection center.
These pseudonyms are typically randomly generated and bare no relation with
the individual’s real identity. In this cases we say that individuals benefit from
pseudo-anonymity since we cannot infer their real identity from the pseudonyms,
but we can still identify subsequent sensor readings as reported by the same user
with the same pseudonym.

Anonymity vs Incentive Mechanisms. Although incentives mechanisms and
anonymity have been addressed separately in crowd sensing scenarios, it is still
an open problem to address them simultaneously. Crowd sensor should be able
to provide sensing data in an anonymous way while still perceiving incentives
for that task and at the same time crowd sensor network authorities should be
able to ensure that dishonest users cannot earn unlimited credit.

In a recent work, [15], Li and Cao propose an incentive scheme where users are
rewarded for their contributions with tokens (credits) that can later be exchanged
for additional services or for real-world objects. The incentive scheme relies on
a trusted third party to ensure that the anonymity of the users is preserved by
applying blind signatures and commitment techniques.

Anonymity vs Reputation Systems. An anonymous reputation system may
seem an apparent paradox considering that an anonymous system requires com-
plete unlinkability between the user’s identity and the sensed data, while rep-
utation systems claim this link to be existent in order to maintain an updated
reputation score for each user.

In [13] the authors acknowledged the importance of a privacy-preserving rep-
utation system. While rarely explored in the context of MCS networks, this has
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been addressed in peer-to-peer networks, where users are allowed to create mul-
tiple pseudonyms, each with its own reputation score, to achieve anonymity [2].
Then, different pseudonyms may be used in different interactions with other
entities, forcing adversaries to trace sequences of pseudonyms used by the same
individual in order to reveal his or her identity.

Having different pseudonyms, each with its own reputation score, however, is
detrimental to the reputation system which should be continuous and applicable
transversely to all pseudonyms corresponding to the same user. Miranda and
Rodrigues develop this idea in [16] and provide a mechanism that allows users
to transfer the reputation information from one pseudonym to another, without
disclosing this link or the user’s real identity.

However, if not properly performed, reputation transfer between pseudonyms
may provide a linkage mechanism. Take for example an individual having the
highest reputation score among all pseudonyms. Then, it would be straight-
forward for an adversary to establish a link between this pseudonym and the
pseudonym conserving the same reputation score after the transfer process.
Christin et alter [6] discuss this issue and provide a solution in the context of
participatory sensing. They also acknowledge the need of a trusted third party
to ensure that anonymity is preserved in such scenarios. However, the main
drawback of their proposal is that users lost reputation in favour of pseudonym
unlinkability, but the lost reputation could not be recovered.

Finally, the possibility of changing pseudonyms may allow a Sybil attack,
where malicious users may replicate sensor readings under different pseudonyms
to earn more reputation or credit, so new measures have to be developed to
enforce that every crowd sensor only has a valid pseudonym at a given time.

3 Blockchain Based Cryptocurrencies

The blockchain concept was first applied in early 2009 as a core part of Bit-
coin and since then it has been adopted by other cryptocurrencies like litecoin
or dogecoin. The blockchain is a distributed database formed by chained blocks
designed to avoid their tampering once they are published. Such distributed app-
roach has different sides: data storage, data transmission, and data confirmation.
Data storage is achieved by means of replicating the blockchain information, data
transmission uses a P2P network and data confirmation is performed by a com-
petitive open an transparent process, called mining. The main application of
the blockchain is in the field of cryptocurrencies where the blockchain represents
the public non-modifiable ledger of all system transactions that prevents the
double-spending problem.

In a blockchain based cryptocurrency, coins are not digital objects but an
accounting entry in an account. Each account is identified by its address which
is tied to a public key pair. Payments in the system are performed through
transactions which indicate the source address (the payer) and the destination
address (the payee) of the payment. The payment destination can be determined
only with the address, a value publicly known, while the source of the payment
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is validated through a digital signature performed using the private key, a secret
value only known by the owner of the source address. Transactions are only valid
once they are added to the blockchain through the mining process, a distributed
process that can be performed by any user of the network. Mining blocks helps to
confirm performed transactions and it has been designed to be a hard task. Using
the concept of proof-of-work in order to provide a significant level of security to
the cryptocurrency network, the effort of validating blocks is rewarded, mainly,
with new coins that are constantly created.

On regards to anonymity, cryprocurrency systems achieves such property by
allowing users to create any number of anonymous addresses that will be used
in their transactions.

3.1 Cryptocurrencies as a Rewarding Mechanism

Using blockchain based cryptocurrencies as a rewarding system is a straight
forward method to reward users in a MCS scenario. For each sensing value
crowd sensors provide, they receive a payment as an awarded reward. Users
can generate their addresses that will be used as rewarding addresses where the
payer, probably the data collection center, using its own address, will send the
payments for the sensing task the users perform.

Furthermore, when users’ privacy has to be taken into account, all mecha-
nisms used in the system have to provide a certain degree of anonymity. In this
case, rewarding users using a blockchain based cryptocurrency is a good strategy
due to the anonymity level provided by the majority of such cryptocurrencies.
As we already mention, cryptocurrencies anonymity is based on the easiness of
anonymous addresses generation that will be used for the payments. For that
reason, crowd sensors providing sensing data may generate multiple addresses
and the rewarding amount a user has to receive for all his reported senses could
be spread over different addresses used for the rewarding payment.

3.2 Cryptocurrencies as a Reputation Annotation Mechanism

As we already mention above, reputation measures may be used to assess the
quality of the information that users send to the data collection center. Sensing
data may be accepted or discarded based on the reputation value of the user
reporting such data. Our approach is to adopt a cryptocurrency coins also as
a reputation annotation system, tying the concepts of reward and reputation.
Such approach could seem a limitation since the unification of both concepts in a
unique value implies that the reward system determines the reputation score and
conversely. Nevertheless, from a conceptual point of view, reward and reputation
concepts are closely related. Notice that, reward for a given sensed value can be
seen as a measure of correctness of such value, since reward should depend on
the usefulness of that value. Following such approach, the balance in a specific
address will represent both the total awarded amount for the sensing tasks and
the reputation obtained for the tasks.
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Representing both concepts, reward and reputation, as the balance of an
address has an interesting implication. For an address used with this purpose
(reward and reputation), each further payment represents a withdrawal of eco-
nomic funds since coins are transferred to another address, but also implies a
reputation reduction. Conversely, the address users may desire to reduce their
reputation in exchange for receiving some benefit, in that case the associated
withdrawal would be such benefit. At a first glance, it may not seem obvious the
need for reputation reduction in a MCS scenario, but as we point out in Sect. 4.3,
anonymous reputation schemes using multiple pseudonyms need to reduce users’
reputation in order to provide unlinkability of pseudonyms.

4 PaySense: An Integrated Privacy Preserving Solution
for Reward and Reputation

In this section we present PaySense, a cryptocurrency based system that pro-
vides an integrated mechanism for reward and reputation in MCS applications
while preserving crowd sensors’ anonymity. Any blockchain based cryptocur-
rency allowing anonymous address generation can be used in PaySense, but we
will focus our practical implementation in bitcoin1 since it is the most used and
stable system nowadays.

4.1 PaySense Entities

The PaySense system is composed by the following entities:

Crowd sensors (CS). Each crowd sensor, CSi, collects data from her surround-
ing environment and sends it to the data collection server. They are identified
in the PaySense system through multiple bitcoin certified addresses2, that is
Addrji for j = 1, · · · , n. Each bitcoin address has an associated elliptic curve
digital signature algorithm (ECDSA) key pair, (Pkji , Sk

j
i ), and is constructed

from the public portion of such key pair as follows: Addrji = f(Pkji ) for a public
known cryptographic hash function f(·). Since bitcoin addresses basically result
in random alphanumeric characters, crowd sensors can use them as pseudonyms
when communicating with other entities in order to preserve their anonymity.
For that reason, we use both notation, namely bitcoin address and crowd sensor
pseudonym, indistinctly. Furthermore, the use of bitcoin addresses allows crowd
sensors to transact with other PaySense entities or even other bitcoin users.

Address Certification Authority (ACA). Each bitcoin address Addrji for
j = 1, · · · , n owned by a crowd sensor CSi must be certified by the Address
Certification Authority (ACA) in order to provide some degree of control over
all existing users of the Bitcoin network and avoid a Sybil attack. The Bitcoin
address certificates, Cert(Addrji ), are issued following the X.509v3 standard and

1 The interested reader can refer to [20] for detailed information on the bitcoin system.
2 Note that the concept of certified address does not exist in the bitcoin system, but

a characteristic of PaySense as described in Sect. 4.2.
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with the ACA acting as issuer certification authority. The goal of the certification
process is twofold: on one hand, it ensures that Si does not use different bitcoin
address in order to change identities and on the other hand, it ensures that
bitcoin addresses are renewed periodically given the validity of the certificate,
which actually limits the validity of the bitcoin address itself3.

Data Collection Server (DCS). This entity represents the MCS application
server in charge of receiving and processing sensing data sent by the crowd sen-
sors. The DCS must perform a validation process on the received data and based
on its correctness, or a data reliability measure, gives rewards to the crowd sen-
sors providing such data. Rewards are provided through bitcoin transaction and
for that purpose, the DCS also holds a publicly know bitcoin address, AddrDCS

and an ECDSA key pair associated with it. Such address is publicly known by
all the crowd sensors and is used exclusively to reward crowd sensors for their
readings through the Bitcoin network.

The Bitcoin P2P Network. Although not a real entity of the PaySense archi-
tecture, the bitcoin network is used to transfer bitcoins between PaySense cer-
tified bitcoin addresses. Furthermore, the transaction information stored in the
blockchain will be further used to assess the correctness of the PaySense system,
as we discuss further on (e.g. crowd sensor reputation query).

4.2 PaySense Interaction Model

In this section we describe the different interactions between PaySense entities
that are performed to execute all processes involved in our system.

Crowd Sensor Enrollment. When a crowd sensor CSi wants to join for the
first time the PaySense system, she must request a bitcoin address certificate
from the ACA by sending a certificate signing request CSR(Addrji ). This cer-
tificate signing requests contains the address Addrji in the subject common name
field. The real identity of the crowd sensor is required at this step in order to
validate that she did not ask for another bitcoin address certificate in the past
trying to make a “fresh start” and preventing a Sybil attack. Then, the ACA
verifies that the bitcoin address has a zero-balance (i.e. does not contain any bit-
coins) to ensure that CSi does not enter the system with a previously assigned
reputation score, and issues a new bitcoin address certificate Cert(Addrji ). Note
that such certificate guarantees that bitcoin payments are being performed only
to bitcoin addresses owned by registered crowd sensors.

However, it is straightforward to notice that if CSi sends her CSR(Addrji )
directly, then the ACA could link Addrji to CSi’s real identity. In order to avoid
this from happening, we adopt a blind signature scheme as follows:

3 Although bitcoin addresses do not expire, we apply the concept of expiration to the
certificate issued by the ACA. When an address “expires” it cannot be used in the
MCS system but it is still a valid and usable bitcoin standard address.
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1. CSi generates n different bitcoin addresses (j = 1, · · · , n) and for each one
computes the certificate signing request, CSR(Addrji ) and obtains its hash
value, h(CSR(Addrji )) .

2. CSi blinds4 each of the n hash values obtained in Step 1, bji = Blind(h(CSR(
Addrji ))) for j = 1, · · · , n, and sends the n hashed values to ACA together
with CSi real identity.

3. The ACA randomly selects one of the received blinded hash values, namely
bki , and requests CSi both, the unblind factor and the CSR(Addrji ) for the
rest of the values j = 1, · · · , k − 1, k + 1, · · · , n. Then the ACA extracts the
n− 1 bitcoin addresses contained in the received CSR and verifies that all of
them has zero balance. Then, the ACA uses the unblinding factors to unblind
each bji for j = 1, · · · , k−1, k+1, · · · , n and checks that the unblinded values
matchs with the hash values of the received CSR values.

4. If all verifications performed by the ACA in Step 3 hold, the ACA signs the
binded value bki and sends the result SigSkACA

(bki ) to CSi.
5. Upon reception, CSi unblinds the digital signature SigSkACA

(bki ) performed
by the ACA and uses the unblinded result together with the original CSR(
Addrki ) value to create the certificate: Cert(Addrji ) = SigSkACA

(Addrki )

Notice that although the ACA is signing a blind certificate, the cut-and-
choose technique included in Step 3 ensures that a dishonest crowd sensor cannot
obtain an arbitrary signature (for instance with a bitcoin address with non-zero
balance) from the ACA with a better probability than 1

n .

Sensing and Reporting Data. Once in possession of a certified address, crowd
sensors can begin to report sensed data to the DCS. Prior to its transmission,
the data is digitally signed using the crowd sensor’s secret key, that is sigdata =
SigSkj

i
(data). Then, each crowd sensor constructs the following sensing report:

Report = {data, sigdata, Cert(Addrji )}
Reports are sent over conventional communication networks to the DCS.

Note that the sensed information could even pass through a multi-hop network,
if needed, since the source of such information could still be identified by the
digital signature.

Verification and Validation of Sensed Data. For each sensor reading
received, the DCS performs the following validations:

1. The DCS verifies that the data was sent by a registered crowd sensor. For
that purpose, the DCS verifies the correctness of Cert(Addrji ).

2. The DCS also validates the source authenticity of the data by verifying the
digital signature included in the report, that is V erPkj

i
(sigdata) = data.

3. The DCS should apply a validation process on the data itself to assess its
quality.

4 The binding factor depends on the selected digital signature. Although it has been
represented as a function for clarity, the blinding factor is a specific an unrelated
value for each different CSR to blind.



92 C. Tanas et al.

If all validations are correct, the DCS provides a job reward and proceeds to
update the reputation of the crowd sensor.

Notice that the data validation process performed is obviously application
dependent. However, we assume that the reputation value of the crowd sensors
who sends the data will involved in the validation process (i.e. crowd sensors with
higher reputation are supposed to provide more accurate data). Such information
is publicly stored in the bitcoin network and the DCS can perform a crowd sensor
reputation query (see next interaction) to determine the level of trustworthiness
of the crowd sensor and consequently, the correctness of the contributed data.

Crowd Sensor Reputation Query. The reputation value of a crowd sensor is
equivalent to her registered bitcoin address balance. That is to say that the sum
of all unspent transactions belonging to a particular bitcoin address is equiv-
alent to the reputation score of the owner of such address. Furthermore, this
information is publicly available in the blockchain database of the bitcoin net-
work. However, the DCS not only queries the bitcoin address balance, but also
validates that all incoming unspent transactions of Addrji come either from the
DCS itself as previous rewards, or from another certified bitcoin address due to
a reputation transfer process (see Sect. 4.3).

Job Rewarding and Reputation Update. Once the sensed data has been
validated the user has to be rewarded and her reputation updated. Since in
PaySense both values are tied as a bitcoin payment, the reputation update will
determine the rewarding value. Again, the specific MCS application will define
its suitable reputation model which will determine the increasing amount of rep-
utation score when users act properly in the system and provide correct readings.
Once the increase on the reputation value has been established, the DCS trans-
fer such reputation to the user by performing a standard bitcoin payment to
the reporting address. The value of the payment will be the exact amount of
reputation increment.

Withdrawal of Rewarded Coins. At any time, crowd sensors can withdraw
the bitcoins received as payments from the DCS since there is no difference
between a certified bitcoin address and a standard one, from a transactional
perspective. Nonetheless, it is important to stress that, according to the PaySense
model of interaction, a withdrawal of funds implies a reduction in the reputation
value associated with that bitcoin address.

Transferring Reputation to a New Address. Before the bitcoin address
certificate expires, the crowd sensor has to obtain a new certificate from the ACA.
Such certification renewal is specially sensitive because the bitcoin address that
is certified acts as a crowd sensor pseudonym. So in the process of transferring
reputation to a new address, in order to provide a privacy preserving mechanism,
different constrains have to be meet:

– the ACA should not learn about the CS identity.
– the ACA should not link the old and the new address of a particular CS.
– the CS should not be able to increase her reputation.
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PaySense deals with those constrains by using a bitcoin mixing process, described
in the next section.

4.3 Transfer Reputation Protocol

Since PaySense uses bitcoin addresses to store the reputation value for each
CS, the reputation transfer is performed through a payment between bitcoin
addresses. However, due to the openness of the bitcoin blockchain ledger, stan-
dard bitcoin payments disclose both the sender and the receiver of a payment
and, according to the constrains enumerated above, they are not suitable for a
privacy-preserving reputation transfer.

In order to enhance the anonymity properties of the bitcoin transactions
and use them for reputation transfer, we propose the use of mix services, a
procedure that shuffles the information in order to hinder the relation between
the input and the output values of a transaction. The goal of bitcoin mixing is
to allow bitcoin users to send bitcoins from one address to a mix service and
receive from the mix service the bitcoins to another address that could not be
linked with the original one. Different mixing techniques have been proposed in
the recent literature ([3,4,10]) each of one presenting different properties. For
implementing PaySense we choose the CoinJoin approach [10] since, although its
main drawback is the need of a central server taking part in the mixing protocol,
in our scenario, the ACA has to take and active part in the reputation transfer,
since the she has to issue new certificates, so she can play the role of such a
central server needed in the ConJoin protocol.

The main idea of the PaySense transfer reputation protocol is to build a
transaction, that we call reputation transfer transaction, where multiple CSs
will transfer their reputations jointly from the old bitcoin addresses to their new
ones hindering the link between input and output addresses. The greater the
number of CSs involved in the protocol, the higher the anonymity reached.

CoinJoin mixing protocol takes advantage of the low level transaction struc-
ture in order to create our reputation transfer transaction using a multiparty
protocol where different actors do not obtain any knowledge that could reveal
the link between input and output addresses of such transaction. In order to
understand the proposed protocol for the reputation transfer, we have to review
some details of the bitcoin transaction structure.

A bitcoin transaction is formed by two basic parts, the inputs block, and the
outputs block (see Fig. 1).5

When a user wants to perform a bitcoin payment, he should build a transac-
tion including a set of non-spent previous transaction in the inputs block. The
total bitcoin amount of the inputs should be at least the amount to be spent. In
addition, a list of outputs should be placed in the outputs block, representing
the bitcoin addresses to which the user want to pay, and the amount of bitcoins
to be paid. The transaction inputs block represents the budget that the user

5 In a simplest bitcoin transaction, the inputs block and the outputs bock contain
exactly one single address.
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Fig. 1. High level representation of a bitcoin transaction.

has to spend, and reference the previous transactions where the money comes
from, and the outputs block represents how the money is spent. Once the inputs
and outputs addresses of the transaction are selected the total transaction has
to be signed. Standard bitcoin transaction signature is performed by signing the
transaction (inputs and outputs) with each private key related to the bitcoin
addresses where the funds come from, in other words, from each private key
of the bitcoin addresses referenced in the input block. For each input address,
the signature is computed over the same transaction value (inputs and outputs).
Once all signatures are performed, the resulted signed value will be placed in the
corresponding field of each one of the inputs of the inputs block, as it is depicted
in Fig. 1.

Notice that with this procedure no link could be established between trans-
action inputs and outputs, since each signature is performed over the same base
information. Furthermore, the base information to be signed (inputs and out-
puts) has to be build before any transaction signature is performed.

Once the basic bitcoin transaction creation procedure is described we can
provide a high level description of our reputation transfer protocol. In such a
protocol, different CS create a reputation transfer transaction with the help of
the ACA. First of all, every CS indicates her bitcoin PaySense certified address
as input address and a new bitcoin address as the output. Such new address
will be the new certified address for the new period. All this information will
be sent to the ACA who would build the base information transaction, the data
that each CS has to sign in order to validate the transaction. Then the ACA
sends the base information transaction to the CSs and each of them performs
the corresponding signature and returns the value to the ACA. Finally, the ACA
builds the reputation transfer transaction with the base information transaction
that he has created plus every signature received from the CSs and sends it to
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the bitcoin network in order to include it into the blockchain. Then, the ACA
certifies all output addresses included in the reputation transfer transaction

In Fig. 2, the transfer reputation protocol is depicted. To avoid the disclosure
of the link between the inputs and the outputs of the reputation transfer trans-
action, the ACA performs the data collection in three different and independent
stages, recollecting different data in each one of them. Moreover, the ACA is
accessible to collect data from the CS only through the Tor network [21], being
the web application offered by the ACA built as a Tor hidden service.

Transfer Reputation Protocol:

Stage 1: Output recollection. The first stage consists in recollecting the outputs
of the mixing transaction.

1. The ACA advertises a hidden service for transferring a predetermined and
fixed reputation value R between certified ACA addresses and new ones.

2. Crowd sensors with a certified bitcoin address with balance equal or greater
than the fixed R may join the protocol by sending the new address that has
to be certified as an output transaction with the exact value R. Notice that
only one output per crowd sensor is allowed.

3. The ACA ends such output recollection of the first stage after a predefined
time. The ACA discards any output with a value different than R.

Stage 2: Input recollection. The second stage consists in recollecting all the
inputs of the reputation transfer transaction.

1. Crowd sensors that have already sent the output in the previous stage send
now the input with the ACA certified address. Again, only a single input for
each crowd sensor is allowed.

2. (optional) In case that the certified bitcoin address of the crowd sensor has
balance greater than the fixed value R, the crowd sensor avoids the lost of rep-
utation (and money) by performing a standard bitcoin transaction between
the certified address and a new one with the exact R amount. Such new
address is the one that will be sent as input transaction.

3. The ACA validates that:
(a) All input amounts are exactly R.
(b) The total amount of the input address R comes from either a DCS pay-

ment or from a valid ACA certified address (in case of the previous
optional step). In this second case, the ACA verifies that the R amount
from the certified address is also provided from payments of the DCS.

4. The ACA, using the inputs and outputs received in the first and second stages,
constructs the base non-signed reputation transfer transaction.

5. The ACA ends the input recollection after a predefined time.

Stage 3: Signature recollection. In the third stage, the reputation transfer trans-
action is distributively signed.
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Fig. 2. Transfer reputation protocol with two crowd sensors.
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1. Crowd sensors request the base non-signed reputation transfer transaction to
the ACA.

2. Crowd sensors sign the obtained value and sent the result to the ACA.
3. The ACA compose the reputation transfer transaction with the based non-

signed transaction that he build in the second Stage and each of the signatures
received from each crow sensor.

4. Finally, the ACA pushes the resulting reputation transfer transaction to the
bitcoin P2P network in order to be included in the blockchain.

Stage 4: Address certification. In the last stage, the ACA generates and pub-
lishes the new certificates corresponding to the output addresses of the reputation
transfer transaction.

1. Crowd sensors validate that the reputation transfer transaction has been pub-
lished in the blockchain and that his reputation has effectively been trans-
ferred to the new bitcoin address.

2. Crowd sensors send to the ACA the public key corresponding to the bitcoin
address where the reputation has been transferred.

3. The ACA verifies that the received public key match one of the bitcoin
addresses included as output in the reputation transfer transaction, and that
the address has only one payment related to it. If the validation is correct
sends the new certificate to the crowd sensor.

5 Conclusion and Further Research

With MCS arising as a new sensing paradigm, new singular research challenges
are introduced such as fostering participation among the crowd sensors, ensuring
the trustworthiness of the contributed data since counterfeit information may
be contributed by malicious individuals and, at the same time, preserving the
anonymity of the crowd sensors.

We have presented PaySense, a framework that addresses in a practical way
all the aforementioned challenges together, using the bitcoin network as an inte-
grating solution. Crowd sensors contribute sensed data using certified bitcoin
addresses and reputation and rewards are mapped to a single bitcoin funds
transfer, which can later be spent by their owners. Using such approach our sys-
tem inherits the privacy-preserving properties that bitcoins present. As a main
contribution, our proposal solves satisfactory the problem of reputation transfer
when dealing with anonymous scenarios. Previous proposals impose a reduction
of each user reputation when transferring the reputation between pseudonyms
without any other benefit than preserving unlinkability between pseudonyms.
In our solution, pseudonym unlinkability comes for free since the reduction of
the reputation is transformed in an economical profit thanks to the fact that
reputation is expressed directly in bitcoins.

Further extensions of the proposed system may be directed to enable a single
ACA shared by multiple MCS applications or even by other applications outside
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the filed of MCS, enabling users to create a global digital reputation score useful
in multiple environments. Also, further research has to be directed to analyse
the behaviour of different reputation models when reward and reputation are
considered as a whole.
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Abstract. Sanitizable signature schemes (SSS) enable a designated
party (called the sanitizer) to alter admissible blocks of a signed mes-
sage. This primitive can be used to remove or alter sensitive data from
already signed messages without involvement of the original signer.

Current state-of-the-art security definitions of SSSs only define a
“weak” form of security. Namely, the unforgeability, accountability and
transparency definitions are not strong enough to be meaningful in cer-
tain use-cases. We identify some of these use-cases, close this gap by
introducing stronger definitions, and show how to alter an existing con-
struction to meet our desired security level. Moreover, we clarify a small
yet important detail in the state-of-the-art privacy definition. Our work
allows to deploy this primitive in more and different scenarios.

1 Introduction

Traditional digital signature schemes such as RSA-PSS require that a signature
σ on a message m becomes invalid as soon as a single bit of m is altered [1,2].
Contrary, many use-cases require subsequent changes to the signed data by a
semi-trusted third party. As a simple example, consider a driver’s license which
is signed by the issuing state. To prove majority, the holder wants to remove
all information but the date of birth and its picture to preserve his privacy.
Obviously, having the data re-signed by the state every time the holder needs
to prove its age induces too much overhead to be practical in this scenario. This
constellation is widely known as the “digital document sanitization problem” [3].

Sanitizable signature schemes (SSS) [4] address the aforementioned short-
comings. They allow for altering all signer-chosen admissible blocks m[i] of
a given message m = (m[1], . . . , m[i], . . . ,m[�]) to different bitstrings m[i]′ ∈
{0, 1}∗ by the sanitizer, which holds its own private key. In particular, a sanitiza-
tion of a message m creates an altered message m′ = (m[1]′, . . . , m[i]′, . . . , m[�]′),
where m[i] = m[i]′ for every non-admissible block, and a signature σ′, verifying
under the given public keys.
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Application scenarios include secure routing, privacy-preserving handling of
patient data, official document disclosure, and blank signatures [4–9].

Organization. This paper is structured as follows. The remainder of this section
is devoted for pointing out the problems in current definitions, our contribution
and existing related work. The required preliminaries are given in Sect. 2. The
security model of SSSs is revised in Sect. 3, while Sect. 4 contains the altered
construction. We conclude our work in Sect. 5.

Our Contribution. We review the existing state-of-the-art security model for
SSSs and show that it is not sufficient for certain use-cases. We then revise the
model, resulting in strictly stronger security definitions. Finally, we sketch how
to alter the construction of Bruszka et al. [5], such that it satisfies our new defi-
nitions. More precisely, we introduce the notions of strong transparency, strong
sanitizer- and signer-accountability, strong non-interactive public accountability,
and strong unforgeability. Moreover, we show that the original privacy defini-
tion may not be clear enough and we provide a clearer definition. To get a first
understanding, we briefly describe each security property. The corresponding
formal definitions are given in Sect. 3. We want stress that we work in the single
signer/single sanitizer model. Extensions to multiple signer/multiple sanitizer
environments are straightforward.

(Strong) Unforgeability. In SSSs, there are two key pairs, one for the signer
and one for the sanitizer. Unforgeability requires that an adversary, not having
access to any of these private keys, cannot generate a signature on messages not
endorsed by the signer or the sanitizer.

Our new stronger definition also requires that the adversary cannot generate
any new signatures on its own, even with fully adaptive oracle access.

Immutability. As already mentioned before, the signer is able to define non-
admissible blocks, i.e., blocks which can neither be modified by an outsider nor
by the sanitizer. Immutability thus requires that even a sanitizer holding its own
private key cannot change non-admissible blocks.

Privacy. A very important property is privacy. It defines that once a message
has been sanitized, an outsider cannot derive any information about the original
content. Clearly, privacy is necessary to have a meaningful primitive. We clarify
a small detail in the current state-of-the-art definition, which may be easily
overlooked. Jumping ahead, in the security game for privacy, there are algorithms
used whose behavior we clarify, i.e., make explicit.

(Strong) Transparency. The property of transparency is a stronger privacy defin-
ition. In particular, if an SSS is transparent, an outsider not holding any private
keys cannot decide whether a signature was generated by the signer or the san-
itizer, if the corresponding message was never de-anonymized. In other words,
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transparency is the anonymity of the accountable party. Note, the naming is
due to historic reasons [4]. Our stronger definition guarantees transparency, as
long as no message/signature pair was de-anonymized. We want to stress that
Ateniese et al. already defined strong transparency in [4]. However, Pöhls et al.
showed that this property is not defined correctly [10]. Hence, our definition does
not collide with their definition.

Unlinkability. Unlinkability is also a very strong privacy notion. It prohibits an
adversary from deciding from which signature a derived signature was created.

(Strong) Signer-Accountability. As SSSs allow to alter signed data, it must be
derivable which party is responsible for a given message/signature pair. Signer-
accountability thus requires that the signer cannot deny that the message origi-
nated from itself, if it was signed by the signer.

Our stronger definition also accounts for the signature, i.e., even the signer
cannot blame the sanitizer for a signature which the sanitizer did not generate.

(Strong) Sanitizer-Accountability. Sanitizer-accountability is the counterpart to
signer-accountability. In particular, the roles are reversed. This is also true for
our stronger definition.

(Strong) Non-Interactive Public-Accountability. In the original definition of
SSSs, the accountable party could only be derived if the signer provides a proof
π which can be generated if the signer’s private key is known [11]. This contra-
dicts legal and application requirements [6,7,12].

Non-interactive public accountability solves this problem by requiring that
the accountable party can be derived without requiring any information from
either the signer or the sanitizer. This property is mutually exclusive with trans-
parency. As before, our strong definition also takes the signature into account.

Discussion. One may argue that our stronger definitions only make sense in the
context of re-randomizable signatures or similar primitives. However, the (con-
trived) construction given in Sect. 3 shows that this is not true: there are cases
which are trivially insecure in our setting, regardless of the signature scheme
used. Moreover, we want to explicitly stress that, on first sight, our changes to
the existing definitions seem to be rather technical and only addressing details.
However, the provided examples prove that our new definitions may open a wider
deployment of this primitive. In other words, this paper wants to raise aware-
ness that certain constellations where SSSs are used need extra precautions and
guidance on how to avoid these pitfalls.

Motivation. Standard digital signatures normally have the property of exis-
tential unforgeability against chosen-message attacks (eUNF-CMA) [2]. Roughly,
this definition says that an adversary cannot find a signature σ∗ on a new mes-
sage m∗ even it has access to a signing oracle which it can query adaptively on
messages of its own choice. Later, a stronger notion named “strong existential
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unforgeability against chosen-message attacks” (seUNF-CMA) has been intro-
duced [13]. In this definition, an adversary must not be able to find any mes-
sage/signature pair (m∗, σ∗) which it has not seen before, i.e., the adversary
must not be able to generate any signature σ∗ on its own, even if it already
knows arbitrarily many signatures on messages of its own choice, potentially
including m∗. This allows for a broader use of digital signatures [13,14]. We fol-
low the same line of research for SSSs. In a nutshell, we now also consider the
signatures in the security definitions; as SSSs have three parties, this is an even
more subtle task than for standard signatures.

Let us further elaborate: first, for unforgeability, the very same problems
as for standard signatures apply. Namely, once an adversary learns a signature
σ on some message m, it can potentially generate many new signatures σ∗

i on
the same message m, which then would trace back to the sanitizer or signer,
respectively, without this party having the chance of denying the authenticity of
the message/signature pair.

Next, transparency, i.e., the anonymity of the accountable party, is only guar-
anteed for message/signature pairs (mi, σi), where the message mi has never
been queried to the proof oracle (which informally allows for determining the
accountable party; cf. Sect. 2). However, this means that an outsider might be
able to determine the accountable party for all signatures on messages queried
to the proof oracle, which is a problem if certain messages are signed or sanitized
more than once. We clarify this statement by providing a construction secure in
the old model which is “obviously” insecure in real-world scenarios in Sect. 3.

For all three accountability definitions, similar problems apply. Consider the
following examples which clarify our claims:

Examples. Assume that a medical doctor signs a patient record with an SSS.
The signed medical record can be sanitized by a server. It removes identifying
information from the record before giving it to the accountant, which, in turn,
charges the insurance company. This procedure allows to protect the patients’
privacy. The current unforgeability definition now guarantees that no party can
generate signatures for new messages. However, the definition does not guarantee
that an outsider cannot generate new signatures on already seen signed messages.
This means that the accountant may be able to generate new signatures. If the
invoice only consists of the amount due and the treatments, the accountant can
thus charge more than once if no extra precautions are deployed, as, e.g., an
invoice for a treatment of a broken bone is a common scenario.

As we have two “signers” and a verifier, there also exist intermediate stages,
namely for all three accountability definitions. In particular, a corrupt server
in our hospital example may alter messages in a way that the medical doctor
is accountable, while it is not, e.g., by altering cheap treatments to expensive
treatments which have existed before. Thus, the insurance company is charged
more, while the accountable party for that particular signature may not be
the party who has generated the signature. The same is true for the medical
doctor: if the signer signs fresh messages which have already been output by the
sanitizer, the current definition does not guarantee that the signer cannot blame
the sanitizer.
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For transparency it is even more problematic as for accountability and
unforgeability. Again, the current definition only guarantees that transparency
only holds for message/signature pairs (mi, σi) for which the message mi has
never been “opened”, i.e., the signer generated a proof which allows for tracing
the accountable party. Depending on the use-case, this may also not always be
desired. To be more precise, consider criminal records. In some countries, these
records are deleted after ten years. If these records are signed by a national
authority using an SSS, a local municipal office can later sanitize the corre-
sponding entries. However, once it comes to dispute over a single record and it is
checked whether it had been sanitized or not, potentially all equivalent records
can be traced to either the sanitizer or the signer. If, in this slightly simplified
scenario, a record only contains the name and the criminal record, the privacy
of all citizens with the same name would be at risk. Obviously, this contradicts
the very intention of SSSs.

We want to explicitly note that in the scenarios sketched above standard
mechanisms such as also signing a unique id or the current timestamp does
not help at all: if the SSS is unlinkable [5,7,15], such a “tag” destroys the
unlinkability of the signature. Clearly, it depends on the use-case which security
notions are required.

Related Work. SSSs have originally been introduced by Ateniese et al. [4].
Brzuska et al. formalized most of the current security properties in [11]. These
have been later extended for unlinkability [5,7,15] and non-interactive public
accountability [6,7]. See Sect. 3 for the definitions. Some properties discussed
in [11] have then been refined in [16]; namely they also consider the admissible
blocks in the security games. Recently, several extensions such as limiting the
sanitizer to signer-chosen values [10,17–19], trapdoor SSSs (which additionally
allow to add new sanitizers after signature generation by the signer) [20,21],
multi-sanitizer and -signer environments [7,22,23], and sanitization of signed
and encrypted data [24] have been considered. Currently, the only work con-
sidering SSSs and data-structures more complex than lists is [10]. Our results
directly carry over to the aforementioned extended settings with only minor
adjustments. Real implementations and the corresponding performance mea-
surements of SSSs have also been presented [6,7,25].

There exists much additional related work, e.g., proxy signatures [26]. Ahn
et al. [27] and Demirel et al. [28] provide a comprehensive overview.

2 Preliminaries

Here, we present some basic notation and the general framework for SSSs.

Notation. By λ ∈ N we denote the main security parameter. All algorithms
implicitly take 1λ as their first input. We write a ← A(x) if a is assigned the
output of algorithm A with input x. For a message m = (m[1], . . . ,m[�]), where
m[i] ∈ {0, 1}∗, we call m[i] a block, while � ∈ N denotes the number of blocks in
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a message m. We call an algorithm efficient if it runs in probabilistic polynomial
time in λ. All algorithms may return an exception ⊥ /∈ {0, 1}∗.

A function ν : N → R≥0 is negligible, if it vanishes faster than every inverse
polynomial. That is, for every k ∈ N there exists an n0 ∈ N such that ν(n) ≤ n−k

for all n > n0.

2.1 Sanitizable Signature Schemes

Here, we introduce the algorithms required for SSSs and the corresponding
state-of-the-art security model. The definitions are compiled from [6,7,11]. The
security model is discussed and altered in Sect. 3.

Definition 1 (Sanitizable Signatures). A sanitizable signature scheme SSS
consists of seven efficient algorithms (KGensig,KGensan,Sign,Sanit,Verify,Proof,
Judge) such that:

1. Key Generation: There is one key generation algorithm for the signer and one
for the sanitizer. Both create a key pair; a private key and the corresponding
public key, w.r.t. the security parameter λ:

(pksig, sksig) ← KGensig(1λ), (pksan, sksan) ← KGensan(1λ)

2. Signing: The Sign algorithm takes as input a message m, sksig, pksan, as well
as a description adm of the admissibly modifiable blocks. adm contains the
set of indices of the modifiable blocks, as well as the number � of blocks in
m, while we assume that adm can be uniquely and unambiguously derived
from any valid message/signature pair. We write adm(m) = 1, if adm is
valid w.r.t. m, i.e., adm contains the correct � and all indices are in m. If
adm(m) = 0, this algorithm returns ⊥. It outputs a signature σ:

σ ← Sign(m, sksig,pksan,adm)

3. Sanitizing: Algorithm Sanit takes a message m, modification instruction mod,
a valid signature σ, pksig, and sksan. It modifies the message m according to
the modification instruction mod, which is a set containing pairs (i,m[i]′) for
those blocks that shall be modified, meaning that m[i] is replaced with m[i]′.
We write adm(mod) = 1, if mod is valid w.r.t. adm, meaning that the indices
to be modified are contained in adm. Sanit calculates a new signature σ′ for
the modified message m′ ← mod(m). Then, Sanit outputs m′ and σ′:

(m′, σ′) ← Sanit(m,mod, σ,pksig, sksan)

4. Verification: The Verify algorithm outputs a decision d ∈ {true, false} veri-
fying the correctness of a signature σ for a message m w.r.t. the public keys
pksig and pksan:

d ← Verify(m,σ,pksig,pksan)
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5. Proof: The Proof algorithm takes as input sksig, a message m = (m[1],m[2],
, . . . , m[�]), m[i] ∈ {0, 1}∗ and a valid signature σ and a set of (polynomially
many) additional message/signature pairs {(mi, σi)} and pksan. It outputs a
string π ∈ {0, 1}∗ which can be used by the next algorithm (Judge) to derive
the accountable party of a given message/signature pair:

π ← Proof(sksig,m, σ, {(mi, σi) | i ∈ N},pksan)

6. Judge: Algorithm Judge takes as input a message m, a valid signature σ, both
public keys and a proof π. Note, this means that once a proof π is generated,
no additional action is required with the signer or the sanitizer. It outputs
a decision d ∈ {Sig, San} indicating whether the message/signature pair has
been created by the signer or a sanitizer:

d ← Judge(m,σ,pksig,pksan, π)

We require the usual correctness requirements to hold [11].

3 Revisiting the Security Properties

Here, we introduce the stronger security framework for SSSs. The non-strong
definitions are compiled from [5–7,11]. Our strong definitions are also based on
the work done in [5–7,11]. We do not restate the properties we strengthen; we
will highlight the differences in each definition. If one wants to also consider adm
as a part which needs to be protected, one needs to add the alterations presented
in [16].

Next, we discuss the shortcomings of some of the security definitions and pro-
vide strictly stronger variants. In particular, we review and revise the following
properties and introduce their strengthened/clarified definitions:

– Unforgeability
– Privacy
– Transparency
– Signer Accountability
– Sanitizer Accountability
– Non-Interactive Public Accountability

In a nutshell, for almost all of the aforementioned security definitions, we
also consider the signature in the security definitions. As already argued, this
seems to be a small technical detail, but has a significant impact on the resulting
security. For transparency, which we think has the largest impact, we clarify this
statement by introducing a (contrived) scheme which is trivially insecure in our
setting, while it achieves the weaker state-of-the-art transparency notion.

3.1 Security of Sanitizable Signatures Re-Revisited

Strong Unforgeability. The first notion we want to revisit is unforgeability.
The original definition given in [11] allows the adversary to derive new signatures
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Experiment SUnforgeabilitySSS
A (λ)

(pksig, sksig) ← KGensig(1
λ)

(pksan, sksan) ← KGensan(1
λ)

(m∗, σ∗) ← ASign(·,sksig,·,·),Sanit(·,·,·,·,sksan),Proof(sksig,·,·,·,·)(pksig, pksan)
for i = 1, 2, . . . , q let (mi, pksan,i,admi) and σi index the queries/answers to/from Sign
for j = 1, 2, . . . , q′ let (mj , σj , pksig,j ,modj) and (m′

j , σ
′
j) index the queries/answers to/from Sanit

if Verify(m∗, σ∗, pksig, pksan) = true ∧
∀i ∈ {1, 2, . . . , q} : (pksan, m∗, σ∗) �= (pksan,i, mi, σi) ∧
∀j ∈ {1, 2, . . . , q′} : (pksig, m

∗, σ∗) �= (pksig,j , m
′
j , σ

′
j)

return 1
return 0

Fig. 1. Strong Unforgeability

on already queried messages, as the winning condition of the security game
requires that the adversary outputs a message that was not queried before.

As already argued, this is not desired in all use-cases, very similar to the case
of standard digital signatures. Hence, we alter the definition in such a way that
the adversary cannot even generate any new signatures on its own, highlighted by
the additional underlined conditions. In other words, in the strong definition of
unforgeability, the adversary also wins if it can generate any new valid signature
σ∗ on its own.

Definition 2 (Strong Unforgeability). An SSS is strongly unforgeable, if
for any efficient adversary A there exists a negligible function ν such that:

Pr[SUnforgeabilitySSS
A (λ) = 1] ≤ ν(λ) ,

where the experiment is defined in Fig. 1.

We now obtain the following separation result:

Theorem 1. Every scheme which is strongly unforgeable, is also unforgeable.
The converse is not true.

Proof. The proof is straightforward. Let A be an adversary winning the stan-
dard unforgeability game. We can then construct an adversary B which uses A
internally to break the strong unforgeability of an SSS. B proceeds as follows:

1. B receives both public keys of its own challenger.
2. B passes the public keys to A.
3. B simulates all oracles of A using its own oracles without any modifications.
4. Eventually, A outputs (m∗, σ∗). B also outputs (m∗, σ∗) as its own forgery.
5. As for all queries i to the signing oracle (pksan,m∗) �= (pksan,i,mi) yields

and for all queries j to the sanitization oracle we also have (pksig,m∗) �=
(pksig,j ,m

′
j), (m∗, σ∗) clearly breaks the strong unforgeability of SSS with

the same probability as A wins its own game.

The other direction is also easy: for each signature generation, we append a 0.
For processing a signature, the last bit is removed. An adversary can exchange
the 0 with a 1, while the signature verification is not affected. �	
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Experiment ImmutabilitySSS
A (λ)

(pksig, sksig) ← KGensig(1
λ)

(m∗, σ∗, pk∗) ← ASign(·,sksig,·,·),Proof(sksig,·,·,·,·)(pksig)
for i = 1, 2, . . . , q let (mi, pksan,i,admi) index the queries to Sign

return 1, if
Verify(m∗, σ∗, pksig, pk

∗) = true ∧
(∀i ∈ {1, 2, . . . , q} : pk∗ �= pksan,i ∨ m∗ /∈ {mod(mi) | mod with admi(mod) = 1})

Fig. 2. Immutability

Jumping back to our example in Sect. 1, the new definition now prohibits the
attacks: the accountant is bound to the signatures it receives from the server
and cannot generate any new ones.

Immutability. As already aforementioned, a sanitizer should only be able to
alter admissible blocks defined by adm. Hence, also deleting or appending blocks
must be prohibited. As usual, the adversary is given full oracle access, while it
is also allowed to generate the sanitizer key pair.

Definition 3 (Immutability). An SSS is immutable, if for any efficient
adversary A there exists a negligible function ν such that:

Pr[ImmutabilitySSS
A (λ) = 1] ≤ ν(λ) ,

where the experiment is defined in Fig. 2.

Privacy. Privacy is related to the indistinguishability of ciphertexts. In particu-
lar, the adversary is allowed to input two messages with the same adm which are
sanitized to the exact same message. Then, the adversary has to decide which
message was used to generate the sanitized one. Again, the adversary receives
full adaptive oracle access.

Definition 4 (Privacy). An SSS is private, if for any efficient adversary A
there exists a negligible function ν such that:

∣∣∣∣Pr[PrivacySSS
A (λ) = 1] − 1

2

∣∣∣∣ ≤ ν(λ) ,

where the experiment is defined in Fig. 3.

Discussion. Compared to the original definition given in [11], we addition-
ally check whether adm “matches” both messages. This has a severe impact,
depending on how one interprets the constraints given in [11]. Namely, [11]
only requires that mod0 and mod1 are compatible with adm, while “the result-
ing modified messages are identical for both tuples” [11]. However, it is not
clear what this concretely means if adm does not match one of the messages.
More precisely, the adversary may proceed as follows: it chooses m0 = (1, 2)
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Experiment PrivacySSS
A (λ)

(pksig, sksig) ← KGensig(1
λ)

(pksan, pksan) ← KGensan(1
λ)

b ← {0, 1}
a ← ASign(·,sksig,·,·),Sanit(·,·,·,·,sksan),Proof(sksig,·,·,·,·),LoRSanit(·,·,·,·,·,sksig,sksan,b)(pksig, pksan)

where oracle LoRSanit on input of m0,mod0, m1,mod1,adm
if mod0(m0) �= mod1(m1) ∨ adm(m0) �= adm(m1), return ⊥
let σ ← Sign(mb, sksig, pksan,adm)
return (m′, σ′) ← Sanit(mb,modb, σ, pksig, sksan)

return 1, if a = b. Else, return 0.

Fig. 3. Privacy

with adm = {{1, 2}, � = 2}. Let the other message be m1 = (1). Clearly,
adm(m1) = 0, i.e., adm is not valid w.r.t. the message m1. Further consider
mod0 = mod1 = {(2, 3)}. Depending on how one implements the modification
algorithm in detail, we may have mod0(m0) = mod1(m1) = (1, 3), as it is not
specified whether mod returns ⊥ for mod1(m1). However, now Sign returns ⊥
for b = 1, but a signature if b = 0. Clearly, the adversary can easily derive b
from the information it sees. We assume that prior art, e.g., [5,11], implicitly
requires that mod(m) returns ⊥ if adm(mod) = 0. In our definition, we made
this explicit.

Strong Transparency. As mentioned earlier, the standard transparency def-
inition only guarantees that the identity of the accountable party of a message
m remains anonymous as long as no signature on this message m has ever been
opened, i.e., no proof π has ever been created for that m. That is, as soon as the
issuer of a signature on a certain message has been revealed, all previous and
future signatures on the same message, regardless whether they are freshly signed
or sanitized, may potentially be de-anonymized as well. As already argued, this
might have undesirable side effects in practice. Our strong transparency defini-
tion in Fig. 4 prohibits such attacks. Considering our example, even if it comes to
a dispute over a sanitized criminal record, all other records remain transparent.

Definition 5 (Strong Transparency). An SSS is strongly proof-restricted
transparent, if for any efficient adversary A there exists a negligible function ν
such that: ∣∣∣∣Pr[STransparencySSS

A (λ) = 1] − 1
2

∣∣∣∣ ≤ ν(λ) ,

where the experiment is defined in Fig. 4.

Discussion. Even though a bit more subtle (as anonymity is only potentially
affected per message), the difference between the original definition and Defini-
tion 4 is comparable to the difference between, e.g., CPA- and CCA-anonymity
for group signature schemes [29]. For CPA-anonymity the anonymity of the
issuer of a signature is only guaranteed as long as no signature has never been



110 S. Krenn et al.

Experiment STransparencySSS
A (λ)

(pksig, sksig) ← KGensig(1
λ)

(pksan, sksan) ← KGensan(1
λ)

b ← {0, 1}
a ← ASign(·,sksig,·,·),Sanit(·,·,·,·,sksan),Proof(sksig,·,·,·,·),Sanit/Sign(·,·,·,sksig,sksan,b)(pksig, pksan)

where oracle Sanit/Sign on input of m,mod,adm:
σ ← Sign(m, sksig, pksan,adm)
(m′, σ′) ← Sanit(m,mod, σ, pksig, sksan)
if b = 1:

σ′ ← Sign(m′, sksig, pksan,adm)
return (m′, σ′)

if A has queried any (m′, σ′) output by Sanit/Sign to Proof, return a random bit
return 1, if a = b. Else, return 0.

Fig. 4. Strong Transparency

inspected, i.e., de-anonymized, but all signers might be at risk once a single sig-
nature was inspected. However, for CCA-anonymity privacy is guaranteed for
each signature as long as this specific signature has not been de-anonymized.

To clarify this statement in the context of SSSs, we derive a (contrived)
construction which is transparent, but trivially does not meet our strong trans-
parency definition. Let E = {EKGen,Enc,Dec} be a secret-key CCA2-secure
encryption scheme. We require that the secret-key and message space of E
contains {0, 1}λ. Moreover, let E ′ = {EKGen′,Enc′,Dec′} denote a public-key
CCA2-secure encryption scheme. Let PRF : {0, 1}λ × {0, 1}λ → {0, 1}λ be a
pseudo-random function, and H : {0, 1}∗ → {0, 1}λ be a random oracle.

Let SSS = (KGensig,KGensan,Sign,Sanit,Verify,Proof, Judge) be a sanitiz-
able signature scheme according to the already existing standard definitions. We
now construct a contrived sanitizable signature scheme SSS ′ from SSS which
still fulfills the standard definitions but not strong transparency. For brevity, we
skip obvious checks.

Construction 1. We define SSS ′ = (KGen′
sig,KGen

′
san,Sign′,Sanit′,Verify′,

Proof′, Judge′) as follows:

1. Key Generation: For the key generation, we alter the algorithms as follows.
We start with KGen′

sig: create a key κ ← {0, 1}λ for the PRF at random.
Return (pksig, sk

′
sig), where sk′

sig = (κ, sksig), and (pksig, sksig) ← KGensig(1λ)
is generated as in the original SSS. KGen′

san generates an additional key pair
of the public-key encryption scheme, i.e., (pk′, sk′) ← EKGen′(1λ). It returns
((pksan,pk′), (sksan, sk′)), where (pksan, sksan) ← KGensan(1λ), i.e., the same
keys as in the original SSS.

2. Signing: Sign′ computes σ ← Sign(m, sksig,pksan,adm). Let k ← PRF(κ,
H(pksan)), and k′ ← PRF(k,H(m)). If σ = ⊥, return ⊥. Then, Sign′ returns
σ′ = (σ, c1, c2), where c1 ← Enc(k′, 0λ) and c2 ← Enc′(pk′, k).

3. Sanitizing: Parse σ as (σ′, c1, c2). Let k ← Dec′(sk′, c2). Calculate
(m′, σ′′) ← Sanit(m,mod, σ′,pksig, sksan). If σ′ = ⊥, return ⊥. Let k′ ←
PRF(k,H(m′))), c′

1 ← Enc(k′, 1λ), and c′
2 ← Enc′(pk′, k). Finally, return

(m′, (σ′′, c′
1, c

′
2)).
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4. Verification: Parse σ as (σ′, c1, c2). Return Verify(m,σ′,pksig,pksan).
5. Proof: Parse σ as (σ′, c1, c2) and each (mi, σi) as (mi, (σ′

i, c1,i, c2,i)). Let
π ← Proof(sksig,m, σ′, {(mi, σ

′
i)},pksan). If π = ⊥, return ⊥. Else, let

k ← PRF(κ,H(pksan)), and k′ ← PRF(k,H(m)). Return π′ = (π, k′).
6. Judge: Parse π as (π′, k′) and σ as (σ′, c1, c2). Return Judge(m,σ′,pksig,

pksan, π′).

Clearly, all security properties are still preserved. However, as Proof now
also returns the secret key to decrypt c1, an adversary can now decide for each
message which has been queried to Proof how the corresponding signature was
generated by decrypting, which is contained in the signature σ. We want to
stress that [25] also defines transparency in a similar way. However, their scheme
does not fulfill this definition, as the authors do not use strongly unforgeable
signatures. In [6,7] transparency is defined similarly; however, as their schemes
fulfill non-interactive public accountability and not transparency, these errors
seem to be typos.

Theorem 2. Every scheme which is strongly transparent, is transparent. The
converse is not true.

Proof. The claim immediately follows from the construction above.

Unlinkability. Unlinkability prohibits an adversary to decide how a signature
was generated, i.e., from which signature a sanitized signature was derived. We
introduce the stronger definition from [7], where even the signer can be malicious.
This game is similar to privacy with the same constraints. However, compared
to the privacy game, the adversary can also input the signatures and the mod-
ification instruction. Again, it receives full oracle access; the signing and proof
oracles can be simulated by the adversary.

Definition 6 (Unlinkability). An SSS is unlinkable, if for any efficient
adversary A there exists a negligible function ν such that:

∣∣∣∣Pr[UnlinkabilitySSS
A (λ) = 1] − 1

2

∣∣∣∣ ≤ ν(λ) ,

where the experiment is defined in Fig. 5.

Next, we revise the three accountability definitions. As already argued, these
definitions capture the intermediate cases, i.e., when either the sanitizer or the
signer is adversarial. This is captured within the next three definitions.

Strong Signer-Accountability. For strong signer-accountability, a signer
should not be able to blame a sanitizer if the sanitizer is actually not responsi-
ble for a given message/signature pair never generated by the sanitizer. Hence,
the adversary has to generate a proof π∗ which makes Judge to decide that the
sanitizer is accountable, if it is not for a message/signature pair (m,σ). Here,
the adversary gains access to all oracles related to sanitizing.
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Experiment UnlinkabilitySSS
A (λ)

(pksan, sksan) ← KGensan(1
λ)

b ← {0, 1}
a ← ASanit(·,·,·,·,sksan),LoRSanit(·,·,·,·,·,·,·,sksan,b)(pksan)

where oracle LoRSanit on input of m0,mod0, σ0, m1,mod1, σ1, pksig:
if adm0 �= adm1 ∨ mod0(m0) �= mod1(m1) ∨ adm0(mod0) �= adm1(mod1) ∨
Verify(m0, σ0, pksig, pksan) �= Verify(m1, σ1, pksig, pksan), return ⊥
return (m′, σ′) ← Sanit(mb,modb, σb, pksig, sksan)

return 1, if a = b. Else, return 0.

Fig. 5. Unlinkability

Experiment SSig-AccountabilitySSS
A (λ)

(pksan, sksan) ← KGensan(1
λ)

b ← {0, 1}
(pk∗, π∗, m∗, σ∗) ← ASanit(·,·,·,·,sksan)(pksan)

for i = 1, 2, . . . , q let (m′
i, σ

′
i) and (mi,modi, σi, pksig,i) index the answers/queries from/to Sanit

if Verify(m∗, σ∗, pk∗, pksan) = true ∧
∀i ∈ {1, 2, . . . , q} : (pk∗, m∗, σ∗) �= (pksig,i, m

′
i, σ

′
i) ∧

Judge(m∗, σ∗, pk∗, pksan, π∗) = San

return 1
return 0

Fig. 6. Strong Signer Accountability

Definition 7 (Strong Signer Accountability). An SSS is strongly signer
accountable, if for any efficient adversary A there exists a negligible function ν
such that:

Pr[SSig-AccountabilitySSS
A (λ) = 1] ≤ ν(λ) ,

where the experiment is defined in Fig. 6.

Theorem 3. Every scheme which is strongly signer-accountable, is also signer-
accountable. The converse is not true.

Proof. Similar to the proof of Theorem 1.

Strong Sanitizer-Accountability. Strong sanitizer-accountability is similar
to standard sanitizer-accountability. However, compared to the original defini-
tion, the adversary now also wins if it can generate any signature σ∗ which has
not been generated by the signer. As usual, the adversary gains access to all
signer-related oracles.

Definition 8 (Strong Sanitizer-Accountability). An SSS is sanitizer
accountable, if for any efficient adversary A there exists a negligible function
ν such that:

Pr[SSan-AccountabilitySSS
A (λ) = 1] ≤ ν(λ) ,

where the experiment is defined in Fig. 7.
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Experiment SSan-AccountabilitySSS
A (λ)

(pksig, sksig) ← KGensig(1
λ)

b ← {0, 1}
(pk∗, m∗, σ∗) ← ASign(·,sksig,·,·),Proof(sksig,·,·,·,·)(pksig)

for i = 1, . . . , q let (mi,admi, pksan,i) and σi index the queries/answers to/from Sign
π ← Proof(sksig, m

∗, σ∗, {(mi, σi) | 0 < i ≤ q}, pk∗)
if Verify(m∗, σ∗, pksig, pk

∗) = true ∧
∀i ∈ {1, 2, . . . , q} : (pk∗, m∗, σ∗) �= (pksan,i, mi, σi) ∧
Judge(m∗, σ∗, pksig, pk

∗, π) = Sig

return 1
return 0

Fig. 7. Strong Sanitizer Accountability

Theorem 4. Every scheme which is strongly sanitizer-accountable, is also
sanitizer-accountable. The converse is not true.

Proof. Similar to the proof of Theorem 1.

Strong Non-Interactive Public Accountability. Strong non-interactive
public accountability is also similar to the standard definition of non-interactive
public accountability. However, this definition now also covers the case where
the adversary could generate new signatures.

Definition 9 (Strong Non-Interactive Public Accountability). An SSS
is strongly non-interactive publicly accountable, if for any efficient adversary A
there exists a negligible function ν such that:

Pr[SPubaccountabilitySSS
A (λ) = 1] ≤ ν(λ) ,

where the experiment is defined in Fig. 8.

Theorem 5. Every scheme which is strongly non-interactive publicly account-
able, is also non-interactive publicly accountable. The converse is not true.

Proof. Similar to the proof of Theorem 1.

Discussion. Clearly, all three definitions above fix the problems given in the
running example: the server cannot generate any signature which has not been
endorsed by the medical doctor, and vice versa.

Moreover, some known implications of the existing security properties
from [5–7,11] carry over to our setting. Namely, strong sanitizer-accountability
and strong signer-accountability together imply strong unforgeability, while
strong non-interactive public accountability implies both strong sanitizer-
accountability and strong signer-accountability. As strong transparency implies
transparency, it also implies (proof-restricted) privacy. The proofs for this state-
ment are essentially the same as given for the non-strong ones [5–7,11] and are
therefore omitted. We leave it as open work to prove if other implications and
separations are still valid in our setting.
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Experiment SPubaccountabilitySSS
A (λ)

(pksig, sksig) ← KGensig(1
λ)

(pksan, sksan) ← KGensan(1
λ)

(pk∗, m∗, σ∗) ← ASign(·,sksig,·,·),Sanit(·,·,·,·,sksan)(pksig, pksan)
for i = 1, 2, . . . , q let (mi,admi, pksan,i) and σi index the queries/answers to/from Sign

for j = 1, 2, . . . , q′ let (mj ,modj , σj , pksig,j) and (m′
j , σ

′
j) index the queries/answers to/from Sanit

if Verify(m∗, σ∗, pksig, pk
∗) = true ∧

∀i ∈ {1, 2, . . . , q} : (pk∗, m∗, σ∗) �= (pksan,i, mi, σi) ∧
Judge(m∗, σ∗, pksig, pk

∗, ⊥) = Sig

return 1
if Verify(m∗, σ∗, pk∗, pksan) = true ∧

∀j ∈ {1, 2, . . . , q′} : (pk∗, m∗, σ∗) �= (pksig,j , m
′
j , σ

′
j) ∧

Judge(m∗, σ∗, pk∗, pksan, ⊥) = San

return 1
return 0

Fig. 8. Strong Public Accountability

4 Constructions

We now sketch how to achieve our new notions. As (strong) non-interactive
public accountability and (strong) transparency are mutually exclusive, we need
two distinct constructions.

Construction with Strong Transparency. The main idea of the construction
given in [5] is to sign all non-admissible blocks, the sanitizer’s and the group’s
public key, and adm using a strongly unforgeable deterministic signature scheme
S. Finally, the complete message, and the signer’s public key are signed using
a group signature scheme GS [5,30]. All standard properties of the SSS follow
in a straightforward manner from the strong unforgeability and the group sig-
nature’s security properties.1 To achieve our stronger definitions, one needs a
stronger group signature scheme. Namely, the anonymity, non-frameability and
traceability security definitions [5,30] of the group signature scheme need to
be adjusted. In particular, as done in Sect. 3, we need alter the games in the
following way:2

– For anonymity, the adversary must never submit a pair (m,σ) for signature
σ received for m from the LoR-Sign oracle to the opening oracle (instead of
only m).

– For non-frameability and traceability, the adversary must never have received
σ∗ for m∗ (instead of only not asking for a signature on m∗) from the signing
oracle.

We also require that all other information in the full signature is non-malleably
attached to it, e.g., by also signing them.

We leave a formal proof of security of the sketched construction as open work.
1 Note, their scheme only achieves a weaker form of unlinkability; also the signer’s key

pair is generated honestly. The adversary gains oracle access to Sign and Proof [5].
2 Due to space requirements, we assume the reader is familiar with the security defi-

nitions of group signatures. References [5,30] contain all required definitions.
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Construction with Strong Non-Interactive Public Accountability. The
construction given in [7] achieves non-interactive public accountability. The basic
idea of their scheme is the same as in the aforementioned construction, but
instead of using a group signature GS, they use another deterministic and unique
signature scheme S. Due to the determinism and uniqueness of the signature
schemes deployed, their scheme already fulfills our strong definitions without
any modifications. It depends on the use-case if a deterministic SSS offers the
required properties from a real-world perspective.

5 Conclusion

We have shown that the state-of-the-art security definitions of SSSs are not suf-
ficient for some use-cases we have identified. We introduced new strictly stronger
definitions, accounting for these additional use-cases. In particular, we have intro-
duced the notions of strong unforgeability, strong transparency, strong sanitizer-
accountability, strong signer-accountability and strong non-interactive public
accountability and clarified the property of privacy. Finally, we have sketched
how to alter an existing construction to achieve our enhanced notions.
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Privacy and Identity 2014. IFIP AICT, vol. 457, pp. 201–215. Springer, Heidelberg
(2015)

9. Hanser, C., Slamanig, D.: Blank digital signatures. In: Asia CCS, pp. 95–106. ACM
(2013)



116 S. Krenn et al.
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Abstract. One of the emerging problems on the border of privacy pro-
tection research and e-commerce is the monetization of sensitive data.
More precisely, a client would like to obtain some statistical data about
users’ personal information in exchange for a reward. To satisfy both
parties, a monetization protocol should ensure that users’ privacy is not
violated and the data utility is preserved at the same time.

During ESORICS 2014 Bilogrevic et al. presented a novel and promis-
ing approach to monetization of aggregated sensitive data. In our paper,
we point some flaws and shortcomings of the presented protocol. We
also make some general methodological remarks to explain why some
auspicious directions of data monetization might be futile. Finally, we
propose a simple scheme for a secure data aggregation based on sharing
trust between different non-collaborating parties.

Keywords: Monetization · Data aggregation · Privacy preserving

1 Introduction

Online services and profiles on social networks store an invaluable collection of
personal information of various users. Often, they can be analyzed to provide use-
ful and valuable information both for research purposes and e-commerce related
issues. The simplest example is profiled advertising addressed to a group of users.
The advertiser would like to know potential customers and is often ready to pay
a revenue for knowledge about them. Similarly, the statistical information about
users might be used by companies and research centers for analysis. These eco-
nomic and scientific aspects contributed to fast development of the monetization
of users data (i.e., exchange of personal information for a reward). In recent
papers [17,20] it was reported that the price can range from $0.0005 to $33 per
a single attribute of a single user. That is, such data can be very valuable. On
the other hand, the individual users revealing their data might be exposed to
many threats.

Even though we concentrate on online web services, the same (or simi-
lar) problem (i.e., monetization data and ensuring privacy at the same time)
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may emerge in many scenarios from various distributed systems ranging from
sensor field collecting some environmental measurements to social networks
with personal information like age or number of friends. In every case we
would like to trade with some general (yet, still useful) information about the
users/sensors/devices without exposing too much about individuals.

Two main concern in design of privacy-protecting data monetization schemes
is how to provide useful statistical information without compromising privacy
of any individual and how to evaluate the data before revealing them. During
ESORICS 2014 Bilogrevic at el. presented the first privacy-preserving aggrega-
tion scheme for personal data monetization [3] (extended in [4]). In their app-
roach, the data of individual users is aggregated before monetization and sold to
a customer. The scheme presented in [3] assumes that an aggregator is untrusted
and there is no single trusted third party. The proposed scheme combines two
techniques to solve the users’ data exchange problem. First, authors present the
data aggregation protocol based on [24] for the model with untrusted aggregator.
Thanks to methods introduced in [24] the protocol should guarantee provable
privacy of an individual user, formally expressed in terms of distributed differen-
tial privacy metric (that metric is a “distributed counterpart” of widely accepted
Dwork’s differential privacy [9]). For more details see also [10]. Next, authors
introduce a novel monetization framework of statistical information, in order to
find a fair price for the aggregated data. The main advantage of the proposed
scheme is that it can be efficiently used in many real-life scenarios, even when the
computational power is relatively small (e.g., in a system of constrained devices).

In our paper, we point some flaws and shortcomings of the protocol from [3]
- among others we show that the aggregator (or even some outer, adversarial
party) can reveal much more information about individuals than declared. Next,
we show that in some cases the way of evaluating data seems not to be adequate.
We also present some general methodological remarks about constructing similar
protocols - in particular on evaluating data. Finally, we present several methods
that can be used to improve security/functionality of the original and possibly
some similar protocols.

Despite we present our and previous results in terms of trading with data
taken from users profiles, very similar mechanisms can be applied for a wide class
of distributed systems processing sensitive data (including i.e., sensor networks).

1.1 Paper Organization

The rest of the paper is organized as follows. In the rest of this section, we recall
some previous related works about secure data aggregation and data moneti-
zation. In Sect. 2, we recall the Bilogrevic et al.’s scheme from [3]. Section 3, is
focused on the analysis of the scheme presented in [3]. We discuss advantages of
this protocol and point some its flaws and shortcomings. Section 3.6, is devoted
to presentation of a some methods that can be used to improve security and
usability of some data aggregation protocols. In Sect. 4, we conclude and discuss
some future work.
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1.2 Related Works

The data aggregation problem is widely examined by different research areas
in different context, including data security, computational and communication
complexity (e.g., [25]). It has been investigated for general networks, never-
theless most of the recent results refer to different types of sensor networks
[15,22]. Security related issues (including privacy, authenticity and accessibility)
of aggregated data in sensor networks were discussed in [12–14]. Different data
aggregation protocols with an untrusted aggregator have been investigated in
[19,21,24]. In the model presented in [24] authors introduced a protocol, which
guarantees strong privacy for individual participants. It ensures that the aggre-
gator is oblivious i.e., can learn only a desired statistics of the aggregated data
without gaining any additional knowledge about individuals. Even, if a subset of
participants form a coalition with the aggregator and share their private data,
the data of the remaining participants is still protected. The presented protocol
combines the properties of homomorphic encryption and carefully parametrized
statistical obfuscation methods, that ensure privacy of individual users and the
utility of the aggregated data.

Papers [3] as well as [24] express privacy of individual users using the concept
of differential privacy introduced by Dwork in [8]. Let us remark that Shi et al.
in [24] use a distributed differential privacy notion, described by [7] and used
extensively in further works. Note that this notion is in fact a natural counterpart
of original Dwork’s definition adapted to distributed systems. There is a long list
of other papers that use this or similar definitions to evaluate privacy of different
systems (i.e. [5–7,19]) ranging from data bases to RFID systems.

2 Bilogrevic et al.’s Scheme

In this section we recall the protocol presented in [3]. The idea behind it is
based on the extended algorithm described in [24] combined with mechanisms
for monetization of users’ data. The aim is to construct an approximation of
the distribution of the attributes of a group of users and finally sell it to the
customer.

2.1 System Architecture

In the Bilogrevic et al.’s scheme there are three entities: a data aggregator A,
a set of n users U = {u1, u2, ..., un} and a customer C. At the beginning of the
protocol each user gets the individual, random secret key si and the aggregator
gets its own secret key sA. It is assumed that sA + s1 + s2 + . . . + sn = 0. Each
user is represented by its profile Pi = {xi1, xi2, . . . xil}, where xij is a value of a
certain attribute, such that xij ∈ {mj ,mj + 1, . . . , Mj − 1,Mj}. It is assumed
that all xij are represented by elements of a cyclic group Zp for a prime p. The
aggregator A is untrusted and should learn about the users’ attributes nothing
but specified statistics. The protocol works as follows: a customer C sends a
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query to the aggregator to obtain particular data. The query contains the infor-
mation about the type of information which customer wants to obtain and the
users. The aggregator A forwards the query to the users. Each user follows the
obfuscation and encryption steps described in the next paragraph and sends its
secured (encrypted and obfuscated by adding noise) data (i.e., values of cho-
sen attributes) to the aggregator. Then, A combines all feedback messages and
decrypts the result, obtaining some statistical data. For each attribute defined
by the computed statistic, A determines the sensitivity of this information and
the cost of sale. Next, A sends the statistics together with the message about
each attribute containing: the sensitivity and the cost. C selects the aggregates
to purchase. After the exchange between A and C , the aggregator is responsible
for sharing the total sale revenue among the users (Fig. 1).

Fig. 1. System architecture

Aggregation Model. The aggregation model is an extension of the protocol
described in [24]. Each user defines its own privacy-sensitivity value 0 ≤ λij ≤ 1
for each attribute j ∈ {1, . . . , l} from its profile. Values of user’s attributes are
unknown for the aggregator.

Obfuscation: First, each user generates two random values rij , oij in order to
“obfuscate” its attributes.

x̂ij = xij + rij mod p,

x̂2
ij = x2

ij + oij mod p. (1)

Encryption: Each user ui encrypts the values x̂ij , x̂2
ij using its own secret key

si as follows
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cij = gx̂ijH(t)si ,

c2ij = g
̂x2
ijH(t)si , (2)

where t is a public timestamp. Next, the user sends to the aggregator A two
vectors with encrypted values from its profile ci = [ci1, ci2, ci3, . . . , cik], c2i =
[c2i1, c

2
i2, c

2
i3, . . . , c

2
ik].

Aggregation: The aggregator combines all feedback messages from the users
and decrypts the result as follows:

Vj = H(t)sA · c1 · c2 · . . . · cn = H(t)sA ·
n∏

i=1

gx̂iH(t)si

= g
∑n

i=0 x̂iH(t)sA+s1+...+sn = g
∑n

i=0 x̂i ,

Wj = H(t)sA · c21 · c22 · . . . · c2n = H(t)sA ·
n∏

i=1

g
̂x2
i H(t)si

= g
∑n

i=0
̂x2
i H(t)sA+s1+...+sn = g

∑n
i=0
̂x2
i . (3)

In [3] authors assume that these values are sufficiently small. Because g is a public
parameter A can obtain values

∑n
i=0 x̂i and

∑n
i=0 x̂2

i computing the discrete
logarithm of base g. Now, the aggregator A has the statistic of participants’
values, without having exact knowledge about values of single attributes.

2.2 Data Monetization Model

The obtained tuple (Vj ,Wj) is used by the aggregator to estimate the probability
density function of analyzed data. A computes the discrete logarithm base g of
(Vj ,Wj) to obtain values (μ̂j , σ̂2

j ):

μ̂j =
logg Vj

N
=

∑N
i=1 x̂ij

N
,

σ̂2
j =

∑N
i=1 x̂2

ij

N
− μ̂j

2
.

Using the Central Limit Theorem, the authors of [3] claim that the distribu-
tion of attribute j can be approximated by the normal distribution Nj with
parameters μ̂j , σ̂2

j . This assumption is used to compute the distance dj between
the obtained normal approximation Nj and the uniform distribution U . The
“distance” between discretized Nj and U is measured by the Jensen-Shannon
divergence (or JS, for short). To decide which attribute can be shared with C ,
the aggregator compares dj with users sensitivity parameters λij . If dij ≤ 1−λij ,
this means that the user i is willing to share this attribute j. A uses the majority
rule to decide if he can offer the statistic about attribute j to C .

Cost function and sharing the revenue: The aggregator computes the
monetary price Cost(j) of the attribute j depending on the distance dj , the
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number of the contributing users and the monetary value pj that users assign
to each attribute. A takes as the salary the commission percentage (fixed at the
beginning of the protocol) for each attribute and splits the rest of the revenue
evenly among the users.

3 Flaws, Shortcomings and Remarks

Despite clear merits of the protocol recalled in the previous section, we need to
point some of its flaws and shortcomings. In this section, we also discuss some
assumptions that seems to be disputable in many practical settings. Some of our
remarks refer solely to the Bilogrevic at el.’s scheme (like the parts described in
Subsects. 3.1 and 3.4) while some other can be applied to wider class of similar
protocols (Subsects. 3.2, 3.3 and 3.5).

3.1 Information Leakage

In this section we show that the protocol from [3] can reveal significant informa-
tion about the data aggregated by an individual user. Let us recall, that in order
to “aggregate” values xij , x

2
ij user ui sends to the aggregator A the following

values

cij = gx̂ijH(t)si , (4)

c2ij = g
̂x2
ijH(t)si ,

as j-th elements in vectors ci and c2j , respectively (see formulas (1), (2)). User ui

hopes, that the only information which A can learn are the sums of xij and x2
ij

over significantly many i (i.e., over at least γn − 1 other users). Moreover, any
other party which might observe the communication between A and the users
is believed to be unable to learn any partial information about values being
aggregated.

Recall, that g is a public parameter. For that reason, any party (including
A ) which intercepts values cij , c

2
ij can perform the following operations

c2ij
cij

=
g
̂x2
ijH(t)si

gx̂ijH(t)si
=

g
̂x2
ij

gx̂ij
= g

̂x2
ij−x̂ij ,

v := logg

(
c2ij
cij

)
= x̂2

ij − x̂ij = x2
ij − xij + oij − rij . (5)

Let us argue, that computing a discreet logarithm is feasible. First, let us recall
that values xij belong to a known and relatively small domain. Indeed, as
described in previous section, each value xij ∈ {mj , . . . , Mj}, where mj ,Mj ∈ Zp

for prime p. The only problem may be caused by the values rij and oij used as a
noise to “obfuscate” the real values. Authors of [3] do not explicitly specify how
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values rij , oij are chosen, but give a reference to the protocol described in [24].
According to [24], values rij , oij are computed using following distribution

rij ←
{

Geom(α) with probability β,
0 with probability 1 − β

where Geom(α) is the symmetric geometric distribution. The values α and β
are chosen in such a way so as to ensures the distributed differential privacy
of users after revealing aggregated (not a single) values and depend on other
parameters. Namely, α = exp

(
ε
Δ

)
and β = 1

γn log 1
δ , where Δ = Mj − mj and

0 < γ < 1 is a fraction of honest users. Finally 0 < δ < 1 and ε > 0 are values
governing privacy (they are used in the definition of (ε, δ)-differential privacy.
Note, that the value of β is small even for very small δ. Since rij , oij are chosen
independently then with probability at least (1 − β)2 we get rij = oij = 0. In
such case computing a discrete logarithm of v requires at most Δ operations.
Moreover, the equation is reduced to v = x2

ij −xij . The Fundamental Theorem of
Algerbra (see [11]) implies that this equation (over Zp) has at most two solutions
as a polynomial of variable xij .

In the case when rij �= 0 or oij �= 0 the equation has also at most two
solutions, but it is dependent on added values (unknown for the attacker). Note
however, that for a typical (discussed and simulated in [24]) parameter ε = 0.5
and arbitrary δ both values rij and oij are with high probability distributed
over a small subset of Zp. Thus the value of xij can be found with significant
probability.

Note, that this attack cannot be used against the original scheme [24]. Indeed
we utilize relations between x̂2

ij and x̂ij , while in the protocol described in [24]
users send only an encrypted version of x̂ij .

Improving the Security. One may be tempted to repeal this problem using oij , rij

from other distribution getting values from a bigger interval with high proba-
bility. Indeed, that would improve the protection of the privacy of individuals.
Informally, the data would be “more obfuscated”. Such a modification however
would dramatically decrease the utility of the aggregated data. Moreover, retriev-
ing the statistics by A (during the decryption in aggregation step) would be
computationally much more demanding.

More promising direction to patch the scheme might be using different t’s for
every single attribute value j and it’s square. This protects the data from the
attack described above. However, still a similar attack can be performed using
relations between cij = Enc(x̂ij) and cij′ = Enc(x̂ij′) for j �= j′. Note, that we
cannot use different values t for every user i and attribute j, because then A will
not be able to decrypt the data (i.e., cannot use the property of summing the
secret keys si to 0).

This approach would also increase the complexity of the scheme and requires
Θ(k) hashings and performing additional, heavy operations (exponentiation) for
both the aggregator and every single user.
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3.2 Pricing via Approximation by Normal Distribution

In this section we concentrate on the method of establishing the price of the
aggregated data presented in [3]. To evaluate the values of computed statis-
tics the distribution of the data is approximated by the normal distribution
N = N (μ̂, σ̂2). This approximation is motivated by Central Limit Theorem
(CLT ), which roughly stays that the arithmetic mean of a sufficiently large
sample of independent and identically distributed random variables tends to
normal distribution (with probability). Then, the aggregator computes dj - the
Jensen Shannon divergence between normal N and uniform distribution U for
each attribute j. The value dj is then used for evaluating the aggregated data
(measuring how much information is released and fixing a price).

The CLT allows to estimate the distribution of the mean of a sample. How-
ever, it does not allow us to say much about the distribution of the random
variables from the sample (except some cases -e.g. when we know in advance
that the original data is sampled from a normal distribution). Despite com-
mon opinion, usually encountered data is not normally distributed. Hence, one
should not approximate the distribution of the actual attributes using the nor-
mal distribution. In Table 1, we present the results of two standard normality
tests (χ2-square, Kolmogorov-Smirnov) conducted for a sample of size 50 from
a dataset of 3348 users from DataFerret (Note, that in Subsects. 3.2, 3.3 we use
the same source of data for experiments as authors of [3]). We compare the dis-
tribution of attributes: Income and Education with the normal distribution. The
results show, that the distribution of a certain attribute is very far from the
normal distribution. This explains, that even if the mean value is normally dis-
tributed, we cannot approximate the original distribution with N . Plots of the
values of analyzed attributes show, that the distribution function significantly
deviates from the Gaussian bell curve.

Table 1. Normality tests results

χ2

To depict more formally, why the method presented in [3] based on normal-
ization and JS divergence may lead to false conclusions about the distribution
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of investigated attributes, we present an illustrative example. In short, it shows
that there are distributions1 arbitrary far from uniform distribution, such that
after approximation by the normal distribution, can be very close to uniform
distribution (in the sense of JS divergence metric).

Example 1. Let DN be a random variable deified in the following way
Pr[DN = N ] = Pr[DN = −N ] = 1/2. Let us fix N . Directly from CLT one
can prove that the arithmetic mean of a sample of size n chosen from the same
distribution as DN converges with probability for growing n to the normal dis-
tribution N (0, N2). Let NN be an uniform distribution on the set {−N, −N +
1, . . . , N − 1, N}. One can easily prove that lim

N→∞
JS(UN ,N (0, N2)) = 0, but in

the same time lim
N→∞

JS(DN ,UN ) = 1.

3.3 Sensitivity of the Distributions

In this section, we show that distributions of the data investigated in typical
scenarios are very sensitive even to small changes. Namely, adding/changing a
single factor to a query may completely change the type of the distribution
of the focused data. In real-life scenarios, the customers want to obtain more
precise information. For example, when C asks for the incomes of the users, the
queries might be depend on many factors like: highest obtained education degree,
state of residence, industry code, sex or race. In such case, the particular factor
has significant impact on the result and the analyzed sample of users cannot
be generalized to the whole data, and vice versa. Below, we present the plots
of incomes of the USA citizens. The analyzed data is from Census Bureau [1].
The plots depict the incomes of sampled users, specified by selected factors in
comparison with the randomly chosen sample of users. The mean value of the
random sample is marked by the solid line, whereas the dashed line represents
the mean values of the sample determined by a factor (Fig. 2).

Our simulations show, that attributes are very sensitive to different factors,
which can sway them significantly. One can observe, that education, branch of
industry and occupational field, state of living or even sometimes factors like sex
and race determine personal income (Fig. 3).

We conducted this simulation to show that if a potential customer wants
to obtain a specific piece of information about users and the aggregator shares
the mean value of a certain attribute computed based on a whole dataset, the
results will be strongly inaccurate. Note, that in the protocols, where the sta-
tistic is computed based on all users, the customers can learn only the general
information which in many scenarios can be useless. For that reason, one may
doubt if it could be possible to construct a single, widely accepted method of
evaluating this type of data using a fixed distribution to compare the results
(Figs. 4 and 5).

1 In some formulas for the sake of simplicity we identify a random variable with its
distribution.
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Fig. 2. Mean of incomes of the random
citizens of the USA citizens and those
who live in Arizona. Sample size 100.

Fig. 3. Mean of incomes of the random
citizens of the USA citizens and those
who live in New York. Sample size 100.

Fig. 4. Mean of incomes of the ran-
dom citizens of the USA and those
who graduated High School. Sample
size 100.

Fig. 5. Mean of incomes of the ran-
dom citizens of the USA and those who
graduated Master’s degree. Sample size
100.

3.4 Other Shortcomings and Remarks

There are some other issues of the proposed solution that significantly limits the
range of applicability of the Bilogrevic et al’s protocol. Note that most of them
are inherited from [24] (Figs. 6 and 7).

Key distribution necessity - it is assumed that each user ui is given a pri-
vate key si such that s1 + . . . + sn + sA = 0 (where sA is the aggregator’s
key). For that reason users need a trusted third party or a key establish-
ment protocol eliminating trusted dealer in the manner similar to [18]. The
latter would require significant volume of communication/interaction. For
that reason such approach seems not to be adequate for dynamic groups of
users. Moreover, if at least one user declines taking part in the protocol any
aggregated values cannot be obtained.
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Fig. 6. Mean of incomes of the random
citizens of the USA and those who work
in the food service.

Fig. 7. Mean of incomes of the random
citizens of the USA and those who work
in the hospitals.

Data poisoning attack - every single user may add a fake value to completely
change the final value of data aggregation. In addition, one can easily see that
any user may launch a DoS-type attack by giving a huge value instead xij

to make decoding procedure (3) impossible. Note, that without any special
countermeasures (like zero knowledge proofs) such attacks are undetectable.
On the other hand, all countermeasures we have in mind cause a significant
increase of computations and/or intensive interactions between users.

Limited range of aggregated data - there is a very limited range of values
that can be efficiently aggregated. If there is no knowledge about the a priori
distribution of xij , the aggregator may be forced to perform the number of
exponentiations that is proportional to possible size of a range of the possible
data. Moreover, the scheme allows to deal with numerical values, only.

Correlation between statistics - At the end of the aggregation phase the
aggregator reveals S1 =

∑n
i=0 x̂2

i and S2 =
∑n

i=0 x̂i. The proof given in
[24] guarantees privacy protection of all honest users after revealing S1 and
after revealing S2 but not both. The problem is in the fact that S1 and S2

are correlated and reveal more information that each of them individually.
Nevertheless, despite the lack of a formal proof of the security we doubt if S1

and S2 can be used for mounting any successful attack in real life settings.

3.5 To Pay for What?

Authors of [3] handled very important issue - how to evaluate (and fix a fair price)
for the data and preserve privacy of individual users at the same time? This seems
to be the most problematic issue related to the monetization protocols. In short,
authors of [3] proposed the following strategy - the aggregated data is used
for construction of an approximation N of the probability distribution of the
collected data D. Then, the “distance” d between N and uniform distribution U
(over the same range as D) is computed. In the protocol [3] the Jensen-Shannon
divergence is used as a distance function. The final price is computed as the
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product c · n · d, where c is a constant depending on a type of data (see further
information in [2,16,17]) and n is the number of users.

We suppose that in many cases such approach cannot be justified, let alone
the fact that the way of computing N as an approximation of D presented in [3]
leads to some paradoxes as described in Sect. 3.2.

– It is not clear, why the customer C should have an incentive to pay more,
if the distance between N and U is big. In various real-life scenarios such
value does not estimate the amount of valuable information (i.e., sensitivity)
that each attribute leaks (as claimed in [3]). This is because of the fact that
in many cases the distribution of an examined value is not expected to have
the uniform distribution. Moreover, the information that those values have a
statistic typical for uniform distribution can indicate a serious anomaly and
information about this fact may be worthless. Thus, it is hard to agree that
uniform distribution does not reveal actionable information.

– More natural approach seems to be paying for the “difference” (i.e. measured
using JS divergence, total variation distance etc.) between the actual distrib-
ution of the aggregated data and an a priori distribution. That seems to be a
good model of how much the customer may be surprised by the new data. On
the other hand, one can easily see that confirming that the actual distribution
of the data is close to its a priori distribution can be very valuable as well.
Moreover, in the case with many types of data it is not feasible to determine
easily an a priori distribution at hand.

One can show many examples that a value of the information (and its price)
highly depends on the context. This is even more challenging in the scenarios
wherein information is being processed (in particular, in order to protect users
privacy). A customer wants to buy the utility of data, while a user sells the
privacy. In real life systems, both privacy and utility usually strongly depend on
a very complex context. Thus, we believe that the approach for a data evaluating
presented in [3] can be very promising, however only for a limited range of
applications.

3.6 Possible Patches

In this paragraph, we propose a set of methods which might be applied to
improve the flexibility of the privacy-preserving protocol introduced in [3,24]
and also prevent the information leakage presented in the previous section. We
only outline the presented methods, which still need further investigation, both
in terms of security and efficiency. We believe that the presented ideas can be
applied in real-life scenarios to the original scheme from [3] as well as some other
similar protocols. Let us recall some techniques that can be used to mitigate
problems described in our paper.

Secret sharing. The main concern on which we focused is how to increase a
flexibility of the previously presented protocol. One of the possible solutions
might be the use of the secret sharing introduced by [23] to allow the customer
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to ask for a more accurate and better specified group of users and does not
rely on the availability of all of them.
First, let as recall the idea of the (k, n)-threshold secret sharing. Having a
secret S, one can “divide” it into n shares Z = {ζ1, ζ2, . . . , ζn}. The (k, n)-
threshold secret sharing ensures that if one knows at least k out of n values
from the set Z, the value of secret S can be easily computed. However,
knowledge of any k − 1 or less shares does not give any information about S.

Distributed key generation. The users generate a pair of keys (K,D) using a
distributed key generation schema, which does not rely on the trusted third
party. This can be one of MPC (Multiparty Computation - type) protocols.

Additional layer of encryption. Another issue is how to prevent the informa-
tion leakage described previously. One of the possible solutions might be to
add an extra layer of encryption by using a random noise generated from the
uniform distribution U - such data appears to the adversary purely random.
If such layer is removed, thus it does not influence the error of aggregated
data.

These three methods can be applied to the privacy-preserving protocol pre-
sented in previous sections. As previously, we consider a protocol with a set of n
users U = {u1, . . . , un}, an untrusted aggregator A , who is now responsible only
for joining the data received from the user into one (encrypted) statistic and a
customer C . Additionally, we have also the auxiliary servers S and P and the
data trader T, who is responsible for forwarding the query to the users, pricing
the statistical information and sharing the revenue for users. Servers S and P

gather the information from the users which is necessary to decrypt the obtained
data.

After the customer C sends a query to T with the information about selected
users and data which he wants to obtain, T forwards the customer’s query to
all users. After receiving the query, users generate a pair of keys (K,D) using
the distributed key generation process. Each user has its own key pair (K, ζi).
Public key K is used to encrypt the individuals information. Those users, who
want to reveal their private information, by responding to this query, obfuscate,
encrypt their data with key K and add one more secure layer by using a random
noise generated zij from the uniform distribution U as below

cij = EncK(xij + rij) · bzij , (6)

where b is a public parameter. Next, each user ui sends its secured data to the
aggregator A. Value ζi is forwarded to server S and the noise value zij to P.
Aggregator A combines the encrypted data received from the users and forwards
the obtained statistic (for example: sum) to the data trader T. Server P computes
a sum of all values from the users who respond to the query as

∑
i=1 zij and

forwards this sum to T. At the same time, server S forwards to T permuted
values ζi, which he received from the users. After receiving messages from the
aggregator and the servers S and P, the data trader T is able to remove the
additional layer of encryption from the encrypted statistic by dividing the value
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by b
∑

i=1 zij and rebuild D (based on the secret sharing schema) to decrypt the
obtained statistics.

The main advantage of this type approach is the fact that the protocol can be
successfully completed even if some users cannot (or do not want) to participate
in the data aggregation process. On the other hand, if the statistics are finally
released and sold to the customer, every single user can be sure that its data
is aggregated with at least k − 1 other values. The users can decide after each
query how large the parameter k should be to ensure that the sensitive data
is protected. Let us note that the security parameters should depend on the
threshold parameter k.2 Clearly, the privacy of users is protected as long as
other actors do not cooperate together against them.

The main drawback of this model is an increased amount of communication
and computations. However, we believe that further investigations can improve
this flaw and bring promising results.

4 Conclusion

We believe that constructing a useful and privacy-oriented method of data mon-
etization still remains a big challenge.

In our paper, we pointed some shortcomings of monetization scheme from [3]
and proposed a different one. Clearly, our approach is still not adequate for many
realistic scenarios. However, it is hard to imagine a single “universal” method
of monetization of statistics of users’ data that can meet all reasonable require-
ments. In particular, finding the price of processed (for protecting privacy) data
seems to be the most difficult issue that strongly depends on many unpredictable
factors.

We hope that some of our remarks can be used for constructing different
privacy-preserving monetization protocols.

Acknowledgments. We would like to thank the anonymous referees for their very
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Abstract. After publishing data on the Internet, the data publisher
loses control over it. However, there are several situations where it is
desirable to remove published information. To support this, the Euro-
pean Union proposed the General Data Protection Regulation (GDPR)
which states that providers must remove the data when the correspond-
ing owner requests it. However, the data might already have been copied
by third parties. Therefore, Article 17 of the GDPR includes the reg-
ulation that the provider must also inform all third parties about the
users request. Hence, the providers would need to track every access,
which is hard to achieve. This technical infeasibility is a gap between
the legislation and the current technical possibilities. To close this gap,
we propose a novel service which gives the data owner the possibility to
inform simultaneously all providers about her removal request.

Keywords: Privacy · Data revocation · GDPR · Internet service

1 Introduction

The vast variety of different Internet services existing today entails that people
knowingly or unknowingly share more and more personal data. Until recently,
most people had no problem with loosing control over the processing and dissem-
ination of their own data once published on the Internet. Lately, however, this
attitude has begun to change and Internet users start to exercise more caution
about which data they share. The main reasons are the recently disclosed privacy
incursions by government agencies and companies. Internet users became aware
of massive surveillance and data storage programs. Furthermore, there were also
recent revelations that some service providers misuse private user data [23].

Besides that, people are emotional beings and it is typical for a person to
change her opinion and views over the course of her life. This is also true for data
published on the Internet. As she changes her opinion over time, she might regret
having published data which does not reflect her current opinion. Therefore, she
wants to extinguish this data from the Internet in the present. For instance,
she might have published a party-picture on a social network in her youth.
c© Springer International Publishing Switzerland 2016
J. Garcia-Alfaro et al. (Eds.): DPM and QASA 2015, LNCS 9481, pp. 134–149, 2016.
DOI: 10.1007/978-3-319-29883-2 9
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At that time, she did not care much about her public appearance. Years later,
after finishing her studies, she applies for a job in a leading position. While
her opinion and attitude changed over time, the published picture did not and
can still be found. Even worse, it might influence the decision of the recruiting
agent. To prevent this, she would like to completely remove this picture from
the Internet. However, today it is almost impossible to identify all locations and
servers where the picture has already been copied and stored – she has lost
control over her own data.

In general, Internet users want more control over their data. An example for
this is the impact from the judgment by the Court of Justice of the European
Union in case 131/12 from May, 2014 [22]. This case states that natural persons
have the right to opt out from the results of search engines. Since this judgment
was published, Google has to deal with thousands of user requests for deletion
every day [14]. Although removing links from search results does not actually
delete the data, people use this possibility due to the lack of better solutions.

Since 2011, the European Commission is working on a General Data Pro-
tection Regulation (GDPR) which will be mandatory for all countries in the
European Union (EU). It will also be binding for foreign companies which have
their subsidiaries in the EU. The GDPR literally states that “the proposed data
protection regulation leaves no legal doubt that no matter where the physical
server of a company processing data is located, non-European companies, when
offering services to European consumers, must apply European rules” [5].

The principal aim of this regulation is underpinning the right of individuals
to have their data deleted on the Internet. A draft of the proposed GDPR was
already published in 2012 [6]. However, the technical feasibility of this draft
was questioned by many experts. For example, in [9], the authors considered
the technical means to enforce this right in information systems and identified
technical challenges. In [17], we also discussed problems for service providers
with respect to this draft. Specifically, according to Article 17, service providers
must “take ‘reasonable steps’, including technical, to inform third parties of the
fact the individual wants the data to be deleted”. Thus, the main challenge for
the service providers is to track every access in order to inform all third parties.
However, there is currently no technical solution to fulfill this legal requirement
with reasonable effort.

Fully deleting data on the Internet is a complex issue. Therefore, we propose
to divide it into sub-problems, which we can solve independently. We start in this
paper with a solution only for the case where a user publishes data objects on the
Internet self-willed and consciously. Hence, we don’t consider cases where third
parties publish or collect data about a user. For this, we present an Internet-wide
data revocation service in this paper. With this service, on the one hand, the
service providers can automatically verify whether there are removal requests.
On the other hand, the user can notify all service providers that her data objects
should be deleted. Thus, our solution offer both parties a technical instrument
to support Article 17.
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The rest of this paper is organized as follows: We first discuss existing
approaches for removing previously published data from the Internet in Sect. 2.
In Sect. 3, we present our assumptions, and in Sect. 4 we motivate our require-
ments for a technical data revocation solution. Based on those, we discuss the
design rationale of our approach in Sect. 5 and its implementation possibilities in
Sect. 6. Afterwards, we analyze our approach with respect to our requirements.
Finally, we conclude our paper in Sect. 8 with a brief summary and provide an
outlook on future research.

2 Related Work

In the past, there have been several technical approaches for controlling the
availability of data objects after publishing them on the Internet. The ideal
solution are self-destructing data objects which disappear or become useless
after a specified time or on owner’s demand. The main challenge with such self-
destructing data objects is the hostile host problem [16]. Generally, the hostile
host problem states that it is theoretically impossible to force a foreign host into
performing specific actions if its administrative owner disagrees and interferes.
Despite this theoretical impossibility, there are practical solutions which make
it very hard for the administrative owner to interfere. The more secure ones rely
on additional tamper resistant hardware like High Security Modules (HSMs) or
Smartcards.

In general, all those solutions follow the same principle: first, the protected
data object is encrypted. Then, the encrypted data object is published, and the
key is handed to a key management service. Anyone who wants access to the
data object must get this key. When the data object is to be “deleted”, the key
is removed from the key management service. This way, it is no longer possible
to decrypt the data object, and thus the object has been effectively deleted. The
critical parts for this solution are the key and the (decrypted) representation
of the data object. Anyone who can intercept the key has no need to request
the key again and thus can decrypt the data object at any time in the future.
The protection can also be circumvented if it is possible to make a copy of the
actual data object while it is decrypted. The most known example based on this
principle are Digital Rights Management (DRM) systems [19]. Even though some
of the DRM systems rely on tamper resistant hardware, they get circumvented
eventually – it is usually just a matter of time.

While DRM systems usually aim for protecting content owned by industry,
there are similar systems for arbitrary users. There is X-pire! [2] which is a pure
software solution for protecting pictures on the Internet. The decryption is done
with a web browser add-on. As the browser environment isn’t protected from its
own administrator, it took only a short time for the first successful attack against
it [24]. To solve this problem in X-pire 2.0, the developers require a trusted
execution environment (TEE) for requesting and storing the decryption keys as
well as for displaying the decrypted content [3]. Hence, this approach is limited
to TEE-enabled devices. A similar concept are “self-destructing” data objects
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in Vanish [12] and EphPub [4]. In Vanish, the data object is also encrypted,
but the key is stored in a distributed hash table (DHT). This key gets lost
after some time, and the data automatically becomes inaccessible. However,
Wolchok et al. showed in [29] that the design of Vanish is insecure and can be
circumvented even under the stricter assumptions made by the Vanish authors.
To overcome the attacks on Vanish, EphPub uses the world-wide domain name
system (DNS) [21] to store the key. A common aspect of those approaches is
that they are designed to prevent access to data objects after expiration time.
Especially, they do not offer DRM-like mechanisms which prohibits anyone from
copying or republishing content before the expiration time. Thus, there is an
implicit assumption that also providers do not circumvent the system before
a data object is expired. Additionally, to decrypt the protected data objects,
they all require some software installed on the users computer (e.g. browser
extension). In our approach, we use the same assumptions to protect data objects
after their expiration time. However, we do not use any encryption, but rely on
the cooperation of the providers. This reduces the complexity of our approach
and does not require any changes on the computer of any Internet user (e.g. no
browser extension required).

A different approach for controlling the availability of data objects is prac-
ticed by Internet search engines. Nowadays, we find most of our information on
the Internet with the help of search engines. Thus, if some data objects (here
mostly websites) are removed from the result list of search engines, they can
no longer be found by most Internet users. Google currently uses this approach
to “delete” websites on request. The drawbacks of this approach are twofold:
first, the search engine provider must manually verify each request and decide
according to the local law if a “deletion” is acceptable or not. Second, even if
the search provider removes the site from its result list, the site itself does still
exist and can be accessed with the correct URL. Even worse, it might still be
found by a search engine not obeying this law.

In summary, the existing attempts for deleting data objects on the Internet
offer neither a real protection, nor a possibility to prevent the data propagation.

3 System Model

Nowadays, arbitrary data is easily spread on the Internet. On the one hand,
there are data owners who publish their data objects with one or more providers.
Hence, publishing a data object determines its owner. Within our system, other
persons have no claim of ownership for this data object. A data object can be
an arbitrary information, e.g., a picture, a video file or a document. Providers
offer the published data through different services. On the other hand, there are
arbitrary Internet-users who retrieve this published data with service-specific
clients, e.g., web browsers. Furthermore, the published data might also be repli-
cated by providers. Usually, different providers are under different adminstration
controls, i.e., one provider cannot control the stored data of another.

Similarly to the real world, there are also legal regulations on the Internet.
In particular, the proposed GDPR of the EU regulates the right of an owner to
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delete her previously published data. More specifically, the providers are required
to delete data objects upon request of the owner. We, therefore, assume that all
providers bound to this law within the EU act correctly and delete the data
upon request. Providers outside of this law’s jurisdiction might not obey it.
Furthermore, users and owners might act maliciously – independently of any legal
regulations. For instance, some users might try to steal data from data owners
and distribute it. Even more, they might assume ownership of the stolen data.

4 Requirements

In the following, we describe and motivate the requirements for our data revo-
cation system.

Availability: The system must allow owners to revoke their own data on the
Internet at any time, i.e., the revocation system must be able to process requests
for data revocation from owners at any time. It is acceptable that the actual data
revocation through the providers is performed at a later time. This time can be
a fixed timespan or whenever a user requests the respective data object in the
future.

Scalability: A data revocation system must scale with respect to the number
of data objects under its control. We assume that in the future almost all data
objects on the Internet are under the control of this system. Therefore, it must
cope with a huge amount of data objects.

Usability: One of the most important acceptance factors of this system is the
usability for all participants. Ideally, there is no change for any user accessing a
service on the Internet. Additionally, the burden for the data owner must be kept
to a bare minimum when publishing new data objects. The same must be true
for the provider with respect to software upgrades and maintenance. Finally, also
the system itself should work with a minimum of resources, financial as well as
human. In ideal case, the system works out-of-the-box with zero configuration.

No Censorship: We require that our system does not provide a way for cen-
sorship, e.g. by government authorities. This means that only the data owner
herself is able to delete her own data – and nobody else. Thus, it should not be
possible for governments, even with legal jurisdiction over the providers, to use
our service for selectively revoking data objects.

Privacy: A crucial requirement is to protect the user’s privacy and anonymity
on the Internet. Specifically, it must be impossible to deduce the owner from
the data objects with our system, i.e., our system must not introduce new ways
to deduce the owner of a data object. Clearly, if the owner is already known to
the provider or can be deduced from the content of the data object, our system
cannot (and is not intended to) prevent this. Furthermore, the system must not
provide a way for any entity to find all data objects of a certain owner. In general,
our system must not introduce new privacy risks for anyone.
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5 Design Rationale

Due to the hostile host problem [16], the data owner is unable to delete data
objects on the hosts of the providers. However, the providers are required by law
to delete the data objects on demand of the owner. Additionally, the provider is
required to inform all other parties who retrieved the owner’s data object in the
past. However, due to the nature of the Internet, it is usually very hard for the
providers to identify all other parties who accessed the respective data object.
Hence, the main issue for applying the GDPR is the notification of other parties
about the owner’s demands. In our approach, we propose to solve this issue with
a distributed service which notifies every party (e.g., other providers) about the
owner’s demands.

The main idea of our approach is an Internet-wide data revocation service,
similar to the Online Certificate Status Protocol (OCSP) [11] but for arbitrary
data objects. To achieve this, we assign a unique identifier to each protected data
object. We use this identifier as a unique reference to this data object within
the data revocation service. To delete her own data objects, the owner notifies
this service about her demands. Every provider publishing such a protected data
object is required to check with the data revocation service whether the data
object can still be published or must be deleted.

To ensure that only the owner is able to revoke her data objects, we require
the data revocation service to resemble a distributed database without a central
authority. Hence, no single company has exclusive control, i.e., the ability to
revoke arbitrary data objects willfully. Furthermore, only the owner must be able
to revoke her own data objects. Thus, we require an authentication mechanism
for the owner which complies with our privacy-requirement.

In general, our approach works as follows (for details, see Sect. 6): Before
publishing a protected data object, the owner embeds a unique identifier into
the data object and registers this identifier with the data revocation service.
During the registration, she sets the status of this data object to “active”. The
owner (and only she) can change this status later to “revoked”. Afterwards, she
publishes the data object using an arbitrary service provider. For any protected
data object, the service provider must request its status from the data revo-
cation service before delivering the data object to the user. As long as a data
object is not revoked, it may be delivered by the provider. In case the status
of a protected data object is “revoked”, the provider must not deliver this data
object. Additionally, the provider must delete the data object from her own data
storage if this data storage is in her own administrative domain.

Furthermore, we assume that the system participants behave within the law,
i.e., they do not remove the unique identifiers from protected data. Thus, our
goal is not to technically enforce the usage of our service or to delete data.
Rather, we rely on law enforcement to use our service and provide a mechanism
for the law-abiding participants in order to follow Article 17 of the GDRM.
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6 Data Revocation

To implement our approach, we suggest to build the data revocation as an Inter-
net service, i.e., the Data Revocation Service (DRS). Besides the DRS, the unique
identifier for data objects and the owner authentication with DRS are significant
components in our approach. Hence, we first describe these base components of
our system and afterwards we provide details of the underlying protocol.

6.1 Unique Identifier

In our system, we assign to each protected data object a unique identifier (ID).
This ID must be embedded in the data object to allow the service providers
to identify protected data objects. For example, this can be achieved by adding
the ID as meta-information to the corresponding data object. For instance with
images, the ID could simply be another tag in the already available exchangeable
image file format (Exif) data of the image [1]. Another example is the integration
of the ID as an additional meta-tag in the header of a website.

A simple possibility to implement a unique ID would be to take a sufficient
large ID space, e.g., 512 bits, and choose for each data object a random value
from this space. With such a large ID space, the probability of a collision, i.e.,
two data objects with the same ID, is very low. This method with randomized
IDs is used, for instance, for peer-IDs in Peer-to-Peer (P2P) networks. However,
with this approach, the ID is independent of the data object’s content. This
results in the possibility to assign different IDs to the same data object. We,
therefore, choose to derive the ID directly from the content of the data object,
e.g., by hashing its contents. In order to fulfill the required uniqueness property
of the ID, we can use a cryptographic hash function. With a cryptographic hash
function, a single changed bit in the data object would yield a different ID. While
this is the intended behaviour in most cases, there are situations when similar
data objects should be identified with similar or even identical IDs. This applies
for instance to images which might have been modified. In this specific case,
we can use a robust hash function [26] to identify all modified derivatives of an
image with the same ID.

By deriving the ID directly from the data contents, we can avoid adding it as
additional meta-information to the data object. However, the service provider
still needs to be able to distinguish between protected and unprotected data
objects. Therefore, we still must add meta-information to the protected data
object. In this case, the meta-information can simply be a flag or a set of instruc-
tions which define the algorithm for deriving the ID.

6.2 Data Revocation Service

As already mentioned, we require the DRS to resemble some kind of distributed
database which scales to a multitude of simultaneous requests. This could be
achieved by using a hierarchical structure, similar to the well-known DNS [21]
for the Internet. The drawback of this approach is that such a system usually has
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to be set up and maintained manually by administrators. In contrast, we envision
a system which can be started with zero configuration and it maintains itself in
a self-organizing way. In general, P2P networks are known to be self-organizing
and have the potential to cope with a multitude of requests. Thus, we propose
to realize the DRS as a DHT based on a structured P2P network, e.g., Chord
[25] or Kademlia [20]. Although DHTs are no real distributed databases, their
functionality is sufficient for our system. Generally, DHTs offer the following two
operations:

– put (key, value) - for adding a key-value pair or modifying the value of a
certain key,

– get (key) - for retrieving the value for a certain key.

In our system, the ID of a data object is the key for the DHT, and the status of
this object is stored under the corresponding value. Specifically, the owner of a
data object uses the put operation to store or modify the status of a protected
data object in the DHT. Afterwards, the service provider uses the get operation
to retrieve this status when the corresponding data object is requested.

With a DHT, the responsibility for the set of all keys is distributed among
all participating peers. Hence, each peer is responsible for a certain subset of
keys. However, this means that the values of those keys could be manipulated
arbitrarily by the responsible peer. In an open system, we must consider that
some of the peers might act maliciously by manipulating the values under their
control. We, thus, require that for each key there are k responsible peers. Hence,
each operation (put, get) always operates on k peers. If the get operation retrieves
different values, we use majority voting. With this approach, an attacker would
need at least �k/2 + 1� subverted peers to successfully alter a value. We used
this mechanism to create an access control for DHTs in [27].

6.3 Authentication

In our system, only the owner of a data object must be able to change its status.
Hence, we require an access control mechanism for accessing the DRS. More
specifically, we must protect only the put operation of the DHT since only the
owner must be allowed to update the data object’s status. In contrast, the get
operation does not require any access control, as everyone is allowed to readout
the status of a data object.

We can achieve such an access control in different ways. The simplest app-
roach is to authenticate the owner with username and password. In this case,
each user who wants to publish protected data objects must first register with
the DRS. However, this would be a contradiction to our anonymity requirement
as it identifies the owner of a data object. Even if we use pseudonyms as user-
names, the DRS would still be able to identify all data objects of the same user.
Therefore, this approach is not a suitable access control mechanism for the DRS.

Another possibility is the usage of shared keys. In this case, the owner stores a
different shared secret for each data object registered with the DRS. For all sub-
sequent put operations regarding a specific data object, the DRS needs to verify
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whether the user provides the correct shared secret. Instead of storing the shared
secret itself, it would be enough to store its cryptographic hash value – similar
to storing a password when using authentication with username and password.
However, with this approach malicious peers have access to the shared secret
and could steal the ownership of this data object. Those peers can impersonate
the owner and change the status of the corresponding data object at will.

We can achieve the owner authentication with public-key cryptography sim-
ilarly to our previously published approach for user authentication with a
DHT [27]. To do so, the owner has to create a public/private key pair for each
protected data object registered with the DRS. She stores the public key cor-
responding to a protected data object with the DRS and keeps the private key
as her secret. For a subsequent authentication, the owner needs to sign all put
operations with her private key. Thus, the DRS can verify this signature with
the public key stored for a specific data object. This way, both issues from the
first two approaches can be solved: By using different public/private key pairs
for each data object, the anonymity of the owner is preserved, and the DRS has
no possibility to identify all data objects of the same user. Furthermore, individ-
ual malicious peers from the DRS have no way to steal the ownership of a data
object, as they do not have access to the private key. Obviously, this only works
if the responsibility for keys in the DRS resides with many different peers, i.e.,
k as described in the previous section.

An alternative to public-key cryptography is the usage of a zero-knowledge
proof [13]. A zero-knowledge proof is a challenge-response proof system for two
parties, where the prover proves to a verifier that he posses knowledge about a
secret without revealing any information about this secret. As a specific zero-
knowledge proof, we can use the Feige-Fiat-Shamir protocol [10] to authenti-
cate the owner. This protocol consists of two phases, namely the key generation
phase and the authentication phase. In our system, the key generation phase
corresponds to the data object registration with the DRS, and the authentica-
tion phase corresponds to the owner authentication. Furthermore, the prover is
the data owner and the verifier is the DRS. To register a protected data object
using the Feige-Fiat-Shamir protocol, the owner creates a large random num-
ber and stores the square of this number with the DRS. The random number
itself is the owner’s secret S. For subsequent authentication, the owner has to
use S for responding to several challenges from the DRS. She is authenticated
after responding correctly to all of them. The main advantage of this solution
is the lightweight registration of a protected data object with the DRS, i.e., the
user only needs to generate a random number and square it. In comparison,
generating a public/private key pair for any public key algorithm is more com-
plex. The downside of using a zero-knowledge proof is the authentication phase
which is more complex in comparison with a public key algorithm. With a zero-
knowledge proof, the owner is required to respond to several challenges before the
DRS accepts the user as authenticated. However, we expect that this is a sound
trade-off since registering protected data objects will happen many times more
than revoking data objects. Therefore, we propose to use the zero-knowledge
proof for authenticating the data owner with the DRS.
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6.4 Protocol

We use SSL/TLS [8] to secure all communications with the DRS. This prevents
man-in-the-middle attacks during the registration of new data objects. Obvi-
ously, we cannot enforce encryption for the communication between the Internet
user and the provider.

We depict the message flow of our protocol in Fig. 1. Generally, we can divide
it in three phases: the registration phase, the publication phase, and the usage
phase. Furthermore, we can split the usage phase in two processes, namely the
distribution of a data object and updating its status. In the following, we describe
each phase briefly.

Fig. 1. Protocol overview

Registration Phase: In this phase, the owner registers a protected data object
by storing a dataset with the DRS. This dataset is identified by the data object’s
ID and consists of its status (stat) and the so-called authenticator (auth) which
is the square number used for the owner authentication with a zero-knowledge
proof (cf. Sect. 6.3). Hence, the owner executes “put(ID, stat, auth)”. Upon
receiving this put operation, the DRS verifies whether there is already a dataset
stored with the provided ID. If for this ID there is already a value present, the
registration is rejected. Otherwise, the DRS completes the registration by storing
the new dataset under the given ID.
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This results in a fully anonymous registration as no information from the
stored dataset includes any personal information about the corresponding owner.
First, the ID is independent from its owner. Second, the value stat could be a
flag determining whether the provider should deliver the corresponding object or
not. Its value could simply be ‘active’ or ‘revoked’ and it should be set initially
to ‘active’ – otherwise it would not make sense to publish the data object in the
first place. Alternatively, the status could be an expiry date specifying how long
the requested data object may be delivered. Finally, the value auth is chosen
randomly by the owner and, therefore, it also does not provide any information
about her.

Publication Phase: After registering a new data object with the DRS, the
owner must embed the metainformation about the ID into the data object.
Afterwards, she can publish this protected data object with an arbitrary provider
on the Internet. To do so, she is free to use any way offered by the provider, i.e.,
this is independent from our data revocation service.

Usage Phase: As mentioned above, during this phase, we differentiate between
the distribution of a data object by the provider and updating its status by the
owner.

Whenever a user requests a protected data object, the provider has to retrieve
the status for this object from the DRS. Depending on the retrieved status, the
provider delivers the requested data object to the user or not. This is the most
expensive part of our approach with respect to the number of requests. Thus, we
designed the DRS as a P2P network with high scalability in mind – as described
in Sect. 6.2. Additionally, the provider could cache status information for some
time. During this caching time, the provider does not need to contact the DRS,
thereby reducing the number of requests. However, the provider might deliver
already revoked data objects during the caching time.

The second process of the usage phase is updating the status of a data object.
For this, the requester must prove to the DRS that she is the owner of the
corresponding data object. To do so, she has to use the zero-knowledge proof as
described in Sect. 6.3 to authenticate the subsequent put-operation.

7 Discussion

In general, a P2P network is available as long as there are enough peers online.
Hence, assuming enough volunteers (i.e., peers) to support our systems, the data
owner can access the DHT at any time for changing the status of her data objects
or registering new data objects. Furthermore, also providers can access the DHT
at any time in order to verify the status of a data object.

Similarly, the requirement for a scalable service can be fulfilled by the under-
lying P2P network. The bottleneck of our approach are the status requests for
protected data objects from the provider to the DRS. Those requests must be
processed and answered by the DRS within a few milliseconds, since they directly
influence the delay experienced by the Internet user. A P2P network can be built
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in such a way that often retrieved status is automatically cached on many peers
and can therefore be delivered quickly (e.g., [7,15,28]). Additionally, by using an
expiry date as the data objects’ status (cf. Sect. 6.4), the provider can cache the
result and only retrieve it again after the specified caching time. This reduces the
amount of requests substantially. Therefore, responses within a few milliseconds
are possible, even under heavy load. Furthermore, P2P networks gracefully scale
with the number of peers. Hence, any number of requests can be handled if there
are enough peers online.

We also achieved a high usability of our system: First, by using a P2P network
for the DRS, we can keep the configuration effort for setting up this service to
a minimum. In most cases, this is just a matter of installing the software on
a peer and executing it. The self-organizing nature of the P2P network makes
it possible to start such a service with nearly zero configuration. Second, the
burden on the owner can be kept to minimum. The data owner has to store a
secret S for each published data object. Additionally, she has to generate the
unique ID and embed this into the data object. However, the entire process can
be automated by a software running on her computer. Even easier, this could
be solved with a browser plugin: whenever she uploads some data object, the
plugin transparently performs all necessary steps for her. One might argue, that
storing a secret for each protected data object still poses a burden for its owner.
However, this can be mitigated by deriving the secret from the data object ID
and a randomly generated master key K (e.g., a 256-bit key). In this case, the
owner uses a hash-based message authentication code (e.g., HMAC [18]) with
the master key and the data object ID to generate the required secret, i.e.,
S = HMACK(ID). By doing so, all secrets can be derived from the master key,
hence only the master key needs to be stored. To prevent data loss, this master
key can be stored – in an encrypted form – on some cloud storage, or even with
the DRS itself. Finally, there is no burden at all for the common Internet user
– she just browses the Internet as before, without the need to use additional
hardware or install any additional software.

With our system, only the data owner in possession of the correct secret can
trigger the removal of a data object from all providers who serve it. Assuming
that the DRS is distributed worldwide, it is also impossible for governments or
agencies to trigger the removal of specific data objects, i.e., to use our DRS for
censorship. The peers responsible for the status information of a data object
might not be located within the jurisdiction of a certain government. Since we
require that each status information is always stored on k distinct peers, any
government would need to gain access to at least �k/2 + 1� peers. This can be
made arbitrary difficult by increasing k. Clearly, a government could contact
the providers within their jurisdiction directly and request certain data to be
removed. However, this is outside the scope of our approach as it can also be
done today without our service. Thus, our service does not introduce any new
means for censorship of data objects.

Finally, our service does not import any new privacy risks. Since the owner
is authenticated by the means of a secret random number, this does not leak any
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information about the owners identity. Additionally, it is impossible to find or
identify all objects from the same owner since the owner uses a different secret
for each data object. Thus, the public available information stored in the DRS
does not provide any new information.

Note that our system does not prevent any malicious entity to download
a protected data object, remove the ID and to re-upload it. Since there is no
ID with this “new” data object, the provider will not request its status from
the DRS and thus will not delete it on the original owner’s request. In this
case, the original owner must contact the provider directly and use the classical
way to delete her data object – if necessary with a court order based on the
GPDR. Even though there will be cases in which our system is circumvented by
malicious users, it will reduce the amount of manual requests for data removal
for any provider.

8 Conclusion and Outlook

Nowadays, there is a great demand from privacy-aware users for technical solu-
tions to remove previously published data objects from the Internet. This is com-
plemented by the proposed GDPR of the EU which regulates that any provider
must delete data objects on owner’s demand. Even more, the GDPR demands
that providers must also inform all third parties who accessed those data objects.
However, due to the openness of the Internet, it is in general very hard for the
providers to track every access to all data objects. Hence, providers might simply
be unaware of all parties who may have stored copies. This makes it impossible
for them to comply with the regulation.

We additionally argued in this paper that self-destructing data objects are
a theoretical impossibility due to the hostile host problem. This means, there
is no reliable way for a data owner to exercise any control over her data object
once it is under the administrative control of one or more providers. This implies
that data owners always require the cooperation of the providers. Assuming that
the GDPR becomes effective, we can infer that at least the providers in the EU
will cooperate. Hence, it is sufficient that the data owner reliably informs all
providers about her removal request. We, therefore, proposed the Data Revoca-
tion Service as a new possibility for data owners to simultaneously inform all
providers whether her data objects can still be used or must be deleted. With
this service, there is no need for the provider to track every data access in order
to potentially inform third parties about the deletion of the data object. Every
provider can retrieve the status of any data object on her own. Thus, this ser-
vice closes the gap between the legislation (i.e., inform third parties) and the
technical possibilities (i.e., hard to track every access).

Furthermore, our service can be used by search engine providers or forwarding
providers (e.g., proxies). With the DRS, search engines can automatically filter
the search results by omitting all “revoked” data objects (here mostly websites)
from the final list delivered to the user. Clearly, this can only be used for data
objects where the data owner is the one requesting the data revocation. It cannot
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help in cases where data revocation is requested due to other circumstances by
others than the data owner. However, at least in the first case, the time and effort
for the data owner and search engine provider can be reduced to a minimum since
it can be automatized. In contrast, currently every single data “deletion” must
be processed and verified manually by the search engine provider, and the owner
must proof her right, potentially in a legislative court.

Similar to search engines, pure forwarding providers like proxy services can
refrain from forwarding data objects which have been revoked. In ideal case,
the data would not be delivered from the provider who actually stores the doc-
ument. However, since it is likely that not every single service provider will
be law-abiding, there will remain some providers who simply ignore the data
owner’s demand. Nevertheless, if search engine providers, proxies, and most of
the providers who store the actual data object comply with the data owners
wishes, the data object will eventually get extinct and increasingly harder to be
found on the Internet. Hence, in some way the Internet “forgets” revoked data
objects.

In the future, we are going to further generalize our approach with respect
to the type of data objects supported. Here, we investigate which functions are
suitable for the generation of the unique ID when considering arbitrary data
objects. Additionally, we look into how to further strengthen the DHT against
denial of service attacks. Last but not least, we are currently in the process
of evaluating the DRS with respect to scalability and resilience. For this, we
use simulations and also develop a prototypical implementation. Furthermore,
we evaluate the overhead for the providers in terms of additional messages and
latency.
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Abstract. With the continuous increase of cloud storage adopters, data
deduplication has become a necessity for cloud providers. By storing a
unique copy of duplicate data, cloud providers greatly reduce their stor-
age and data transfer costs. Unfortunately, deduplication introduces a
number of new security challenges. We propose PerfectDedup, a novel
scheme for secure data deduplication, which takes into account the pop-
ularity of the data segments and leverages the properties of Perfect Hash-
ing in order to assure block-level deduplication and data confidentiality
at the same time. We show that the client-side overhead is minimal and
the main computational load is outsourced to the cloud storage provider.

Keywords: Cloud · Storage · Deduplication · Confidentiality · Encryp-
tion · Security · Perfect hashing

1 Introduction

Cloud storage providers constantly look for techniques aimed to minimize redun-
dant data and maximize space savings. We focus on deduplication, which is one
of the most popular techniques and has been adopted by many major providers
such as Dropbox1. The idea behind deduplication is to store duplicate data only
once. Thanks to such a mechanism, space savings can reach 70 % [7] and even
more in backup applications. On the other hand, along with low costs, users
also require the confidentiality of their data through encryption. Unfortunately,
deduplication and encryption are two conflicting techniques. A solution which
has been proposed to meet these two conflicting requirements is Convergent
Encryption (CE) [4] whereby the encryption key is the result of the hash of the
data segment. However, CE unfortunately suffers from various well-known weak-
nesses [9] including dictionary attacks. We propose to counter the weaknesses
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due to CE by taking into account the popularity [10] of the data segments. Data
segments stored by several users, that is, popular ones, are only protected under
the weak CE mechanism whereas unpopular data segments that are unique in
storage are protected under semantically-secure encryption. This declination of
encryption mechanisms lends itself perfectly to efficient deduplication since pop-
ular data segments that are encrypted under CE are also the ones that need to
be deduplicated. This scheme also assures proper security of stored data since
sensitive thus unpopular data segments enjoy the strong protection thanks to
the semantically-secure encryption whereas the popular data segments do not
actually suffer from the weaknesses of CE since the former are much less sensitive
because they are shared by several users. Nevertheless, this approach raises a new
challenge: the users need to decide about the popularity of each data segment
before storing it and the mechanism through which the decision is taken paves
the way for a series of exposures very similar to the ones with CE. The focus of
schemes based on popularity then becomes the design of a secure mechanism to
detect the popularity of data segments.

In this paper we suggest a new scheme for the secure deduplication of
encrypted data, based on the aforementioned popularity principle. The main
building block of this scheme is an original mechanism for detecting the pop-
ularity of data segments in a perfectly secure way. Users can lookup for data
segments in a list of popular segments stored by the Cloud Storage Provider
(CSP) based on data segment identifiers computed with a Perfect Hash Func-
tion (PHF). Thanks to this technique, there is no information leakage about
unpopular data segments and popular data segments are very efficiently iden-
tified. Based on this new popularity detection technique, our scheme achieves
deduplication of encrypted data at block level in a perfectly secure manner. The
advantages of our scheme can be summarized as follows:

– our scheme allows for storage size reduction by deduplication of popular data;
– our scheme relies on symmetric encryption algorithms, which are known to be

very efficient even when dealing with large data;
– our scheme achieves deduplication at the level of blocks, which leads to higher

storage space savings compared to file-level deduplication [7];
– our scheme does not require any coordination or initialization among users;
– our scheme does not incur any storage overhead for unpopular data blocks;

2 Secure Deduplication Based on Popularity

Given the inherent incompatibility between encryption and deduplication, exist-
ing solutions suffer from different drawbacks. CE was considered to be the most
convenient solution for secure deduplication but it has been proved that is vul-
nerable to various types of attacks [9]. Hence, CE cannot be employed to protect
data confidentiality and thus stronger encryption mechanisms are required.

We point out that data may need different levels of protection depending on
its popularity [10] a data segment becomes “popular” whenever it belongs to
more than t users (where t is the popularity threshold). The “popularity” of a
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block is viewed as a trigger for its deduplication. Similarly, a data segment is
considered to be unpopular if it belongs to less than t users. This is the case for
all highly sensitive data, which are likely to be unique and thus unlikely to be
duplicated.

Given this simple distinction, we observe that popular data do not require
the same level of protection as unpopular data and therefore propose different
forms of encryption for popular and unpopular data. For instance, if a file is
easily accessible by anyone on the Internet, then it is reasonable to consider a
less secure protection. On the other hand, a confidential file containing sensitive
information, such as a list of usernames and passwords, needs much stronger
protection. Popular data can be protected with CE in order to enable source-
based deduplication, whereas unpopular data must be protected with a stronger
encryption. Whenever an unpopular data segment becomes popular, that is, the
threshold t is reached, the encrypted data segment is converted to its convergent
encrypted form in order to enable deduplication.

We propose to encrypt unique and thus unpopular data blocks (which can-
not be deduplicated) with a symmetric encryption scheme using a random key,
which provides the highest level of protection while improving the computational
cost at the client. Whenever a client wishes to upload a data segment, we pro-
pose that she should first discover its popularity degree in order to perform the
appropriate encryption operation. The client may first lookup for a convergent
encrypted version of the data stored at the CSP. If such data segment already
exists, then the client discovers that this data segment is popular and hence can
be deduplicated. If such data segment does not exist, the client will encrypt it
with a symmetric encryption scheme. Such a solution would greatly optimize the
encryption cost and the upload cost at the client. However, a standard lookup
solution for the convergent encrypted data segment would reveal the conver-
gent encrypted data segment ID, that is the digest of the data computed under
an unkeyed hash function like SHA-3, which would be a serious breach. Secure
lookup for a data segment is thus a delicate problem since the ID used as the
input to the lookup query can lead to severe data leakage as explained in [9,17].
Therefore, in such a scenario the main challenge becomes how to enable the
client to securely determine the popularity of a data segment without leaking
any exploitable information to the CSP. Also, the client needs to securely handle
the “popularity transition”, that is the phase triggered by a data segment that
has just reached the popularity threshold t. More formally, the popularity detec-
tion problem can be defined as follows: given a data segment D and its ID IDD,
the client wants to determine whether IDD belongs to the set P of popular data
segment IDs stored at an untrusted CSP. It is crucial that if IDD /∈ P , no infor-
mation must be leaked to the CSP. More generally, this problem can be seen as
an instance of the Private Set Intersection (PSI) problem [26]. However, existing
solutions are known to be costly in terms of computation and communication,
especially when dealing with very large sets. Private Information Retrieval (PIR)
[25] may also be a solution to this problem. However, using PIR raises two main
issues: first, it would incur a significant communication overhead; second, PIR
is designed to retrieve a single element per query, whereas an efficient protocol
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for the popularity check should allow to check the existence of multiple data
segment IDs at once. Hence instead of complex cryptographic primitives like
PSI and PIR we suggest a secure mechanism for popularity detection based on
a lightweight building block called Perfect Hashing [11]. We aim at solving this
problem by designing a novel secure lookup protocol, which is defined in next
section, based on Perfect Hashing [11].

3 Basic Idea: Popularity Detection Based on Perfect
Hashing

The popularity detection solution we propose makes use of the Perfect Hashing
process which, given an input set of n data segments, finds a collision-free hash
function, called the perfect hash function (PHF), that maps the input set to
a set of m integers (m being larger than n by a given load factor). The CSP
can run this process in order to generate the PHF matching the IDs of the
convergent encrypted popular blocks that are currently stored at the CSP. The
resulting PHF can be efficiently encoded into a file and sent to the client. Using
the PHF received from the CSP, the client can lookup for new blocks in the
set of encrypted popular block IDs stored at the CSP, as illustrated in Fig. 1.
For each new block D, the client first encrypts the block to get CE(D), he then
computes the ID thereof using an unkeyed hash function h like SHA-3. Finally, by
evaluating the PHF over ID, the client gets the lookup index i for the new block.
The integer i will be the input of the lookup query issued by the client. Once the
CSP has received the lookup query containing i, he will return to the client the
convergent encrypted popular block ID stored under i. At this point, the client
can easily detect the popularity of his data segment by comparing the ID he
computed with the one received from the CSP: if the two IDs match, then D is
popular. As mentioned above, it is a crucial requirement to prevent the CSP from
discovering the content of the block D when it is yet unpopular. We achieve so
by introducing an enhanced and secure version of Perfect Hashing, which makes
the generated PHF one-way, meaning that the CSP cannot efficiently derive the
input of the PHF from its output i. This also implies that the PHF must yield
well-distributed collisions for unpopular blocks.

However, even though the client is now able to securely detect the popularity
of a block, he still needs to handle the popularity transition, that is the phase in
which a block reaches the threshold t and the convergent encrypted block needs
to be uploaded to the CSP. Since the client cannot be aware of other copies of
the same block previously uploaded by other users, a mechanism to keep track
of the unpopular data blocks is needed. Clearly, the client cannot rely on the
CSP for this task, as the CSP is not a trusted component. Therefore, we pro-
pose to introduce a semi-trusted component called Index Service (IS), which is
responsible for keeping track of unpopular blocks. If the result of a popularity
check is negative, then the client updates the IS accordingly by sending the pop-
ular convergent encrypted block ID and the ID of the symmetrically encrypted
block. As soon as a block becomes popular, that is reaches the threshold t, the
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popularity transition is triggered and the client is notified in order to let him
upload the convergent encrypted block, which from now on will be deduplicated
by the CSP. Upon a popularity transition, the IS will delete from its storage
any information related to the newly popular block. Regarding the popularity
threshold, we point out that users do not have to be aware of its value, since the
popularity transition is entirely managed by the IS, that is responsible for deter-
mining the current value for t. For instance, the value of t may be either static
or dynamic, as proposed in [15]. Indeed, our scheme is completely independent
of the strategy used for determining the value of the popularity threshold.

Fig. 1. The secure PHF allows users to detect popular blocks while preventing the
CSP from discovering unpopular blocks

4 Background

4.1 Convergent Encryption

The idea of convergent encryption (CE) [4] is to derive the encryption key from
the hash of the plaintext. A basic implementation of convergent encryption can
be defined as follows: a user computes the encryption key using the message
by applying a secure hash function H over M : K = H(M); the message can
then be encrypted with this key using a block cipher E: hence, C = E(K,M) =
E(H(M),M). Thanks to this technique, two users with two identical plaintexts
will obtain two identical ciphertexts since the encryption key is the same and the
encryption algorithm is deterministic. Despite its practicality, CE is known to
be vulnerable to several weaknesses which undermine its capability of protecting
confidential data and allow an attacker who has access to the storage server
to perform offline dictionary attacks and discover predictable files. As shown in
[9], CE is unfortunately exposed to the two following attacks: confirmation-of-
a-file (COF) and learn-the-remaining-information (LRI). These attacks exploit
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the deterministic relationship between the plaintext and the encryption key and
therefore can be successful in the verification whether a given plaintext has
already been stored.

4.2 Perfect Hashing

A Perfect Hash Function (PHF) maps a set of arbitrary entries into a set of inte-
gers without collisions. Authors in [11] proposed a new algorithm that allows
finding a perfect mapping for very large sets in a very efficient way. This algo-
rithm, which is called CHD (Compress, Hash and Displace), achieves linear space
and computational complexities (with respect to the size of the set). The main
idea behind this algorithm is to split the input set into several buckets (subsets)
with a few elements and find a collision-free mapping for each of these buckets
separately. This approach has proved to be much more scalable than previous
approaches. The mean number of elements per bucket is a parameter that can
be tuned upon executing the generation algorithm. CHD also allows choosing a
load factor, which is the fraction of non-empty positions in the hash table.

Although perfect hashing is widely adopted for efficient indexing in the field
of relational databases [19], it has some desirable properties which make it an
appropriate building block for our scheme. First, the computational complexity
to build the PHF is linear and the PHF can be evaluated in constant time.
Thanks to these properties, the system is scalable since the PHF generation
remains feasible when dealing with very large datasets. In addition to that,
the main computational load is outsourced to the CSP, while the client only
has to perform very simple and lightweight operations such as evaluating the
PHF on block IDs and symmetrically encrypting data blocks. Second, thanks
to a special encoding and compression mechanism, the size of the PHF file is
small and therefore it can easily be transferred to the client. Therefore, the
performance impact is minimal and this approach can easily scale up to sets of
millions of elements. Third, the resulting hash table is collision-free with respect
to the elements of the input set (popular block IDs), meaning that any index is
associated to at most one element of the input set. On the other hand, if the PHF
is evaluated over the rest of the domain (unpopular block IDs) then collisions
are well-distributed. This property is an important starting point to build our
secure lookup protocol which must guarantee that an attacker is not able to
determine on what input the PHF has been evaluated. Indeed, while an index
in the hash table corresponds to a unique popular block ID, many unpopular
block IDs are mapped to the same index. Therefore, given an index in the hash
table, the CSP cannot determine the corresponding block ID. In our solution we
propose to extend the existing PHF by replacing the underlying hash function
with a one-way secure hash function such as SHA-3 [24]. Indeed, for the security
of the scheme, it is crucial that the hash function used by the algorithm is one-
way, meaning that it is easy to compute on a given input, but hard to invert
given the image of a random input.
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5 Our Solution

5.1 Overview

We consider a scenario where users want to store their data (files) on a potentially
untrusted Cloud Storage Provider (CSP) while taking advantage of source-based
block-level deduplication and protecting the confidentiality of their data at the
same time. Users run a client C which is a lightweight component with respect
to both storage and computational capacity. CSP is assumed to be honest-but-
curious and thus correctly stores users’ data while trying to disclose the content
thereof. Prior to uploading its data, C runs a secure lookup protocol to check
whether the data are popular. The CSP is responsible for the generation of the
PHF over the popular blocks and the storage of the resulting collision-free hash
table. The proposed protocol introduces a trusted third party called Index Ser-
vice (IS) which helps the client to discover the actual number of copies of a yet
unpopular block. We stress the fact that IS only stores information on unpop-
ular blocks and once a block becomes popular, all corresponding information
are removed from its database, hence this component does not need to have a
significant storage capacity.

The proposed solution is described under three different scenarios:

– Unpopular data upload (Scenario 1): if C finds out that the data is yet unpop-
ular, it performs the upload to the CSP and updates the IS;

– Popularity transition (Scenario 2): if C finds out that the popularity degree
of the data is t − 1 (where t is the popularity threshold), then it performs
the appropriate operations to upload the newly popular data. IS removes all
information with respect to this specific data and CSP deletes all the encrypted
copies previously stored;

– Popular data upload (Scenario 3): C only uploads metadata since it has
detected that the requested data is popular, therefore deduplication can take
place.

CSP stores a hash table for popular block IDs which is constructed with the
previously introduced PHF. Each element of the hash table is defined by the
couple (PHF (h(CE(bi))), h(CE(bi))) where h(CE(bi)) is the unkeyed secure
hash of the convergent encrypted block. Before any operation, given the current
set of popular blocks, CSP creates a corresponding secure PHF. This PHF is
updated only when CSP needs to store new popular blocks. In the next sections,
we first present the popularity check phase which is common to all three scenarios
and then explain the following phases.

5.2 Popularity Check (Scenarios 1, 2 and 3)

Before uploading a file F , C splits F into blocks F = {bi}, encrypts each of them
with CE and computes their IDs. We point out that our scheme is completely
independent of the underlying data-chunking strategy used for determining block
boundaries, which is a problem that is out of the scope of this paper. The client
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fetches the PHF from the CSP and evaluates it over {h(CE(bi))}. The result
of this operation is a set of indices I = {PHF (h(CE(bi)))}, where each index
represents the position of the potentially popular block ID in the hash table
stored at the CSP. These indices can be used to perform the popularity check
without revealing the content of the blocks to the CSP. Indeed, given a set of
indices obtained as above, the client can retrieve the corresponding block IDs
stored in the hash table and then compare them with his own block IDs. Any
block bi such that h(CE(bi)) is equal to the popular block ID retrieved from the
CSP, is considered as popular, hence will be deduplicated. The index does not
reveal any exploitable information on the block.

5.3 Popularity Transition (Scenarios 1 and 2)

If the popularity check reveals that a block is not popular, C needs to check
whether it is going to trigger a popularity transition. A block becomes popular
as soon as it has been uploaded by t users. In order to enable C to be aware of the
change of the popularity status and perform the transition, C sends an update to
the IS whenever the popularity check has returned a negative result for a given
block ID. IS stores a list of block IDs and owners corresponding to each encrypted
copy of the yet unpopular block. When the number of data owners for a particular
block reaches t, the popularity transition protocol is triggered and IS returns to
C the list of block IDs. In order to complete this transition phase, CSP stores
the convergent-encrypted copy, removes the corresponding encrypted copies and
updates the PHF. From now on, the block will be considered popular, therefore
it will be deduplicated. We point out that this operation is totally transparent
to the other users who uploaded the same block as unpopular. Indeed, during
their upload phase, users also keep encrypted information about the convergent
encryption key. This allows them decrypting the block when it becomes popular.

5.4 Data Upload (Scenarios 1, 2 and 3)

Once the client has determined the popularity of each block, he can send the
actual upload request. The content of the request varies depending on the block
status. If the block is unpopular, C uploads the block symmetrically encrypted
with a random key. If the block is popular, C only uploads the block ID, so that
the CSP can update his data structures. Optionally, in order to avoid to manage
the storage of the encryption keys, C may rely on the CSP for the storage of the
random encryption key and the convergent encryption key, both encrypted with
a secret key known only by the client.

6 Security Analysis

In this section, we analyze the security of the proposed scheme, the CSP being
considered the main adversary. The CSP is “honest-but-curious”, meaning that
it correctly performs all operations but it may try to discover the original content
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of unpopular data. We do not consider scenarios where the CSP behaves in a
byzantine way. We assume that CSP cannot collude with the IS since this com-
ponent is trusted. Since the goal of the malicious CSP is to discover the content
of unpopular blocks, we analyze in detail whether (and how) confidentiality is
guaranteed for unpopular data in all phases of the protocol. However, if the user
wants to keep a file confidential even when it becomes popular, he may encrypt
the file with a standard encryption solution and upload it to the cloud without
following the protocol steps. Finally, we also analyze some attacks that may be
perpetrated by users themselves and propose simple countermeasures against
them.

Security of Blocks Stored at the CSP. By definition, an unpopular block is
encrypted using a semantically-secure symmetric encryption. The confidentiality
of unpopular data segments thus is guaranteed thanks to the security of the
underlying encryption mechanism.

Security During Popularity Check. The information exchanged during the
Popularity Check must not reveal any information that may leak the identity of
an unpopular block owned by the user. The identity of an unpopular block is
protected thanks to the one-wayness of the secure PHF: the query generated by
the client does not include the actual unpopular block ID but an integer i that
is calculated by evaluating the secure PHF on the block ID. Simple guessing by
exploring the results of the secure hash function embedded in the PHF is not
feasible thanks to the one-wayness of the underlying secure hash function (SHA-
3 [24]). In addition to that, when the PHF is evaluated over an unpopular block
ID, there is definitely a collision between the ID of the unpopular block and
the ID of a popular block stored at the CSP. These collisions serve as the main
countermeasure to the disclosure of the unpopular block ID sent to the CSP
during the lookup. With a reasonable assumption, we can also consider that the
output of the underlying secure hash function (SHA-3) is random. In case of a
collision between an unpopular block ID and the ID of a popular block stored at
the CSP, thanks to the randomness of the underlying secure hash function, the
output of a PHF based on such a hash function is uniformly distributed between
0 and m. In the case of such a collision, the probability that the CSP guesses
the unpopular block ID used as input to the PHF by the client thus is:

m∣∣P̄
∣∣ =

|P |∣∣P̄
∣∣ ∗ α

(1)

where P is the set of popular block IDs stored at the CSP, P̄ is the rest of
the block ID domain including all possible unpopular block IDs, α is the load
factor of the PHF such that m = |P |

α .
Assuming that the cardinality of the entire domain is much larger than the

cardinality of the set of popular block IDs (which is the case if popular block
IDs are the result of a secure hash function), we can state that the number of
collisions per index is large enough to prevent a malicious CSP from inferring
the actual block ID used as input to the PHF. In a typical scenario using a
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PHF based on a secure hash function like SHA-3, whereby the complexity of a
collision attack would be 2256, and a popular block ID set with 109 elements,
this probability will be (α = 0.81):

109

(2256 − 109) ∗ 0.81
≈ 1.06 ∗ 10−68 (2)

Hence collisions can effectively hide the identity of unpopular blocks from an
untrusted cloud provider while keeping the lookup protocol extremely efficient
and lightweight for the users.

Security Against Potential Protocol Vulnerabilities. We now consider a
few additional attacks that may be perpetrated by the CSP. For each of them, we
propose simple but effective countermeasures, which are easy to implement and
do not significantly increase the computational and network overhead. First,
we consider that the CSP may pre-build a PHF based on some specific data
(derived for example from a dictionary) which have not been yet uploaded by
users. Within such a scenario, clients would detect their requested block to be
popular although it has never actually been uploaded by any user; such a block
will then be stored with a lower level of protection. As a countermeasure to such
an attack, we propose that the IS attaches a signature to each popular block ID
upon the Popularity Transition. Therefore, the IS will sign popular block IDs
before being stored at the CSP, enabling clients to verify the authenticity of these
blocks when running the popularity check. Such a countermeasure would have a
minimal impact on the performance of the system. Another attack we consider
is related to the confirmation-of-file attack to which convergent encryption is
also vulnerable [9]. Indeed, upon a Popularity Check, the CSP may compare the
sequence of indices sent by the client with the sequence produced by a given pop-
ular file F. If the two sequences match, then there is a chance that the client is
actually uploading F. In order to hide this information from the CSP, the client
may add a number of random indices to the list of indices being sent upon the
Popularity Check. Thanks to the resulting noise included in the index list, the
identification of the target file by the CSP will be prevented. This countermea-
sure also prevents the CSP from running the learn-the-remaining-information
attack. Moreover, the overhead due to this countermeasure is negligible both in
terms of bandwidth and computation.

Security Against Users. Users may force a popularity transition by repeat-
edly uploading random or targeted blocks. As a countermeasure, the popularity
threshold may be set to a value t′ = t + u, where u is the expectation of the
maximum number of malicious users. As opposed to the proposal of [10], the
threshold can be dynamically updated at any time of the system life. Indeed,
this parameter is transparent to both users and the CSP, hence the Index Ser-
vice can update it depending on the security needs. Users may also perpetrate
a DoS attack by deleting random blocks stored at the cloud. This may happen
upon a popularity transition: the client is asked to attach a list of block IDs
that may not be the actual encrypted copies of the block being uploaded. We
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suggest making the Index Service sign the list of block IDs to be deleted so that
the cloud can verify whether the request is authentic. This signature does not
significantly increase the overhead since several schemes for short signatures [22]
have been proposed in the literature.

7 Performance Evaluation

7.1 Prototype Implementation

In order to prove the feasibility of our approach, we implemented a proof-of-
concept prototype consisting of the three main components, namely, the Client,
the IS and the CSP. All components have been implemented in Python. Cryp-
tographic functions have been implemented using the pycrypto library2. Both
the Client and the IS run on an Ubuntu VM hosted on our OpenStack platform,
while the CSP runs on an Ubuntu VM hosted on Amazon EC2 (EU Region). The
IS uses REDIS3 in order to store the information on unpopular blocks, which
are encoded as lists. Metadata (block IDs, file IDs, files structures, encrypted
keys) are stored in a MySQL database. Perfect Hashing has been implemented
using the CMPH library4 at both the Client and the CSP. In order to achieve
one-wayness, we customized CMPH by replacing the internal hash function with
SHA256 [20]. We stress the fact that this is a proof-of-concept implementation,
therefore for the sake of simplicity the CSP has been deployed on a VM where
data blocks are stored locally. In a production environment, the CSP service
may be deployed on a larger scale and any storage provider such as Amazon S35

may be employed to physically store blocks.
We consider a scenario where the client uploads a 10 MB file to the CSP pre-

filled with 106 random blocks. We propose to first evaluate the computational
overhead of each single component and measure the total time a client needs
to wait during each phase until the data upload has been completed. We then
analyze the network overhead of the proposed solution. Our analysis considers
the three previously described scenarios:

– Scenario 1 (Unpopular File): the file to be uploaded is still unpopular;
– Scenario 2 (Popularity Transition): the file has triggered a popularity transi-

tion hence is going to become popular;
– Scenario 3 (Popular File): the file to be uploaded is already popular.

7.2 Computational Overhead

In this section we present our measurements of the computational overhead at
each component and then show the total time a client takes to upload a file.
2 https://pypi.python.org/pypi/pycrypto.
3 http://redis.io.
4 http://cmph.sourceforge.net/.
5 https://aws.amazon.com/s3.

https://pypi.python.org/pypi/pycrypto
http://redis.io
http://cmph.sourceforge.net/
https://aws.amazon.com/s3
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Fig. 2. Portion of the total computation time spent at each component in each scenario

Figure 2 shows an aggregate measure of all computation-intensive operations
each component performs. The results prove that, as expected, the computa-
tional overhead introduced in the CSP is much higher than the one affecting the
client. Also, since the operations performed by the IS are extremely simple, its
computational overhead is negligible.

Figure 3 shows more detailed results by highlighting which operations intro-
duce a higher computational overhead. The results prove that:

– Symmetric encryption introduces a negligible computational overhead, hence
it does not affect the system performance;

– The client-side Popularity Check is extremely lightweight and thus introduces
a negligible computational overhead;

– The most computation-intensive operations (PHF generation, hash table stor-
age, upload processing) are performed by the CSP, hence a big fraction of the
computational overhead is outsourced to the CSP.

Figures 4 and 5 show the results of an in-depth study on the performance of
the Perfect Hashing algorithm, both in terms of storage space and computation
time for the generation of the PHF. The generation time also includes the time
needed to store the hash table. We measured these quantities on a dataset of
106 random block IDs while varying the load factor and the bucket size. The
former is a coefficient indicating the fraction of non-empty positions in the final
collision-free hash table; the latter is the mean number of elements in each subset
of the input set (see [11] for further details). As we can observe from Figs. 4 and
5, the optimal bucket size is between 3 and 4 and the load factor should not be
greater than 0.8. These parameters can be tuned depending on the scenario (e.g.
bandwidth) in order to achieve the best performance.

Furthermore, as mentioned earlier, in order to improve the security of our
novel lookup protocol, we replaced the default hash function employed by the
CMPH library (Jenkins [21]) with SHA-3. This improvement is required for the
following reason: using a non-secure hash function would allow an adversary such
as the CSP to easily enumerate all block IDs mapped to a given index of the
hash table. Such a threat may compromise the security of the whole system and
make the popularity check protocol insecure.
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Fig. 3. Total time spent during each phase of the protocol in each scenario

Fig. 4. Analysis of PHF generation time with varying parameters for a set containing
106 elements

Conclusion. Figure 6 summarizes all measurements by showing the total time
spent during each phase of the upload protocol within the three scenarios. These
results show that despite the delay introduced by the Popularity Check phase,
the user achieves a throughput of approximately 1MB per second even when a
file does not contain any popular block.

7.3 Communication Overhead

In this section we analyze the communication overhead of our scheme consider-
ing the same scenarios. The upload has been split into multiple sub-operations:
PHF Download, Popularity Check, Index Service Update (not performed in Sce-
nario 2) and the Upload. For each of these operations we analyze the size of
all messages exchanged (both requests and responses). Table 1 regroups all the
results expressed in MB. The PHF Download response size is linear with respect
to the set of popular block IDs. The larger the set, the larger the response will
be. However, as shown in [11], the size of PHF file is about 1.4 bits per popular
block ID; hence this operation does not introduce a significant delay even when
dealing with very large datasets. We point out that the PHF file does not have
to be downloaded at every request, since the user can cache it. Furthermore, the
size of the Popularity Check request and response is linear with respect to the
number of blocks in the file that is being uploaded. The Popularity Check request
contains a list of indices (one integer per block), while the response contains a
list of block IDs (one per index) of 32 bytes each. The Index Service Update
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Fig. 5. Analysis of PHF size with varying parameters for a set containing 106 elements

Fig. 6. Total time spent by all components when uploading a file (including Popularity
Check) in each scenario

request is only sent for unpopular blocks. The request consists of two block IDs
(32 bytes each) per block. The response size varies depending on whether the
popularity transition occurs. If the file has triggered a popularity transition, then
the response includes a list of block IDs, otherwise it is empty. As we can see
from Table 1, requests and responses of the Popularity Check and the Index Ser-
vice Update operations have a negligible size with respect to the file size. Finally,
the size of the Upload request varies depending on the block status. If a block
is popular, the request only consists of the block ID and one key (32 bytes). If
a block is not popular, the request contains the encrypted data, two keys (32
bytes each) and a few fields: the file ID (32 bytes), the user ID and the block
status (1 byte). As shown in Table 1, the overhead introduced by the Upload
is minimal and mainly depends on the encoding method used to transfer the
encrypted binary data. For simplicity, we used JSON objects to pack encrypted
blocks and keys and Base64 to encode binary data, which increases the size of the
data by 1/3. To summarize, the preliminary operations performed in our scheme
before the Upload introduce a negligible communication overhead. In addition,
the scheme does not affect the gains in terms of storage space and bandwidth
achieved thanks to deduplication.

8 Related Work

Secure deduplication for cloud storage has been widely investigated both in the
literature and in the industry. Convergent encryption, has been proposed as a
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Table 1. Communication overhead (in MB) introduced by each operation

SCENARIO 1 SCENARIO 2 SCENARIO 3

PHF DOWNLOAD IN 0.67 0.67 0.67

POPULARITY CHECK REQUEST 0.004 0.004 0.004

POPULARITY CHECK RESPONSE 0.02 0.02 0.02

INDEX SERVICE UPDATE REQUEST 0.1 0.1 -

INDEX SERVICE UPDATE RESPONSE 0.009 0.04 -

UPLOAD REQUEST 13.51 13.47 0.09

simple but effective solution to achieve both confidentiality and deduplication
[1,3,4]. However, it is vulnerable to well-known attacks which put data confi-
dentiality at risk [3,4]. A relevant work on this topic is DupLESS [8], which is
based on a privacy-preserving protocol running between the user and a trusted
key server. If an attacker learns the secret stored at the key server, confiden-
tiality can no longer be guaranteed. Recently, a system called ClouDedup [9]
has been proposed, which achieves secure and efficient block-level deduplication
while providing transparency for end users. However, the system relies on a
complex architecture in which users have to trust an encryption gateway which
takes care of encrypting/decrypting data. Similarly to DupLESS, the leakage of
the secret key compromises confidentiality. Another relevant work is iMLE [2],
which proposes an elegant scheme for secure data deduplication. However, the
scheme is purely theoretical, hence cannot be adopted in real scenarios. In fact, it
makes an extensive use of fully homomorphic encryption [23]. To the best of our
knowledge, one of the most recent and relevant works in the field of secure data
deduplication is [10], which is based on the idea of differentiating data protection
depending on its popularity and makes use of a mixed cryptosystem combining
convergent encryption and a threshold encryption scheme. However, this work
suffers from a few drawbacks which we aim to solve. First, the system suffers
from a significant storage and bandwidth overhead. Indeed, for each unpopular
file the user uploads two encrypted copies, one encrypted with a random sym-
metric key and one encrypted with the mixed encryption scheme. In scenarios
with a high percentage of unpopular files, the storage overhead will be signif-
icant and nullify the savings achieved thanks to deduplication. We propose to
eliminate the storage overhead by storing one single copy for each data segment
at a time, encrypted with either a random symmetric key or a convergent key.
Second, the system proposed in [10] relies on a trusted component which pro-
vides an indexing service for all data, both popular and unpopular. We propose
to limit the usage of this trusted component to unpopular data. In our scheme,
popular data can be detected thanks to the secure lookup protocol, whereby
[10] relies on the trusted component. Third, the effectiveness of the system pro-
posed in [10] is limited to file-level deduplication, which is known to achieve
lower space savings than block-level deduplication. Fourth, both the client and
the CSP have to perform complex cryptographic operations based on threshold
cryptography on potentially very large data. As opposed to this, our proposed
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scheme has been designed to perform only simple and lightweight cryptographic
operations, which significantly lowers the cost for the client. Fifth, our scheme
does not require any coordination or initialization among users as opposed to
[10]’s requirement to setup and distribute key shares among users.

9 Conclusion and Future Work

We designed a system which guarantees full confidentiality for confidential files
while enabling source-based block-level deduplication for popular files. The main
building block of our system is our novel secure lookup protocol built on top of
an enhanced version of Perfect Hashing. To the best of our knowledge, this is the
first work that uses Perfect Hashing for a different purpose other than database
indexing. Our system is not based on any key-management protocol, hence it
does not require users to agree on a shared secret or trust a third party for
storing encryption keys. A semi-trusted component is employed for the purpose
of storing metadata concerning unpopular data and providing a support for
detecting popularity transitions, meaning that a data block has just reached the
popularity threshold. We also implemented a prototype of the proposed solution.
Our measurements show that the storage, network and computational overhead
is affordable and does not affect the advantage of deduplication. Also, we showed
that the computational overhead is moved to the CSP, while the client has to
perform very lightweight operations. As part of future work, PerfectDedup may
be optimized in order to reduce the overhead due to the PHF generation and
transmission.

References

1. Xu, J., Chang, E.-C., Zhou, J.: Weak leakage-resilient client-side deduplication
of encrypted data in cloud storage. In: Proceedings of the 8th ACM SIGSAC
Symposium on Information, Computer and Communications Security, pp. 195–
206. ACM (2013)

2. Bellare, M., Keelveedhi, S.: Interactive message-locked encryption and secure dedu-
plication (2015)

3. Adya, A., Bolosky, W.J., Castro, M., Cermak, G., Chaiken, R., Douceur, J.R., How-
ell, J., Lorch, J.R., Theimer, M., Wattenhofer, R.P.: FARSITE: federated, available,
and reliable storage for an incompletely trusted environment. ACM SIGOPS Oper.
Syst. Rev. 36(SI), 1–14 (2002)

4. Douceur, J.R., Adya, A., Bolosky, W.J., Simon, P., Theimer, M.: Reclaiming space
from duplicate files in a serverless distributed file system. In: Proceedings of the
22nd International Conference on Distributed Computing Systems, pp. 617–624.
IEEE (2002)

5. Perttula. Attacks on convergent encryption. http://bit.ly/yQxyvl
6. Liu, C., Liu, X., Wan, L.: Policy-based de-duplication in secure cloud storage.

In: Yuan, Y., Wu, X., Lu, Y. (eds.) ISCTCS 2012. CCIS, vol. 320, pp. 250–262.
Springer, Heidelberg (2013)

7. Meyer, D.T., Bolosky, W.J.: A study of practical deduplication. ACM Trans. Stor-
age (TOS) 7(4), 14 (2012)

http://bit.ly/yQxyvl


166 P. Puzio et al.

8. Bellare, M., Keelveedhi, S., Ristenpart, T.: DupLESS: server-aided encryption for
deduplicated storage. In: Proceedings of the 22nd USENIX Conference on Security,
pp. 179–194. USENIX Association (2013)
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Abstract. The continuous dependence on electronic media has radi-
cally changed our interactions, many of which are now performed online.
In many occasions users need to authenticate to remote machines, but
the hostile environment of the Internet may severely expose users and
service providers. To counter these shortcomings, strong authentication
is pushed forward. As a means to authenticate individuals, biometric
authentication is gradually gaining more and more ground. While the
use of biometric data enables many useful applications, these data are
very sensitive. For this reason, it is essential to handle them with the
least user exposure. In this work we propose a very efficient protocol for
privacy-preserving biometric authentication using lattice-based encryp-
tion. More precisely, we exploit the homomorphic properties of NTRU
to provide a robust and secure solution and provide experimental results
which illustrate the efficacy of our proposal.

Keywords: Biometric authentication · Privacy-preserving authentica-
tion · Lattice-based encryption

1 Introduction

While we have transferred a wide variety of our social, economic and working
interactions in the cyber world, one of the major challenges is to guarantee
that all the entities involved are the ones they claim to be. To provide entity
authentication most services depend on the secure exchange of credentials of the
entities, which are assumed to be properly registered. In general, users are given
a user name and they create a password which they use to access the services.
c© Springer International Publishing Switzerland 2016
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While theoretically this model works and current protocols can provide high
security standards, the truth is that most users do not pick good passwords,
enabling an adversary to easily gain access.

The general concept of passwords is to authenticate users by something that
they know (password). Another paradigm is to authenticate users by something
that they are, something that cannot be forgotten or forged. The past decade,
the use of biometric authentication is gradually becoming more widespread since
the cost of the devices has been drastically reduced. While there is a variety of
biometric authentication methods, ranging from fingerprints and vein recogni-
tion, to retina and iris scanning, all these methods have two inherent drawbacks:

– They are not exact: Regardless of the underlying data, every measurement is
not exactly the same as the one registered. For instance, a user scans her iris to
register as a user. The system extracts the pattern and stores the feature vector
in the system. However, the next time that she will scan her iris, it is highly
improbable that the system will extract the exact same feature vector. This
differentiation is subject to many factors. For instance, the alterations might
be introduced due to angle, motion, imaging noise, reflection etc. Therefore, all
biometric authentication methods have a threshold τ which denotes how many
differences in two measurements can be tolerated in order to authenticate
a user.

– They are permanent: While one could easily pick another password if a service
has been compromised, she could not change her eyes or fingertips. If an
adversary could acquire the biometric measurements of a user, then she could
masquerade as her forever. Notably, depending on the method this data can
be easily acquired and replicated1.

Due to their nature and how they can be used, biometric data are very
sensitive and should be dealt with much caution. Their fuzziness; the fact that
two measurements of the same subject may differ, creates further problems.
Implicit authentication is fairly easy when using passwords, a user may prove the
knowledge of the password without actually revealing it. However, the fuzziness
of biometric measurements renders such protocols useless.

The problem where two entities want to check whether the values that they
hold are the same without presenting them to each other or to any other entity
is widely known as private equality testing, and there are many solutions in the
literature. However, if the underlying data are not equal, the case of biometric
data, then most of these protocols cannot work as well, or they will be inefficient.
For instance, if the two values may differ in τ bits, then one of the parties may
need to present 2τ candidate values for checking. Other approaches such as the
scheme of Feigenbaum et al. [19] are far more efficient, but not efficient enough
for such applications.

1.1 Contribution of This Work

In our work, we use the well-known NTRU [24] public encryption algo-
rithm and exploit its efficiency and additive homomorphic property to enable
1 http://www.ccc.de/en/updates/2014/ursel.

http://www.ccc.de/en/updates/2014/ursel
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privacy-preserving biometric authentication and matching. An overview of the
proposed protocol is the following. Assume that Alice and Bob hold a biometric
measurement and Alice wants to know whether Bob’s measurement differs from
her measurements by less than a threshold value. First, both of them split the
biometric measurement into blocks and Alice encrypts them with her NTRU
public key, blinding them from every other entity. However, Bob is still able to
perform some operations on the encrypted data, which in our case is to subtract
the according block value from his biometric measurements. To obfuscate the
results, Bob randomly permutes the results and returns them to Alice. While
Alice can decrypt each block, she cannot recover the order of the blocks to find
Bob’s measurements. Thus, she can compute whether their measurements are
below the required threshold without further information leakage. For the sake
of simplicity and performance, we will present the protocol for the standard
NTRU algorithm, nevertheless, adapting it to the more secure variant of Stehlé
and Steinfeld [34] is straightforward and does not imply further changes than
the obvious ones. In this paper the considered biometric modality is the iris.
However, our privacy-preserving methodology can be applied to any modality
which can be represented as sequence of bits such as faces, DNA etc.

1.2 Organization of This Work

The rest of this work is organized as follows. In Sect. 2 we provide a small
overview of the NTRU algorithm and then present the state of the art in privacy-
preserving biometric authentication. Section 3 introduces our protocol and dis-
cusses its security, mostly focusing on the semi-honest model. In Sect. 4 we pro-
vide some experimental results and compare its performance with current state
of the art. Then in Sect. 6 we present some application scenarios were our proto-
col could be applied. Finally the article concludes with some remarks and ideas
for future work.

2 Related Work

2.1 NTRU and Its Variants

Lattices are being studied for decades and several problems in their theory, such
as the shortest and closest lattice vector have been proven to be extremely hard
to solve, leading to the development of several public key encryption schemes.
However, in the past few years the interest in these schemes has been greatly
increased as these schemes provide many interesting features in terms of secu-
rity and applications. For instance, while the widely used public key algorithms
such as RSA and ElGamal could be broken with quantum algorithms, lattice-
based encryption algorithms seem to be immune to such attacks making them a
good candidate for the post-quantum era of cryptography [6]. Moreover, lattices
have very interesting algebraic features that can be exploited to develop fully
homomorphic encryption.
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Table 1. NTRU parameters for different security levels

Level(bits) p q n D1 D2 D3 Dg Dm

128 3 2048 439 9 8 5 146 112

192 3 2048 593 10 10 8 197 158

256 3 2048 743 11 11 15 247 204

One of the most well known lattice based algorithms is NTRU [24]. The
algorithm was developed in the mid 90 s and it is an extremely fast public key
encryption algorithm. In fact it so efficient that its performance can be com-
pared to symmetric ciphers [22]. Currently there are many variants, however
in this work we will work with the original algorithm of Hoffstein, Pipher and
Silverman. To generate the public/private key pair, we firstly, select some para-
meters N, p and q which are publicly known and determine the security of the
NTRU instance. N is a prime number, denoting the degree of the polynomials
that are going to be used. In what follows, every polynomial is reduced modulo
the polynomial xN − 1. The other two parameters, p and q are the two mod-
uli numbers, the “large” (q); current standards set q equal to 2048, and one
“small” (p) typically equal to 3. All NTRU operations are either performed in
Zq[x]/(xN − 1) or in Zp[x]/(xN − 1). We then select two random polynomials
f and g with small coefficients, that is -1, 0 and 1. We also require f to be
invertible in Zq[x]/(xN −1) and Zp[x]/(xN −1), and we denote these inverses fq

and fp respectively. The public key h is defined as h = pgfq, while f and fp are
the private key. The most common parameters for NTRU are shown in Table 2.

To encrypt a message we map it to a polynomial m with small coefficients
and pick a random “small” polynomial r, and send the message c = hr + m ∈
Zq[x]/(xN − 1). To decrypt c, the recipient multiplies it with f and rearranges
the coefficients to reside within [−q/2, q/2] and reduces it modulo p. Finally, she
multiplies the result with fp.

The amount of 1s, 0s and -1s in f, g,m and r are very important for NTRU.
More precisely, a message can be decrypted only if the following inequality holds:

‖f ∗ m + p ∗ r ∗ g‖∞ ≤ q

Otherwise the result will be a random polynomial. The randomness of r may
introduce some problems in the decryption of the ciphertext, that is some cipher-
text might not be decrypted. However proper parameter selection can bound this
probability so that this event can be considered improbable.

NTRU has been extensively studied and after many attacks, the original para-
meters have been updated [23]. Currently, the algorithm is considered highly
secure and has been standardized in both IEEE 1363.1 and X9.98. Moreover,
NTRU has triggered the introduction of many variants such as [3,15,29], how-
ever of specific interest are the recent variants of Stehlé and Steinfeld [34] and
the variant of Lopez et al. [27]. The first variant is CPA-secure in the standard
model under the assumed quantum hardness of standard worst-case problems
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over ideal lattices, using Regev’s learning with error approach [32]. The latter
exploits the homomorphic properties of NTRU to create a fully homomorphic
encryption scheme.

Generally, most lattice-based encryption schemes have homomorphic prop-
erties, however, there are specific constraints. In (partial) homomorphic encryp-
tion, the cryptographic primitives can transfer only one operation from the plain-
text to one operation of the ciphertext, while recently introduced fully homo-
morphic encryption can transfer two operations. Nevertheless, in both cases the
operations can be applied arbitrary amount of times. However, somewhat homo-
morphic or leveled encryption cannot support arbitrary homomorphic opera-
tions. For instance, in the case of NTRU, with each operation the amount of
“noise” that is added is increased. Therefore, at one point the added noise is
so high that the message cannot be recovered. Therefore, NTRU can support
only a limited amount of additions and multiplications. Note that the homomor-
phic properties of NTRU hold over Zp[x]/(xN − 1), so for instance the additive
property is applied over polynomials which is very important in our protocol.

2.2 Privacy-Preserving Biometric Authentication

Nowadays, biometric human identification is widely used in many large-scale
security applications such as border crossings, visa/passports etc. Also law
enforcement agencies use biometrics in order to search for criminals and ter-
rorists. Several modalities, including iris, face or fingerprint, are very mature
and the discussion now is not about the performance rates (FAR/FRR), but
rather about the scalability and throughput of the system as well as on assuring
privacy and fundamental human rights.

Iris is the part of the eye bounded by the pupil and sclera and it consists
of muscle tissue [17]. Nowadays, iris acquisition devices are gaining momentum
and can acquire high-quality images even of the walking subjects in operational
environment (e.g. airport) [31]. Typically, the iris recognition system consists of
the following steps: image acquisition using iris acquisition device(s), iris seg-
mentation, extraction of iris features (such as eg. iris codes, Gabor filters or
wavelets), and iris pattern matching. Hereby, in order to assure privacy and tem-
plate security, especially in realistic systems used by law enforcement agencies,
we also propose to add privacy-preserving methodology. The latter is considered
a basic ingredient in building cyber-physical systems which are compliant with
the “privacy-by-design” concept [11].

The first privacy-preserving identification protocol for iris was introduced
by Blanton et al. [7] which exploit the homomorphic properties of the encryp-
tion method of Damgard et al. [16]. Based on the Paillier homomorphic scheme,
Shahandashti et al. [33] propose a method for private fingerprint matching. Other
approaches include the use of oblivious RAM from Bringer et al. [12] or garbled
circuits from Luo et al. [28] and Bringer et al. [14]. Kulkarni and Namboodiri [26]
use the somewhat homomorphic scheme of Boneh et al. [9] to privately compute
the hamming distance of two sequences. Another approach, more focused on
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faces, would be to divide the biometric into smaller pieces, store them in inde-
pendent compartments and use methods such as the one of Forczmański and
�Labȩdź to identify them [20].

Similar methods have also been used in private DNA sequence matchmak-
ing, as genetic information is also very sensitive [2], however, the size of the
data render most of these methods inefficient. Therefore, many researchers have
resulted to the use of a semi-trusted third party which can significantly improve
computational and bandwidth requirements [25].

Recently, Blundo et al. [8] proposed a probabilistic protocol for the privacy-
preserving evaluation of sample set similarity. Based on the MinHash approach,
they sample each set, and perform the protocol of De Cristofaro et al. [18] to
determine the cardinality of the common elements of both sets. More precisely,
we assume that we have Alice and Bob, holding sets A and B respectively and
that each one selects k values (r1, r2, . . . , rk) for the sample of their set, that
is ar1 , ar2 , . . . , ark

and br1 , br2 , . . . , brk
. Furthermore, we assume that Bob has

published a prime p. Alice picks a random α, gcd(α, p − 1) = 1 and sends Bob
the message:

mA = {h(ari
)α mod p}, i ∈ [1, k]

On receiving this message, Bob picks a random β and computes:

m′
A = {mβ

Ai
mod p}, i ∈ [1, k]

Then, Bob computes:

mB = {h(h(bri
)β mod p)}, i ∈ [1, k]

and sends Alice the message: A′ = π(m′
A), B′ = mB where π is a random per-

mutation. Finally, Alice computes:

C = {h(cα−1 mod p−1 mod p)},∀c ∈ A′

and checks how many elements in common does C have with B′. If there are ν,
then Alice assumes that the Jaccard similarity of the two sets is approximately
ν/k, subject to O(1/

√
k) error.

Yasuda et al. [35,36] exploit the properties of the somewhat homomorphic
scheme of Brakerski and Vaikuntanathan [10] by packing the feature vectors of
the biometrics, however, their method was proven to be insecure [1].

An overview of these methods can also be found in [5,13].

3 The Proposed Protocol

3.1 Main Actors and Desiderata

Let us assume two entities, Alice, the initiator of the protocol and Bob, the
responder. Both Alice and Bob hold a sequence of bits A = a1, a2, . . . , ak

and B = b1, b2, . . . , bk respectively. The goal of Alice is to determine whether
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dH(A,B) < τ, τ ∈ N; and dH denotes the Hamming distance, without disclosing
any information to Bob or anyone else. On the other hand, Bob is willing to
allow this computation, nevertheless, he does not want to leak any information
regarding B to Alice or another entity.

In what follows, we work in the honest-but-curious/semi-honest model. There-
fore, while each party is assumed to follow each step of the protocol correctly
(honest), they may try to analyze any received information or messages to extract
information about their peers (curious). Therefore, if the protocol dictates that
a participant should send a message of a specific form, we assume that the par-
ticipant will conform, and will not send a tampered version.

3.2 The Protocol

We assume that Alice has created an NTRU key pair, so h is her public key
and f, fp her private. Both parties split their sequences in blocks of length λ,
creating k blocks. Moreover, we assume that both of them know a function
χ : {0, 1}λ → D, where D contains the polynomials of Zq[x]/(xN − 1) with
coefficients -1, 0 and 1. For the sake of simplicity instead of χ(m) we will write
m. Additionally, we denote αi and βi, i ∈ [1, k] the blocks of Alice and Bob
respectively.

The steps of the protocol are as follows. Initially, Alice sends Bob the message

MA = {hsi + αi},∀i ∈ [1, k]

where si are random polynomials in D. On receiving the vector mA, Bob com-
putes the vector

MB = {MAi
− (hs′

i + βi)},∀i ∈ [1, k]

where s′
i are random polynomials in D. That is the encryption of her blocks with

NTRU. Then, Bob picks a random permutation π and sends Alice M ′
B = π(MB).

So Bob encrypts his blocks with NTRU, subtracts them from Alice’s; he exploits
the additive homomorphic property of NTRU, and rearranges them.

On receiving this message, Alice can decrypt each MB′
i

and compute the
weight wi of each recovered message. If

∑k
i=1 wi < τ then Alice deduces that

dH(A,B) < τ . Figure 1 illustrates the proposed protocol.
Initially, Alice and Bob extract the templates of their biometrics and encrypt

them in blocks using the NTRU encryption algorithm using Alice’s public key.
Alice sends her encrypted data to Bob who subtracts them in the according
order and then permutes the results. Alice decrypts the messages to recover the
Hamming weight and compare it against the threshold τ .

3.3 Protocol Correctness

In the first step, the protocol splits A into blocks and encrypts them to hide
them from Bob. In the second step, Bob subtracts his values from the encrypted
ones. If two values are the same, then they will cancel each other out, otherwise,
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Fig. 1. The proposed protocol.

one coefficient (−1 or 1) is left in the encrypted block. Clearly, Bob’s permuta-
tion does not alter the weight of the encrypted messages, but hides their order
from Alice, who cannot recover Bob’s sequence. Nevertheless, each block can be
decrypted and the non-zero coefficients denote where each block differs with the
others. Thus, Alice can easily find dH(A,B).

3.4 Security of the Protocol

We do not consider active attacks; we assume that the messages exchanged in
a protocol run are authenticated and integrity protected, thus the adversary is
not able to modify or inject fake messages pretending to originate from another
legitimate user.

Alice’s input remains secret from Bob and any other active of passive adver-
sary. Throughout the protocol, Alice sends a single message to Bob which con-
tains her encrypted blocks. Therefore, anyone who wishes to recover Alice’s input
must break NTRU encryption which is considered infeasible. Note that NTRU
is considered secure even from quantum algorithms.

While Alice can decrypt the encrypted blocks to compute their differences, in
order to recover Bob’s private input she has to find the proper order of κ blocks.
This means κ! arrangements, so finding the right order is infeasible. Clearly, an
external adversary will not be able to recover any information about Bob’s input,
since it is encrypted with NTRU. Note that Bob does not simply subtract his
input but he subtracts his encrypted input further confusing his output.

However, if Alice were malicious she could try to trick Bob and recover his
input. For instance, instead of sending her input, she could mark each block
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and then put them in the right order. Since the information in each block is
not going to fill it up to capacity, e.g. for 128 bits of security, NTRU can accept
messages up to 439 bits but it will take only a fraction such as 32 or 64 bits, Alice
could hide additional information in the unused bits. To counter such attack Bob
could simply use a random padding for each message and alert Alice about its
existence so that Alice would correctly calculate the weight of each block.

4 Experimental Results

We chose to compare our algorithm against the algorithm of Blundo et al. as it
is the most efficient one in current state of the art, even though it samples the
retinas and does not return exact results. The computer where the experiments
were made has an Intel Core i3-2100 CPU at 3.1 GHz with 6 GB of RAM, running
on Ubuntu 15.04 64 bit. The implementation in both cases is made in Sage
6.52. For NTRU we have used the parameters proposed by SecurityInnovation3,
illustrated in Table 1. According to their recommendations, to generate f , we
compute a polynomial P (x) which is of the form A1(x)A2(x) + A3(x), where
polynomial Ai, i ∈ {1, 2, 3} have Di coefficients set to 1 and Di coefficients set
to −1. Similarly, to construct polynomial g, we select a polynomial having Dg

coefficients set to 1 and Dg − 1 coefficients set to −1. Finally, each message,
when converted to polynomial must have at most Dm coefficients set to 1 and
Dm −1 coefficients set to −1. The set of parameters used for RSA and NTRU is
shown in Table 2. The role of D1,D2 and D3 is going to be discussed in Sect. 4.

Table 2. Parameters for the most popular security levels (in bits). For RSA the
numbers denote the length (in bits) of the underlying modulo field according to
NIST [4]. For NTRU, the numbers are precise and recommended by SecurityInno-
vation (https://github.com/NTRUOpenSourceProject/ntru-crypto/blob/master/doc/
NewParameters.pdf).

Security level RSA NTRU

p q n Public key (bits)

128 3072 3 2048 439 4829

192 7680 3 2048 593 6523

256 15360 3 2048 743 8173

The experimental results in Table 3 clearly indicate the performance gains
of our protocol. It should be highlighted that Alice in the Blundo et al. pro-
tocol has to perform light calculations as the exponentiations are “soft”, the
exponent is 216, however the RSA decryptions of Bob are very intensive. Note
2 sagemath.org.
3 https://github.com/NTRUOpenSourceProject/ntru-crypto/blob/master/doc/

NewParameters.pdf.

https://github.com/NTRUOpenSourceProject/ntru-crypto/blob/master/doc/NewParameters.pdf
https://github.com/NTRUOpenSourceProject/ntru-crypto/blob/master/doc/NewParameters.pdf
http://sagemath.org
https://github.com/NTRUOpenSourceProject/ntru-crypto/blob/master/doc/NewParameters.pdf
https://github.com/NTRUOpenSourceProject/ntru-crypto/blob/master/doc/NewParameters.pdf
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Table 3. Comparison of the Blundo et al. protocol with the proposed. Time in seconds
and security in bits.

Security Blundo et al. Proposed

Alice Bob Total Alice Bob Total

128 0.024 2.227 2.251 0.187 0.115 0.302

192 0.066 12.352 12.418 0.250 0.153 0.403

256 0.183 59.421 59.605 0.299 0.220 0.519

Table 4. Approximate communication cost in KB. Security in bits.

Security Blundo et al. Proposed

128 78.125 75.453

192 190.625 101.922

256 378.125 127.703

that the reported times account for a single thread in both cases, therefore, by
multithreading these timings will be significantly reduced.

In our tests, we used random feature vectors of 2048 bits, such as iris. The
sample for the Blundo et al. protocol was 100 bits, which accounts for an error
of 10 %. Practically, this means that the “hard” computations for Alice and Bob
are 100 RSA encryptions and 200 decryptions respectively.

In our protocol, we split retinas in blocks of 32 bits; that is 64 blocks, so
Alice had to perform 64 encryptions and decryptions, while Bob had to perform
64 encryptions. The comparison of the communication cost for different security
levels is shown in Table 4. Again, our proposed algorithm introduces lower com-
munication costs compared to the protocol of Blundo et al. In fact, the higher
the security level, the better our protocol performs. Note that the increase in
the key length of NTRU is lower than RSA when the security level increases.

5 Discussion

Our proposed protocol has many benefits compared to its peers. The one that is
most obvious is its performance, however, the there are other important aspects
as well. For instance, the protocol manages to pack far more information than
other protocols without reducing its security. Therefore, not only the bandwidth
is reduced, but the protocol is secure in the post-quantum era. Undoubtly, one
could use the Paillier [30] or the Goldwasser-Micali [21] cryptosystems to per-
form the XOR of the bits of the templates. However, to achieve the same level
of security the bandwith overhead is considerably higher as only one bit would
be processed at a time. Moreover, NTRU is far more efficient in terms of perfor-
mance than any of these algorithms. One could argue that Alice could potentially
find patterns regarding Bob’s biometrics, with the risk being subject to the block
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size, the bigger the block, the higher the probability. While this is true, in the
next paragraphs we provide a countermeasure for such attacks.

One generic attack of all these privacy preserving schemes is the following.
Alice performs one execution of the protocol with Bob using firstly the sequence
00 . . . 000 and then 10 . . . 000. Clearly, comparing the output values Alice can
determine whether the value of the first bit is 0 or 1. Having found the value
of the first bit, Alice can proceed to the second bit etc. The main problem is
that Bob uses the same template for each comparison and Alice can manipulate
her own to find a better match at each execution. To counter this problem we
propose the following method.

Let F(k, x) denote a Pseudo Random Function (PRF), where k is the PRF
key and x is the point at which the function is evaluated. Bob proposes a random
seed s so Alice and Bob compute the following for their sequences: F(s,mi||i)
mod 2, i ∈ {1, 2, . . . , k}. Clearly, for each position where the bits of Alice and
Bob are the same, the result is also going to be the same. However, when they
differ, the result is going to be equal 50 % of the times. By processing their
sequences like this, Bob’s input is always randomized so Alice cannot perform
this attack or find patterns in our scheme. Nevertheless, one should note that
the threshold should now be close to half.

6 Application Scenarios

The presented methodology can be applied in several scenarios and it is valid for
various biometric modalities. Herein, we are concerned with security scenarios,
especially those interesting for law enforcement agencies, where preserving the
privacy of citizens is challenging. On the one hand, the methodology can be
applied for access control, where a person (the subject) wants to get access to a
certain asset (e.g. terrain, building, room, laptop, service etc.), including critical
infrastructures and high-risk assets with high accuracy biometrics such as iris.
Such scenario can be realized in a verification mode (1:1 matching) or in the
identification mode (1:many matching). In the latter case, so called white-listing
is used, since the data (biometric feature vector) of the subject is matched versus
those who can enter/gain access to the asset.

The second scenario where the proposed methodology is useful, is the match-
ing of the subject biometric pattern versus templates from the law enforcement,
or vice versa from private organisations. It can be realized as the typical 1:many
identification or as the blacklisting. In such a case, e.g. the template of the sub-
ject (we can even imagine a wanted terrorist) is compared to the database of the
people that agencies search for or those who are not allowed cross borders etc.
The proposed methodology is useful because the law enforcement agency can
query the database without disclosing who is the terrorist, and without learn-
ing anything about the other templates. Vice versa, private organisations can
query law enforcement databases without disclosing any information about their
customers.
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7 Conclusions

The continuous use of biometrics might strengthen user authentication, however,
it implies serious privacy risks. It should be understood that unlike passwords
which can be easily generated, a user cannot generate a new body part, such as
an iris or face. Addressing this challenge, privacy-preserving biometric authen-
tication methods were recently introduced. These methods provide the needed
functionality: biometric authentication, while simultaneously minimizing user’s
privacy exposure using state of the art cryptographic primitives. Clearly, this
introduces a computational and communication overhead which might not be
considered important in one-to-one scenarios - a user wants to authenticate to
his device, but in one-to-many scenarios - a user authenticates to a server, the
overhead might be substantial and decrease the quality of the provided service.

Based on the above, we introduced a novel protocol that takes advantage
of the additive homomorphic property of NTRU to enable secure and exact
privacy-preserving biometric authentication. Even if our implementation is not
optimized, it is rather efficient, enabling it to be faster even than the “sampling”
method of Blundo et al. In the future, we plan to explore the possibility of
packing more data in each package with other algorithms and/or encodings to
further decrease the computational and communication cost.
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Abstract. With the widespread development of biometric systems,
concerns about security and privacy are increasing. An active area of
research is template protection technology, which aims to protect regis-
tered biometric data. We focus on a homomorphic encryption approach,
which enables building a “cryptographically-secure” system. In DPM
2013, Yasuda et al. proposed an efficient template protection system,
using the homomorphic encryption scheme proposed by Brakerski and
Vaikuntanathan. In this work, we improve and fortify their system to
withstand impersonation attacks such as replay and spoofing attacks.
We introduce a challenge-response authentication mechanism in their
system and design a practical distributed architecture where computa-
tion and authentication are segregated. Our comprehensive system would
be useful to build a large-scale and secure biometric system such as secure
remote authentication over public networks.

Keywords: Biometric authentication · Homomorphic encryption ·
Template privacy

1 Introduction

Biometrics refers to human characteristics and traits of an individual such as
fingerprint, iris, vein and signature. In biometric authentication, such charac-
teristics are used to establish the identity of a person. Compared to the com-
monly used ID/password authentication schemes, biometrics do not require users
to remember long and complex passwords. As a result, the usage of biomet-
rics is now expanding in various applications ranging from international border
crossings to securing information in databases (e.g., see US-VISIT [24]). On the
other hand, concerns about security and privacy are expanding. In particular,
it is important to protect templates which are stored biometric data, since once
leaked, templates can neither be revoked nor replaced.

1.1 Template Protection and Its Approaches

The most straightforward way to make a biometric system secure is to put all
the modules and the interfaces into a smart card (i.e., a secure processor). This
c© Springer International Publishing Switzerland 2016
J. Garcia-Alfaro et al. (Eds.): DPM and QASA 2015, LNCS 9481, pp. 183–198, 2016.
DOI: 10.1007/978-3-319-29883-2 12



184 A. Mandal et al.

solution can never reveal any information outside the card. However, it is not
useful for large-scale applications such as remote authentication since cards are
relatively expensive and each client must always carry his or her own card for
every authentication. There is also the vulnerability that raw templates can
be extracted from stolen cards. To resolve the problem, template protection
technology has been researched, and the following three main approaches (e.g.,
see [1,8,21]) exist:

Feature Transformation: Biometric data is transformed to random data by a
client-specific key. Cancelable biometrics and biohashing are typical examples.
This is practical in both performance and storage, but would no longer be secure
if the client’s key were leaked to adversaries.

Biometric Cryptosystem: Currently, these approaches are based on error cor-
recting codes, and examples include fuzzy vault and fuzzy commitment. Since
current schemes require strong restriction of authentication accuracy, both prac-
tical and security issues are controversial.

Homomorphic Encryption: This approach enables operating on encrypted data,
without access to a decryption key. With the encryption, the confidentiality of
biometric data can be protected, and the similarity of biometric data can be
measured on encrypted data. As long as the secret key is managed by a trusted
party, it makes a system cryptographically-secure. However, performance and
ciphertext size are issues for practical usage.

1.2 Previous Work using Homomorphic Encryption

There is a line of work on enabling biometric matching while preserving the
privacy of queried data and templates. In 2010, Osadchy et al. [19] introduced
a privacy-preserving face identification system, called SCiFI, using the Paillier
scheme [20] and oblivious transfer protocols. Similar to the SCiFI system, Blan-
ton and Gasti [2] in 2011 developed privacy-preserving protocols for iris and
fingerprints. Their extension is to combine additively homomorphic encryption
such as the Paillier and the DGK schemes [9] with garbled circuit evaluation.
In 2011, Evans et al. [12] also proposed an efficient privacy-preserving closest-
matching system for fingerprint using the Paillier scheme and garbled circuits.
Another line of work aims to build secure and large-scalable biometric systems,
providing template protection security. In order to enhance the security of secure
sketches of [11], Bringer and Chabanne [6] in 2008 modified the protocols of [7]
using a simple homomorphic encryption scheme by Goldwasser and Micali [14]
and private information retrieval protocols. In 2010, Upmanyu et al. [23] pro-
posed a provably secure and blind authentication protocol by using the Paillier
scheme. Based on [23], Hirano et al. [15,16] proposed cancelable protocols, which
are cryptographically-secure against passive adversaries in a semi-honest model
using pairing-based homomorphic encryption such as the BGN scheme [4]. In
2013, Kulkarni and Namboodiri [18] gave a one-to-one authentication protocol
using the BGN scheme. While [15,16] involve three parties, the protocol of [18]
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is a client-server architecture for iris and palmprint matching. Their protocol is
secure against a semi-honest adversary, and the privacy guarantee is that the
server can learn only the matching score while the client learns the authentica-
tion result.

1.3 Our Contributions

In 2013, Yasuda et al. [26] proposed a template protection system applicable to
various biometric feature codes (see Sect. 2.1), using the homomorphic encryp-
tion scheme proposed in [5]. In [26], the authors proposed a novel method to pack
a feature code into a single ciphertext, and gave an efficient matching algorithm
which can run over packed ciphertexts. Although the biometric system proposed
in [26] can achieve template protection, it is not comprehensively secure in terms
of biometric system security. In this paper, we propose several improvements for
the security and privacy of the biometric authentication system proposed in [26].
Specifically, we develop challenge-response authentication mechanisms to miti-
gate replay attacks. The primary novelty of our work are the challenge-response
schemes, which works in combination with the packing method of [26], while
maintaining efficiency of secure matching. We also provide a detection tech-
nique against the universal spoofing attack introduced in [17], which is specific
for homomorphic encryption systems and can output fake templates with high
matching scores. The attacks from [17] can facilitate unauthorized access against
the scheme from [26] by sending an encryption of spoof feature data into the bio-
metric system, instead of ciphertext corresponding to genuine feature data. Our
universal spoof detection technique can easily thwart such array of attacks. In
order to demonstrate the efficiency of our improved system, we choose suitable
parameters for the encryption scheme of [5], and report implementation results
to show that our system is practical.

Notations. The symbols Z and Q denote the ring of integers and the field of
rational numbers, respectively. For a prime p, the finite field with p elements is
denoted by Fp. For integers z and d, let [z]d denote the reduction of z modulo d
included in [−d/2, d/2) (the reduction of z modulo d included in [0, d) is denoted
by z mod d). For A = (a1, . . . , an), let ‖A‖∞ denote the ∞-norm maxi |ai|. For A
and B , we let 〈A,B〉 and dH(A,B) denote the inner product and the Hamming
distance, respectively.

2 Preliminaries

2.1 Feature Codes and Homomorphic Encryption

A number of algorithms exist which extract a feature code from a biometric
image. For an iris image, the algorithm of [10] can generate a code of 2048-bit.
In 2013, Fujitsu Laboratories [13] announced that it has developed a new extrac-
tion algorithm for matching feature codes of 2048-bit from palm vein images.
In[10,13], the Hamming distance gives a metric to measure the similarity of
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extracted feature codes; If the Hamming distance is smaller than a pre-defined
threshold θ, the authentication is successful. The threshold θ depends on each
extraction algorithm, and it is determined to take the balance of FAR (False
Acceptance Rate) and FRR (False Rejection Rate). Here we assume that bio-
metric data are always represented as binary codes of 2048-bit and the Hamming
distance is used for matching (we do not discuss how to generate feature codes).
Throughout this paper, we let T ,Q denote template and queried feature codes,
respectively, and θ a fixed threshold.

Once feature codes are leaked, an adversary can illegally authenticate with
the stolen codes. The homomorphic encryption approach can encrypt feature
codes and compute the Hamming distance on encrypted data. Selection of an
encryption scheme is the first task, and there are three types of schemes; Addi-
tive schemes can only support additions on encrypted data (e.g., the Paillier
scheme [20]). In contrast, somewhat homomorphic encryption (SHE) can sup-
port both additions and multiplications, but the number of permissible oper-
ations is limited. The first SHE construction was the BGN scheme [4], which
can only support depth-one multiplications, but it is sufficient to evaluate the
Hamming distance (see [18]). Fully homomorphic encryption (FHE) can support
“arbitrary” operations. After Gentry’s breakthrough in 2009, a number of new
FHE and associated SHE schemes have been proposed. Although current FHE
is impractical, the associated SHE schemes can be used practically in biometrics
(e.g., see [25,26]).

2.2 SHE Scheme Construction

Given an integer m, let ζm be a primitive m-th root of unity, and Φm(x) ∈ Z[x]
the m-th cyclotomic polynomial. We focus on SHE schemes with homomorphic
correctness over the ring R = Z[x]/(Φm(x)) of integers of the cyclotomic field
Q(ζm). Informally, homomorphic correctness over R means that a scheme can
support the ring operations over R. Here we present the SHE scheme proposed
in [5], which has (somewhat) homomorphic correctness over R. The following
four parameters are required:

n : 2-power integer defining the ring R = Z[x]/(xn + 1)
(note that Φ2n(x) = xn + 1 in this case)

q : prime number with q ≡ 1mod 2n, which defines the
base ring Rq = Fq[x]/(xn + 1) of ciphertext space

t : integer with t < q to determine plaintext space
Rt = (Z/tZ)[x]/(xn + 1) (t is not necessarily prime)

σ : parameter defining a discrete Gaussian error
distribution χ = DZn,σ with the standard deviation σ

(1)

We can regard samples from χ = DZn,σ as elements of R by the map:
a = (a0, . . . , an−1) ∈ Z

n �→
∑n−1

i=0 aix
i ∈ R.
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Key Generation. We choose an element s ← χ and then s ∈ R. We then sample
a uniformly random element p1 ∈ Rq and an error e ← χ. Set pk = (p0, p1) with
p0 = −(p1s + te) as the public key and sk = s as the secret key.

Encryption. Given a plaintext m ∈ Rt and the public key pk = (p0, p1), the
encryption samples u, f, g ← χ and compute a fresh (i.e., non-operated) cipher-
text given by

Enc(m, pk) = (c0, c1) = (p0u + tg + m, p1u + tf), (2)

where the plaintext m ∈ Rt is considered as an element of Rq in the natural way
due to the condition t < q.

Homomorphic Operations. While the above encryption generates a ciphertext
with only two elements of Rq, the homomorphic multiplication defined below
makes the ciphertext length longer. Hence, we need to define homomorphic oper-
ations for ciphertexts of any length; Let ct′ = (c′

0, . . . , c
′
ξ), ct

′′ = (c′′
0 , . . . , c′′

η) be
two ciphertexts. The homomorphic addition “�” is computed by component-
wise addition ct′ �ct′′ = (c′

0+c′′
0 , . . . , c′

max(ξ,η)+c′′
max(ξ,η)) by padding with zeros

if necessary. Similarly, the homomorphic subtraction can be defined. In contrast,
the homomorphic multiplication “∗” is computed by ct′ ∗ ct′′ = (ĉ0, . . . , ĉξ+η)

with
ξ+η∑

i=0

ĉiz
i =

(
ξ∑

i=0

c′
iz

i

)
·

⎛

⎝
η∑

j=0

c′′
j zj

⎞

⎠, where z denotes a symbolic variable.

Decryption. For any ciphertext ct′ = (c′
0, . . . , c

′
ξ), decryption with the secret key

sk = s is computed by

Dec(ct′, sk) = [m̃]q mod t ∈ Rt, (3)

where m̃ =
∑ξ

i=0 c′
is

i ∈ Rq. For s = (1, s, s2, . . .), we can rewrite Dec(ct′, sk) =
[〈ct′, s〉]q mod t.

2.3 Packing Method for Efficient Secure Matching

Component-wise encryption would cause performance slowdown in secure match-
ing. In contrast, Yasuda et al. [26] proposed a new packing method for efficient
computation of secure Hamming distance. Specifically, their method can pack a
feature code into a single ciphertext, and furthermore, a certain linear combi-
nation of homomorphic operations can compute secure Hamming distance over
packed ciphertexts. Below, we introduce their packing method for 2048-bit fea-
ture codes:

Definition 1. Set n ≥ 2048. For T = (t0, . . . , t2047) and Q = (q0, . . . , q2047),
we define two types of polynomials in the base ring R = Z[x]/(xn + 1) of the
SHE scheme;

pm1(T) =
2047∑

i=0

tix
i and pm2(Q) = −

2047∑

j=0

qjx
n−j .
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Then two types of packed ciphertexts are defined as
⎧
⎨

⎩
ct

(1)
pack(T) = Enc(pm1(T), pk),

ct
(2)
pack(Q) = Enc(pm2(Q), pk),

(4)

where we regard pm1(T) and pm2(Q) ∈ R as elements in the plaintext space Rt

by taking sufficiently large t.

The key point of [26] is that the constant term of one multiplication between
pm1(T ) and pm2(Q) gives the inner product 〈T ,Q〉; Specifically, since xn = −1
in R, we have

pm1(T ) × pm2(Q) = 〈T ,Q〉 + (non-constant terms).

Then the homomorphic correctness of the SHE scheme shows that only one
homomorphic multiplication between ct

(1)
pack(T ) and ct

(2)
pack(Q) computes the

inner product on encrypted data. This method can be applied to secure Ham-
ming distance computation as follows [26, Sect. 3.2]:

Theorem 1. Let C1 = −
∑n−1

i=0 xn−i and C2 = 2 − C1 =
∑n−1

i=0 xi. Let ctH be
a ciphertext given by

ct
(1)
pack(T) ∗ C1 � ct

(2)
pack(Q) ∗ C2 � (−2ct(1)pack(T)) ∗ ct

(2)
pack(Q), (5)

where homomorphic operations are defined in the same way as in Sect. 2.2. Then,
the constant term of Dec(ctH , sk) gives our desired Hamming distance dH(T,Q).

3 Improved Security and Privacy

Here we introduce three techniques to improve both security and privacy in the
template protection system of [26].

3.1 Countermeasure Against Replay Attack

Insecure communication allows an adversary to mount hill-climbing and replay
attacks. However, as mentioned in [1, Sect. 2.6], simple-minded use of a pub-
lic key infrastructure does not always give a complete solution against replay
attacks. Consider a case where all communicated data are encrypted by utiliz-
ing a public key infrastructure. If an adversary intercepts the encrypted data of
a legitimate client, he cannot recover the raw data but he can stage a replay
attack by sending the captured data, if no freshness is introduced. Furthermore,
an insider adversary can steal raw biometric data since they are decrypted in the
system (i.e., secure communication is not sufficient for adversaries having power
to observe internal memory of the system). A challenge-response authentication
mechanism is effective against the external replay attack, and it is a family of two-
party protocols where one party presents a question, called a “challenge”, and
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another party provides a valid answer, called a “response”, to be authenticated
successfully. To protect against insider adversaries, we employ homomorphic
encryption. As in [3,16], we try to introduce a challenge-response mechanism in
the system of [26]. The difficulty is to combine the mechanism with the packing
method of Sect. 2.3 so as not to reduce efficiency of the secure matching (5).

3.2 Countermeasure Against Spoofing Attack

In general, given a template T , it is hard to find a binary vector Q ′ such that
dH(T ,Q ′) < θ without knowing any information about T (the hardness mainly
depends on θ). However, we can easily generate a non-binary vector Q ′ satisfying
dH(T ,Q ′) < θ. For example, take Q ′ = (q′

0, q
′
1, . . . , q

′
2047), where only one entry

qj has a large value e > 0 and the other entries are equal to either 0 or 1. Then,
for any T = (t0, t1, . . . , t2047), the Hamming distance dH(T ,Q ′) equals to

2047∑

i=0

(ti + q′
i − 2tiq

′
i) ≈

{
1024 + e (if tj = 0)
1024 − e (if tj = 1)

(6)

where we assume
∑

i�=j(ti + q′
i − 2tiq

′
i) ≈ 1024. Hence, if e > 1024 − θ, the

Hamming distance dH(T ,Q ′) becomes smaller than θ with about 50% success
probability (such attacks are introduced in [17]). Here we call such vectors Q ′

universal spoofing vectors, which result in a low Hamming distance for any binary
code T (with high probability).

With a universal spoofing vector, a malicious client can attack a biometric
system. Note that the attack cannot be detected in a homomorphic encryption
system since biometric codes are always in encrypted format. Our countermea-
sure is simple and it is to check the Hamming distance for a dummy template
T ′, instead of a genuine one T . Consider a case where a malicious client sends
a ciphertext of Q ′ to a computation server. Then the server randomly gener-
ates a dummy template T ′, and computes the encrypted Hamming distance ct
between T ′ and Q ′ as in Theorem 1. Then the server sends the ciphertext to a
decryptor. Finally, the decryptor decrypts it to obtain dH(T ′,Q ′), and checks
its size to detect the spoofing attack. As seen from Fig. 1, there are two distri-
butions of Hamming distance values; one distribution is obtained from genuine
clients, and another one is from intruders. For a genuine code Q , the Hamming
distance dH(T ′,Q) is included in the distribution of genuine clients. However,
the universal spoofing vector Q ′ has Hamming distance smaller than θ, which is
included in the left distribution in Fig. 1. More specifically, by (6), the spoofing
vector Q ′ has dH(T ′,Q ′) satisfying either

dH(T ′,Q ′) < (θ + θ′) or dH(T ′,Q ′) > 2048 − (θ + θ′), (7)

where θ′ denotes the order of standard deviation of binomial distribution (e.g.,
θ′ = 25). To detect the spoofing attack, it only needs to test that the above
condition is satisfied.
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Fig. 1. Distributions in biometric authentication (the distribution on the left is of
Hamming distance values from genuine clients, while the one on the right is from
intruders, see also [3, Fig. 3])

3.3 Privacy Enhancing Technique

The secure matching computation (5) gives a decryptor additional information
on top of the Hamming distance. In order to suppress the extra information,
we consider the following additional procedure: Let ctH denote a ciphertext
given by (5). Our idea is to add random data in the ciphertext ctH . Specifically,
given ctH = (c0, c1, c2) ∈ (Rq)3 (note that it has three ring elements in Rq

by the homomorphic multiplications in (5)), it generates a random polynomial
r = r1x+· · ·+rn−1x

n−1 ∈ R without constant term for 0 < ri < t, and computes
a ciphertext given by one homomorphic addition ctH � r = (c0 + r, c1, c2). Then
the decryption of ct � r includes our desired Hamming distance in the constant
term, but the other terms are masked by random information ri’s.

4 Secure Protocol

Here we introduce a secure protocol based on improvements described in the
previous section. Our protocols involves seven parties (see Fig. 2): Certificate
Authority CACACA, Registration Device RDRDRD, Client Device CDCDCD, Application Service
ApSApSApS, Computation Server CSCSCS, Storage Server SSSSSS, and finally Authentication
Server ASASAS.

4.1 The Protocol

Below, (KeyGenHom,Enc,Dec,HEval) denotes Key Generation, Encryption,
Decryption and Homomorphic Evaluation algorithms corresponding to the SHE
scheme described in Sect. 2.2. (KeyGenSym,EncSym,DecSym) denotes Key
Generation, Encryption and Decryption algorithms corresponding to any secure
symmetric key encryption scheme. Below we present schematics of our protocol.
In Figs. 2, 3 and 4 all SSL communications are authenticated by trusting root
certificate authority CACACA in certificate chain.

Remark 1. The security of the protocol against replay attacks relies on the secu-
rity of SSL channel (However, only SSL is not sufficient as we are considering
insider attackers as explained in Sect. 4.2); The challenge p ← Z/tZ is protected
over communication between CDCDCD and ASASAS, and CSCSCS cannot know p. Hence CSCSCS
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Fig. 2. Setup phase. Certificate provisioning (Step 1 ) is trusted.
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Client Device
(CDCDCD)

Application
Service (ApSApSApS)

Computation
Server (CSCSCS)

Storage Server
(SSSSSS)

Authentication
Server (ASASAS)

Certificate
Authority (CACACA)

2 SSL((id, ct)) 4 (id, ctsym)

1 Extract Template T for user id

ct ← Enc(pm1(T ‖0), pkhom) = ct
(1)
pack(T ||0)

3 ctsym ← EncSym(sksym, (id, ct))

5 Save ctsym to DB
with key id

Fig. 3. Registration.
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12 (id, ctsym)

13 (id′, ct) ← DecSym(sksym, ctsym)

if id �= id′, then Abort
cd1 ←HEval(pkhom, ct, ctp) given by Equation (5)

ct1 ←ct�pm1(0· · ·0||1), cd2 ←HEval(pkhom,ct1,ctp)

T ′ ←{0, 1}2047, cd3 ←HEval(pkhom,ctp,pm1(T
′||0))

Generate r1, r2, r3 ∈ Rq whose constant terms are
zero
cd′

1 ← cd1 � r1, cd′
2 ← cd2 � r2, cd′

3 ← cd3 � r3

1
4

S
S

L
(id

s ,id
,id

a
,

cd ′1 , cd ′2 ,cd ′3 )

15 Solve for dH(T ,Q), dH(T ′,Q) and p∗ in:

d1 ←Dec(cd′
1, skhom), d1 ≡dH(T ,Q) + p∗ mod t

d2 ←Dec(cd′
2, skhom), d2 ≡dH(T ,Q) + 1 − p∗ mod t

d3 ←Dec(cd′
3, skhom), d3 ≡dH(T ′,Q) + p∗ mod t

Verify the following three conditions

– p∗ ?
= p

– dH(T ′,Q) does not satisfy Equation (7)
– dH(T ,Q) is less than threshold θ

16 If Verification succeeds send Accept, otherwise

Reject to ApSApSApS over SSL.

16 SSL(ids, id, ida,

Accept/Reject)

Fig. 4. Authentication.
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can know only the response ctp = ct
(2)
pack(Q ||p), and even an adversary having

power to observe internal memory of CSCSCS cannot mount replay attacks since he
cannot obtain ct

(2)
pack(Q ||0) without p. In this scheme success probability of a

replay attacker is at most 1/t. For higher security the challenger can choose
p = p1‖ · · · ‖pk ← (Z/tZ)k to achieve 1/tk security. In that case, in Step 13, CSCSCS
needs to send k + 2 ciphertexts such that during Step 15, ASASAS can solve k + 2
linear equations to recover p∗

1, . . . , p
∗
k, dH(T ,Q) and dH(T ′,Q).

4.2 Security Model

Overview. If a stored template is leaked, an adversary cannot recover the raw
template T since it is encrypted. Due to our improvements described in Sects. 3.1
and 3.2, our biometric system is secure against impersonation attacks at CDCDCD,
such as the replay and the universal spoofing attacks. Furthermore, as in [26],
our system is secure against the hill-climbing attack to SSSSSS since the matching
score is still encrypted.

Since all data are encrypted, SSSSSS cannot learn any information about client’s
biometric data. Furthermore, due to the improvement of Sect. 3.3, ASASAS cannot
know any extra information other than the Hamming distance between two
feature codes as in [18].

Adversary Models. We will assume that CACACA,RDRDRD and ApSApSApS are all trusted. The
other parties CSCSCS,CDCDCD and SSSSSS can be attributed varying levels of trust - they can
be completely adversarial or can be ‘semi-honest’ in the sense that they perform
all computations faithfully, but their memory is visible to an adversary. How-
ever, we observe that the semi-honest setting is only as secure as the completely
malicious setting. This is because, any secret possessed by a semi-honest entity
can be made visible to the adversary and then the adversary can completely
bypass that entity. Thus any attack in the malicious setting can also be simu-
lated in the semi-honest setting. Thus any party being adversarial versus being
semi-honest actually imply the same level of security. The semi-honest setting
becomes meaningfully distinct from the malicious setting, when we ensure that
communication integrity with the party can be maintained in some way, such
as protecting SSL private keys from adversary visibility by employing secure
hardware.

Following Simoens et al. [22], we enumerate several attack scenarios and
describe the security and privacy guarantees provided by our construction in the
subsequent section. In Table 1, “security” denotes integrity of authentication,
that is, authentication can only be achieved by providing the correct biometric
to CDCDCD. On the other hand, “privacy” denotes the weaker guarantee that the
biometric template itself remains confidential.

In realistic scenarios, it may be desirable to host the CSCSCS in a public cloud. In
that case assuming that the CSCSCS is completely honest or equivalently semi-honest
(as above) may be too strong. A reasonable compromise may be to assume that
the CSCSCS is semi-honest, except that it has an SSL module which is completely
honest. This ensures that communications with the CSCSCS are authenticated, thus



194 A. Mandal et al.

Table 1. Security guarantees under various attack models

Adversary Security Justification Privacy Justification

AS No Trivially insecure Yes (*) Data encrypted with sksym. Hill
climbing mitigated by
authenticating CDCDCD. (*) Hill
climbing possible if any CDCDCD
is completely compromised

SS Yes Data encrypted
with sksym

Yes Data encrypted with sksym

CS No Can deviate from
correct
homomorphic
evaluation

Yes Data encrypted with pkhom

AS + SS No Inherited from ASASAS Yes Data encrypted with sksym

AS + CS No Inherited from ASASAS No CSCSCS and ASASAS can decrypt data
using sksym and skhom in
sequence

CS + SS No Inherited from CSCSCS Yes Data encrypted with pkhom

AS + CS
+ SS

No Inherited from ASASAS No Inherited from ASASAS+CSCSCS

Γ Yes See text Yes See text

mitigating bypassing attacks which could have access to SSL private keys in the
pure semi-honest model.

In general if a Client Device CDCDCD is compromised, then it can just read off the
user biometric and reuse it afterward, and hence neither security nor privacy is
protected. Thus CDCDCD being malicious is too strong to protect against. However,
it may still be desirable to protect against adversaries having physical access to
CDCDCD, in particular, which can present fake biometrics to CDCDCD. While online hill
climbing attacks may be realistic to perform if such an opportunity exists, we
can assume that hill climbing by producing appropriate biometrics physically to
CDCDCD is still infeasible. To ensure that the adversary is indeed physically accessing
CDCDCD and not performing online hill climbing attack, which is possible when ASASAS
is adversarial, we needed to provision CDCDCD with trusted SSL private keys. Any
other biometric authentication system which exposes the hamming distance to
ASASAS, is susceptible to similar hill climbing attacks unless all CDCDCD’s are provisioned
with trusted SSL private keys.

To balance between security, privacy and feasibility, we therefore also define
the following adversary model, referred to as Γ : CACACA,RDRDRD,ApSApSApS and ASASAS are all
trusted. SSSSSS is adversarial. CSCSCS has two components; (1) an SSL communica-
tion module which is trusted, (2) a computation module which is semi-honest
(memory of CSCSCS is visible to an adversary). Finally, CDCDCD is also trusted, but the
adversary is allowed to physically access CDCDCD, i.e., it can present fake biometrics
to CDCDCD.
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Table 2. Performance of our secure protocol

Protocol phase Time

(a) Challenge ≈0 ms

(b) Response 3.65 ms

(c) Secure matching 10.62 ms

(d) Decryption 10.41 ms

Total time of auth. phase 24.68 ms

The security and privacy properties of our protocol in various adversary
models are summarized in Table 1. In particular, we claim that our protocol
is secure in the adversary model Γ . An intuitive justification is as follows. We
observe that CSCSCS cannot be bypassed as its SSL module is trusted. Although
the adversary is able to observe the memory of CSCSCS, Computations at CSCSCS take
place homomorphically. Hill climbing by adversary physically accessing CDCDCD is
infeasible as it only sees Yes/No answers. If we consider a stronger assumption
that encryptions of pm1(T ) are infeasible to convert into encryptions of pm2(Q)
such that dH(T ,Q) is small, then we can claim a stronger security guarantee
as well: even if several CDCDCD’s are completely compromised by the attacker, but
the user in question presents biometrics to an honest CDCDCD, then also security and
privacy are both preserved in model Γ .

Much of the complexity of our protocol arises in order to segregate trust
among ASASAS and CSCSCS. From Table 1, we observe that when one of ASASAS and CSCSCS
is malicious, but the other one is trusted, security fails to hold, but privacy of
the templates is protected, even against online hill climbing attacks. However,
privacy no longer holds if both parties are malicious.

5 Implementation Evaluation

For our secure protocol described in Sect. 4.1, we implemented the SHE scheme
and used standard SSL and AES algorithms. For the SHE scheme, we used
(n, q, t, σ) = (2048, 63-bit, 2048, 4), which can give at least 80-bit security. Our
experiments ran on an Intel Xeon X3480 at 3.07 GHz with 16 GB memory, and we
used our library written in C language for all computations of the SHE scheme.
Our C code was compiled with gcc 4.6.0 on Linux.

In Table 2, we summarize the performance of our secure protocol. We remark
that in Table 2 we show only the computation cost of the SHE scheme since
the computation cost of the standard SSL and AES algorithms is not dominant
compared to the SHE scheme (we note that the performance of the SSL channels
mainly depends on network throughput).
Performance Comparison. Here we compare the performance of our protocol
with related work introduced in Sect. 1.2 (Unfortunately, no implementation
result is reported in [6,15,16]). SCiFI [19] and the protocol [2] use additively
homomorphic encryption for secure matching. In [19] (resp. [2]), it took 310 ms
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Fig. 5. A typical application of our secure biometric system

(resp. 150 ms) for secure Hamming distance of 900-bit (resp. 2048-bit) feature
codes over an 8 core machine of 2.6 GHz AMD Opteron processors (resp. an
Intel Core 2 Duo 2.13 GHz). Our protocol is at least 5 times faster than [2,19].
Furthermore, while [2,19] can only protect one feature code due to the usage of
an additive scheme, ours can protect both T and Q . On the other hand, the
protocol of [18] uses the BGN scheme [4] for protection of two feature codes as in
our work. According to [18], it took 58 s for secure Hamming distance of 2048-bit
over an Intel 3.2 GHz PC. It is much slower than our protocol, and the main
reasons are as follows; The homomorphic multiplication in the BGN scheme is
slower than that in the SHE scheme, and we cannot use the packing method
described in Sect. 2.3 in the BGN scheme. Therefore, in the BGN scheme, we
have to use bit-wise encryption and it requires at least 2048 homomorphic mul-
tiplications for secure Hamming distance computation (cf. ours requires only a
few homomorphic multiplications).

Our secure protocol gives an improvement over [26] for impersonation attacks
such as replay and spoofing attacks. According to [26], it takes 3.65 ms to encrypt
a biometric feature vector of 2048-bit, 5.31 ms for secure Hamming distance com-
putation, and 3.47 ms for decryption. The total performance is about 12.43 ms
for authentication, and it is about twice faster than ours. This is because, com-
pared to the simple protocol of [26], our protocol needs to compute three each of
the secure Hamming distance homomorphic evaluations and decryptions instead
of just one each.

6 Conclusion and Typical Applications

In a general biometric system the authentication server must securely manage
clients’ templates and perform matching computation for every authentication
request. Large-scale applications require large template storage and vast com-
putation resources. In contrast, our system enables the authentication server to
securely outsource the template storage and the matching computation resources,
for example, to the cloud. In our system, since the biometric templates and
matching computation are in encrypted format, the cloud cannot learn any infor-
mation. Our system can prevent a malicious client from trying impersonation
attacks such as replay and universal spoofing attacks. The authentication server
only needs to store the secret key securely and perform decryption procedure for
authentication decision (as for privacy, the authentication server can only know
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matching scores). Furthermore, our system has practical performance, and it is
(much) faster than the state-of-the-art work using homomorphic encryption.

As Fig. 5 shows, our system is suitable for remote authentication over the
Internet, and enables secure match-on-server using the cloud; The computation
server CSCSCS can be deployed as a cloud service, while the authentication server
ASASAS with secret key sk is placed on a private platform (Fig. 5, left). To serve
a large number of parties who demand results from biometric authentication,
a trusted identity provider (IdP) can act as ASASAS (Fig. 5, right). Match-on-server
authentication is suitable for personal identification and usage of multiple clients.
Specifically, identity federation protocols (e.g., SAML and OpenID Connect),
which are used between the IdP and the Service Providers, benefit from identities
authenticated with biometrics.
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Abstract. Collaborative filtering systems provide recommendations for
their users. Privacy is not a primary concern in these systems; how-
ever, it is an important element for the true user participation. Privacy-
preserving collaborative filtering techniques aim to offer privacy measures
without neglecting the recommendation accuracy. In general, these sys-
tems rely on the data residing on a central server. Studies show that
privacy is not protected as much as believed. On the other hand, many
e-companies emerge with the advent of the Internet, and these companies
might collaborate to offer better recommendations by sharing their data.
Thus, partitioned data-based privacy-persevering collaborative filtering
schemes have been proposed. In this study, we explore possible attacks on
two-party binary privacy-preserving collaborative filtering schemes and
evaluate them with respect to privacy performance.

Keywords: Privacy · Collaborative filtering · Binary data · Attack
scenarios

1 Introduction

Information technologies have been developing at a great pace and providing
comfort for everyone to perform their everyday tasks. The Internet is a great
medium to offer countless services due to its ease of access by people from every
different taste and class. This trend of moving people’s routines to the Internet
has made e-commerce very attractive. However, attracting new customers or
recommending the right products for the existing ones is a competitive task for
an online company to survive in the market. Collaborative filtering (CF) is a
technique for providing referrals. It was proposed with the Tapestry project [7].
CF systems aim to produce recommendations for an active user (a) who asks for
a prediction by collecting user opinions (ratings) and considering these opinions
c© Springer International Publishing Switzerland 2016
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200 M. Okkalioglu et al.

Fig. 1. A typical CF system

with similar interest for referrals for a [11,25]. A typical CF scheme is composed
of an nxm user-item matrix, where n different users express their opinions on
m different items as seen in Fig. 1. User opinions can be expressed using binary
ratings showing if the item is liked (1) or disliked (0).

True participation is critical for CF schemes to produce accurate referrals.
However, users might be unwilling to participate in them due to privacy con-
cerns. User data is a valuable asset and might be subjected to different threats
such as unsolicited marketing like unwanted e-mails or phone calls, government
surveillance, price discrimination, or even subpoena [5,6]. Privacy-preserving col-
laborative filtering (PPCF) addresses privacy. If a user believes that individual
privacy is promised by a CF scheme, she will be eager to be part of it and to
provide true ratings. On the other hand, privacy cannot be considered the sole
purpose of PPCF. The schemes must also produce accurate referrals. Thus, the
objective of PPCF schemes can be considered as balancing equilibrium between
privacy and accuracy without neglecting performance [3]. Recently, some schol-
ars argue that PPCF schemes do not protect individual privacy as promised
[4,29]. Zhang et al. [29] propose reconstruction methods to recover numerically
rated data, which is perturbed by randomization [21]. Calandrino et al. [4] study
inference attacks on online CF systems.

Data sparsity is one of the main challenges for CF systems [12,26]. In gen-
eral, CF systems operate on a large user-item matrix and this matrix is usually
extremely sparse because users vote on a relatively small number of items based
on their interest. Therefore, companies might lack accurate recommendations if
they have insufficient data. The missing ratings of a user-item matrix can be
compensated if data is partitioned between parties. When data is partitioned
between any two parties, the parties can fill some missing ratings and better
recommendation can be achieved. Data can be partitioned horizontally, verti-
cally, or arbitrarily. In horizontally partitioned data (HPD) schemes, two parties
having ratings for the same set of items by different users share their data while
ratings for different items from the same set of users are shared in vertically
partitioned data (VPD). HPD- and VPD-based schemes are displayed in Fig. 2.
The users are displayed by <u1, u2, ....., u7, u8 > and the items are displayed
as <i1, i2, ....., i15, i16 >. In arbitrarily partitioned data, both parties share
arbitrarily ratings for items and users.
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Fig. 2. Partitioned data schemes in CF

This study focuses on the HPD-based PPCF scheme with binary ratings
proposed by Polat and Du [22,24]. The authors propose PPCF schemes with
threshold or best-N neighbors based methods. Kaleli and Polat [14] propose a two-
party binary PPCF scheme based on näıve Bayes classifier. In these studies [14,
22,24], two-party binary PPCF schemes are only examined in terms of accuracy.
However, attacks that can be applied to these schemes are not studied. In this
study, we discuss attack scenarios applicable to HPD schemes in [22,24] and
perform attacks against HPD-based two-party binary PPCF schemes to examine
how much privacy is offered by these schemes.

The rest of the paper is organized as follows. Section 2 presents related work
in the literature. Section 3 discusses the two-party PPCF schemes to inform
the reader. In Sects. 4 and 5, we present possible attack scenarios and perform
our experiments, respectively. In Sect. 6, final comments and future works are
presented.

2 Related Work

Privacy is an important issue for customers. Since customers worry about the
privacy, they may not want to share their ratings or they provide fake ratings
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to hide their true profiles. Although privacy-preserving methods offer privacy
measures to protect individual privacy, researchers argue that they are not suc-
cessful as promised [16,17]. The authors in [16,17] show that the original data
can be closely estimated from the perturbed data using spectral filtering (SF).
They propose random matrix based SF technique to reveal the data from the
perturbed one. Huang et al. [13] propose a data reconstruction technique based
on principal component analysis (PCA) to derive the correlation structure of
the original data. If noise is added to the original data, the method tries to
remove the noise using the correlation structure of the original data. This pro-
cedure ends with the values which are close to the original ones. Guo et al. [10]
give a lower bound and an upper bound for the reconstruction error when the
SF techniques are applied to derive the original data. Using these bounds the
attackers can decide the quality of their attacks [10]. Agrawal and Aggarwal [1]
propose a data reconstruction algorithm based on expectation maximization that
converges the maximum likelihood estimate of the original distribution, which
is an extension of the study presented in [2].

Guo et al. [9] propose an attack based on interquantile-range, which is used
to measure the amount of the variability of the random variable. Attackers can
use this approach to estimate the range of each individual data with a confi-
dence interval. In [29], the authors propose a reconstruction technique targeting
a numerically rated PPCF scheme proposed in [21]. Their method use k-means
clustering and singular value decomposition (SVD) to derive original ratings from
perturbed data. Calandrino et al. [4] devise different attacks on CF systems.
They utilize auxiliary data and make inferences about target live CF systems.
They propose attacks including knn-based attack, which is also exploited in this
study, based on temporal changes of public outputs of the commercial web sites.
In [19], the authors propose a reconstruction technique to recover binary rated
data masked by using randomized response techniques [27] offered by Polat and
Du [23]. The same data disguising method also introduce some fake ratings to
enhance privacy and the scholars in [20] analyze this scheme in order to discover
fake binary rated items.

In all of the above studies, the attacks proposed by the authors to recover
the original ratings are for single party. Unlike these methods, we examine three
different attack scenarios to the HDP-based two-party binary PPCF schemes
proposed by Polat and Du [22,24] to discover the ratings.

3 Horizontally Partitioned Binary Data-Based
Privacy-Preserving Collaborative Filtering

Dense ratings are important factors for PPCF systems in terms of accurate rec-
ommendations since the denser the ratings are, the likelier it is to discover the
relationships among items or users. Small companies or start up might have
sparse ratings due to the limited number of users [3,15,24,28]. Even some com-
panies might be interested in migrating to another business segment and they
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might be in need of the related item ratings for the new market. Such compa-
nies could find a partner to exchange their ratings without neglecting privacy
promises. Essentially, companies can overcome the problem of data sparsity if
they share their data with a partner. One party could have ratings for a set of
items/users that the collaborating party does not have. Thus, data sharing will
be mutually beneficial for both parties to produce better recommendations on
the joint data. There are various partitioned data-based PPCF schemes with
binary ratings like HPD- and VPD-based ones [14,22,24]. In this study, various
attack scenarios have been performed to test the privacy offered by the HPD-
based PPCF schemes [22,24]. Before giving the details of these scenarios we
would like to introduce these binary data-based PPCF schemes. Assume that
one of the parties is A and the other party is B.

3.1 Preliminaries

In general, two-party binary ratings-based PPCF schemes proposed by Polat
and Du [22,24] provide top-N (TN) results for users. TN schemes return the
first N items matching with earlier user preferences as a referral. Their schemes
(both HPD- and VPD-based) find a set of neighbors for a based on similarities
between a and other users. Remember that a is an active user who is looking
for a prediction. Additionally, Polat and Du [22,24] use a protocol to compute
similarities without jeopardizing the privacy of the users. In this subsection, the
similarity metric and the protocol used to privately compute the similarities are
given as a preliminary to the PPCF schemes.

Similarity Metric. This metric is used to calculate how much a user is similar
or dissimilar to a. The metric used by Polat and Du [22,24] is based on the
difference of similarly rated items from dissimilarly rated items over the com-
monly rated items. They use this similarity metric to identify the neighbors. The
formulation of this metric is given below:

Wau =
t (Rs) − t (Rd)

t (R)
. (1)

in which u is the related user whose similarity between a is calculated, Wau is the
similarity between u and a, t(Rs) is the number of similarly rated items, t(Rd) is
the number of dissimilar rated items, and t(R) is the number of the commonly
rated items (t(R) = t(Rs)+t(Rd)). Wau can range between 1 and -1. If Wau > 0,
then u and a are similar, otherwise they are dissimilar. Upon determining Wau

values, the neighbors are selected based on the criterion (best-N or threshold)
in the relevant PPCF scheme given in the following subsections. If a dissimilar
user is selected as one of the neighbors, her ratings are reversed discussing that
dissimilar users have a negative correlation and would vote opposite for the same
item. After selecting the neighbors, Polat and Du [22,24] find the number of likes
(lj) and dislikes (dj), where j is the item number, among the selected neighbors.
Then ldj = lj - dj is calculated. If ldj > 0, then the item will be liked by a.
Otherwise, it will be disliked by a.
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Private Similarity Computation Protocol PSCP. PSCP is used to com-
pute the similarities without compromising a’s privacy [22,24]. Assume that M
is the number of rated items by a. This protocol has two cases, where the first
case fills some unrated entries while the second case removes some rated entries.
The first case is applied if M is initially less than m/2; remember that m is the
number of items. In this case, unrated entries of a is filled with RAa number of
items, where RAa is a uniform random number picked from the range (1, m-M).
The chosen unrated entries are filled with default votes, where default votes are
estimated for each cell based on ldj values. In the second case, if M initially
is greater than m/2, then a uniform random number, RAr is picked from the
range (1, M), and RAr number of ratings are canceled (removed) from a’s rating
vector.

3.2 HPD-based Privacy-Preserving Schemes

Threshold-Based. This method is proposed by Polat and Du [22,24]. Once
a sends a query, which includes the set of unrated items (Na) that a is looking
for TN, both parties start to collaborate to produce TN predictions. Collaborat-
ing parties calculate the similarities between its users and a. They select their
neighbors on a predefined threshold (τn). The scheme is explained as follows:

1. a sends a query to both parties.
2. A calculates similarities between its users and a. Then, the neighbors are

selected based on τn. A adds a uniform random number to τn to prevent B
from learning τn.

3. A calculates ldAj = lAj − dAj values for items j = 1.Na where Na is the
set of queried items from selected neighbors. Recall that a’s query includes
Na unrated items among which she is looking for a prediction. A sends ldAj

values to B through a.
4. B calculates similarities of its users and a; and selects neighbors based on

τn. Then, B finds ldBj = lbj − dbj. It computes final ldj values by adding
corresponding ldAj and ldBj values. Then, B sorts them. TN of the sorted
items are sent to a.

Best Nn -based. This scheme selects the best Nn number of neighbors after
the similarities have been calculated [22,24]. PSCP is applied to perform the
similarity computations privately. Details of the scheme are as follows:

1. a sends a query to both parties.
2. A finds the similarities (WAua) between its users, u, and a using PSCP. The

similarities (WAua) are permuted by a function (πA) only known to A and
they are converted to their absolute values (|WAua|) and sent to B through
a.

3. B calculates the similarity values WBau and finds the best Nn neighbors
among all neighbors including A’s.

4. B calculates ldBj values for Na items and sends them to A with the selected
neighbors of A.

5. A finds ldAj values for Na items and calculates final ldj values. It then finds
TN referrals and sends them to a.
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4 Attack Scenarios

Some attack scenarios can be utilized to derive information from two-party
binary PPCF schemes; such schemes apply privacy measures arguing that they
annihilate possible attacks [22,24]. By privacy measures, we mean the effort
being made to prevent the other party from learning unintended information.
Privacy has two aspects [23]; (1) to preserve the rating value of users, (2) to
disguise if an item is rated or unrated. We will call them as the first and the
second aspect of privacy, respectively. In this section, possible attack scenarios
applicable to such schemes are discussed. We also explain the reasons of the
applicability of each individual attack if no measures are taken in terms of pri-
vacy. Moreover, which aspect of privacy can be exploited by each attack will be
given. In Sect. 6, we discuss how privacy measures are effective by comparing the
outcomes to both cases.

4.1 Acting as an Active User in Multiple Scenarios

Any party who wants to derive data from the other party constructs a rating
vector and acts as an active user in multiple scenarios. The active party employs
the same rating vector for multiple times by only manipulating one entry at a
time. Tracking changes in the similarity values, or interim results between each
query, the active party can figure out the rating for the manipulated entry. Note
that the change in interim result occurs due to the manipulated entry. Repeating
this process for each rating will help the active party learn true ratings for all
items in the rating vector. This attack discloses actual ratings of the target users
and if an item is rated; therefore, it exploits the first and the second aspect of
privacy.

Threshold-based scheme has only one interaction between parties on aggre-
gate values of ldAj and it does not disclose any individual information about
users. However, this attack tracks temporal changes of individual variables on
responses for altered queries. Thus, it is not applicable for the threshold-based
scheme. The best-Nn approach includes privacy measures to prevent B from dis-
covering information. Similarities calculated by A are sent to B. If there are no
privacy measures, this transaction would be subjected to this attack by tracking
changes in the similarities each time a rating is manipulated. First, we eliminate
the measures to see the success of this attack without privacy measures. Then,
privacy measures are introduced to see how much effective they are. Note that
B acts as an active user and sends multiple queries to A to derive data.

4.2 Perfect Match Attack

Polat and Du [22,24] discuss only acting as an active user attack. However,
their schemes make frequent interactions between parties by exchanging the
similarities or the partial similarity values required for the similarity calcula-
tion. Exchanging such values might cause information disclosure. In a typical
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scenario, where B is the master site and there is no privacy concern, A calcu-
lates similarities and sends them to B. If the similarity between any user of A
and a is 1 or -1, this means that these users are perfectly matched and such
similarities will be called perfect match. Every commonly rated entry of a perfect
match either exactly matches if similarity is 1 or oppositely matches if similarity
is -1. By ’opposite’, bitwise NOT operation is implied. However, there might be
some unrated entries from both sides; those entries are not taken into consider-
ation while calculating similarities by Polat and Du [22,24]. Remember that the
similarity metric is based on the similarly and dissimilarly ratings and having
a perfect match means that the commonly rated entries are rated identically.
Thus, B concludes that the corresponding user of a perfect match in A’s data set
has either similarly voted or not voted of a rating in a’s vector if the similarity
is 1. If the similarity is -1 in a perfect match, B concludes that the corresponding
user voted opposite or not voted.

Figure 3 displays three different queries from B to A. Pay special attention
to u1, a1 and a2. The similarity between u1 and these two active users are 1,
although they have different ratings. Once B finds out that u1 and a1 is a perfect
match, it concludes that rated entries of a1 are either rated identically or not
rated by u1. u1 and a2 is another perfect match and the same assumption holds.
Remember that a1 and a2 have different rating vectors. For example, i5 is rated
1 and 0 by a1 and a2, respectively. Thus, B can figure out that i5 is unrated by
u1 because each commonly rated item of a perfect match needs to be identical.
In this case, rating vectors of a1 and a2 have different values for i5. Different
queries with a perfect match reveal unrated entries of the related user if there
are opposite overlapping ratings in the queries.

Fig. 3. An example of different queries from B to A
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This attack discloses two privacy breaches: (1) even a single perfect match
reveals that the actual rated value of the target item or it is unrated; (2) unrated
entries can be disclosed if multiple perfect matches occur. To be more precise
for the first vulnerability with our example, when a perfect match is captured
between u1 and a1, B finds that i1, i2, i4, and i5 are either rated 0, 1, 1, and 1 by
u1, respectively, or they are unrated. When a2 is queried, the second vulnerability
occurs and i5 is discovered to be unrated. Perfect match threatens the first and
the second aspect of privacy because it might both disclose the possible rating
value and if an item is rated or not.

This attack is applicable for the best−Nn scheme. Note that the similarities of
A are sent to B and B can exploit this information. However, the threshold-based
scheme does not exchange such information; so, this attack is not applicable.

4.3 knn-based Scenario

knn-based attacks target the CF schemes that are based on neighboring app-
roach if a history of a user is known [4]. It is claimed that if the history of ratings
of a user is known, then the attacker can insert k fake users into the CF system.
When a recommendation is queried for any of the fake users, it is highly possible
that the neighbors will be selected among the k-1 fake users and the target user.
Thus, any item in the prediction, which is not in the known history of the tar-
get user, will be probably coming from the rating of the target user. knn-based
attack only discloses the information of whether an item belongs to the target
user or not, so it poses a threat to the second aspect of privacy.

This attack holds if the related scheme is based on selecting k neighbors.
Threshold-based and best − Nn schemes utilize the best neighboring approach.
But, in the threshold-based scheme, we cannot determine how many neighbors
will be selected, because neighborhood is determined on τn value. There is not
a single k value to determine the number of neighbors. Hence, this attack might
be applicable for the threshold-based scheme if some numbers of fake users are
inserted. On the other hand, it is known that how many neighbors will be picked
in the best − Nn scheme. k fake users can be inserted into the data set. Being
able to insert such fake users makes this attack possible.

5 Experiments

Experiments are performed using MovieLens Million (MLM) and Jester data
sets. MLM was collected by GroupLens research group1. It contains 1,000,209
ratings from 6,040 users and 3,952 items. The density of the data set is about
4.2 %. Ratings are on a 5-star scale. Jester is a web-based joke recommendation
system2 [8]. It is a fairly dense data set (72.47 %) and ratings are continuous
scale between -10 and 10.

1 www.cs.umn.edu/research/GroupLens.
2 http://eigentaste.berkeley.edu/dataset/.

www.cs.umn.edu/research/GroupLens
http://eigentaste.berkeley.edu/dataset/
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Precision and recall have been used as evaluation criteria in this study. Pre-
cision is the percentage of classified items that are relevant while recall is the
percentage of relevant items. Precision and recall value are calculated cumula-
tively.

This study focuses on binary rated PPCF schemes. Ratings are converted to
binary scale based on a threshold [18]. MLM ratings greater than 3 are marked
as like (1) and dislike (0) for the rest. Jester is labeled 1 if ratings is greater
than 2.0 and labeled 0 if ratings are less than or equal to 2.0. Experiments are
repeated 100 times. 500 and 2,000 users are picked randomly from MLM and
Jester, respectively. Jester users are picked among the users with at least 60 %
rated cells for a denser data set. During our experiments, we permute users and
items in HPD, to eliminate density advantages of any party.

5.1 Experiments

Experiment I. This experiment is based on acting as an active user in multiple
scenarios. Our aim in this experiment is to show how privacy measures help
protect individual privacy when compared to the total disclosure.

An active query is created with the random density between 10 % and 50 %
and it is sent to A. As privacy measures, PSCP and the absolute values of
similarities are applied. Remember that PSCP fills or cancels (removes) some
ratings based on the density of incoming active query. Although the subsequent
active queries are different from the first (original) active query with only one cell,
some ratings are either inserted into or removed from the active query by PSCP
and it invalidates this assumption in practice. In addition, PSCP makes it very
difficult to observe empty ratings in A because altering the active query makes
every subsequent query almost independent from each other although they are
originally different from each other with only one cell. Moreover, taking absolute
values for similarities misleads this attack for negative valued similarities. For
example, a possible decrease in the similarity for negative values will be reflected
as an increase to the absolute values of the similarity and vice versa. We expect
that the result will be worse compared to scheme when privacy is not applied
due to the reasons mentioned. Table 1 demonstrates the results associated with
the experiment. Note that NP means no privacy measure is applied while WP
means scheme is applied with privacy measures and d is the density.

As seen from Table 1, recall values are worse than precision values in NP
cases. This is because recall indicates the fraction of correctly guessed items by

Table 1. Acting as an active user attack

Best-Nn NP Best-Nn WP

MLM d = 4.3 % Jester d = 85.0 % MLM d = 4.4 % Jester d = 4.4 %

Precision 1.000 1.000 0.025 0.448

Recall 0.248 0.341 0.162 0.124
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the attack. In the attack scenario, the active query is created with the random
density between 10 % and 50 %. This attack does not try to guess the actual
ratings for all entries; therefore, we cannot expect full recall results. As one can
see in Table 1, precision and recall values are poorer in WP compared to NP. As
discussed in the previous paragraph, PSCP and absolute value while calculating
similarities help users protect their privacy. Recall results are slightly better
for MLM data set compared to Jester in WP case although precision results
for MLM is considerably worse. This means that this attack predicts the similar
fraction of relevant items from both data sets either dense or sparse. On the other
hand, precision value is worse for the sparse data set (MLM) because this attack
tries to guess actual values of the items in the active query and those entries
are possibly empty in sparse data set. As detailed in the previous paragraph,
observing empty ratings are difficult in WP case. Thus, it makes precision to
deteriorate when sparsity increases.

In the best-Nn approach, the similarities are permuted to prevent B from
learning whose similarities it is dealing with. This case has not been considered
for this experiment. If this case is applied, we need to consider the probability
of guessing correct similarities based on users, which is 1 out of nA!, where nA

is the number of users A holds.

Experiment II. In this experiment, perfect match attack has been performed.
The density of active query is an important factor in this attack. If the active
query is dense, capturing a perfect match becomes difficult in comparison with
a sparse active query because every common rating between the active query
and users’ vector must match. Therefore, we first examine the best density rate
among 5 %, 10 %, 20 %, and 50 % without privacy measures. We find out that
5 % density rate achieves the best results. The density rate for active queries in
this experiment is 5 % for the following tests.

First, we evaluate the performance of this attack without privacy measures.
Then, the change in accuracy is compared to schemes when privacy is applied.
We randomly fill 5 % of the query vector with 0 s and 1s. This attack has been
executed for 100 different subsequent queries for each experiment and averages
are listed in the relevant tables.

Remember that perfect match attack reveals two kinds of privacy breaches:
(1) either the actual value of the relevant item or it is unrated; (2) the unrated
entries. Then, the first breach means that if the relevant item is rated, the correct
rated value is discovered. We perform a coin toss to determine the actual value of
the relevant item or to mark it unrated in the case of the first privacy breach. The
second breach reveals that an entry is not rated. Thus, two kinds of precision and
recall have been calculated for this experiment. The first is precision and recall
values for the actual value of items, prec1 and rec1 (the first privacy breach);
the second is the precision and recall value to determine unrated items, prec2
and rec2 (the second privacy breach). Table 2 displays the results.

Unlike the previous experiment, precision results are highly correlated with the
density in NP case. Prec1 results for MLM, which is very sparse, is about 0.02 while
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Table 2. Perfect match attack

Best−NnNP Best−NnWP

MLM d=4.1% Jester d=84.8% MLM d=4.2% Jester d=85.0%

prec1 0.023 0.868 0.005 0.371

rec1 0.106 0.297 0.003 0.003

prec2 0.985 0.238 0.991 0.393

rec2 0.298 0.521 0.027 0.019

it goes up around 0.87 when data set is fairly dense, Jester. This attack reveals
limited ratings with sparse data set on prec1 metric. In a sparse data set, a perfect
match can be captured with even a single commonly rated item and the remaining
items are determined as 1 or 0 based on the active query ratings. However, the
most of these ratings are probably unrated due to the sparsity of MLM. On other
hand, the dense data set, Jester, performs well and it is more probable that items
marked as 0 or 1 by coin toss process is indeed rated.

In terms of discovering unrated items (the second privacy breach); perfect
match attack achieves better prec2 results with MLM while Jester has better
rec2 results. In this attack, if a cell is marked as unrated, it is guaranteed to be
unrated unless privacy measures are applied. However, we perform a coin toss
to decide the actual rating of an item and mark some items as unrated based
on this coin toss process. This process of determining actual ratings deteriorates
the prec2 results because we mark possibly some rated items as unrated. Prec2
is still very high for MLM because it is fairly sparse and marking a rated item as
unrated does not affect the metric seriously. On the other hand, marking a rated
item as unrated is more expensive for a dense data set for prec2 metric because
number of unrated cell is limited. Rec2 is worse for MLM; this is because items
classified as unrated do not form a large number when compared to the number
of unrated cells in MLM due to the sparsity. Remember that d=4.1% is for
MLM, so MLM is filled with unrated items for about 96 % in this experiment.
As mentioned earlier, recall result are not very informative.

As a privacy measure, PSCP and the absolute values of similarities are
applied. Only 5 % of the active queries are filled for this experiment, the active
queries will always be filled randomly with fake entries from the range (1, m-
m*.05). In our initial tests, to pick the density of the active query, we see decrease
in the result for denser active queries; therefore, decrease in prec1 and rec1 are
expected in WP case. Also, taking absolute values preserves the sign information
of perfect matches which allows discovering only positive perfect matches. Notice
WP part in Table 2 that the privacy is almost preserved for MLM and there is
a significant decrease for Jester for the first privacy breach (prec1, rec1). The
second privacy breach is mostly affected by coin toss process and taking absolute
values. If PSCP is applied alone without these two factors, the second aspect of
the privacy would produce full prec2 results. Prec2 results seem slightly better
than NP case in both data sets. Since less perfect matches occur with privacy
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measures, the coin toss process nominates less unrated items. Practically, 50 %
of unrated items determined by coin toss could be rated; thus, prec2 results
are better compared to NP case. Conversely, there will be fewer items marked
unrated causes poor rec2. Better recall results could be achieved by more true
predictions in number. Note that permutation is not applied in this experiment
as in the previous one; the probability of guessing correct similarities would be
1 out of nA! if permutation is applied.

Experiment III. This experiment performs knn-based attack on both NP and
WP cases. This attack requires the history of a user. However, HPD schemes
do not have such history inherently. To overcome this issue, we assume that
the attacker has the half of the history of a targeted user. This attack can be
utilized for the best − Nn and threshold-based scheme because these schemes use
neighborhood for determining the similarities; however, the number of neighbors
is not determined for the threshold-based scheme beforehand. They are picked
based on τn. k fake users are required to be inserted in knn-based attack, so we
insert 200 fake users to accomplish knn attack for the threshold-based schemes. In
this experiment, we are looking for predictions for randomly selected 100 users
and 30 items. Final precision and recall values are calculated by taking average
of precision and recall values for each user.

In this experiment, we expect the denser data set, Jester, will outperform
the sparse data set, MLM. When a data set is sparse, an incoming history query
might match some unrelated similarities. The similarity computation only con-
siders the commonly rated entries and even a single match will produce a perfect
match just like inserted fake users. This means that there will be t users who
have similarity of 1 (perfect match), where t � k. Notice that our implemen-
tation selects the first k users as neighbors. Therefore, inserted fake users could
fail to be picked as neighbors. However, a denser data set is more specific while
determining the similarities because a denser user vector will probably have
more common items with an incoming query so that the resulting similarity is
more reliable. More commonly rated items means that it is more probable to
have some dissimilar items. As a result, the best k users have more chances to
be matched among the inserted k fake users. It is less likely to select unrelated
users with denser data sets in comparison with sparse data sets.

Table 3 displays results of this attack. Notice that the results confirm our
assumption that denser data sets outperform sparse data sets for all schemes in
precision. On one hand, our assumption for denser and sparse data sets holds; on
the other hand, it is clear in Table 3 that privacy measures do not have a direct
negative effect on the results. Remember that PSCP and absolute values are
applied for HPD schemes. It is, prima facie, an interesting result. Although PSCP
could affect similarity between a and genuine users, the similarities between k
fake users and a are not affected by PSCP because fake users have the exact
same vector with the original active query. Items inserted into or removed from
the active query does not alter commonly rated items between k fake users and
a. Similarities between a and k fake users are still 1. PSCP does not have an
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Table 3. knn-based attack

NP WP

Best−Nn Threshold-based Best−Nn Threshold-based

MLM Jester MLM Jester MLM Jester MLM Jester

Precision 0.212 0.749 0.278 0.717 0.251 0.731 0.277 0.750

Recall 0.081 0.515 0.134 0.504 0.114 0.506 0.139 0.526

important effect in terms of privacy for this attack, because it does not seriously
affect the similarity results. Thus, the results follow similar trends in NP with
WP. Consequently, we believe precision and recall results are arbitrarily better
for some cases and worse for some others. As a result, PSCP does not prevent
privacy breaches for knn-based attacks.

6 Conclusions and Future Work

Partitioned data-based collaborative filtering schemes are important because e-
commerce companies might prefer to collaborate to offer richer prediction to their
customers. To ensure privacy, privacy-preserving collaborative filtering schemes
are offered and these schemes have some substantial measure to prevent privacy
breaches that might occur during mutual interaction. In this study, we focus
on horizontally partitioned data-based privacy-preserving collaborative filtering
schemes on binary ratings. We experimentally test their resilience to the known
attack types in the literature and propose an attack type, perfect match. Acting
as an active user attack can be considered serious for dense data set even if
privacy measures are introduced. Our proposed attack, perfect match, can be
considered successful when privacy measures are not applied; however, private
similarity computation protocol is an important factor to mitigate its damage in
terms of the first aspect of privacy. On the other hand, perfect match attack is a
serious threat for the second aspect of privacy. knn-based attack is not seriously
affected by private similarity computation protocol because the protocol does
not affect the similarity computation. The similarity metric is calculated by only
considering commonly rated items and our initial instinct is that all rated entries
of the active user and the related user whose similarity is calculated should be
taken into account while considering the similarities. Another inference is that
dense data sets are more prone to the attacks.

As a future plan, we plan to offer some measures to enhance privacy levels
against the known attack types and try to enlarge our vision in terms of pos-
sible privacy risks that may occur beyond the attacks discussed in this study.
Furthermore, we wish to apply multi-party version of two-party binary privacy-
preserving collaborative filtering schemes attacked in this study; analyze and
test it to discover how much privacy they offer against the privacy risks.
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ommendations on distributed data. Comput. Intell. 31(1), 47–68 (2015).
http://dx.org/10.1111/coin.12012

http://doi.acm.org/10.1145/138859.138867
http://dx.org/10.1023/A:1011419012209
http://doi.acm.org/10.1145/358916.358995
http://doi.acm.org/10.1145/358916.358995
http://dx.org/10.1111/coin.12012


214 M. Okkalioglu et al.

16. Kargupta, H., Datta, S., Wang, Q., Sivakumar, K.: On the privacy preserving
properties of random data perturbation techniques. In: Proceedings of the 3rd
IEEE International Conference on Data Mining, pp. 99–106, Melbourne, FL, USA
(2003)

17. Kargupta, H., Datta, S., Wang, Q., Sivakumar, K.: Random-data perturbation
techniques and privacy-preserving data mining. Knowl. Inf. Syst. 7(4), 387–414
(2005)

18. Miyahara, K., Pazzani, M.J.: Collaborative filtering with the simple bayesian clas-
sifier. In: Mizoguchi, R., Slaney, J. (eds.) PRICAI 2000. LNCS, vol. 1886, pp.
679–689. Springer, Heidelberg (2000)

19. Okkalioglu, M., Koc, M., Polat, H.: Deriving binary ratings from masked data.
Submitted for review

20. Okkalioglu, M., Koc, M., Polat, H.: On the discovery of fake binary ratings. In: Pro-
ceedings of the 30th Annual ACM Symposium on Applied Computing, SAC 2015,
pp. 901–907. ACM, USA (2015). http://doi.acm.org/10.1145/2695664.2695866

21. Polat, H., Du, W.: Privacy-preserving collaborative filtering using randomized per-
turbation techniques. In: Proceedings of the 3rd IEEE International Conference on
Data Mining, pp. 625–628, Melbourne, FL, USA (2003)

22. Polat, H., Du, W.: Privacy-preserving top-n recommendation on horizontally par-
titioned data. In: Proceedings of the 2005 IEEE/WIC/ACM International Confer-
ence on Web Intelligence, WI 2005, pp. 725–731. IEEE Computer Society, Wash-
ington, DC (2005). http://dx.org/10.1109/WI.2005.117

23. Polat, H., Du, W.: Achieving private recommendations using randomized response
techniques. In: Ng, W.-K., Kitsuregawa, M., Li, J., Chang, K. (eds.) PAKDD 2006.
LNCS (LNAI), vol. 3918, pp. 637–646. Springer, Heidelberg (2006)

24. Polat, H., Du, W.: Privacy-preserving top-n recommendation on distrib-
uted data. J. Am. Soc. Inf. Sci. Technol. 59(7), 1093–1108 (2008).
http://dx.org/10.1002/asi.20831

25. Resnick, P., Varian, H.R.: Recommender systems. Commun. ACM 40(3), 56–58
(1997). http://doi.acm.org/10.1145/245108.245121

26. Su, X., Khoshgoftaar, T.M.: A survey of collaborative filtering techniques. Adv.
Artif. Intell, p. 4 (2009). http://dx.org/10.1155/2009/421425

27. Warner, S.L.: Randomized response: a survey technique for eliminating evasive
answer bias. J. Am. Stat. Assoc. 60(309), 63–69 (1965)

28. Yakut, I., Polat, H.: Estimating NBC-based recommendations on arbitrar-
ily partitioned data with privacy. Knowl. Based Syst. 36(0), 353–362 (2012).
http://www.sciencedirect.com/science/article/pii/S0950705112002031

29. Zhang, S., Ford, J., Makedon, F.: Deriving private information from randomly
perturbed ratings. In: Proceedings of the 6th SIAM International Conference on
Data Mining, pp. 59–69, Bethesda, MD, USA (2006)

http://doi.acm.org/10.1145/2695664.2695866
http://dx.org/10.1109/WI.2005.117
http://dx.org/10.1002/asi.20831
http://doi.acm.org/10.1145/245108.245121
http://dx.org/10.1155/2009/421425
http://www.sciencedirect.com/science/article/pii/S0950705112002031


Position Papers



Privacy Threats in E-Shopping (Position Paper)

Jesus Diaz1(B), Seung Geol Choi2, David Arroyo1, Angelos D. Keromytis3,
Francisco B. Rodriguez1, and Moti Yung3,4

1 Universidad Autónoma de Madrid, Madrid, Spain
{j.diaz,david.arroyo,f.rodriguez}@uam.es

2 United States Naval Academy, Annapolis, USA
choi@usna.edu

3 Columbia University, New York, USA
4 Google Inc., New York, USA

{angelos,moti}@cs.columbia.edu

Abstract. E-shopping has grown considerably in the last years, pro-
viding customers with convenience, merchants with increased sales, and
financial entities with an additional source of income. However, it may
also be the source of serious threats to privacy. In this paper, we review
the e-shopping process, discussing attacks or threats that have been ana-
lyzed in the literature for each of its stages. By showing that there exist
threats to privacy in each of them, we argue our following position: “It
is not enough to protect a single independent stage, as is usually done in
privacy respectful proposals in this context. Rather, a complete solution
is necessary spanning the overall process, dealing also with the required
interconnections between stages.” Our overview also reflects the diverse
types of information that e-shopping manages, and the benefits (e.g.,
such as loyalty programs and fraud prevention) that system providers
extract from them. This also endorses the need for solutions that, while
privacy preserving, do not limit or remove these benefits, if we want
prevent all the participating entities from rejecting it.

Keywords: Privacy · Online shopping · Payment systems · Purchase
systems

1 Introduction

E-shopping1 has been growing continuously (Fig. 1), providing customers with
convenience, merchants with increased sales, and financial entities with an addi-
tional source of income. Concurrently, e-shopping has become more complex,
the complete process being divided in several stages dealing with specific sub-
processes (i.e., purchase, payment, delivery and completion). As the e-shopping
process has grown more complex, protecting privacy of consumers has become

1 In this work, we restrict ourselves to the context of B2C (business-to-consumer).
B2B (business-to-business) may require additional considerations.

c© Springer International Publishing Switzerland 2016
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Fig. 1. Indicators of e-commerce growth in USA and EU-28.

more difficult. There are multiple parties involved, each managing various pieces
of information; if any single party mistreats or misuses consumer data, consumer
privacy will be at risk. Moreover, the complexity of the information each party
manages makes the mistreatment or misuse only more likely.

In this paper, we review the e-shopping process, discussing attacks or threats
analyzed in the literature for each of its stages. By showing privacy threats
in each phase, we argue that it is not enough to protect a single independent
stage, as is usually done in privacy respectful proposals in this context. Rather,
a complete solution is needed spanning the overall process, dealing also with the
required interconnections between stages. Our overview also reflects the diverse
types of information that e-shopping manages, and the benefits (like loyalty
programs and fraud prevention) that system providers extract from them. This
endorses the need for solutions that, while privacy preserving, do not hinder
these benefits, if we want prevent all the participating entities from rejecting it.

2 The Process of E-Shopping Transactions

The participants in e-shopping are basically the same as in the conventional
shopping setting. Customers (C hereafter) acquiring goods, merchants (M) offer-
ing their products, and banks, credit card companies, etc., responsible for man-
aging the financial backend (hereafter referred to as financial network, or FN).
Finally, when selling physical goods, a delivery company (DC) is also necessary.

The entire process of an e-shopping transaction may be divided in three
phases [24], plus an optional final phase (see Fig. 2):

1. Purchase. Customer C selects the products from merchant’s M website.
2. Checkout. Having specified the shipping and payment information, C confirms

the purchase and pays (through FN) for the selected products.
3. Delivery. M (probably, through DC) delivers the products to C.
4. [Optional] Completion (evaluation and dispute solving). C evaluates her expe-

rience, maybe including product returns or refunds.



Privacy Threats in E-Shopping (Position Paper) 219

Fig. 2. Overview of the online shopping process.

3 Threats to Privacy in E-Shopping

We review existing threats to privacy through the lens of e-shopping as described
in Sect. 2. Table 1 summarizes the threats that have been exposed to some extent
in the literature for each phase (in the references under the third column).

We note that some of them occur quite naturally in current industry systems
(like threat 2.2, since M usually learns C’s payment information, or threat 3.2,
since DC learns both C and M addresses, being able to link C and M). However,
as we will see in some of the reviewed attacks, sometimes it is enough with few
additional information in order for an attacker to seriously undermine privacy.
Therefore, it is advisable to keep the principle of least information. We also note
that we mostly focus on threats which allow third (or unauthorized) parties to
gain information they should not learn in a privacy-ideal scenario; many times,
this leads to threats to anonymity, or leakage of product or payment information.

Table 1. Summary of privacy threats and related works.

Phase Privacy threats References

Purchase 1.1. Product info leaked to FN or 3rd parties [5,22]

1.2. Link C and M by 3rd parties

Checkout 2.1. Product info leaked to FN or 3rd parties [1,2,5,8,15,16,22,25]

2.2. Payment info leaked to M or 3rd parties

2.3. Link C and M by 3rd parties

Delivery 3.1. Shipping address leaked to M or 3rd parties [4,5]

3.2. Link C and M by DC or 3rd parties

Completion 4.1. Private info leaks through feedback (All
previous threats may affect completion)

[13,18,20,23]
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Threats in the Purchase Stage. We first note that 9 out of 13 risks outlined in
[5] (risks 4 to 13, mostly dealing with C’s personal information and M’s dishonesty)
affect the purchase process and the communications between C and M.

Additional vulnerabilities may lie in loyalty programs; M can apply loyalty
programs to lure more customers into buying products. The promotions offered
by M will probably be based on C’s profile, purchase history, and shopping cart.
Since M will likely apply loyalty programs to increase their revenue, it is necessary
to analyze how customers’ personal information is treated. Amazon declares they
automatically collect information such as purchase history, IP address, e-mail
address and miscellaneous browser information, in order to improve users’ expe-
rience.2 eBay also claims they collect similar information.3 Indeed, the practice
of gathering users’ data is common (e.g., the Magento includes several extensions
for dealing with customer relationship management4).

In [22], threat 1.1 in Table 1 is exposed for e-shops using PayPal. In this study,
it was observed that 52% of the analyzed e-shops where sending product names,
number of items and descriptions to PayPal. In addition, [22] also showed that
PayPal leaked tracking information to Adobe’s Omniture, including the referrer
URL, which directly allows to link C and M (realizing threat 1.2 in Table 1).
Moreover, note that in conventional e-shopping, risk 1.2 is always present, since
FN and DC usually learn both C and M identities [5].

Threats in the Checkout Stage. In this stage, C specifies the payment infor-
mation and shipping address. After applying fraud prevention techniques (e.g.,
reject purchases of more than a predefined price), M checks the promotions pre-
sented by C, if any, and forwards the payment information to FN. After validating
the payment information (along with additional fraud prevention mechanisms),
FN executes the payment. When checkout is completed, M updates C’s profile.

This stage handles most pieces of information; risks 1 to 6 and risk 13 of [5]
(dealing with misuse, by M or an attacker, of the payment information) directly
affect this stage. Namely, either M or FN may misuse C’s personal or payment
information. Even if it is not misused by a dishonest entity, a honest but curious
party may still pose a serious threat.

Concerning threat 2.1 in Table 1, as pointed out in [16], the current widely
deployed 3-D Secure protocol, e.g., “Verified by Visa”, “MasterCard Securi-
Code”, or “American Express SafeKey”, requires a description of the transaction
to be sent to FN (more exactly, the card issuer) in order for the cardholder to
see and check it later. In particular, we know that some merchants leak product
information to FN [22]. As to threat 2.2, in the protocol “Verified by Visa”, M
receives C’s PAN (Primary Account Number, i.e., the credit card number) [28].

2 See “Amazon.com Privacy Policy” at https://www.amazon.com/gp/help/customer/
display.html?nodeId=468496. Last access on January 13th, 2015.

3 See eBay’s “User Privacy Notice” at http://pages.ebay.com/help/policies/privacy-
policy.html. Last access on January 13th, 2015.

4 http://www.magentocommerce.com. Last access on June 27th 2015.

https://www.amazon.com/gp/help/customer/display.html?nodeId=468496
https://www.amazon.com/gp/help/customer/display.html?nodeId=468496
http://pages.ebay.com/help/policies/privacy-policy.html
http://pages.ebay.com/help/policies/privacy-policy.html
http://www.magentocommerce.com
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A relevant example of threat 2.3 in Table 1, which may also imply threats
2.1 and 2.2, appears in [8]. From a large set of simply anonymized financial data
(without names, addresses or obvious identifiers), [8] shows that it is possible
to de-anonymize 90% of the individuals, if the data contain three items: price,
when, and where. Note that it is very likely that the financial data collected by
FN contain the three pieces of information. Price and time are directly known to
FN. As for the location, for online purchases it may be deduced from IP addresses,
shipping addresses, M’s information, etc. Worse yet, mobile-based payment would
directly provide spatial coordinates through cellsite location [1,25].

The concepts of receiver privacy and value privacy [15] formally capture the
importance of the empirical analysis in [8]. As stated in [15], receiver privacy
is maintained if “the adversary cannot determine the receiver of a transaction,
as long as this is issued by a non-compromised sender”, and value privacy is
maintained if “the adversary cannot determine the value of a transaction between
two non-compromised users”. Ignoring value privacy implies leaking the price of
a transaction, which significantly eases de-anonymization [8]. Ignoring receiver
privacy leads to linking C and M, which may represent a privacy violation by
itself (i.e., when buying sensitive products or services), or may lead to a privacy
violation enabling re-identification of C from aggregated metadata.

Moreover, the payment information processed by financial entities includes
card and account numbers, identifiers that persist across online and offline plat-
forms and systems (unlike, e.g., cookies). This further implies that financial
entities possess very sensitive information that paves the way to link purchases
with payment transactions and perform behavioral analysis over customers’ data
[22]. Finally, fraud prevention is very relevant in the payment phase. It is the
main mechanism that merchants and financial entities employ to prevent losses,
which are far from negligible [1,2]. However, as pointed out in [1] new trends in
these fraud prevention may pose a serious threat to privacy, like incorporating
geolocation from mobile phones or information from social networks.

Threats in the Delivery Stage. Once M receives the payment, it delivers the
purchased goods to C. For digital goods, the files are sent via Internet, and using
anonymizing networks [9] is a robust way to protect privacy. For physical goods,
these will be shipped through some delivery company DC to the shipping address
specified by C to M during checkout (thus, realizing threat 3.1 in Table 1). Also,
as pointed out in [5], depending on the information available to DC, it may pose
additional privacy threats. In the real world, the delivery company DC at least
learns both C’s and M’s addresses (threat 3.2 in Table 1), which allows it to link
them, and may also learn other data, such as product related information.

However, preventing M (or other entities) from learning C’s physical address
and DC to learn both C’s and M’s addresses is costly. Probably, physical mix
networks are the most privacy respectful option [4]. Alternatively, Post Office
boxes or equivalent delivery methods offer an intermediate solution between
complexity and privacy, as it reveals a nearby location instead of C’s address.
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Threats in the Completion Stage. After receiving the purchased items, C
verifies that everything is correct, checking the debited amount, the received
items, etc. If C is satisfied, the purchase is completed. If some error is detected,
C may initiate a complaint. The situation is more complicated for purchases
through e-shopping platforms (e.g., Amazon) rather than directly with the mer-
chant; in this case, although it is usually recommended to first contact the mer-
chant5, it may be necessary for the e-shopping platform to mediate. In these sit-
uations, the privacy risks described for the previous stages will also be present,
since C may need to provide product or payment information, or her contact
information.

Additionally, whichever the final result is, C may provide online feedback
about M, for other customers to decide whether or not to buy from him; in
some platforms, such as eBay, M may also evaluate C. Concerning the possibility
of leaving feedback, [13] shows how insufficient privacy controls may lead to
serious privacy threats. Indeed, it is possible to infer the purchase history of
a specific user by correlating the feedback she has received with the feedback
received by the sellers with whom she has interacted. Also, it is possible to
perform a category attack to obtain a list of the people that has bought an item
of a specific type (e.g., guns). Other attacks explained in [13] include a broad
profiling attack and a side-information attack, which also pose a serious threat
to buyers (even enabling third parties to compromise their privacy in the case of
the side-information attack). In a related context, [18] explains how to identify
users in the Netflix database from little external information. All these attacks
are realizations of threat 4.1 in Table 1. A more general model of the privacy
threats related to recommendation systems is described in [20,23].

4 Proposals for Privacy-Preserving E-Shopping

There exists a reasonable amount of work addressing privacy flaws in differ-
ent e-shopping subprocesses. Probably, most of the effort has been dedicated to
payment systems. See, e.g., [3,12,14] for credit-card based systems protecting
customers’ privacy in different manners, or Bitcoin [17] and other cryptocurren-
cies for e-cash based systems. Private purchase systems are presented in [24],
and iPrivacy [26] uses a proxy for sanitizing sensitive data from purchase orders.
Fraud prevention has also been analyzed in the case of micropayments [6] and
for the Bitcoin system as a means to prevent double-spending [11]. Also, privacy
preserving marketing systems have received some attention [7,21]. Finally, [4]
describes a physical mix network for physical objects delivery, and [26] proposes
to use intermediate depots for protecting the customers’ address.

However, as this summary of related privacy preserving systems shows, cur-
rent proposals focus on specific stages of e-shopping. Nevertheless, if only one
stage is protects privacy, attackers will just move to another one for breaking it.
Moreover, solutions providing a subset of the functionality in current industry

5 See https://payments.amazon.com/help/5968. Last access on June 29th, 2015.

https://payments.amazon.com/help/5968
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systems will probably be rejected by the main entities in the ecosystem, since
all the mentioned features provide important usability and economic benefits.

5 Discussion

The process of an e-shopping transaction is complex, involving many entities,
stages (Sect. 2) and features. In Sect. 3, we have outlined the privacy issues
present at each stage. As a whole, the risks derived from those threats increase
with the integration of all the mentioned processes in a complete infrastructure,
as the attack surface increases as result of the greater complexity, amount and
variety of the information required to complete an e-shopping operation. How-
ever, only solutions for specific parts of the system have been proposed, putting
aside the remaining components and leaving the overall design vulnerable.

The realization of any of the previous risks would imply serious threats to
the privacy of online shopping customers. Not protecting against these threats
may allow third parties to obtain customers’ sensitive information. But privacy
is not just a theoretical concern. As it has been empirically observed, when
correctly informed about the subject, customers prefer privacy preserving online
shops [27]. Moreover, customers are even willing to pay additional fees or higher
prices for privacy preserving systems. For companies, this preference for privacy
preserving alternatives is yet another incentive to address these issues.

To prevent rejection from the industry due to important features being
ignored, we argue that first, global infrastructures promoting privacy and span-
ning the overall process should be devised. Second, proposals for each subsystem
should be integrated within it, preventing information leaks. Finally, once every
subsystem is implemented within the global architecture, a practical, compre-
hensive and privacy preserving e-shopping solution would have been achieved.

Thus, a central question is whether such a privacy supporting and feature-
comprehensive solution is possible, being a central challenge in this scenario to
find a good balance to satisfy both customers and service providers. An approach
to achieve this is to employ the cryptographic primitives put forward in state-
of-the-art Privacy Enhancing Technologies. A successful combination of these
techniques would enable a robust solution, compatible with the complexity of
the trust sharing features required by the e-shopping infrastructure.

Acknowledgements. This work was supported by project S2013/ICE-3095-CM
(CIBERDINE) of the Comunidad de Madrid and MINECO TIN2010-19607, TIN2012-
30883, TIN2014-54580-R. The work of Seung Geol Choi was supported in part by the
Office of Naval Research under Grant Number N0001415WX01232. The work of Moti
Yung was done in part while visiting the Simons Institute for Theory of Computing,
UC Berkeley. The work of Jesus Diaz was done in part while visiting the Network
Security Lab at Columbia University.



224 J. Diaz et al.

References

1. Anderson, R.J.: Risk and privacy implications of consumer payment innovation
(2012). http://www.cl.cam.ac.uk/rja14/Papers/anderson-frb-kansas-mar27.pdf
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Abstract. Social media continues to lead imprudent users into over-
sharing, exposing them to various privacy threats. Recent research thus
focusses on nudging the user into the ‘right’ direction. In this paper,
we propose Comparison-based Privacy (CbP), a design paradigm for
privacy nudges that overcomes the limitations and challenges of exist-
ing approaches. CbP is based on the observation that comparison is
a natural human behavior. With CbP , we transfer this observation to
decision-making processes in the digital world by enabling the user to
compare herself along privacy-relevant metrics to user-selected compar-
ison groups. In doing so, our approach provides a framework for the
integration of existing nudges under a self-adaptive, user-centric norm
of privacy. Thus, we expect CbP not only to provide technical improve-
ments, but to also increase user acceptance of privacy nudges. We also
show how CbP can be implemented and present preliminary results.

Keywords: Behavioral nudge · Privacy · Social media

1 Introduction

Over-sharing of personal information on social media has led to several pri-
vacy incidents: (i) People have missed career opportunities [6], (ii) embarrassed
themselves [17], or (iii) become victims of crimes [5]. In response, websites have
implemented access and privacy controls. However, these protection mechanisms
usually come with very lenient defaults and users often fail or simply neglect to
set up individual settings [12,17]. Recent research explores the use of behavioral
nudges to raise awareness about privacy risks and lead users to informed deci-
sions about their social media privacy. These privacy nudges try to detect privacy
sensitive contexts and warn users, e.g., a-priori to critical posts on Facebook [18].

The proposed nudges face two challenges inherent to their design. First, they
require ground truth to detect sensitive content which is not available per se.
Consequently, proposed systems focus only on very specific privacy threats, e.g.,
a nudge that warns about the disclosure of vacation plans based on laboriously
hand-labelled data [13]. Second, the proposed systems convey only the subjective
privacy norm of the person designing and training the system, i.e., privacy is
c© Springer International Publishing Switzerland 2016
J. Garcia-Alfaro et al. (Eds.): DPM and QASA 2015, LNCS 9481, pp. 226–234, 2016.
DOI: 10.1007/978-3-319-29883-2 15
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defined in a one-for-all manner. Considering the importance of individual and
social aspects in privacy, it is not surprising that many users disagree and reject
advise from nudges that dictate a one-for-all definition of privacy [10].

In this position paper, we propose Comparison-based Privacy (CbP), a new
best-effort approach for nudging privacy. CbP is motivated by the observation
that comparisons are widely used by humans in their every-day lives to assess
their own status, behavior, and decisions, and that such comparisons are also
effective in influencing a person’s behavior [7]. Therefore, we propose to support
a user’s decision making in privacy contexts by comparing her sharing behavior
along different metrics (e.g., amount of shared content or usage patterns) to
different comparison groups, which she can intuitively relate to (e.g., family,
friends and colleagues, users with the same profession or same age). Because
of its inherently relative nature, CbP neither assumes nor requires any fixed
privacy norm or ground truth. Instead, a user is nudged completely based on
the behavior of her peer groups. This also allows CbP to harmonize individual
and social factors of privacy. Individual aspects are covered by the user’s choice of
comparison metrics, while social aspects are captured in the aggregated behavior
of a specific comparison group. With this, CbP overcomes the restrictions of other
privacy nudges and promises increased user acceptance, easier deployment and
maintenance, and a certain degree of adaptivity to changing notions of privacy.

2 Problem Analysis and Related Work

The problem of over-sharing fundamentally stems from users’ inability to respon-
sibly decide how often to share which content with whom. Recently proposed
privacy nudges tackle this problem by raising awareness about specific conse-
quences of over-sharing. PleaseRobMe1 addresses geo-location information and
FireMe!2 abusive language related to work. These systems are based on manu-
ally configured filter rules that allow to detect only very specific privacy risks.
As improvement, [13] employs supervised machine learning to detect sensitive
tweets and [9] automatically annotates text-based social media content with pri-
vacy labels. However, due to the apparent lack of ground truth to train these
systems, only a small set of less than 1 000 hand-labeled tweets [13] or syn-
thetic data [9] is used. [11] proposes a privacy score based on the sensitivity of
profile items, which was exemplarily determined through a user study. These
approaches show that providing ground truth on the sensitivity of social media
content currently requires substantial manual effort. CbP avoids these efforts
by basing nudging decisions solely on comparisons between a user and her peer
groups.

A second challenge common to related work [10,13,18] is that the norm of
privacy is dictated during system development and is immutable from there on.
However, privacy is both an individual and social concept that cannot be defined
in a one-for-all manner. First, individual factors such as a user’s demographics,
1 http://pleaserobme.com/.
2 http://fireme.l3s.uni-hannover.de/.

http://pleaserobme.com/
http://fireme.l3s.uni-hannover.de/
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profession, or personal preferences play an important role. Second, privacy deci-
sions are also shaped by the perception and appreciation of privacy in the user’s
social environment. Negligence of these factors leads to non-acceptance among
users: While [13] does not investigate user acceptance, users tend to reject the
nudged advise of [10,18] as they do not feel addressed individually. In contrast,
CbP proposes nudging users in a self-adaptive, user-centric way.

Finally, a long line of research investigates on how to learn and configure
users’ access and sharing policies: [1] (semi-) automatically learns a user’s group
memberships and [4] automatically assigns privileges to a user’s friends based
on a limited amount of user input and settings of other users. Other approaches
focus on predicting location sharing preferences [15,16]. [14] proposes to let users
collaboratively manage access control to social media data. Our work is orthog-
onal as it engages the user one step earlier: We aim at nudging users towards
treating their digital privacy more consciously, which could, e.g., lead the user
to customize privacy preferences using one of the above approaches. However,
our proposed CbP paradigms draws and extends on the idea of collaboratively
managing privacy that is present in some of the discussed approaches.

3 Comparison-Based Privacy

To enable self-adaptive, user-centric privacy nudges, we make the following three
observations. First, comparison is a natural human behavior. People compare
themselves to their peer groups everyday based on a wide set of criteria ranging
from salary to health. Second, comparison does not require ground truth or
training data. Instead, self-reflection and decision making is rather guided by
relative values. The aggregated behavior of the peer group dynamically provides
individual ‘ground truth’ for people to evaluate their own decisions. Third, people
usually compare not to random strangers. They compare to people from their
social environment who they can individually relate to, e.g., people with the same
profession, age, or other demographics. In doing so, they harmonize individual
and social factors that influence their decision-making process.

Based on these observations, we argue that comparing privacy relevant
aspects of a user’s social media activity allows her to intuitively understand
and assess her privacy risk. Specifically, we propose to compare a user’s shar-
ing behavior along a number of comparison metrics to user-specific comparison
groups. We refer to this novel approach as Comparison-based Privacy (CbP).
Notably, our approach renounces any fixed norm of privacy and fully embraces
privacy as both an individual and a social concept. We now discuss our compar-
ison metrics and groups and their combination, while deferring technical details
to Sect. 4.

Comparison Metrics: Comparison metrics capture privacy-critical aspects of a
user’s sharing behavior. They are motivated from an analysis of the consequences
of over-sharing on social media. Related work already proposed a wide range of
such metrics: It has been recognized that employers and credit scorers look at
linguistic features of applicants [8], e.g., correctness of grammar and spelling or
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abusive language. Other threats, e.g., stalking and cybercasing, exploit certain
content types such as geo-location or pictures [5]. Embarrassment or loss of career
opportunities often emerge from talk about sensitive topics such as drug abuse or
disease [6]. Finally, hints for mental diseases such as depression can be detected in
users content [2]. It is important to note that our CbP approach neither obsoletes
these related works nor is limited by it. Instead, CbP provides a unifying and
extensible framework to integrate existing approaches as comparison metrics
or devise new ones. We can, e.g., integrate as comparison metrics Kawase’s
job hater filter [10], Wang’s nudge based on expressed sentiment [18], or Mao’s
disease and drunkenness classifiers [13]. The application of the CbP paradigm
thereby transforms their fixed norm of privacy into a relative, comparison-based
notion, thus increasing the acceptance among users.

Comparison Groups: Comparison groups allow a user to adapt CbP -based
nudges to her specific norm of privacy. Hence, a user should select groups that
she has an intuitive relation to. Social media sites already provide inherent struc-
tures and information, e.g., social graphs, profiles, lists of friends/followers, that
provide such comparison groups and require no configuration at all. Besides these
preexisting comparison groups, we can automatically build comparison groups
based on user profile information, e.g., age, profession, interests and hobbies or
even religion and political orientation, to provide an even more individualized
nudging experience. Since not all users share this information publicly, compar-
isons for these groups would potentially be restricted to users of our system.

Nudging the User: The user chooses the desired comparison metrics and com-
parison groups individually, e.g., “compare the amount of abusive language to
people of the same profession”. This allows the user to individualize the used
norm of privacy. Our CbP approach then evaluates each chosen metric on the
target user and builds an aggregate (e.g., average or median) over each chosen
comparison group. The aggregates serve as empirical ground truth relative to
how the social environment behaves. Social aspects of privacy are thus factored
in to the nudging decision. A particular comparison between one user and the
group aggregate can result in the three different cases as depicted in Fig. 1. In the
first case, the user and the group behave in similar ways, i.e., the target user’s
result is close to the group’s aggregate. This information confirms the user in her
behavior with respect to this group. If a particular comparison exceeds a thresh-
old in either direction (Cases 2 and 3 in Fig. 1), a CbP -based nudge would alert
the user to this fact. The nudge would, e.g., alert her that the amount of abusive
language in her posts exceeds the average in her peer groups. Thresholds can
be set individually by users or according to general profiles representing typical
privacy attitudes of an unconcerned, critical, or very anxious user. It is a desired
feature of our system that a user’s behavior is evaluated only in relation to her
peer groups, even if results may vary or contradict each other across different
groups. Such personalized appeals have proven to be more effective than judging
behavior by a fixed norm of ‘good’ and ‘bad’ [7].
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Fig. 1. Comparing a user against the aggregate group behavior.

Fig. 2. Overview of the system components and their interaction.

4 Proposed System Design

We now describe a system architecture that leverages CbP to nudge social media
users towards more privacy-conscious sharing decisions. As illustrated in Fig. 2,
the system has two main components: (i) the CbP -core and (ii) the actual privacy
nudge. The privacy nudge handles all interactions with the user. These interac-
tions primarily include the initial discovery or configuration of the comparison
groups and the comparison metrics as well as the actual nudging based on the
comparison results obtained from the CbP -core. The CbP -core is a stand-alone
application. It manages the comparison groups and implements comparison met-
rics. The user must grant it sufficient rights to query the social media site for the
user’s content to construct groups and evaluate the metrics. We now describe
the details of the two CbP components and their interactions. Then, we discuss
privacy implications of this design and possible alternatives.

Nudge: The nudge runs in the user’s browser and represents the user interface. It
asks the user to sign in and grant permission to access her social media accounts.
To keep configuration efforts to a minimum, the user is presented with a pre-
configured selection of comparison groups and metrics, but may refine this choice
by filling in additional information. The nudge module triggers the CbP -core
and then receives the results which it uses to nudge the user. Effective ways of
actually presenting such nudging advise to a user is a question orthogonal to our
approach and subject to ongoing research, e.g., [18] proposes to alter the control
flow by delaying posts and [10] prods the user to delete certain content.
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CbP-Core: The CbP -core contains the functionality to realize CbP , i.e., a
groups module that builds and manages the comparison groups and a metrics
module that implements the different comparisons (cf. Sect. 3). The groups mod-
ule draws on standard structures of the social media site to build basic groups,
e.g., the social graph or friend lists. If granted sufficient permissions, the CbP -
core also accesses the user’s protected profile information to build more specific
groups. Further personal information that the user may supply during configu-
ration, e.g., profession or age, is used to build more sophisticated groups. The
metrics module takes a comparison group and evaluates the desired comparison
metrics for each group member. Basic implementations of the metrics described
in Sect. 3 can be realized using simple content filters based on word lists, e.g., for
abusive language or sensitive topics, or by quantifying the amount of shared con-
tent, e.g., number of shared geo-locations. Quantifying how often similar content
has been shared in the comparison groups additionally provides an indication of
the sensitivity of the shared content. More comparison metrics can be built using
publicly available APIs, e.g., for sentiment analysis, and through the integration
of related work. Finally, the metrics module provides the aggregated results of
the comparison group and the result for the particular user to the nudge module.

4.1 Discussion

Any entity, i.e., the operator of the nudge system or other users in the comparison
groups, may try to spy on or actively attack the nudged user. We thus discuss how
to establish trust in our system and prevent information leakage and coercion.

Trust: In our proposed design, the CbP -core runs as a stand-alone third-party
application, as this is the easiest deployment option. However, this requires the
user to trust the CbP -core and grant it access to her social media content. We
identify two alternatives to this approach: First, the site operator itself could run
the CbP -core or provide a suitable query interface that allows evaluation of the
comparison metrics without explicitly accessing the user’s contents. The second
alternative is to run the CbP -core on the user side, e.g., as a browser plugin,
and collect only the aggregate results of the comparison groups centrally. Both
alternatives would not require the user to trust an additional entity.

Information Leakage: In all previously mentioned deployment scenarios, the
user learns the results of the comparisons aggregated over the chosen comparison
groups. However, this might be sensitive information, e.g., a malicious user may
learn private information about outliers by choosing artificially small compar-
ison groups. A trivial protection mechanism would be to only allow groups of
a certain minimum size. To achieve rigorous privacy guarantees, we propose to
apply Differential Privacy [3] to the aggregated outcome of the comparison.

Coercion: The aggregated behavior of a comparison group may unintentionally
move into a harmful direction or a an attacker may try to manipulate it to
steer a user’s privacy decisions into a particular direction. We argue that a user
can counter such attacks by choosing multiple, diverse, and sufficiently large



232 J.H. Ziegeldorf et al.

comparison groups or even known reference groups, e.g., comprising the national
data protectionists. As a second protection mechanism, extreme outliers, e.g.,
results contributed by an attacker who wants to manipulate the aggregate group
behaviour, could be filtered out by the CbP -core component.

5 Preliminary Results

We demonstrate the feasibility of our approach by the example of Twitter. Infor-
mation on Twitter is mostly public, which has lead to the many privacy violations
[13], but also makes Twitter and its users a prime target for our proposed privacy
nudge. Although other OSNs may enforce stricter access control on shared data
and attract different categories of users, qualitatively similar privacy violations
have been reported for them, e.g., for Facebook [6,17]. Thus, we expect that
our obtained results also generalize to other OSNs. We collected half a million
tweets of 1 839 active Twitter users in four comparison groups by profession:
teachers (659), nurses (542), journalists (559), and U.S. senators (79). Groups
were obtained through the Twitter Search API and scraped from public lists.
We evaluate a choice of comparison metrics from Sect. 3 for each group.

The location disclosure metric measures the percentage of a user’s tweets
tagged with a geo-location. We find that all groups are very restrictive about
location disclosure. Specifically, well above 90 % of the users disclose their loca-
tion in less than 7.8 % of their tweets. Nearly all of them do not disclose their
location at all. This result shows a wide consensus among Twitter users concern-
ing location disclosure. This fact would immediately become apparent through
the use of CbP . Unaware users (we observe outliers among the nurses and teach-
ers) could therefore better assess their privacy risks with CbP . Results are less
homogeneous for abusive language, defined as the percentage of tweets contain-
ing expressions regarded as offensive. Journalists and politicians use very little
abusive language, while nurses and teachers show considerable use of it. Hence, it
appears that some amount of abusive language is tolerable in particular groups.
This confirms our relative norm of privacy and the need for user-specific compar-
ison groups. CbP captures this fact and, e.g., would rather nudge the politician
than the nurse. The sensitive topics metric measures the percentage of tweets
containing references to work, diseases or drug abuse. We find that these compar-
isons are less useful as such topics are also referenced in many privacy irrelevant
contexts. Using sentiment analysis on tweets as comparison metric, again shows
the importance of nudging users individually with respect to their social environ-
ment. While nurses and teachers tweet with rather neutral sentiment, senators
are clearly more upbeat. Surprisingly, journalists commonly display a negative
mood, part of which relates to reports about crimes and disasters.

We additionally scraped the top 300 job haters from the FireMe! site and
used it as a contrast group. Those users are endangered of job loss and our system
should detect and warn against this privacy risk. Indeed, job haters spike for all
our metrics, i.e., disclosing more locations than others, having significantly higher
rates of abusive language, and tweeting with clearly more negative sentiment.
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While our system could not directly point them to the risk of losing their job,
it would still nudge them away from their harmful sharing behavior by pointing
out their discrepancy with social norms established from the comparison groups.

6 Outlook and Conclusion

We are developing our proposed system for Twitter and Facebook to answer
practical questions, e.g., how stable comparison results are. We also investigate
further comparison metrics and groups as those briefly mentioned in Sect. 3.
Finally, we intend to conduct a user study based on our developed system to
answer non-technical questions: Our system may issue possibly contradicting
advise, how do users respond to this? Usability is a major design goal; how
much configuration is really necessary for inexperienced users?

To conclude, CbP presents a novel paradigm for nudging users in a best-effort
manner towards more informed privacy decisions – an important challenge due
to the increasing proliferation of social media among young and inexperienced
users. Our CbP approach promises to overcome the restrictions of related work
by employing a relative norm of privacy that considers both individual and social
factors and does not require training data or preconfigured rules. The preliminary
results show that our CbP paradigm indeed has the potential to effectively nudge
social media users towards more privacy conscious sharing decisions.
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Abstract. The rapid progress in genome sequencing technologies leads
to availability of high amounts of genomic data. Accelerating the pace of
biomedical breakthroughs and discoveries necessitates not only collect-
ing millions of genetic samples but also granting open access to genetic
databases. However, one growing concern is the ability to protect the
privacy of sensitive information and its owner. In this work, we survey
a wide spectrum of cross-layer privacy breaching strategies to human
genomic data (using both public genomic databases and other public
non-genomic data). We outline the principles and outcomes of each tech-
nique, and assess its technological complexity and maturation. We then
review potential privacy-preserving countermeasure mechanisms for each
threat.

Keywords: Genomics · Privacy · Bioinformatics

1 Introduction

Today, next-generation sequencing technologies (NGS) are capable of generat-
ing a tremendous amount of sequencing data. As a result, the production of
genetic information for research, clinical care, and direct-to-consumer genomics
at a rapid pace is no longer impossible from the technological point of view.
The availability of human genetic biobanks provides an adequate basis for sev-
eral important applications and studies. Genomic research typically includes
collecting samples from thousands of individuals, but a large push is underway
to sequence hundreds of thousands to millions of genomes aiming at discover-
ing the functional impact of de novo (not inherited from either parent) genetic
variations on diseases such as autism and cancer [9]. Accelerating the pace of bio-
medical breakthroughs and discoveries necessitates not only collecting millions
of genetic samples, but also granting open access to the genetic biobanks and
databases. This trend has caused the launch of more than one thousand pub-
licly available online genetic databases, in which individuals publicly share their
genomic data [5]. Several studies [11,16] show that the majority (i.e., 69–92 %)
of the respondents have positive attitudes towards genomics research and donat-
ing their DNA samples. The most common intention behind it is to support the
c© Springer International Publishing Switzerland 2016
J. Garcia-Alfaro et al. (Eds.): DPM and QASA 2015, LNCS 9481, pp. 237–244, 2016.
DOI: 10.1007/978-3-319-29883-2 16
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personalized medicine studies. Second, to learn about their genetic predisposi-
tions to diseases and even their genetic compatibilities with potential partners.
Last but not least, to identify their distant patrilineal relatives and the potential
surnames of their biological fathers. However, the overwhelming majority of the
respondents rank privacy of sensitive information as one of their top concerns.
Thus, the biggest challenge of widely utilizing the human genomes and pushing
the frontiers of the genetic research is both social and technical. In the literature,
there exist reviews addressing genomic privacy (e.g., [4,12]). This paper focuses
on the cross-layer attacks against genomic privacy of individuals (using both
genomic and non-genomic data) and proposes potential countermeasure mech-
anisms in a systematic way. The rest of the paper is organized as follows. In
Sect. 2, we survey a wide spectrum of known privacy threats to human genomic
data. In Sect. 3, we overview the existing works and present our recommenda-
tions and guidelines for potential privacy-preserving countermeasure techniques
for each threat. Finally, we conclude the paper in Sect. 4.

2 Genetic Privacy Breaching Strategies

In this section, we survey a wide spectrum of privacy threats to human genomic
data, as reported by prior research. In general, we assume the existence of a
passive attacker who has bounded computational power. In all below threats,
the attacker only has access to publicly available genetic databases and other
publicly available resources on the Internet.

2.1 Identity Tracing by Meta-Data and Side-Channel Leaks

In such an attack, as illustrated in Fig. 1, the hacker or curious party needs both
human genomic data, which is already available online via a certain privacy-
preserving mechanism (i.e., hiding the identity information of the owner), and
additional metadata. Such an attack, once it succeeds, can cause serious implica-
tions, for instance genetic discrimination, financial loss, and blackmail. A real-life
example of this threat was in 1997 when Sweeney [17] successfully identified the
medical condition of William Weld, former governor of Massachusetts, using only
his demographic data (i.e., date of birth, gender, and 5-digit ZIP code) appearing
in the hospital records and voter registration forms that are available to everyone.
In 2013, Sweeney [18] again showed that it is possible to utilize the demographic
data to discover the real identities of the DNA donors even though their names
are removed from the published genomic database. The approach was very sim-
ilar to her previous attack, besides, in this work, she exploited the side-channel
data in the downloaded genomic data files associated with anonymized PGP pro-
files. Even for some participants, once the downloaded file was uncompressed,
the resulting file had a filename that included the actual name of participant.

2.2 Identity Tracing by Genealogical Triangulation

In most human societies, surnames are paternally inherited, resulting a cor-
relation with specific Y-chromosome haplotypes. Thus, there are several online
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with anonymized records 
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Downloading the 
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2

Inferring the real identity of the 
unknown donor of the genetic 
record.

3

with ability of learning the 
phenotypes from genotypes** in case of phenotypic prediction threat

Fig. 1. A possible route for identity tracing using both metadata/side-channel leaks
and phenotypic prediction.

public databases (e.g., Ysearch.org and SMGF.org) that collectively contain hun-
dreds of thousands of surname-haplotype records, aiming at helping the public to
identify their distant patrilineal relatives and the potential surnames of their bio-
logical fathers. However, these services can be exploited by an adversary towards
learning the participant’s identity, as illustrated in Fig. 2. With the help of sur-
name inferences in addition to the birth year and Zip code, the search results
can be narrowed down the identity to few matches that can be investigated
individually [6].

Online, public genetic databases with 
anonymized records 

Real identity of the 
genetic record’s owner 

(Male Victim)

• 
• 
• 

Public records
Social media sites
Voter registration forms

Unauthorized party
 (Adversary)

Downloading the 
anonymized records that 
contain Y-chromosome and 
maybe demographic data

1

Matching the demographic data 
& the inferred surname with 
their correspondences in 
metadata 

3

Inferring the real identity of the 
unknown donor of the genetic 
record.

4

Online, public Y-haplotype-
surname databases 

Use the parts of 
Y-chromosome 
to search for 
surname

2

Fig. 2. A possible route for identity tracing using genealogical triangulation.

2.3 Identity Tracing by Phenotypic Prediction

Visible phenotypes from genetic data could help in identity tracing. Such visible
traits with high heritability that can be inferred from DNA include height, eye
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color, facial morphology, and age [10]. These traits can then be used as quasi-
identifiers for decreasing the degree of uncertainty to infer the identity of an
individual with the help of public records and social networks as explained in
Fig. 1. However, using only these quasi-identifiers for re-identification does not
provide high accuracy; as the population-wide registries of these visible traits
are not publicly accessible and searchable.

2.4 Attribute Disclosure Attacks via DNA (ADAD)

The main concept of ADAD is when the adversary gains access to the DNA
sample of the target. Using the identified DNA, the adversary can search genetic
databases with sensitive attributes (e.g., drug abuse) as shown in Fig. 3. Finding
the identified DNA in the database reveals the link between the person and the
sensitive attribute. Based on [4], three scenarios are identified to illustrate the
attribute disclosure attacks: the n=1 scenario, the summary statistic scenario,
and the gene expression scenario. The n=1 scenario is the simplest scenario
of ADAD. By acquiring a chosen set of 45 autosomal single nucleotide poly-
morphisms (SNPs)1, the adversary can simply match the genotype data that is
associated with the identity of the individual with the genotype data that is asso-
ciated with the attribute [14]. Thus, Genome-Wide Association Studies (GWAS)
stores individual genotypes and phenotypes in restricted access area, while the
statistics of allele frequencies2 are stored in the public access area. In spite of
the separation, GWAS datasets with allele frequencies of the participants have
been exploited by the ADAD’s summary statistic scenario [7] as follows: The
allele frequencies are positively biased towards the target genotypes in the case
group compared to the allele frequencies of the general population. Moreover,
the analyzed common variations can be exploited to conduct ADAD by integrat-
ing the biases in the allele frequencies over a large number of SNPs in GWAS.
Therefore, the performance of ADAD is a function of the size of the study and
the adversary’s prior knowledge. Apart from GWAS, the NIH’s Gene Expression
Omnibus (GEO) databases are also vulnerable to the ADAD’s gene expression
scenario [15]. The GEO database holds hundreds of thousands of human gene
expression profiles and their linked medical attributes. However, the NIH did not
change their policies regarding sharing the gene expression data due to several
complications of this threat.

2.5 Completion Attacks

In genomics, genotype imputation is a well-studied task in which genetic informa-
tion can be reconstructed from partial data by completing the missing genotype
values. A well-known example of a completion attack is the inference of Jim Wat-
son’s predisposition for Alzheimer’s disease from his published genome, despite
1 SNPs are the main cause for variations in the human genome. They are also respon-

sible for the differences in our phenotypes/traits and genotypes.
2 The allele frequency represents the incidence of a gene variant at a given gene location

in a population gene pool.
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Fig. 3. Attribute disclosure attacks via DNA.

removing the ApoE locus gene (which is the indicator for Alzheimer’s predis-
position) from the published data [13]. Completion techniques can be used to
predict the genomic information when there is no access to the DNA of a known
individual, as shown in Fig. 4.
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Fig. 4. A possible route for identity de-anonymization using a completion attack.

3 Mitigation Techniques

In this section, we survey a wide spectrum of known privacy-preserving tech-
niques against each aforementioned threat and make suggestions to prevent
such threats. Here, we focus on the scenario, in which genomic data or the
results of GWAS are made publicly available. There are also crypto-based mit-
igation techniques in which genomic data of individuals is stored in a database
in encrypted form, and hence it is not publicly available on the Internet. Once
other parties (e.g., medical centers) want to do operations on the data, they
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apply privacy-preserving techniques and they only obtain the result of the oper-
ation without having access to whole data. In this line of research, Ayday et
al. proposed privacy-preserving techniques for medical tests and personalized
medicine methods [2]. Baldi et al. make use of both medical and cryptographic
tools for privacy-preserving paternity tests, personalized medicine, and genetic
compatibility tests [3]. Also Ayday et. al developed a technique for privacy-
compliant processing of raw genomic data [1]. We note that such scenarios, in
which genomic data is not publicly shared, are out-of-the-scope of this paper.

3.1 Identity Tracing by Meta-Data and Side-Channel Leaks

As discussed in this threat model, metadata can be used for inferring the identi-
ties of involved individuals. Hence, any metadata that may decrease the level of
privacy, should either be removed from datasets or strictly follow the 2002 Health
Insurance Portability and Accountability Act (HIPAA) Privacy Rule. Data cov-
ered under HIPAA should follow certain strict formats; dates (e.g. birth, admit-
tance, and discharge dates) would only contain the year, the ZIP code would only
have the first 2 digits if the population in the ZIP code is less than 20,000 people,
and no explicit identifiers (e.g. Social Security numbers) would be present.

3.2 Identity Tracing by Genealogical Triangulation

The first step towards protecting against this attack depends on the purpose of
the genetic database. If the database provides services for descendants of anony-
mous sperm donors to identify the surnames of their potential biological father
and distant patrilineal relatives, then it should be an access-controlled database.
Otherwise, the surname should be removed or replaced with the given name
in haplotype records in order to decrease the ability of connecting surname to
unknown’s genome [6]. Reconstruction attacks based on available online datasets
should be performed to measure the connection of surname or other unique iden-
tifier with genomic data.

3.3 Identity Tracing by Phenotypic Prediction

To prevent this threat, data about visible traits of individuals in public genomic
databases as well as other public sources should be restricted (only to qualified
researchers or close connections) or removed whenever applicable in order to
preserve privacy. Nonetheless, predicting a victim’s phenotypes is not only based
on the revealed information through genetic databases; online social networks
can also be a rich source of public sensitive data, and hence privacy risk will be
amplified.

3.4 Attribute Disclosure Attacks via DNA (ADAD)

To address this threat, data perturbation techniques (e.g., differential privacy)
can be used for adding noise to the result of a query (on a genomic database)
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before releasing it publicly. In this way, the reported result will not be much
different than original result, but an adversary will not understand if a given
individual is in the database or not. Assuming the genomic database includes
individuals with a given sensitive attribute, an adversary with prior knowledge
can never be sure if that sensitive attribute belongs to a specific individual, as
similar results will be given when the individual is included in the database or
not. However, the added noise should be carefully considered as it will affect the
accuracy and the utility of the data at the expense of privacy.

3.5 Completion Attacks

For this attack that relies on reconstructing genetic information based on partial
data, one must consider all available data of each individual that is publicly
shared (either by himself, his family members, or genomic researchers). If with
existing completion techniques, one can predict the missing genomic information
then specific parts of genomic data should be removed from datasets. Another
solution is using dedicated cryptographic techniques, which enable researchers
to access only some parts of the genome by requesting the decryption key from
the owner. Such solutions can be merged with the reconstruction attack model
from [8] to infer the amount of risk that occurs with releasing new portions of
data.

4 Conclusion

The main concern when publishing anonymized genomic information is usually
the privacy of its owner. As it is not trivial to predict the amount of information
that will be available to the attacker in today’s digital World, existing technical
solutions alone are not sufficient to ensure long-term privacy for genomic data
donors, and hence their family members. Therefore, there should be a collabora-
tive effort between technical solutions, policies, and legislation (e.g. HIPAA, EU
data protection law) to maintain privacy-compliant public genetic databases. As
discussed, cryptographic solutions can be an option, but such solutions prevent
public availability of genomic data, somehow decreasing the pace of genomic
research. This trade-off should also be further investigated.
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Abstract. Due to the increasing use of location-aware devices such as
smartphones, there is a large amount of available trajectory data whose
improper use or publication can threaten users’ privacy. Since trajec-
tory information contains personal mobility data, it may reveal sensitive
details like habits of behavior, religious beliefs, and sexual preferences.
Current solutions focus on anonymizing data before its publication. Nev-
ertheless, we argue that this approach gives the user no control about the
information she shares. For this reason, we propose a novel approach that
works inside users’ mobile devices, where users can decide and configure
the quantity and accuracy of shared data.

1 Introduction

Over the last few years, location-aware technologies such as global positioning
system (GPS) or location-based services (LBS) have caused the amount of data
related to trajectories to significantly increase. On the one hand, mining and
analyzing these spatio-temporal trajectory datasets can provide a valuable ser-
vice (e.g., inferring traffic congestion, tracking infections, etc.). On the other
hand, trajectory data often contain information about individuals. Knowledge
of mobility data, in some cases combined with quasi-identifiers (gender, age,
postal code, etc.), may reveal sensitive data which can threaten privacy (e.g.,
information about home addresses, lifestyle, religious beliefs, ideology, etc.).

To cope with this problem, there is an emergent field of the literature that
focuses on proposing new solutions. For example, Abul et al. [1] propose the
(k, δ)-anonymity model, which modifies a location polyline to be represented by a
single cylinder of radius δ. Then, k trajectories co-localized inside the same cylin-
der are indistinguishable from each other. Terrovitis and Mamoulis [2] propose
an algorithm that suppresses the existence of certain points in the trajectories.
The challenge in this case is how to find the optimal set points to delete, with
the minimum possible information loss. The authors propose a greedy heuristic
that assumes that all the adversarial knowledge is known before data publica-
tion. Similarly, Pensa et al. [3] propose to remove frequent sequential patterns.
They transform sequences by adding, deleting, or substituting some points of
c© Springer International Publishing Switzerland 2016
J. Garcia-Alfaro et al. (Eds.): DPM and QASA 2015, LNCS 9481, pp. 245–253, 2016.
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the trajectory. Yarovoy et al. [4] employ the Hilbert curve [5] in order to map
a multi-dimensional space to one dimension. The purpose of this is finding the
nearest neighbors at every point of the trajectory. Then, the neighbors are used
to create anonymization groups to generalize trajectory data of each member.

All these works are limited to privacy protection on already collected data.
The proposed algorithms work on the server side, before its publication. Nev-
ertheless, we argue that trajectory anonymization would rather be performed a
step earlier, in the user side. This protects users from an adversary that gains
access to the records stored in the database. Moreover, the advantage of this
approach is that users are able to configure the quantity and accuracy of shared
information before it is stored in the database.

For this purpose, our system relies on a personalized trajectory anonymiza-
tion method that transforms spatio-temporal points into uncertain points, where
the exact location and timing are distorted according to a set of user-defined
parameters. Then, users are grouped to execute a protocol and obtain k-
anonymity, being k a user-defined parameter according to her privacy require-
ments.

This paper is organized as follows: Sect. 2 defines relevant concepts for our
system. Section 3 describes our proposal in detail. Privacy is analyzed in Sects. 4
and 5 concludes the paper.

2 Problem Definition

This section describes some background tools or concepts that are necessary to
understand our system.

Definition 1 (Trajectory). A trajectory T of length |T | is an ordered list of
spatio-temporal points (x1, y1, t1), (x2, y2, t2), . . . , (x|T |, y|T |, t|T |) where (xi, yi, ti)
means that the user was at a physical location with Cartesian coordinates (xi, yi)
at instant ti. During the time segment [ti, ti+1] the user is assumed to move along
a straight line from (xi, yi) to (xi+1, yi+1). Figure 1(a) represents the definition
of a trajectory with five points. The three-dimensional space represents the time
and the Cartesian coordinates of the position (abscissae and ordinates).

(a) Trajectory (b) Anonymized trajectory

Fig. 1. Schematic representation of a trajectory before and after anonymization
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Definition 2 (Uncertain point). For a specific spatio-temporal point
(xi, yi, ti), its anonymized version is another vector (cxi, cyi, ri, ai, bi) where
(cxi, cyi) are the Cartesian coordinates of the center of a circle of radius ri

that contains (xi, yi), and [ai, bi] is a time interval that contains ti.

Definition 3 (Anonymized trajectory). An anonymized trajectory T ′ of
length |T ′| is an ordered list of uncertain point vectors
(cx1, cy1, r1, a1, b1), (cx2, cy2, r2, a2, b2), . . . , (cx|T ′|, cy|T ′|, r|T ′|, a|T ′|, b|T ′|). Dur-
ing the time between [ai, bi] and [ai+1, bi+1], the user is assumed to move along
a line from any point inside the circle defined by (cxi, cyi, ri) to any point inside
(cxi+1, cyi+1, ri+1).

Figure 1(b) represents the trajectory of Fig. 1(a) after being anonymized. The
anonymization transforms a point into a circle of variable radius, and an instant
into a time interval. Thus, for each spatio-temporal point, a cylinder is obtained.

Definition 4 (Anonymized sub-trajectory). Given an anonymized trajec-
tory T ′, an anonymized sub-trajectory s′ of size |s′| ≤ |T ′| is an ordered subset
of the vectors composing T ′. The conditions to be fulfilled are: (1) in order not
to be a single point, the size of the sub-trajectory must be |s′| > 1; and (2) the
order of the vectors in s′ must be the same as in T ′.

Definition 5 (Similar anonymized sub-trajectories). Having initially
two anonymized trajectories: s′ = (cx11, cy11, r11, a11, b11), (cx21, cy21, r21,
a21, b21), . . . , (cx|s′|, cy|s′|, r|s′|, a|s′|, b|s′|), and s′′ = (cx12, cy12, r12, a12, b12),
(cx22, cy22, r22, a22, b22), . . . , (cx|s′′|, cy|s′′|, r|s′′|, a|s′′|, b|s′′|), we define two system
parameters θL and θT that represent the maximum distance to consider two
points similar in terms of location and time, respectively. Then, we consider that
s′ and s′′ are similar if these conditions are fulfilled:

1. |s′|=|s′′|
2. For i = 1, 2, . . . , |s′|:

(a)
√

(cxi1 − cxi2)2 + (cyi1 − cyi2)2 < (ri1 + ri2 + θL). This means that the
Euclidean distance between both circles is lower that θL.

(b) (((bi2 + θT ) > ai1) and ((bi2 + θT ) < bi1)) or (((bi1 + θT ) > ai2) and
((bi1 + θT ) < bi2)). This means that the time intervals are separated less
than θT occurring |s′′| before |s′| or |s′| before |s′′|.

3 Protocol Description

This section describes the proposed system. We assume that User Ui’s device
already contains her trajectory T (x1, y1, t1), (x2, y2, t2), . . . , (x|T |, y|T |, t|T |); and
that a server S requests the trajectory information.

Regarding cryptography, users employ a n-out-of-n threshold ElGamal
encryption [6], where n users share a public key y and the corresponding unknown
private key α is divided into n shares αi. Using this protocol, a certain message
m can be encrypted with the public key y and it can only be decrypted if all n
users collaborate in the process.
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3.1 Creation of the Anonymization Group

The process starts when the server S sends a request to collect trajectory data
from users. Then, users that are willing to share their information send a confir-
mation to the server. Let N be the total number of users who send a confirmation.

The users who want to participate in the process must be included in groups
of size n, where n is a predetermined system parameter. In order to prevent S
from grouping users as it wishes, a join coin-tossing protocol adapted from [7] is
executed. This protocol assumes that every user Ui already has a personal public
key (pki) provided by a PKI. The protocol employs two random oracles (which
in practice can be computed as pseudo-random functions [8]) H1 = 0, 1∗ → 0, 1k

(where k is the bit-length of the public key), and H2 = 0, 1∗ → 0, 1N ·log N . The
following steps are executed:

1. Every user Ui generates a random ri and sends H1(IPi, pki, ri) to S, where
IPi is a concatenation of the public and private IP address of Ui.

2. Ui waits a short predefined time.
3. S sends H1(IPi, pki, ri) for i = 1, . . . , N to all the users.
4. Then, each user Ui computes h = H2(H1(IPi, pki, ri), . . . , H1(IPN , pkN , rN )

and divides the result h into chunks of size log N , denoted h1, . . . , hN .
5. User Ui takes hi as her identifier.
6. Grouping is carried out by taking groups of n parties according to the sorting.

That is, for i = 1, . . . , �N/n�, the ith group is formed by users with identifiers
(hn·(i−1)+1, . . . , hn·i)

7. S sends the IP addresses of each user to the members of her group.
8. The members of each group send each other their IP addresses, public key

and the random ri they used at the beginning of the protocol.
9. Each group member computes H1(IPj , pkj , rj) for every user Uj in her group,

and verifies that it matches what she received from S. Additionally, she com-
putes H2 as in Step 4 to verify that all the IP addresses assigned to her group
are inside it. If any verification fails, she sends abort to the group members
and exits the system.

3.2 Trajectory Anonymization

In this phase, Ui decides the granularity of spatio-temporal disclosure for every
point of T . This means that, for every point (xi, yi, ti), the user will obtain a
vector (cxi, cyi, ri, ai, bi) based on the values that she chooses for:

– The radius ri. This parameter, expressed in kilometers, is the radius of the
circle that contains the Cartesian coordinates (xi, yi). A larger radius means
higher generalization and hence, higher distortion. Based on the value chosen
by the user, we randomly select a point (cxi, cyi) that fulfills the equation
(xi − cxi)2 + (yi − cyi)2 ≤ r2i .

– The time gap γi. This parameter, expressed in hours (but working with real
numbers), indicates the time difference between ai and bi. Therefore, to obtain
these values we randomly choose a value v between 0 and γi. Then, we compute
ai = ti − v, and bi = ti + γi − v.
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Repeating this process for all the points (x1, y1, t1), (x2, y2, t2), . . . , (x|T |, y|T |,
t|T |) in T , we obtain the anonymized trajectory |T ′| = (cx1, cy1, r1,
a1, b1), (cx2, cy2, r2, a2, b2), . . . , (cx|T ′|, cy|T ′|, r|T ′|, a|T ′|, b|T ′|).

Note that the user can also completely remove a spatio-temporal point from
the list. Therefore, |T | and |T ′| might not be equal.

3.3 Sub-trajectory Extraction

The sub-trajectory extraction depends on two parameters. The first one is the
number of sub-trajectories to extract (τ), and the second one is the maximum
number of points that each sub-trajectory should contain, μ. Having τ, μ as
system parameters, Algorithm 1 shows how to extract the sub-trajectories:

Algorithm 1. Sub-trajectory extraction algorithm
procedure Sub-trajectory extraction
Input: τ , μ, anonymized trajectory T ′[] as a table of spatio-temporal points.
Output: Table subtraj of anonymized sub-trajectories
subtraj :=new table[τ ]
count :=0
Loop: i:=0 to τ by 1

Loop: j:=0 to τ/|T ′| by 1
subtraj [i] := T ′[count ]
count++

Loop-end: j
Loop-end: i
Loop: i:=0 to τ by 1

While (size of subtraj [i] > μ)
Remove one random element from subtraj [i]

While-end
Loop-end: i
end procedure

3.4 Fake Sub-trajectory Generation

Similarly to the real sub-trajectory extraction, the fake sub-trajectory generation
needs two parameters: (1) the number of fake sub-trajectories to generate (τ ′);
and (2) the maximum number of points that each fake sub-trajectory should
contain, μ′. There are many works in the literature that describe how to generate
a fake trajectory. The generation of a particular algorithm for this is out the scope
of this paper. For our purposes, we employ the method proposed in [9].

3.5 Distribution of Sub-trajectories

In this phase, the real and fake sub-trajectories are distributed among the group
of users {U1, . . . , Un}. In order to prevent one malicious member of the group
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from learning all the sub-trajectories that belong to another user, the group exe-
cutes a multi-party privacy-preserving protocol composed by three phases: group
key generation, anonymous sub-trajectories retrieval, and query submission.

Group Key Generation.

1. Users {U1, . . . , Un} generate a large prime p where p = 2q+1 and q is a prime
too. Next, they pick an element g ∈ Z

∗
q of order q.

2. In order to generate the group key, each user Ui performs the following steps:
(a) Generates a random number ai ∈ Z

∗
q .

(b) Calculates her own share yi = gai mod p.
(c) Broadcasts a commitment hi = H (yi), where H is a one-way function.
(d) Broadcasts yi to the other members of the group.
(e) Checks that hj = H (yj) for j = (1, . . . , n).
(f) Calculates the group key using the received shares: y =

∏
1≤j≤n yj =

ga1 · ga2 · . . . · gan

3.6 Anonymous Sub-trajectory Retrieval

Assuming that each user Ui has (τ + τ ′) sub-trajectories: si1, si2, . . . , si(τ+τ ′)

1. User Ui encrypts real and fake sub-trajectories as plaintext. For each sij , Ui

generates a random number rij and encrypts sij with y: c0ij = Ey(sij , rij) =
(grij , sij · yrij ) = (c1ij , c2ij).

2. For i = (2, . . . , n), j = (1, . . . , (τ + τ ′)) each user Ui sends c0ij to the first
member of the group (U1).

3. For i = (1, . . . , n − 1), each user Ui performs the following operations:
(a) Receives the list of ciphertexts

{
ci−1
11 , ci−1

12 , . . . , ci−1
n(τ+τ ′)

}
.

(b) Using her share of the group key, partially decrypts the list of ciphertexts
using the algorithm described in [6]. The resulting list of ciphertexts is
denoted as

{
ci−1
11

′
, . . . , ci−1

n(τ+τ ′)
′}

.

(c) The list of ciphertexts
{

ci−1
11

′
, . . . , ci−1

n(τ+τ ′)
′}

is re-masked using the re-

masking algorithm described in [10] with a key y′ =
∏n

w=i+1 gαw . As a

result, Ui obtains a re-encrypted version
{

ei−1
11 , . . . , ei−1

n(τ+τ ′)

}
.

(d) Permutes the ciphertexts at random, obtaining
{

ei−1
σ(11), . . . , e

i−1
σ(n(τ+τ ′))

}

(e) Sends
{

ci
11, . . . , c

i
n(τ+τ ′)

}
=

{
ei−1

σ(11), . . . , e
i−1
σ(n(τ+τ ′))

}
to Ui+1.

4. The last user Un performs the following operations:
(a) Receives the list of ciphertexts

{
ci−1
11 , . . . , ci−1

n(τ+τ ′)

}
.

(b) Using her share of the group key, partially decrypts the list of ciphertexts
using the algorithm described in [6]. At this point, Un owns the sub-
trajectories cleartexts, so she broadcast them to {U1, . . . , Un−1}.
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This is the central part of the protocol which has a higher cost and com-
plexity. In this phase, each user performs (τ + τ ′) encryptions, and n · (τ + τ ′)
decryptions. Regarding the number of messages, each user Ui sends one long
message (containing n · (τ + τ ′) ciphertexts) to Ui+1, except for the last user Un,
who sends n − 1 short messages (containing each one n · (τ + τ ′) cleartexts).

3.7 Sub-trajectory Submission and Retrieval

1. Each group member Ui must send (τ + τ ′) sub-trajectories to the server S.
More specifically, from the received list, user Ui submits the sub-trajectories
found between positions i · n and i · n + τ + τ ′.

2. Upon receiving the (τ + τ ′) answers from the server, each user broadcasts
them to the rest of the group members. Then, each user takes the answers
that corresponds to her original sub-trajectories.

3. The answer of the server for each sub-trajectory is φ, the number of sub-
trajectories in the database similar to the one submitted according to Defin-
ition 5. Sub-trajectories where φ < k must be removed from the anonymized
trajectory, and hence, they are put in a list L to be used in next step.

3.8 Anonymized Trajectory Trimming

Using Algorithm 2 the list L of real sub-trajectories is removed from the
anonymized trajectory T ′ of each user. The resulting anonymized trajectory
is sent to the server S. The server can store it in its database for future analysis
or publication.

Algorithm 2. Anonymized trajectory trimming algorithm
procedure Anonymized trajectory trimming
Input: table of sub-trajectories to be removed L[], anonymized trajectory T ′[]
Output: Resulting anonymized trajectory T ′

ls := size of L
Loop: i := 0 to ls by 1

For every spatio-temporal vector q in Li

Remove q from T ′

Loop-end: i
end procedure

4 Privacy Analysis

In this section, we analyze the system in terms of privacy. First of all, the ElGa-
mal cryptosystem is semantically secure under the Decisional Diffie-Hellman
assumption. This means that a dishonest user cannot know if two different
ciphertexts will result into the same cleartext after decryption.
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Therefore, every time that a ciphertext ci is transformed by a group member
(i.e., remasked and permuted), the attacker can only link the result to ci by
random guessing, the intermediate re-maskings and permutations preventing
her from finding the links between them. Hence, the probability of success is
1/(n(τ + τ ′)), since there are n(τ + τ ′) ciphertexts involved in the process.

The proposed protocol also relies on the server to help users achieve k-
anonymity by answering their requests. Moreover, the server is in charge of
creating the groups. The steps presented in Sect. 3.1 adapted from [7] prevent
the server from maliciously grouping users. The security of this protocol is ana-
lyzed in [7]. The authors compute the probability of a bad grouping, i.e., having
n−1 dishonest users together with a single honest party. Assuming that N � t,
the authors state that this probability is approximately ( t

N )n−2 · N . For exam-
ple, if one million users participate in the system, and the server controls one
thousand, then the probability of a bad grouping is under 10−48.

5 Conclusions and Future Work

In this paper, we argue that trajectory data would rather be protected in the
client-side, before they are stored in the server or disclosed to a third entity.
To the best of our knowledge, this is the first work that introduces trajectory
anonymization in the user’s device, giving users control over the information
they send to the server and providing k-anonymity.

However, our work is on an early stage of development and there are some
interesting open research problems that need to be addressed in the future. More
specifically, experimental results are necessary in order to know how the system
behaves for different parameter configurations. In order to do this, we need to
implement the system and execute it in a real or simulated environment.
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Abstract. We highlight privacy risks associated with the HTML5 Bat-
tery Status API. We put special focus on its implementation in the Fire-
fox browser. Our study shows that websites can discover the capacity
of users’ batteries by exploiting the high precision readouts provided by
Firefox on Linux. The capacity of the battery, as well as its level, expose
a fingerprintable surface that can be used to track web users in short
time intervals.

Our analysis shows that the risk is much higher for old or used batter-
ies with reduced capacities, as the battery capacity may potentially serve
as a tracking identifier. The fingerprintable surface of the API could be
drastically reduced without any loss in the API’s functionality by reduc-
ing the precision of the readings. We propose minor modifications to
Battery Status API and its implementation in the Firefox browser to
address the privacy issues presented in the study. Our bug report for
Firefox was accepted and a fix is deployed.

1 Introduction

HTML5 Battery Status API enables websites to access the battery state of a
mobile device or a laptop. Using the API, websites can check the battery level
of a device and use this information to switch between energy-saving or high-
performance modes. All the information exposed by the Battery Status API is
available without users’ permission or awareness.

The “Security and privacy considerations” section of the W3C specifica-
tion that describes the Battery Status API, states the following: “The infor-
mation disclosed has minimal impact on privacy or fingerprinting, and therefore
is exposed without permission grants” [14]. Our findings, however, show that
the API, as implemented by the Firefox browser on GNU/Linux operating sys-
tem, enables fingerprinting and tracking of devices with batteries in short time
intervals.

As of June 2015, Firefox, Chrome and Opera are the only three browsers that
supported the Battery Status API [3]. Although the potential privacy problems
of the Battery Status API were discussed by Mozilla and Tor Browser developers
as early as in 2012 [1,2,22], neither the API, nor the Firefox implementation,
c© Springer International Publishing Switzerland 2016
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has undergone a major revision. We hope to draw attention to this privacy issue
by demonstrating the ways to abuse the API for fingerprinting and tracking.

We present an analysis of Battery Status API as implemented by Firefox
on GNU/Linux. Our analysis indicate that seemingly innocuous information
provided by the Battery Status API can serve as a tracking identifier when
implemented incorrectly.

The core contributions of this work are:

1. We present a new device fingerprinting vector based on the Battery Status
API. We show that the Firefox’s implementation of the Battery Status API
allows the discovery of battery’s capacity, provides short-term identifiers that
facilitates tracking and potentially can be used for reinstantiating identifiers
(respawning).

2. We propose a solution that reduces the Battery Status API’s fingerprintable
surface by rounding the level readings provided by the API. Our fix does
not cause any loss in the effective functionality of the API. We filed a bug
report for Mozilla Firefox to communicate the problem and the proposed solu-
tion [20]. The fix was quickly implemented and deployed by Mozilla engineers
in response to our bug report.

2 Related Work

The Panopticlick [9] study by Eckersley demonstrated the feasibility of browser
fingerprinting for online tracking by measuring the entropy present in the browser
properties such as screen size, list of system fonts and browser plugins. Other
researchers demonstrated the many ways browsers can be fingerprinted using
different properties, such as clock skew [13], font metrics [10], network proto-
col characteristics [7], JavaScript engine performance [16], WebGL and canvas
rendering [17].

Recently, studies measured the prevalence of the browser fingerprinting on the
Web [4,5,19], suggesting that questionable practices such as proxy circumvention
or stealthy techniques to exercise browser fingerprinting are commonly used by
the websites.

In a similar vein, researchers studied zombie cookie (or evercookie) which is
another tracking mechanism that can be used to reconstruct tracking identifiers
- even if the user decides to clear her history [12] - with the use of Flash cookies
[21], ETags [6] and other vectors.

A recent work, independent to ours, includes a very short note about the
possible use of Battery API as a potential privacy risk vector [18]. The problem
is not further described or analyzed, and the authors only mention potential risks
due to monitoring of charging and discharging rates. In essence, our analysis is
more extensive and detailed. Moreover, we describe a clear risk in relation to
Firefox browser and study it in detail.
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3 Background

3.1 Battery Status API

World Wide Web Consortium’s (W3C) Battery Status API allows the read-
ing of battery status data. Among the offered information are the current bat-
tery level and predicted time to charge or discharge. The respective properties
level, chargingTime and dischargingTime can be accessed in JavaScript by
first calling the navigator.getBattery() method1 to get a BatteryManager
object which then exposes these properties.

The API does not require user permission to read the battery information,
any website or third-party scripts included on them, can use the API. The API
also does not require browsers to notify users when the battery information
is accessed. That allows website and third-party scripts to access the battery
information transparently - without users’ awareness.

The Battery Status API also provides JavaScript event handlers that allow
the monitoring of updates to battery status. The API defines the level property
as a double-precision floating-point number, taking values between 0 (depleted)
and 1.0 (full) [14].

3.2 Power Information Under Linux

In our exploratory survey of the Battery Status API implementations, we
observed that the battery level reported by the Firefox browser on GNU/Linux
was presented to Web scripts with double precision. An example battery level
value observed in our study was 0.9301929625425652. We found that on Win-
dows, Mac OS X and Android, the battery level reported by Firefox has just
two significant digits (e.g. 0.32).

Analyzing the Firefox source code, we found out that the battery level is
read from UPower, a Linux tool allowing the access to the UPower daemon [11].
The UPower daemon provides access to comprehensive power-management data
about the device. Specifically, it enables the access to detailed information about
the battery status such as capacity, level, voltage and provides estimates about
the discharge and charge times.

Analyzing the UPower source code (linux/up-device-supply.c) to under-
stand how it computes the battery level, we compiled the following equations:

BatteryLevel = 0.01 × Percentage (1a)

Percentage = 100.0 × Energy

EnergyFull
(1b)

Energy =
ChargeNow

1, 000, 000
×DesignV oltage (1c)

1 Firefox does not implement navigator.getBattery() method, instead, it exposes a
navigator.battery object.
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EnergyFull =
ChargeFull

1, 000, 000
×DesignV oltage (1d)

The Energy is the current amount of energy present in the battery and mea-
sured in watt-hours. EnergyFull is also measured in watt-hours and represents
the maximum possible amount of energy that can be stored in the battery. The
ChargeNow and ChargeFull are measured in µAh and represent the current and
maximum charge capacities of the battery respectively. Note that, due to the
aging of the battery, EnergyFull tend to be lower than the design capacity of
the battery, moreover, it can also change after a discharge, followed by a full
charge – possibly for calibration purposes. Although many batteries share the
same design capacities (e.g. 48.84 Wh or 62.16 Wh), as they age in time, their
capacities may be reduced in different amounts, resulting in a diverse number of
possible EnergyFull values, which are internally stored with four decimal places
(e.g. 42.1678).

Since Firefox browser under Linux is accessing the UPower-provided data,
it reads the Percentage value in 64 bit double precision floating point format
and multiplies it by 0.01 to obtain the battery level as shown in Eq. (1a). The
level value is then exposed to website scripts through the Battery Status API in
double precision.

As noted above, the EnergyFull value may change, as the battery capacity
degrades. The UPower daemon updates the current capacity by comparing the
EnergyFull to the latest value stored when the battery is fully charged.

4 Tracking with the Battery Status API

We measure the extent to which it is possible to link (and track) a device with
battery using the battery level and charge/discharge time readouts. We observe
how it could be leveraged for fingerprinting and tracking across sites. Moreover,
we present a method to recover the battery’s effective capacity (EnergyFull)
using the precise battery level readouts provided by Firefox on Linux.

4.1 Tracking Across Sites

In this section, we discuss several potential fingerprinting and tracking scenarios.
A third-party script that is present across multiple websites can link users’ visits
in a short time interval by exploiting the battery information provided to Web
scripts. In order to do that, scripts can use the values of battery level, discharg-
ingTime and chargingTime. The readings will be consistent on each of the sites,
because of the fact that the update intervals (and their times) are identical. This
could enable the third-party script to link these concurrent visits. Moreover, in
case the user leaves these sites but then, shortly afterwards, visits another site
with the same third-party script, the readings would likely be utilized to help in
linking the current visit with the preceding ones.

Below we analyze more specific cases.
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Frequency of Battery Status Changes. We analyzed the update rates under
different computing loads (such as watching a movie, simply browsing the Web,
etc).

We tested the rate of these changes by setting up a simple page and registering
JavaScript event handlers for battery status changes; we monitored JavaScript
readouts of level and dischargingTime, as well as the timestamps of these events.
We analyzed the collected data for relative time differences between level, char-
geTime and dischargeTime changes. The results indicated that for about 30 s,
battery status may serve as a static identifier, allowing (e.g.) a third-party script
to link visits from the same computer in short time intervals.

Number of Possible Identifiers. In our test setting, the lowest indication of
dischargeTime we observed was 355 (in seconds), and highest 40277 s. Assuming
all the values spanning a range (355, 40277) are possible, this gives 39922 num-
bers. We can also assume that users seeing a near-drained battery generally con-
nect their notebooks to AC power. Assuming users start to charge their devices
when the battery level is 0.1, this leaves 90 available battery level states (0.11 to
1.0). The number of potential levels denoted by a tuple (level, dischargeT ime)
would then be a simple multiplication 90×39922 and the final number of possible
states would be 3592980, which only accounts for the discharging state. Using
the information about the battery charge (chargingTime) could effectively dou-
ble the number of possible states. The probability of a (level, dischargeT ime)
collision (between different users, and assuming a uniform distribution) is there-
fore low and for a short time frame this would effectively be a unique identifier.

However, we emphasize that the dischargeTime levels can be subject to fre-
quent changes, in response to change in the users’ computer use patterns. This
means that, in practice, the risk of long-term tracking with this information may
be negligible. Moreover, depending on the battery level, some chargeTime or
dischargeTime values may not be observed in practice2. Yet, the available com-
binations could be used to distinguish users behind a NAT (Network Address
Translation). In such a setting, the computers may have similar fingerprints [9]
and often identical public IP addresses. The readouts from the battery may allow
distinguishing these users.

Reconstructing User Identifiers in Short-Time Intervals. Users who try
to re-visit a website with a new identity may use browsers’ private mode or clear
cookies and other client side identifiers. When consecutive visits are made within
a short interval, the website can link users’ new and old identities by exploiting
battery level and charge/discharge times. The website can then reinstantiate
users’ cookies and other client side identifiers, a method known as respawn-
ing [21]. Note that, although this method of exploiting battery data as a linking
identifier would only work for short time intervals, it may be used against power
users who can not only clear their cookies but can go to great lengths to clear
their evercookies.
2 For instance, 355 s dischargeTime may be too short for a full battery or, 40277 s

dischargeTime may be too long for a battery with level 0.1.
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5 Detecting Battery Capacity

In addition to using battery level and charge/discharge times for linking visits in
short time intervals, Battery Status API can be used to infer the current battery
capacity (EnergyFull) of a device if it allows high precision level readouts. In
this section, we analyze the possibility of fingerprinting a device by exploiting
high precision battery level readouts provided by the Firefox on Linux operating
system.

We found that using the 64-bit double precision floating point battery level
readouts from Firefox on Linux, it is possible to discover the value of EnergyFull,
which signifies the actual battery capacity. We emphasize that our method only
works for UPower and Firefox on Linux, and during our study we encountered
some computers for which we cannot recover the capacity with our method. This
can be due to the differences in how processors handle floating point calculations3

or measurement errors in UPower.
The attack works by using the Eq. 1a–1d by reading the battery level and

finding candidate Energy, EnergyFull and Voltage levels which may give this
floating point number reading. In order to do this, attacker may either brute-
force the candidate values by testing all possible values or precompute a lookup
table.

5.1 Test Method

Assuming a uniform space of EnergyFull values (X,Y ), we tested all the hypo-
thetical level readouts to detect the possible identifiers. It is obvious that, for
a given level reading, several possibilities for EnergyFull level may exist. How-
ever, if the attacker has access to multiple battery level readouts, the number
of collisions becomes significantly smaller. We analyzed the number of potential
EnergyFull candidates as a function of the battery level readouts.

In other words, we computed the number of collisions for one battery level
readout, State1. For each such possible readout level, we simulated another dif-
ferent readout level (different than the one in preceding state), State2 (battery
levels in State1 and State2 are different). We compared the candidate Energy-
Full values in State1 and State2 and intersecting the sets of possible EnergyFull
levels, we effectively decreased the number of candidate EnergyFull values. The
number of EnergyFull candidates for a total of 1559 battery level readings are
displayed on Fig. 1. Figure 2, on the other hand, shows the reduction of Ener-
gyFull candidates when a script is able read the battery level multiple times
from the same device. The figure is based on 1559 battery level readings col-
lected from a laptop running Ubuntu 12.04 operating system. We highlight that
such analysis is made possible due to the fixed space a floating-point value can
represent, and relatively limited capacities of batteries used in practice4.

3 See, for example, [8,15] on the “floating-point determinism problem.”
4 Observe that, possible capacities in this calculations include the reduced battery

capacities (e.g. not limited to battery capacities on the market). Still, we could find
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Fig. 1. Distribution of number of candidate battery EnergyFull values for a total of
1559 battery level readings (runs). In 5 % of the cases the attacker can detect the
battery capacity with just one reading.

Fig. 2. Average number of candidate battery EnergyFull values as a function of consec-
utive battery level readings. Attacker can significantly reduce the number of candidate
battery capacities if he can read the battery level multiple times.

6 Defense

In the following subsections we outline possible defenses against the exploitation
of the Battery Status API for fingerprinting and tracking.

the candidate capacities on a off-the-shelf computer without a significant computa-
tion overhead. We believe, an adversary with moderate storage resources can easily
build a lookup table to further reduce the computation time.



The Leaking Battery 261

6.1 Limiting the Precision of Level Readouts

In order to limit the tracking and fingerprinting potential of the Battery Sta-
tus API, the implementations should avoid providing high-precision values. By
simply rounding the level value of the battery, the threat would be minimized,
without losing any functionality of the API. This comment especially applies to
platforms where the OS provides high-precision read-outs about the battery.

We filed an appropriate bug report to Firefox implementation, pointing out
the inconsistency of level reporting across different platforms [20]. The fix was
implemented and deployed as of June 2015.

Moreover, we believe the Battery Status API could mention the risk of expos-
ing high precision readouts in the “Security and privacy considerations” section
of the standard. We plan to communicate the results of the study to the editors
of the API.

6.2 Asking for User Permission to Access the Battery Status API

We also discussed potential scenarios where even the reduced precision of the
level readout and charge/discharge times could constitute a tracking identifier
in short time intervals. In these scenarios, the exposed battery information may
allow an attacker to reinstantiate tracking identifiers in a manner similar to
evercookies.

In order to prevent this, browser vendors might require user permissions for
accessing the Battery Status API. Although this has been suggested by some
concerned Mozilla developers [2], final decision was to make the API available
without permissions. We believe, as a minimum, users should be able to choose
to be asked for battery access by Web scripts. As an alternative, browsers can
enforce the user permission requirement in their private browsing modes.

To the best of our knowledge, the only browser that has a strong defense
against fingerprinting by the Battery Status API is Tor Browser. Tor Browser
completely disables the API [22] to thwart possible fingerprinting attempts.

Finally, the information on the API use could be made available to the user
to aid transparency. We are advocating for streamlining the information to users,
either directly via the browser’s user interfaces, or at least by allowing to read
the respective information by custom-made browser extensions. In this way, soft-
ware could allow the users to learn and be aware about the use of the battery
information on devices they own.

7 Conclusion

We analyzed the privacy implications of the Battery Status API, with a focus
on its implementation in Firefox for Linux operating system. Our analysis shows
that the high precision battery level readings provided by Firefox can lead to an
unexpected fingerprinting surface: the detection of battery capacity.

In short time intervals, Battery Status API can be used to reinstantiate track-
ing identifiers of users, similar to evercookies. Moreover, battery information can
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be used in cases where a user can go to great lengths to clear her evercookies. In a
corporate setting, where devices share similar characteristics and IP addresses,
the battery information can be used to distinguish devices behind a NAT, of
traditional tracking mechanisms do not work.

The analysis of Web standards, APIs and their implementations can reveal
unexpected Web privacy problems by studying the information exposed to Web
pages. The complex and sizable nature of the new Web APIs and their deeper
integration with devices make it hard to defend against such threats. Privacy
researchers and engineers can help addressing the risks imposed by these APIs
by analysing the standards and their implementations for their effect on Web
privacy and tracking. This may not only provide an actionable feedback to API
designers and browser manufactureres, but can also improve the transparency
around these new technologies.
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Abstract. Refactoring means that a program is changed without chang-
ing its behaviour from an observer’s point of view. Does the change of
behaviour also imply that the security of the program is not affected
by the changes? Using Myers and Liskov’s distributed information flow
control model DLM and its Java implementation Jif, we explore this
question practically on common patterns of Refactoring as known from
Fowler. We first illustrate on an example the “Extract method” refac-
toring and how it can endanger confidentiality. We then show how to
construct a secure version of this major refactoring pattern by employ-
ing Jif to control information flows. Finally, we can show that security
leaks as encountered at the outset are not possible anymore.

1 Introduction

Security is a cross-cutting concern. To ensure the security of systems we need to
consider placement of security controls at all levels, i.e., the physical, organisa-
tional, and application (software) level. Language-based security has been a field
of research since the early days of computing [3] but has more recently become
literally a mandatory technique as increasingly back doors in program code lead
to subtle but crucial leaks of secret information. Hence, even the original Informa-
tion Flow Control (IFC) techniques [3] are re-implemented for Java [2] nowadays.
However, one problem with the brute-force IFC is the tremendous complexity
of the analysis process, which makes it inapplicable beyond well defined small
applications.

The Decentralized Label Model (DLM) [10] provided a major step forward
with respect to applications of IFC for practical programming. Rather than
analysing code in an ad hoc fashion, DLM provides a method for programmers
to label their implementation with labels corresponding to security classes as
specified in the access control policy. DLM supports decentralisation and role-
based access control by allowing the labels to directly refer to the principals, i.e.,
users of the system; it allows to specify delegations through acts-for relations.
DLM has been practically implemented for Java.

Refactoring [4] is a pragmatic technique to increase the quality of software
while preserving the properties of its initial design and implementation. It allows
c© Springer International Publishing Switzerland 2016
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to improve the code of an implementation by various techniques while preserving
the observable behaviour of the code. We aim at integrating refactoring with
practical IFC labeling à la DLM to establish a feasible process of constructing
secure software: a program that is initially labelled by a team of programmers
and security experts can subsequently be improved by programmers without
risking to violate its initial security properties. In this paper, we show that this
process is feasible based on existing techniques of refactoring and IFC for Java.

This paper is structured as follows: Sect. 2 introduces refactoring and gives
some pointers to related work. Further we illustrate refactoring on an example
and show a potential security issue. We then show how to implement secure
refactoring with Java Information Flow (Jif). After a short introduction to Jif,
we show in Sect. 3 the major refactoring pattern “Extract method” on practical
examples. We provide several simple examples and finally generalize a method
for securing this main refactoring pattern with Jif labels. We finally summarize
the results of our method for secure refactoring with Jif, illustrating its effectivity
on the running example (Sect. 4).

2 Refactoring

An important software engineering task is to increase the quality of software. The
external quality of a software artifact, like correctness with respect to a given
specification, is directly related to its internal quality. In particular, in the process
of maintenance of software it is crucial to preserve the external properties, while
being able to enhance its internal quality, for example by restructuring of code.
Refactoring [4,9] is a technique that is applied to improve the internal structure
of a software artifact to enhance readability of the code, make it more amenable
to extensions, and thus support its maintainability.

An important part of the work on refactoring focuses on the programming
language or modeling language that is used to describe refactorings. The classic
book by Fowler [4] approaches this description by means of examples. There
are more formal approaches [7,8], but they usually address refactoring at the
specification level. The description of refactorings on specifications is important
for developers to understand the patters of refactoring. For the application of
refactorings to code, descriptions at the level of the programming language are
more suitable since they can be directly implemented in software support tools,
so-called Integrated Development Environments (IDEs) like Eclipse. To support
this practical application of refactorings, general purpose refactoring languages
such as ReL [11] are used. ReLis a domain specific language independent of any
specific programming language, and serves as an outline for our approach.

2.1 Example for Extract Method Refactoring

In this section we explain the basic ingredients of refactoring descriptions.
We illustrate refactoring by means of one of the most challenging refactorings
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Fig. 1. The original class Printer (left hand side) has two methods sharing code blocks.
In the refactored class shown on the right hand side, this block is extracted to the new
method getCountOf

“Extract method”1 for Java which extracts a statement block into a new method.
This is particularly useful, if this statement block appears frequently in the soft-
ware artifact. We use the class Printer (see Fig. 1) taken from [11] to illustrate the
code extraction refactoring. This class is a suitable candidate for this refactoring
since the methods printInfo() and printInfoComplete() use identical blocks of
statements: the four lines framed lines in the code appear in both methods.

Using refactoring, we can (1) extract the common code from the two methods,
(2) place it into a newly defined method, and (3) replace the code blocks with
a call to the new method. The result of applying this refactoring to the class
Printer is depicted on the right hand side in Fig. 1. The transformation does
not change the behaviour of the class Printer, however in the following we will
illustrate that a slight change to the refactoring of program Printer can cause a
security leak while the Extract method refactoring is still valid.

Security leaks usually concern confidentiality, i.e., the loss of secret informa-
tion to unauthorized third parties. A simple change to the refactoring illustrates
how easily a information leak can be introduced: if we extract the common code
block into a public method rather than a private one, also an attacker can
now use the public method getCountOf to get the value of count. Nevertheless,
this is a valid refactoring since the behaviour of the class badPrinter has the
same external behaviour as the original class Printer. This is exactly one of the
problems with definitions of behaviour that are based on traditional ideas of
correctness. Correctness talks about fulfilling specified behaviour descriptions in
a positive sense: what the program must do. However, security goes beyond cor-

1 “Extract method” has been coined the refactoring rubicon [4].
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rectness; it necessitates to specify what a program must not do, i.e., only what
is specified and nothing more.

Another decisive reason why this example is not such an obvious information
leak is that the leak is not a direct information flow caused by an assignment from
secret to public variables. If we consider the secret information being contained
in the variables called i of the methods printInfo and printInfoComplete, the
class variable count is just an auxiliary variable that is never directly assigned
to any of the variables i. Nevertheless, it may contain secret information from i
because in the while loop the content of i is copied into the publicly accessible
variable count. This represents a so called implicit information flow. In general,
such implicit flows are hard to detect, since they transport information not
by direct assignment or parameter passing but the information is disguised as
control flow [1]. In the following section, we will see how our approach of applying
IFC with Jif can help here.

2.2 Secure Refactoring with Jif

In our running example, one could argue that the extracted method must just
be made private to avoid security problems. The idea of DLM and Jif is not far
from that, but it adds the possibility of specifying the access control on a finer
scale. An important aspect when considering security of Java is that it supports
downloading code from a remote site, creating the risk that the downloaded
code transports confidential data to the remote site. Java offers the sandboxing
security concept to prevent such issues. However, this corresponds to leaving
everything as private – outside code cannot access anything. For efficient dis-
tributed code, we need the possibility to specify more liberally and yet precisely
restricted access control for systems of different parties. In the context of distrib-
uted security, the parties are called principals. DLM provides just such a model
for specification of security policies tailored to distributed principals.

To enable specification of security, the DLM uses two sets of principals: owner
and reader. Put together in a pair, they are called labels and represent security
classes that can be attached to expressions in program code. The labels are
ordered by a partial order relation �, a special kind of lattice order relation.
For example, the label {Bob − > Bob, Preparer} attached to an expression
x in a program means that this expression is “owned” by Bob and that Bob
and Preparer can read it. Reading literally means “read access” while owning
means that the owner can control the data; this allows declassification (supported
additionally by the acts-for relation on principals). The lattice operations join
(�) and meet (�) allow combining labels thus supporting inference of labels for
compound expressions:

owners(L1 � L2) = owners(L1) ∪ owners(L2)
readers(L1 � L2, O) = readers(L1, O) ∩ readers(L2, O)

A DLM labeled Java program can be analysed for security. The idea is that the
labels define the ways information is allowed to flow through the program. The
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security policy is that information may only flow upwards, i.e., from a position
labeled L1 to a position labeled L2 iff L1 � L2. Thus, to judge whether a program
is secure, it suffices to check all possible flows and verify that they follow this
flow policy. This is done by relabeling: values can change their label, when they
become assigned to new variables either by an assignment or by passing them
as parameters to methods.

Labels can be attached in Jif to usual Java programs much like type anno-
tations. The Jif compiler statically checks whether these labels are secure, i.e.,
whether the annotated labels match the actual information flow of the program.

3 Extract Method Refactoring with Jif

In this section, we approach a general solution how to build Jif labels into the
code so that refactoring with the Extract method is possible without changing
the security. The argument for security is revealed gradually while we develop the
solution step by step along a series of simple examples following the descriptive
structure of the ReL [11] framework. Finally, we will wrap up the individual
steps into a combined secure refactoring labeling for Extract method.

We use variables a, b, and c to illustrate also implicit information flows. We
specify the Jif labels such that a, b, and c are owned by Bob, a and c can be
read by Alice and Bob, while b can be read only by Bob.

c l a s s Test {
pr iva t e i n t {Bob −> Alice , Bob} a = 0 ;
pr iva t e i n t {Bob −> Bob} b ;
pr iva t e i n t {Bob −> Alice , Bob} c ; . . .

The following examples contain implicit information flows where assignment of
one variable is dependent via the control flow of the value of another variable.
This necessitates consideration of the pc-label as the so-called “begin-label” of
the extracted methods. Taking implicit flows into account allows us to generalize
in the end since the non-dependent case is entailed in this more difficult case.

3.1 Assignments

As a first application example we consider that the code block that has been
extracted in the refactoring into a method setB is a single assignment.

pub l i c void f {} ( ) { i f ( a == 0) { setB ( ) ; }}
pub l i c void setB {Bob −> Bob} ( ) { b = 4 ; }

When putting the assignment into the body of the newly extracted method,
we need to specify a begin-label for this method. This label must be an upper
bound for all pc-labels on which the method can be called. The label {Bob − >
Bob} is allowed, because it is stronger (greater with respect to �) than {Bob
− > Alice,Bob} which is caused by the condition of the if-statement above. By
contrast, the upper bound {Bob − > } (where “ ” stands for “all principals”)
for the pc-label is not allowed because {Bob − > } is weaker (�) than {Bob − >
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Alice,Bob} (since there are more principals besides Alice and Bob). Consequently
if we use this labeling for the extracted method setB, we obtain the following
warning from the Jif compiler: PC at call site more restrictive than begin-label
of setB().

An important question is, how we can calculate the begin-label for this refac-
toring in a constructive way without any help from the user of our method.
There are two options. First, we can evaluate the context of the method, which
means to consider all pc-labels, where the method is used. In this example we
would have obtained the begin-label {Bob − > Alice,Bob}. The second option
is to evaluate the body of the method, what we did. In this case we obtain the
stronger label {Bob − > Bob}, which is derived from the left side of the assign-
ment. The advantage of this second option in comparison to the first one is that
we obtain the strongest begin-label that is possible at all. This increases the
reusability of the method, because the begin-label represents the upper bound
of all pc-labels on which the method can be called. Another advantage is that
we can divide the refactoring Extract-Method in two sub-refactorings: Create-
New-Method and Replace-Code-With-Method-Call. For the first subrefactoring
we have usually not much knowledge of the context of the method. Hence, it is
an advantage to calculate the begin-label just based on information inside the
method. Note, in the rest of the paper the begin-label will be calculated from
the method body only.

In contrast to the previous program, the extracted method setBC in following
example includes two assignments.
pub l i c void f {} ( ) { i f ( a == 0) { setBC ( ) ; }}
pub l i c void setBC {Bob −> Bob meet Bob −> Alice , Bob} ( ){b = 4 ; c = 3 ;}

The upper bound for the pc-label is built by the disjunction of the b-label
{Bob − > Bob} and the c-label {Bob − > Alice,Bob}, using the meet operator.
Further the rule is generalizable in order to be applicable for an arbitrary number
of assignments.

3.2 Delegated (Iterated) Extract Method Refactoring

In contrast to the programs of Sect. 3.1, the extracted method setBC of the fol-
lowing example does not include the extracted assignment block directly. Instead,
the method setBC invokes two other new methods, the methods setB and setC,
delegating the assignments of the variables b and c.

pub l i c void f {} ( ) { i f ( a == 0) { setBC ( ) ; }}
pub l i c void setB {Bob −> Bob} ( ) { b = 4 ; }
pub l i c void setC {Bob −> Alice , Bob} ( ) { c = 3 ; }

The upper bound for the pc-label of the method setB is given by the b-label
{Bob − > Bob} and the upper bound for the pc-label of the method setC is
built by the c-label {Bob − > Alice,Bob}. In the actual extracted method setBC,
the upper bound for the pc-label is defined by the disjunction of the begin-label
of method setB and the begin-label of method setC.
pub l i c void setBC {Bob −> Bob meet Bob −> Alice , Bob} ( ){ setB ( ) ; setC ( ) ; }
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Again, the disjunction of two security policies can be built by the meet-operator
and the calculation rule can be generalized to arbitrary method calls.

3.3 Return Label of Extracted Method

In this final example, we consider an implicit information flow caused by return-
statements. If the method contains an if-statement, we need to propagate the
pc-label to the calling context. In this example we do this by the end-label of the
extracted method getB. In contrast to the begin-label of a method seen above,
the specification of the end-label represents a lower bound for the context, where
the method is used. Accordingly in the following example, the Jif-compiler has
to check that the end-label of method getB is less restrictive than the labels of b
and c. In other words, the end-label of getB defines a lower bound for the labels
of b and c. First, the end-label for the pc-label is built based on the information
outside the method. In this example, we construct it as the meet of the b-label
{Bob − > Bob} and the c-label {Bob − > Alice,Bob}.

pub l i c void f {} ( ) { b = getB ( ) ; c = getB ( ) ; }
pub l i c i n t getB ( ) : {Bob −> Bob meet Bob −> Alice , Bob }{

i f ( a == 0) return 4 ; e l s e return 10 ; }

However, this is not the weakest label. Hence, we recommend to calculate the
end-label from information inside the method based on the pc-labels of the
return-statements.

pub l i c i n t getB ( ) : {Bob −> Alice , Bob}{
i f ( a == 0) return 4 ; e l s e return 10 ; }

It may happen that the method-body contains more than one return-statement
and these are labeled with different labels. In this case we have to choose the
strongest one.

3.4 Wrapping It up

As a general method for constructing Jif labels for Extract method, we can
summarize a general procedure from the examples presented above.

1. The entry label of the extracted method needs to be the upper bound of the
variables assigned to in the extracted code block. This is constructed by the
meet operator (�) of these variables’ labels (see Sect. 3.1).

2. For an iterated Extract method refactoring, the label contruction of the higher
level extracted method is derived also by iteration of the previous step, i.e., we
assign the meet of the entry labels of the embedded methods (see Sect. 3.2).

3. The end-label of the extracted method should be constructed as the pc-label
of the return statement within the extracted method (see Sect. 3.3). In case
of several return statements the strongest one needs to be chosen (this is
equivalent to the join �).
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4 Results and Conclusions

The initial refactoring example can be made secure by applying the presented
method. We first label the class Printer to provide a new version called good-
Printer where the variables have Jif labels. Further we can see that the extracted
method has now a secure labeling following our method developed in Sect. 3.

c l a s s goodPr inter {
pub l i c void p r i n t I n f o {} ( ) {

i n t {Bob −> Alice , Bob} i = 5 ;
p r i n t ( i ) ;
i n t {Bob −> Bob}

count = getCountOf ( i ) ;
p r i n t ( count ) ; }

pub l i c void pr int In foComplete {}(){
i n t {Bob −> Alice , Bob} i ;
i n t {Bob −> Bob} count ;
f o r ( i = 0 ; i < 10 ; i++) {

pr in t ( i ) ;
count = getCountOf ( i ) ;
p r i n t ( count ) ; }}

pub l i c i n t {Bob −> Bob}
getCountOf {Bob −> Alice , Bob}
( i n t {Bob −> Alice , Bob} index ) :

{Bob −> Alice , Bob}{
i n t {Bob −> Alice , Bob} i = index ;
i n t {Bob −> Bob} count = 0 ;
whi le ( i != 0) {

count++;
i = i −−;

}
return count ; }

In this paper, we have considered a method to provide security enhanced refac-
toring for Java programs. We believe that we are the first to address the problem
of preserving security properties in the process of code refactoring. There is a
plethora of works addressing security properties of programs and some consider
structural aspects. But these works usually focus on composition of programs
and the security properties of the composition in relation to that of the com-
ponents, so-called compositionality of security, e.g., [6]. Our approach takes a
completely different angle since we address refactoring, i.e. code changes that
leave the program the same.
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Abstract. In the early age of the internet users enjoyed a large level
of anonymity. At the time web pages were just hypertext documents;
almost no personalisation of the user experience was offered. The Web
today has evolved as a world wide distributed system following specific
architectural paradigms. On the web now, an enormous quantity of user
generated data is shared and consumed by a network of applications
and services, reasoning upon users expressed preferences and their social
and physical connections. Advertising networks follow users’ browsing
habits while they surf the web, continuously collecting their traces and
surfing patterns. We analyse how users tracking happens on the web by
measuring their online footprint and estimating how quickly advertising
networks are able to profile users by their browsing habits.

Keywords: Privacy · Ubiquitous-tracking · Privacy metrics

1 Introduction

When users surf the web an intricate network of personalisation services tracks
their preferences by following their browsing habits. These data is used to pro-
vide tailored suggestions, in terms of products users could buy, resources they
might find interesting, social connections they might be interest to form. Per-
sonalisation services sometimes rely on different techniques to track users across
different websites and applications. Many of these techniques use cookies. For
example, Google Analytics service [7] uses cookies to measure user-interactions
on websites. Another set of these techniques uses web or app sessions left open by
the user. As an example someone might decide to check their web email account
and then continue to surf the web without signing out, therefore leaving their
session open. Yet another set of these techniques uses personalised features of
the user’s device or browser to restrict the pool of possible candidates among
their visitors. Features that might be used by advertising networks include per-
sonalised language or fonts settings, browser extensions and so on. By identifying
user through their accounts or unique features, analytics technologies can dis-
tinguish unique users across multiple devices or sessions.
c© Springer International Publishing Switzerland 2016
J. Garcia-Alfaro et al. (Eds.): DPM and QASA 2015, LNCS 9481, pp. 273–280, 2016.
DOI: 10.1007/978-3-319-29883-2 20
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1.1 Contribution

We have observed how users are tracked across the web and how the displayed
advertising is tailored even after they have visited a few websites with a certain
interest bias. In our study we analyse how quickly advertising networks can
identify a user and start tracking them by measuring the distance between the
measured user profile and the advertising profile. We introduce a set of metrics
to express this distance and measure the number of web sites visited after which
the distance between the advertising profile and the user profile is less then a
certain threshold.

It is important to know that we have consider the case for which users are not
registering, neither connecting any external account, as it could be the case with
services like: Facebook, Google+, Twitter, and so on. We shall also point out
that we have concentrated our study onto a single advertising network: Google.
We reserve to future studies the possibility to include and analyse also other
networks.
The main contributions of this paper are the following.

1. Introducing a model of the user online footprint.
2. Measuring how quickly a user is uniquely identified and tracked by an adver-

tising network.
3. Introducing a measure of similarity between the user profile and the observed

advertising profile.

2 Background

Information regarding locations, browsing habits, communication records, health
information, financial information, and general preferences regarding user online
and offline activities are shared by different parties online. This level of access is
often directly granted from the user of such services. In a wide number of occasion
though, private information are captured by online services without the direct
user consent or even knowledge. We believe that the privacy and sensitiveness
of the information becoming accessible to third parties can be easily overlooked.

Personal computers and more generally communication devices that are car-
ried around by people are capable of being located, identified and tracked across
different locations, networks and services [8]. All these devices can therefore be
used for a variety of surveillance activities, which are in itself detrimental to the
user’s interests. Until recently in fact, the cost of surveillance and tracking of
people and activities was proportional to the cost of directly reaching, asking or
following a single person or a group of people. Technology therefore enhances the
surveillance capabilities by introducing tools that allow the collection of infor-
mation arising from a person’s activities. This information can furthermore be
combined and inferred, therefore offering a more complete picture of that person.

For example, to personalise their services or offer tailored advertising, web
applications could use tracking services that identify a user through different net-
works [5,14]. These tracking services usually combine information from different
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profiles that users create, for example their Gmail address or their Facebook or
LinkedIn accounts. In addition specific characteristics of the user’s device can
be used to identify them through different sessions and websites, as described
by the Panopticlick project [4].

Browser fingerprinting is a technique implemented by analytics services and
tracking technologies to identify uniquely a user while they browser different
websites. Different features of a specific browser setup can be used to identify
uniquely a user. Supported languages, browser extensions or installed fonts [2]
can be used to identify a browser setup among others. More advanced techniques
distinguish between browsers’ JavaScript execution characteristics [9]. These fea-
tures are particularly interesting since they are more difficult to simulate or mit-
igate in practice. Targeting JavaScript execution characteristics actually means
looking at the innate performance signature of each browser’s JavaScript engine,
allowing the detection of browser version, operating system and microarchitec-
ture. These attacks can also work in situations where traditional forms of system
identification (such as the user-agent header) are modified or hidden. Other tech-
niques exploit the whitelist mechanism of the popular NoScript Firefox exten-
sion.This mechanism allow the user to selectively enabling web pages’ scripting
privileges to increase privacy by allowing a site to determine if particular domains
exist in a user’s NoScript whitelist.

It is important to note that while tracking creates serious privacy concerns for
internet users, the customisation of results is also beneficial to the end user [3].
In fact, while tailored services offer to the user only information relevant to
their interests, it also allows some companies and institutions to concentrate an
enormous amount of information about internet users in general. [12] investigate
user profiling and access mechanisms offered by online data aggregator to users’
collected data. Both the collected data and its accuracy was analysed together
with the user’s concerns. In their findings about 70 % of the participants to the
study expressed some concerns about the collection of sensitive data, its level of
detail and how it might be used by third parties, especially for credit and health
information.

It has been shown how most successful tracking networks exhibit a consistent
structure across markets, with a dominant connected component that, on aver-
age, includes 92.8 % of network vertices and 99.8 % of the connecting edges [6]. [6]
have measured the chance that a user will become tracked by all top 10 trackers
in approximately 30 clicks on search results to be of 99.5 %. More interesting, [6]
have shown how tracking networks present properties of the small world net-
works. Therefore implying a high-level global and local efficiency in spreading
the user information and delivering targeted ads.

3 Modelling the User’s Footprint

We model the user’s activity as series of events belonging to a certain identity.
Each event is a document containing different information. We can formally
defined this as a hypermedia document i.e. an object possibly containing graph-
ics, audio, video, plain text and hyperlinks. We call the hyperlinks selectors and
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we use these to build the connections between the user’s different identities or
events. Each identity is a profile that the user has created onto a service or plat-
form. This can be an application account or a social network account, such as
their LinkedIn or Facebook unique IDs. An event is an action performed by the
user, like visiting a website or creating a post on a blog.

We aggregate keywords each time the user creates a new event by visiting
a different url. These keywords constitute the user profile of interests (Fig. 1).
A tractable model of the user profile as a probability mass function (PMF) is
proposed in [10,11] to express how each keyword contributes to expose how many
times the user has indirectly expressed a preference toward a specific category.
We consider that the user expresses a preference when they visit a webpage
categorised with a certain keywords. This model follows the intuitive assumption
that a particular category is weighted according to the number of times this has
been counted in the user profile.

We define the profile of a user um as the PMF pm = (pm,1, . . . , pm,L), concep-
tually a histogram of relative frequencies of tags across the set of tag categories T .

Similarly, we define the profile of an ads in as the PMF qn = (qn,1, . . . , qn,L),
where qn,l is the percentage of tags belonging to the category l which have been
assigned to this specific advertising item. Both user and ads profiles can then be
seen as normalised histograms of tags across categories of interest. Our profile
model is in this extent equivalent to the tag clouds that numerous collaborative
tagging services use to visualise which tags are being posted, collaboratively
or individually by each user. A tag cloud, similarly to a histogram, is a visual
representation in which tags are weighted according to their relevance.

In view of the assumptions described in the previous section, our privacy
attacker boils down to an entity that aims to profile users by representing their
interests in the form of normalised histograms, on the basis of a given categori-
sation.

3.1 A Metric of Similarity

We consider the third party advertising network to operate like a recommenda-
tion system, that suggest products or services that might be of interest for the
user, based on their preferences. A recommendation system can be described as
an information filtering system that seeks to predict if the user is interested or
not in a particular resource. We assume that the ad server suggest advertising
based on a measure of similarity.

We measure the user profile, as previously described, as an histogram of
their recorded preferences, and the advertising profile as an histogram of the ads
that the user has received. We use the 1 − norm as a measurement of how the
advertising network is tracking the user profile:

‖pm, qn‖1 =
∑

i

|pmi − qni|
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Fig. 1. Here we show an example of user profile expressed in absolute terms by counting
the number of keywords in each category for a browsing session. We model user and
advertising profiles as histograms of tags keywords a set of predefined categories of
interest.

4 Experimental Methodology and Results

We analysed the browsing habits of 86 users of Twitter, by observing the set
of websites they share in their feed. We assumed that the articles shared on
twitter are a subset of the website that each users visit every day. Yet if they
are active Twitter users, these websites will express their interest bias towards
certain categories. Please note that we only consider the links shared on the
platform as a sequence of website that the user might have visited. These sites
are therefore surfed in our simulation environment. Here we pretend that a user
is going through their reading list of sites and we measure how the advertising
changes in the page and adapts to their profile. The user is simulated by a
software agent opening the urls and surfing the page for a certain arbitrary
amount of time.

In our simulated environment the users are not logged in Twitter or any
other account.

For each users we analysed the websites and collected keywords for the shared
articles. We used both the meta information contained in the page, as well as
extracted keywords from the actual text of the page by using the Rapid Auto-
matic Keyword Extraction (RAKE) [13] algorithm. Each keyword was evaluated
against Open Directory Project (DMOZ) [1] for classification within top levels
categories.

Once the user profile was calculated the advertising profile is evaluated. The
advertising profile is extracted from url parameters contained in third party
requests. We have considered only Google ads for the purpose of this study.
These parameters are again evaluated against DMOZ for classification within top
levels categories.
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At each step the linear norm between the advertising profile and the actual
user profile is evaluated.

By profiling users’ browsing events using a hypermedia document structure
we were able to show how each event contains a set of features regarding the user
identity and the page that was visited. We have therefore categorised each event
by using the keywords contained in the meta information present in the page
and the page text itself (Fig. 1). We have observed how a large and sophisticated
advertising network such as Google is able to profile users quickly and only in a
few visits (Figs. 2 and 3).

Fig. 2. The figure illustrates how the norm between the advertising and the browsing
profile decrease of approximately 20 % in two subsequents visits and only in 15 s

Fig. 3. The figure compare the 1-norm decrease for three different users in a short
timespan. This shows how, when a user surf websites in a specific category the adver-
tising slowly adapts to the new category and the norm decreases. When the category
changes the advertising needs to adjust again.
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We have found how our hypermedia model is particularly suited for big data
analysis and how it allows a user to keep their online footprint under control
by understanding precisely which websites have introduced certain keywords in
their profile. Eventually this technique would allow the user to implement more
precise Privacy Enhancing Techniques (PETs) to masquerade their profile to
advertising networks.

5 Conclusions and Future Work

Using a hypermedia model to capture the footprint that users leave online while
surfing the web has proven a promising technique. Particularly the model is
able to capture both the single categorisation that each webpage introduce as
well as time series analytics and breaking up of third party tracking per adver-
tising network. We have also shown how web tracking by large advertising net-
works happens very quickly in a few subsequent visits to websites in the network
(Figs. 2 and 3). In future research we would like to further explore the hypermedia
model introduced, while continuing to understand how quickly web advertising
is able to match the served ads with the actual user profile. This would allow
us to understand if different profiles for the same users can be somehow linked
together within similar advertising networks. We are also particularly interested
in measuring how social networks sharing buttons and/or commenting services,
included on websites, are able to track users even when these have not signed
in with their account. We reserve the study of their capabilities to future inves-
tigations. More over we want to enlarge the set of users analysed by testing
on logs from a real world small computer network, while also introducing new
metrics to our study. In particular we are already planning to consider: 2-norm,
KL-Divergence between the advertising profile and the observed user profile,
Fisher information. We also believe in the importance to provide users with sim-
ple visualisation tools able to show the user their online footprint and allowing
them to take action to masquerade their interests profile or simply block certain
networks.
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Abstract. There are many privacy concerns related to the use of social
networks, in particular the posting of pictures and controlling who has
access to them. In this paper we introduce a solution for the distribution
of personal or sensitive pictures. Our aim is to provide a method for
secure and privacy friendly picture sharing through social networks, that
allows users to encrypt sensitive regions in pictures (particularly, faces) in
a reversible, non-intrusive way, leaving the rest of the picture unaltered.
This way, any image can be freely published and distributed on any social
network, and viewed by as many users as the platform allows, while the
protected parts are only accessible with the corresponding key. Once the
key for a particular region has been acquired, the receiver of the picture
can decrypt this region without downloading any additional information.
The core of our proposal is a C library, which efficiently integrates an
encryption/decryption algorithm with the encoding/decoding process.
We have also released an Android application, LockPic, and a companion
key server that showcase all the functionality mentioned in this work.

Keywords: Partial image encryption · Privacy in social networks ·
Reversible image scrambling

1 Introduction

Nowadays social networking is booming; and with it, the public sharing of per-
sonal photographs. From a privacy point of view, as soon as a user publishes a
picture, he or she loses all control over it. Even if that content is later removed
from the servers, other users that have stored it can share it again indefinitely,
even contrary to the wishes of the original owner. The situation worsens when
the picture involves other people who may not wish the content to be shared (or
even be aware of it) or when legal restrictions apply to the subjects, as is the
case for children in most countries; or when some of the subjects have certain
notoriety.

Traditional protection mechanisms do not fit well in this scenario. Instead
of protecting the whole picture only critical parts of it should be protected or
hidden. This will allow other members of the social network to preview the
picture without compromising the privacy of the users in the picture. Usually,
c© Springer International Publishing Switzerland 2016
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faces are the target for protection but other elements might need to be hidden
too, e.g. number plates. The advantage of reversible hiding is that authorized
users are able to recover the whole picture while non-authorized users only get
the public parts.

There are three parameters that we need to take into account when proposing
a solution:

– Usability. The hiding technique should be as unobtrusive as possible and
should be lightweight enough to run smoothly in mobile platforms.

– Interoperability. It should be easy to integrate the hiding process with the
photo sharing work flow.

– Security. It should be hard enough to recover the original picture without
knowing the key material used for hiding the critical parts.

The centre of our proposal is a C library, based on OpenSSL and open-source
JPEG codecs, which integrates cryptographically strong encryption (AES) in the
encoding process of JPEG pictures. The LockPic app1 is built upon this C library
an is able to encrypt sensitive parts of a picture and decrypt them afterwards.
We have also implemented a companion Key Server that is used to convey the
cryptographic keys used to protect the pictures.

2 Related Work

There are many proposals for partial or selective encryption of pictures and
videos in the literature [8]. If we focus on still pictures, most of them rely
on the use of the JPEG2000 format [3], that provides a better basis for par-
tial encryption but has a major drawback: it is mostly unsupported by current
social networks and web browsers. In this section we focus on solutions based on
JPEG [5].

In the following paragraph we briefly summarize how JPEG images are
encoded, in order to explain how the encryption mechanism can be integrated.
An image has between 1 and 3 channels: a luminance channel, and up to 2
chrominance channels. Each channel is broken down into square blocks, called
MCU (Minimum Coded Units) upon which encoding is performed separately.
Each MCU undergoes a discrete cosine transformation, and the 64 coefficients
corresponding to the lowest frequencies (the ones which human eyes can dis-
tinguish best) are kept. These values are rounded, to maximize the number of
zeros between them; this step, called quantization, introduces losses. Finally,
this sequence of 64 numbers is compressed without loss, using Huffman encod-
ing. This clearly points to an optimal place where to perform the encryption
process as the set of 64 coefficients obtained after quantization suffer no further
losses beyond this point.

In [2] authors present an approach that could be used for privacy preserving
video surveillance. Later in [7] they adapted their approach to support JPEG

1 https://www.nics.uma.es/lockpic.

https://www.openssl.org/
https://www.nics.uma.es/lockpic
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and provide a prototype iOS application, Proshare. Their solution is based on
flipping the sign of the coefficient in the encoded image, i.e. using any crypto-
graphically secure pseudo random bit sequence generator, the sign of a coefficient
is changed for a 1, or kept as a 0. Although this scheme works well in general, its
application to high resolution images is limited because the scrambling becomes
less noticeable for all proposed encryption levels, except for the ultra-high level
that encrypts the DC components using a one time pad. Unfortunately, there
is not enough information about what kind of PRNG is used for sign flipping
and one time pad encryption in the ultra-high level in order to evaluate the
real strength of this proposal. Another important aspect is that scrambling and
descrambling on client application and automatic key distribution is not sup-
ported in the prototype at the time of writing.There are some other approaches
[6,11] that also base their encryption algorithm on a pseudo-random shift on the
JPEG coefficients, trying to keep enough information for the whole image to be
“homogeneous” but at the same time trying to limit the chances to recognize
the scrambled portion.

The main security risk of schemes based on flipping/shifting the signs of the
JPEG coefficients based on some random patterns is that brute force attacks
can reconstruct the pattern taking advantage of the characteristics of the image
by looking at the neighbouring pixels of the scrambled area in the first phase
and iterating from the edge to the centre. Furthermore, its visual output is fairly
obtrusive, as seen in Fig. 1a.

To mitigate the visual impact, we can follow the idea described in [11]: always
keeping the most significant coefficient (DC), and pseudorandomly shifting the
remaining 63. The effects of this alteration make the output visually acceptable,
as shown in Fig. 1b. However, this not only makes the algorithm less secure
from a theoretical point of view (by exposing even more information), but also
in practice. Encrypting only the signs of the AC coefficients has been proven
insecure for video contents [4]. The DC, which holds colour information, remains
unaltered. This means that the average colour in any encrypted MCU will be
the same as prior to encryption. For a large enough image, an MCU basically
behaves as a pixel; therefore making the encryption irrelevant to the naked eye
(even if information is altered) as we mentioned before. This is shown in Fig. 1c.
This is roughly the same effect that all encryption levels will suffer from, apart
from the ultra-high in [7].

One of the key aspects of all these proposals is that the scrambled image con-
tains all the information needed to recover the original image given the encryp-
tion key. From a practical perspective, this seemed to be a good starting point,
since the algorithm for encryption and decryption is very simple and efficient. In
[9], the authors present a solution that stores some encrypted information needed
to recover the image in the Cloud. Their solution is based on a proxy that inter-
cepts all the images downloaded from the social network and decrypts them on
the fly, providing a transparent decryption service. Although the authors claim
that their solution only adds minimal photo storage overhead in the Cloud, it is
true that they add a new dependency. Also, the transparent proxy is harmless
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(a) All coefficients (b) All except DC small (c) All except DC medium

Fig. 1. Pseudorandomly shifted coefficient signs

in HTTP connections but can cause some security and trust issues when using
HTTPS, which is the current standard in social networks.

In [10] they take a different approach, instead of encrypting some parts of the
image they used a JPEG file as a container for an encrypted image. Their focus
is to preserve recoverability of the container JPEG in common social networks,
i.e. resistant to JPEG re-compression. Their solution is based on Javascript,
providing browser side decryption of the image without requiring any server
to store encrypted parts of the image but fails to protect only parts of the
images, their proposal is encrypt all or nothing. As the container JPEG is not
representative of the shared picture this scheme is somewhat equivalent to just
sharing a link to the protected picture.

Another issue that is usually disregarded in most proposals is the usability
of the application. Some applications assume there is a given box in the picture
to be protected but how the coordinates are defined and how the protection is
activated is not mentioned. In [1] the authors propose the use of QR codes as
wearable Tags to activate the protection mechanism. In their approach, users
who wear a Privacy.Tag, i.e. a printed QR code, are recognized when taking a
picture and their face is automatically protected based on their preferences.

3 The Encryption/decryption Module

Our proposal is based on an C library that performs JPEG encoding/decoding at
the same time as encryption/decryption. This core C library requires symmetric
keys for the encoding and decoding of JPEG pictures.

We plan the following requirements for the encryption/decryption process: It
has to be reversible; the output of the encryption must still be a valid image
in a standard format; and the process should be cryptographically secure. We
aim to distort, beyond recognition, any encrypted region in the picture, leaving
the rest fundamentally unaltered. The encryption/decryption procedure should
be lightweight, and produce encrypted files of a manageable size. Furthermore,
ideally, obfuscated regions in the encrypted image should be visually unobtrusive
with respect to the rest of the picture; i.e., colours and the rough outline of the
picture should remain similar to the original. This latter requirement, in a way,
conflicts with the desired distortion. The higher the distortion level gets, the
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more obtrusive the output becomes. We have tried to find a compromise in the
distortion level, favouring security over aesthetics.

Our first approach was to use an encryption mechanism based on secure
permutations of pixels in the regions to be obfuscated; but that meant relying
on the BMP format, which posed several problems - principally speed and output
size. In Fig. 2a we can see that the randomization of pixels preserve the colours
of the original picture but not the shape of the underlying face. This can be
partially solved by decomposing area of interest in small tiles, applying the
pseudo randomization only in the tiles. In Fig. 2b we can see that the encryption
is less intrusive in this case. As mentioned before the main problem of working
at the bitmap level is the size of the pictures. If we later convert the resulting
images into a compressed format we have some issues with colour distortion,
Fig. 2c that can not be easily solved. After the evaluation of the pros and cons,
we took a completely different approach to encryption, instead of considering
the image as a matrix of pixels, we directly targeted JPEG-encoded images, and
worked on the integration of the encryption process inside the JPEG codec.

(a) Randomization of pixels (b) Using tessellation (c) JPEG decoding halo

Fig. 2. Bitmap level encryption

In our proposal, the sequence of all non-zero coefficients in each MCU is
encrypted using a standard symmetric cipher, specifically we use AES in OFB
mode, resulting in a new set of coefficients. It is important to note that this
scheme does not in any way respect the original distribution of colours. However,
irrespective of the size of the image, the encrypted regions will remain fully
obfuscated. In Appendix B there is a sample encryption output.

We decided to encrypt only the non-zero coefficients in order to preserve the
effectiveness of the compression algorithm. Huffman encoding takes advantage of
long runs of zeros, but those patterns are removed if we encrypt all coefficients.
In practice, encrypting all coefficients resulted in JPEG images which, even if
smaller than their BMP counterparts, were still too big to be conveniently man-
ageable. We admit that this weakens the scheme (as opposed to also encrypting
zeros) because we are openly revealing which coefficients are null and which are
not. Still, this information is largely insufficient to reconstruct an image, and in
exchange, it allows the encrypted images to be the size of a regular JPEG file.

This scheme fulfils most of the requirements we initially planned for the
encryption procedure: it is indeed reversible, completely obfuscates the encrypted
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regions, and does not affect any other region in the image. The size of
the encrypted files is almost the same as the original file and the encryp-
tion/decryption process is fast and lightweight. There are also some negative
aspects to our proposal. Firstly, it implies some degree of quality loss (unavoid-
able due to the conversion to JPEG, which is always lossy). Secondly, the
encrypted areas are very obtrusive in the picture. It should also be noted that
this implementation is not tolerant to further compression of the image.

The fact that some social networks recompress pictures in order to optimise
storage and network bandwidth may force us to use some external services for
storing protected pictures (e.g. Flickr, ImageShack, Dropbox, etc.), sharing only
the link to the picture instead of the picture itself. This way the social network
will only store the preview of the picture, whereas the original picture can always
be retrieved from the external service. However there are social networks that
do not recompress the pictures and keep the original metadata, (e.g. Google+)
in which we do not need an external service.

4 LockPic Elements and Security Model

We assume pictures are stored by their owner in a service of their choice. It
can be a social network or a photo sharing service, but the user can also share
pictures using email or other means. We assume this server will not alter the
pictures but it might be interested in learning the protected contents.

The key server is queried by the LockPic application using a secure channel,
whenever a picture needs to be decrypted or encrypted. The key server does
not know anything about the contents of the picture, only some metadata and
the encryption keys. This way, pictures and the keys needed to encrypt/decrypt
them, are stored in different trust domains.

The key server and the photo sharing service are considered honest-but-
curious servers. We assume they will not collude to try to compromise the user’s
privacy. The Key Server will only provide keys to authorized users and will
generate keys and IDs for pictures as instructed. The photo sharing service is
trusted not to alter pictures but there are no additional requirements as to whom
is granted access to the encrypted pictures. Other users can interact with both
services using the standard APIs and are not supposed to be trusted. Users can
collude among themselves and can have access to all pictures stored in the photo
sharing service but can only get keys according to the access granted in the Key
Server.

The encryption work flow (Fig. 3a) consists of four steps. It usually starts
when a picture is taken using the LockPic application but users can also select a
picture already stored in their phone. The application will then show the picture
to the users and prompt them to select which areas need protection and who
is going to be able to access them. After that, the Key Server is queried by
the application using a secure channel, in order to get the encryption key for
each area of interest. The application sends the name and the dimensions of the
picture as well as the list of coordinates for each of the boxes that need to be

https://www.flickr.com
https://imageshack.us
https://www.dropbox.com
https://plus.google.com/
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encrypted together with the list of users that are granted access to them. The
Key Server generates a random ID for the picture and stores the information
about the protected boxes in the database. Then, the server sends back the ID
and the list of encryption keys corresponding to each of the boxes requested, one
key per box. We explain the details of the key generation in Appendix A.

The application passes the encryption keys, coordinates and ID to our modi-
fied JPEG encoding library that will encrypt the boxes using the corresponding
keys and include the ID in the system of the picture. The ID needs to be present
in the metadata of the picture in order to allow other users to query the decryp-
tion keys. Finally, the application shows the encrypted image and offers the user
some sharing choices.

As shown in Fig. 3b the decryption work flow consists of three main steps and
is triggered each time the user receives an encrypted picture. First, the picture
is loaded by the LockPic application. The ID of the picture is extracted from
the metadata. Second, the application authenticates the user against the Key
Server and submits the picture ID in order to get the keys for the boxes they
have access to. The Key Server gets from the data base the list boxes present
in the picture based on the picture ID. For each box it checks whether the user
has been granted access or not. Then, it returns to the application the list of
boxes that the user has been granted access to, together with the corresponding
decryption keys. Finally, the application passes on the list of boxes and keys to
the modified JPEG decoding library.

Pictures

Keys

2

4
3

1

(a) Encryption Work Flow

Pictures Keys

1 2

3

(b) Decryption Work Flow

Fig. 3. LockPic Encryption and Decryption Work Flows

Access rights can be modified by the owner of the picture at any time. Users
can request from the Key Server the list of picture IDs that has been generated
for them, together with the coordinates of the encrypted boxes and the users that
are currently granted access. They can add new users or delete existing ones from
current boxes, however they cannot create new boxes. With the current API, the
application needs to request a new picture ID when the users want to modify or
delete existing boxes, or create new ones.

The Key Server provides the encryption/decryption keys to the users based
on the picture ID and the user ID, hence the first step is to be able to authenticate
users against the Key Server. We have used Google Accounts for authentication
in order to take full advantage of the Google ecosystems. This way, authentica-
tion of users is transparently managed by the Android operating system and the
Google App Engine where we have deployed an instance of the Key Server.
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5 Conclusions and Future Work

The LockPic application has been implemented as a prototype to showcase the
functionality of the C library for simultaneous JPEG encryption/decryption and
encoding/decoding. We have released the source code of the application and the
key server in order to demonstrate the feasibility of our approach and help other
built upon our work.

As for future work, we would like to explore other architectures, authentica-
tion flows, and key distribution methods that can work without the need of an
on-line key server and include our functionality in messaging applications (e.g.
Telegram). We can use an hybrid approach where the symmetric keys used to
encrypt each region are encrypted with the public key of the intended recipients.
Challenges in this scenario will be to optimize the size of the metadata needed
to encode the cryptographic keys. We would also like to broaden the reach of
our work - release the encryption module as a standalone C library, and release
the application for other operating systems. Another important issue that is not
tackled in the present paper is how to keep track of who is accessing your pic-
tures. We think our approach can be easily adapted to provide a better view of
who has accessed the pictures based on the release of decryption keys. However,
this will require modifications both on the client - and server - side.

Acknowledgements. The research leading to these results has received funding from
the Junta de Andalućıa through the projects FISICCO (P11-TIC-07223) and PISCIS
(P10-TIC-06334). We also thanks the anonymous reviewers for their valuable com-
ments.

A Managing Encryption/decryption Keys

Apart from providing a proper security level and an efficient implementation,
one relevant challenge is to properly manage all the encryption keys used in
the system. We propose a centralised approach where all keys are stored in the
trusted Key Server.

It is essential that the server is able to uniquely identify images in order
to be able to generate unique keys for each picture and region in it. As we
have mentioned, the Key Server randomly generates a unique identifier for each
protected picture that is sent back to the LockPic application at encryption time.
This unique ID is included in the metadata of the encrypted picture. Another
approach could be to use the hash of the picture as ID. The problem of using the
hash as the ID is that the hash has to be performed in the mobile application,
which might be an expensive operation depending on the size of the picture, and
could present security problems in the case that hash collisions are found. More
importantly, the key server would be able to analyse some usage patterns as it
would be able to recognize if two different users encrypt the same picture.

As mentioned, the key generation process is performed on the server side.
Our initial approach was to generate a separate key for each protected region in

https://telegram.org/
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every image. This, however, posed some problems because, due to the speed at
which random numbers may be needed, the Random Number Generator (RNG)
might act as a bottleneck. It would also be difficult to estimate the size of the
key store as it would grow in proportion to the number of regions protected.
Since having different keys for different regions is mandatory in order to allow
for fine grain access control to regions, we have taken the following approach.

For each user, U , a master secret, MSU is randomly generated at the first
access. For every region to encrypt, this secret is concatenated with the picture
identifier, ID, and the coordinates of the region, r = {x0, y0, x1, y1}; a secure
hash function is subsequently applied on this string of bits, and its output is
used as the encryption key for the region, i.e.

keyU,ID,r = hash(MSU ‖ ID ‖ x0 ‖ y0 ‖ x1 ‖ y1)

The main advantage of this design is that it only uses the RNG once per
user and that the number of keys managed by the Key Servers is linear on the
number of users, thus independent from the number of pictures or encrypted
boxes.

B The LockPic App

The LockPic App uses a very simple user interface with three different choices:
Encrypt, Decrypt and My Pictures. The first choice triggers the encryption mech-
anisms, users are prompted to choose a picture from the gallery and are required
to select which regions need to be protected. The selection of protected (Fig. 4a)
areas can be performed manually, by placing a box over the desired regions
and scaling it by dragging the lower-right corner. Another option is to rely on
Android face detection APIs in order to get boxes over the detected faces. In
any case, boxes can be easily rearranged and scaled with one finger movement.

(a) Regions selection (b) Encrypted result (c) My Pictures

Fig. 4. LockPic user interface
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Once the regions have been selected, the user is prompted to select which
contacts are authorized to decrypt each of the regions. This step can be skipped
and new permissions can be set up later on. Then, the encrypted image (Fig. 4b)
that will be stored in the LockPic folder is shown.

Decryption is performed by checking the picture ID included in the meta-
data and requesting from the key server the corresponding decryption keys.
The decrypted image is shown to the user but never stored in the file system.
LockPict also provides users with the opportunity to review their access control
policies (Fig. 4c). It retrieves from the key server all picture IDs created by the
user together with their associated encrypted regions and the list of authorized
users and gives the user the choice to modify (add or remove) the users allowed
to view each of the regions.
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