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Preface

The International Conference on Business Process Management (BPM) is the premium
forum for researchers, practitioners, and developers in the area of BPM. This year, the
Steering Committee welcomed the idea of creating a new sub-track, called the “BPM
Forum,” with separate proceedings, in the spirit of the successful CAiSE Forum.
The BPM Forum took place together with BPM 2016 during September 18–22 in Rio
de Janeiro, Brazil, hosted by the Federal University of the State of Rio de Janeiro.

The forum aimed at gathering papers that showcase fresh ideas and emerging topics in
the BPM discipline. The papers had to demonstrate potential for stimulating interesting
discussions at the conference, even if they were not yet at the same level of maturity as the
regular papers that are accepted at BPM. We selected these papers from those that were
not accepted to BPM 2016, based on the recommendation of the senior Program Com-
mittee members, after discussing with the Program Committee (PC) members that were
assigned to review the papers. Special care was taken to avoid overlap with the workshops
associated with the BPM Conference.

As a result, we selected 13 papers out of 106 papers. The papers in this volume
cover topics related to process modeling, process execution, and to management
aspects of the BPM discipline. Each paper was reviewed by four PC members and by
one senior PC member who moderated the discussion and wrote the meta-review.
Overall, the review process involved 20 senior PC members and 89 PC members.

We would like to express our gratitude to the BPM Steering Committee for wel-
coming the idea of the BPM Forum, and to Flavia Maria Santoro, the organizing chair,
and her team, for helping us with its implementation. We would also like to thank the
PC and the broader reviewer community for their dedicated commitment, and in par-
ticular the senior PC members for moderating the review process and preparing the
paper recommendations. Finally, we would like to congratulate the authors of all
submitted and accepted papers for their high-quality work, and thank them for choosing
the BPM Forum as their outlet for publication.

We hope you will find this volume an interesting reading to stimulate your BPM
thinking.

September 2016 Marcello La Rosa
Peter Loos

Oscar Pastor
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Resource Allocation with Dependencies
in Business Process Management Systems

Giray Havur(B), Cristina Cabanillas, Jan Mendling, and Axel Polleres

Vienna University of Economics and Business, Vienna, Austria
{giray.havur,cristina.cabanillas,jan.mendling,axel.polleres}@wu.ac.at

Abstract. Business Process Management Systems (BPMS) facilitate
the execution of business processes by coordinating all involved resources.
Traditional BPMS assume that these resources are independent from one
another, which justifies a greedy allocation strategy of offering each work
item as soon as it becomes available. In this paper, we develop a for-
mal technique to derive an optimal schedule for work items that have
dependencies and resource conflicts. We build our work on Answer Set
Programming (ASP), which is supported by a wide range of efficient
solvers. We apply our technique in an industry scenario and evaluate its
effectiveness. In this way, we contribute an explicit notion of resource
dependencies within BPMS research and a technique to derive optimal
schedules.

Keywords: Answer Set Programming · Optimality · Resource
allocation · Resource requirements · Work scheduling

1 Introduction

Business Process Management Systems (BPMS) have been designed as an inte-
gral part of the business process management (BPM) lifecycle by coordinating
all resources involved in a process including people, machines and systems [1].
At design time, BPMS take as input a business process model enriched with
technical details such as role assignments, data processing and system interfaces
as a specification for the execution of various process instances. In this way, they
support the efficient and effective execution of business processes [2].

It is an implicit assumption of BPMS that work items are independent from
one another. If this assumption holds, it is fine to put work items in a queue and
offer them to available resources right away. This approach of resource alloca-
tion, can be summarized as a greedy strategy. However, if there are dependencies
between work items, this strategy can easily become suboptimal. Some domains
like engineering or healthcare have a rich set of activities for which various

Funded by the Austrian Research Promotion Agency (FFG) grant 845638 (SHAPE).

c© Springer International Publishing Switzerland 2016
M. La Rosa et al. (Eds.): BPM Forum 2016, LNBIP 260, pp. 3–19, 2016.
DOI: 10.1007/978-3-319-45468-9 1



4 G. Havur et al.

resources, human and non-human, are required at the same time. Resource con-
flicts have often the consequence that working on one work item blocks resources
such that other work items cannot be worked on. This observation emphasizes
the need for techniques to make better use of existing resources in business
processes [3].

In this paper, we address current limitations of BPMS with respect to taking
such resource constraints into account. We extend prior research on the inte-
gration of BPMS with calendars [4] to take dependencies and resource conflicts
between work items into account. We develop a technique for specifying these
dependencies in a formal way in order to derive a globally optimal schedule for
all resources together. We define our technique using Answer Set Programming
(ASP), a formalism from logic programming that has been found to scale well
for solving problems as the one we tackle [5]. We evaluate our technique using
an industry scenario from the railway engineering domain. Our contribution to
research on BPMS is an explicit notion of dependence along with a technique to
achieve an optimal schedule.

The paper is structured as follows. Section 2 presents and analyzes an indus-
try scenario. Section 3 conceptually describes the resource allocation problem.
Section 4 explains our ASP-based solution and how it can be applied to the
industry scenario. Section 5 evaluates the solution. Section 6 discusses related
work. Section 7 summarizes the conclusions of the work and the future steps.

2 Motivation

In the following, we describe an industry scenario that leads us to a more detailed
definition of the resource allocation problem and its complexity.

2.1 Industry Scenario

A company that provides large-scale technical infrastructure for railway automa-
tion requires rigorous testing for the systems deployed. Each system consists of
different types and number of hardware that are first set up in a laboratory. This
setup is executed by some employees specialized in different types of hardware.
Afterwards, the simulation is run under supervision.

Figure 1 depicts two process models representing the setup and run phases
of two tests. We use (timed) Petri nets [6] for representing the processes. The
process activities are represented by transitions (ai). The number within square
brackets next to the activities indicates their (default maximum) duration in
generic time units (TU). The numbers under process names indicate the start-
ing times of the process executions: 8 TU for Test-1 and 12 TU for Test-2.
The processes are similar for all the testing projects but differ in the activities
required for setting up the hardware as well as in the resource requirements asso-
ciated with them. Certain resources can only be allocated to activities during
working periods, i.e., we want to enforce time intervals (so called breaks) where
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Fig. 1. Workflow for two projects

some resources are not available. In our scenario, no resource is available in the
intervals [0, 8), [19, 32), [43, 56), and [67, 80).

For completing tests, the available non-human resources in the organization
include 13 units of space distributed into 2 laboratories (Table 1) and several
units of 3 types of hardware (Table 2). The human resources of the company
are specialized in the execution of specific phases of the two testing projects,
whose activities are able to complete in a specific time. Table 3 shows available
resources in different process phases and therefore, their ability to conduct cer-
tain activities along with their years of experience in the company in square
brackets.

The requirements on the use of such resources in the process activities are
shown in Table 4. Each process activity requires a specific set of resources for its
completion. For instance, three of the activities involved in the setup of Test-1
require 1 employee working on 1 unit of the hardware HW-1 in a laboratory; 1
setup activity requires 1 employee working on 1 unit of the hardware HW-2 in
a laboratory; and the run activity requires 4 employees. Besides, a test can only
be executed if the whole setup takes place in the same laboratory.

The aim in this scenario is to optimize the overall execution time of simul-
taneous tests and consequently, the space usage in the laboratories.

2.2 Insights

The resource allocation problem1 deals with the assignment of resources and
time intervals to the execution of activities. The complexity of resource allo-
cation in BPM arises from coordinating the explicit and implicit dependencies
1 Commonly referred as scheduling.
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across a broad set of resources and activities of processes as well as from solving
potential conflicts on the use of certain resources. As we observe in our industry
scenario, such dependencies include, among others: (i) resource requirements,
i.e., the characteristics of the resources that are involved in an activity (e.g.,
roles or skills) (cf. Table 3); (ii) temporal requirements. For instance, the dura-
tion of the activities may be static or may depend on the characteristics of the
set of resources involved in it, especially for collaborative activities in which sev-
eral employees work together (such as for the activities of the run phase of a
testing process). Furthermore, resource availability may not be unlimited (e.g.,
break calendars). In addition, resource conflicts may emerge from interdepen-
dencies between requirements, e.g., activities might need to be executed within
a specific setting which may be associated with (or share resources with) the
setting of other activities (e.g., all the setup activities of a testing process must
be performed in the same laboratory).

A resource allocation is feasible if (1) activities are scheduled with respect to
time constraints derived from activity durations and control flow of the process
model, and (2) resources are allocated to scheduled activities in accordance with
resource availability and resource requirements of activities. This combinato-
rial problem for finding a feasible resource allocation under constraints is an
NP-Complete problem [7]. However, organizations generally pursue an optimal
allocation of resources to process activities aiming at minimizing overall exe-
cution times or costs, or maximizing the usage of the resources available. In
presence of objective functions the resource allocation problem becomes ΔP

2 [8].

3 Conceptualization of the Resource Allocation Problem

Figure 2 illustrates our conceptualization of the resource allocation problem. We
divide it into three complexity layers related to the aforementioned dependencies
and resource conflicts. Optimization functions can be applied to all types of allo-
cation problems. This model has been defined from the characteristics identified
in our industry scenario as well as in related literature [9].

Table 1. Available space in labs

LAB − 1 LAB − 2

Space 4 9

Table 2. Available hardware (HW)

Type Units

HW1 hw1a, hw1b, hw1c

HW2 hw2a, hw2b, hw2c, hw2d

HW3 hw3a, hw3b, hw3c

Table 3. Specialization of employees

Test − 1 Test − 2

Setup Run Setup Run

Glen[7] � �
Drew[7] �
Evan[3] �
Mary[5] � �
Kate[6] � �
Amy[8] � � �
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Table 4. Activity requirements

Activities Requirements

Test-1 a1 − a3 1 Employee:Setup-1, 1 Hardware:HW-1, 1 Lab:a1-a4 same lab

a4 1 Employee:Setup-1, 1 Hardware:HW-2, 1 Lab:a1-a4 same lab

a5 4 Employee:Run-1, after execution(a.e.) release the lab for a1-a4

Test-2 a6 − a8 1 Employee:Setup-2, 1 Hardware:HW-2, 1 Lab:a6-a11 same lab

a9 − a11 1 Employee:Setup-2, 1 Hardware:HW-3, 1 Lab:a6-a11 same lab

a12 2 Employee:Run-2 (hasExp>5), a.e. release the lab for a6-a11

Fig. 2. Resource allocation in business processes

Fig. 3. Resource ontology and example instantiation
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3.1 Basic Resource Allocation

Three elements are involved in a basic resource allocation, namely: a model that
stores all the information required about the resources available, information
about the expected duration of the process activities, and a language for defining
the restrictions that characterize the allocation.

Resource Ontology. As a uniform and standardized representation language,
we suggest the use of RDF Schema (RDFS) [10] to model organizational infor-
mation and resources. Figure 3 illustrates a sample RDFS ontology, in which
a resource is characterized by a type and can have one or more attributes.
In particular, any resource type (e.g. Employee) is a subclass of rdfs:Resource.
The attributes are all of type rdf:Property; domain (rdfs:domain) and range of
attributes are indicated with straight arrows labeled with the attribute name,
whereas dashed arrows indicate an rdfs:subclassOf. There are three different types
of resources: Employee, Hardware and Lab, where Hardware has three resource
subtypes. Employees have attributes for their name (hasName), role(s) (has-
Role) and experience level (hasExp) in the organization (number of years). Labs
provide a certain amount of space for experiments (hasSpace). An instantiation
of the ontology is described at the bottom of the figure using the RDF Tur-
tle syntax [11]. This instantiation represents Tables 1, 2 and 3 of the industry
scenario.

Activity Duration. Resource allocation aims at properly distributing avail-
able resources among running and coming work items. The main temporal aspect
is determined by the expected duration of the activities. The duration can be
predefined according to the type of activity or calculated from previous execu-
tions, usually taking the average duration as reference. This information can be
included in the executable process model as a property of an activity (e.g. with
BPMN [12]) or can be modelled externally. In either case, it has to be accessible
by the allocation algorithm.

Resource Allocation. Resource allocation can be seen as a two-step definition
of restrictions. First, the so-called resource assignments must be defined, i.e., the
restrictions that determine which resources can be involved in the activities [13]
according to their properties. The outcome of resource assignment is one or
more2 resource sets with the set of resources that can be potentially allocated to
an activity at run time. The second step assigns cardinality to the resource sets
such that different settings can be described, e.g. for the execution of activity
a1, 1 employee with role setup-1, 1 hardware of type HW2, and 1 unit space of
a laboratory are required.

There exist languages for assigning resource sets to process activities [13–
16]. However, cardinality is generally disregarded under the assumption that
2 Since several sets of restrictions can be provided, e.g. for activity a1 resources with

either role r1 or skill s1 are required.
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only one resource will be allocated to each process activity. This is a limitation
of current BPMS that prevents the implementation of industry scenarios like the
one described in Sect. 2.1.

3.2 Advanced Time Management

This layer extends the temporal aspect of resource allocation by taking into
account that: (i) resource availability affects allocation, and that (ii) the resource
sets allocated to an activity may affect its duration. Regarding resource avail-
ability, calendars are an effective way of specifying different resource availability
status, such as available, unavailable, occupied/busy or blocked [9]. Such infor-
mation must be accessible by the resource allocation module. As for the variable
activity durations depending of the resource allocation, three specificity levels
can be distinguished:

– Resource-set-based duration, i.e., a triple (activity, resourceSet, duration)
stating the (minimum/average) amount of time that it takes to the resources
within a specific resource set (i.e., cardinality is disregarded) to execute
instances of a certain activity. For instance, (a1, technician, 6) specifies that
people with the role technician need (at least/on average) 6 TU to complete
activity a1, assuming that technician is an organisational role.

– Resource-based duration, i.e., a triple (activity, resource, duration) stating
the (minimum/average) amount of time that it takes to a concrete resource
to execute instances of a certain activity. For instance, (a1, John, 8) specifies
that John needs (at least/on average) 8 TU to complete activity a1.

– Aggregation-based duration, i.e., a triple (activity, group, duration) stating
the (minimum/average) amount of time that it takes to a specific group to
execute instances of a certain activity. In this paper, we use group to refer
to a set of human resources that work together in the completion of a work
item, i.e., cardinality is considered. Therefore, a group might be composed
of resources from different resource sets which may not necessarily share a
specific resource-set-based duration. An aggregation function must be imple-
mented in order to derive the most appropriate duration for an activity when
a group is allocated to it. The definition of that function is up to the organiza-
tion. For instance, a group might be composed of (John,Claire), where John
has an associated duration of 8 TU for activity a1 and Claire does not have a
specific duration but she has role technician, with an associated duration of
6 TU for activity a1. Strategies for allocating the group to the activity could
be to consider the maximum time needed for the resources involved (i.e., 8
TU), or to consider the mean of all the durations (i.e., 7 TU) assuming that
the joint work of two people will be faster than one single resource completing
all the work.

3.3 Advanced Resource Management

The basic resource allocation layer considers resources to be discrete, i.e. they
are either fully available or fully busy/occupied. This applies to many types of
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resources, e.g. people, software or hardware. However, for certain types of non-
human resources, availability can be partial at a specific point in time. Moreover,
they may have other fluent attributes. For instance, cumulative resources are
hence characterized by their dynamic attributes and they can be allocated to
more than one activity at a time, e.g. in Fig. 2 there is a resource room 1 whose
occupancy changes over time.

We use the ASP solver clasp [17] due to its efficiency for our experiments. This
allows us to use integer variables as attributes. There are also other extensions
of ASP such as FASP [18] that adds the power to model continuous variables.

3.4 Optimization Function

Searching for (the existence of) a feasible resource allocation ensures that all the
work items can eventually be completed with the available resources. However,
typically schedules should also fulfill some kind of optimality criterion, most
commonly completion of the schedule in the shortest possible overall time. Other
optimization criteria may involve for instance costs of the allocation of certain
resources to particular activities, etc.

Given such an optimization criterion, there are greedy approaches [19] pro-
viding a substantial improvements over choosing any feasible schedule, although
such techniques depend on heuristics and may not find a globally optimal solu-
tion for complex allocation problems.

We refer to [20] for further information on various optimization functions,
but emphasize that our approach will in principle allow arbitrary optimization
functions and finds optimal solutions – similar in spirit to encodings of cost
optimal planning using ASP [21].

4 Implementation with ASP

Answer Set Programming (ASP) [17] is a declarative (logic-programming-style)
paradigm. Its expressive representation language, ease of use, and computational
effectiveness facilitate the implementation of combinatorial search and optimiza-
tion problems (primarily NP-hard). Modifying, refining, and extending an ASP
program is uncomplicated due to its strong declarative aspect.

An ASP program Π is a finite set of rules of the form:

A0 ← A1, . . . , Am, not Am+1, . . . , not An. (1)

where n≥ m≥ 0 and each Ai ∈ σ are (function-free first-order) atoms; if A0 is
empty in a rule r, we call r a constraint, and if n = m = 0 we call r a fact.

Whenever Ai is a first-order predicate with variables within a rule of the
form (1), this rule is considered as a shortcut for its grounding ground(r), i.e.,
the set of its ground instantiations obtained by replacing the variables with all
possible constants occurring in Π. Likewise, we denote by ground(Π) the set
of rules obtained from grounding all rules in Π. Sets of rules are evaluated in
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ASP under the so-called stable-model semantics, which allows several models,
so called answer sets (cf. [22] for details).

ASP Solvers typically first compute a subset of ground(Π) and then use
a DPLL-like branch and bound algorithm to find answer sets for this ground
program. We use the ASP solver clasp [17] for our experiments as it has proved
to be one of the most efficient implementations available [23].

As syntactic extension, in place of atoms, clasp allows set-like
choice expressions of the form E = {A1, . . . , Ak} which are true for any sub-
set of E; that is, when used in heads of rules, E generates many answer sets,
and such rules are often referred to as choice rules. Another extension supported
in clasp are optimization statements [17] to indicate preferences between possible
answer sets:

#minimize{A1 : Body1 = w1, . . . , Am : Bodym = wm@p}

associates integer weights (defaulting to 1) with atoms Ai (conditional to Bodyi
being true), where such a statement expresses that we want to find only answer
sets with the smallest aggregated weight sum; again, variables in Ai : Bodyi = wi

are replaced at grounding w.r.t. all possible instantiations. Several optimization
statements can be introduced by assigning the statement a priority level p. Rea-
soning problems including such weak constraints are ΔP

2 -complete.
Finally, many problems conventiently modelled in ASP require a boundary

parameter k that reflects the size of the solution. However, often in problems like
planning or model checking this boundary (e.g. the plan length) is not known
upfront, and therefore such problems are addressed by considering one problem
instance after another while gradually increasing this parameter k. Re-processing
repeatedly the entire problem is a redundant approach, which is why incremen-
tal ASP (iASP) [17] natively supports incremental computation of answer sets;
the intuition is rooted in treating programs in program slices (extensions). In
each incremental step, a successive extension of the program is considered where
previous computations are re-used as far as possible.

A former version of our technique is detailed in [5]. We enhance our encoding
in three folds: (1) basic resource allocation supporting multiple business processes
with multiple running instances, (2) definition of advanced resource management
concepts, and (3) definition of advanced time management concepts. The entire
ASP encoding can be found at http://goo.gl/Q7B2t4.

4.1 Basic Resource Allocation

This program schedules the activities in business processes described as timed
Petri nets (cf. the generic formulation of 1-safe Petri Nets [5, Sect. 4]) and allo-
cates resources to activities with respect to activity-resource requirements. To
achieve this, the program finds a firing sequence between initial and goal places
of given processes, schedules the activities in between, and allocates resources
by complying with resource requirements. In our program, a firing sequence is
represented as predicates fire(a,b,i,k), which means that an activity a of a

http://goo.gl/Q7B2t4
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business process b in instance i is fired at step k. Starting time of each activity
in the firing sequence is derived from the time value accumulated at the activ-
ity’s input place p. A time value at a place p is represented by the predicate
timeAt(p,c,b,i,k), where c is the time value.

A resource set is defined as a rule that derives the members of the set
that satisfy a number of properties. These properties can be class member-
ships or resource attributes defined in resource ontology(cf. Sect. 3.1). Note
that, any resource ontology described in RDF(S) can be easily incorpo-
rated/translated into ASP [24]. A resource set is represented with the predicate
resourceSet(R,id), where R is a set of discrete resources and id is the identifier
of the set. We explain the following resource sets following our industry scenario:

All employees that can take part in the setup phase of Test-1:
resourceSet(R,rs set1):-employee(R), hasRole(R,setup1).

All employees that can take part in the run phase of Test-2 and have a working
experience greater than 5 years:
resourceSet(R,rs ex2):-employee(R), hasRole(R,run2), hasExp(E), E>5.

All hardware resources of type HW2:
resourceSet(R,rs h2):-hardware2(R).

After defining resource sets, we define resource requirements of an activ-
ity a with the predicate requirement(a,id,n) where id refers to a specific
resource set and n is the number of resources that activity a requires from this
set. For instance, requirement(a12,rs ex2,2) means that activity a12 requires 2
resources from the resource set rs ex2. The resource requirements that we sup-
port include typical access-control constraints [13]. In particular, Separation of
duties (SoD) and binding of duties(BoD) are implemented in our program by
using the predicate separateDuties(a1,b1,a2,b2), which separates the resources
allocated to the activity a1 of process b1 from the resources allocated to a2 of b2;
and bindDuties(a1,b1,a2,b2), which binds the resources allocated to the activity
a1 of process b1 with the resources allocated to a2 of b2.

4.2 Advanced Time Management

Default durations of activities are defined in the timed Petri nets and rep-
resented as activityDuration(T,D) in our program. This default duration
can be overwritten by d when any resource r that belongs to a resource set
rs is assigned to a certain activity a of the process b by using the pred-
icate rSetActDuration(rs,a,b,d). In a similar fashion, the default dura-
tion can be overwritten by a new value d when a certain resource r
is assigned to a certain activity a of the process b by using the predi-
cate resActDuration(r,a,b,d). The order (>) preferred in activity time
is resActDuration>rSetActDuration>activityDuration. This is especially
useful when a resource or a resource set is known to execute a particular activity
in a particular amount of time, which can be different from the default duration
of the activity.
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As one activity can be allocated to a group of resources (cf. Sect. 3.2), an
aggregation method might be needed. Our default aggregation method identifies
the maximum duration within the group and uses it for allocation. This method
can be modified with different aggregation options that fit in the purpose of
allocation scenario.

In many real-life projects, certain resources are only available during the
working periods (a.k.a. break calendars). We model this by break(rs, c1, c2)
that forbids allocation of resources in the resource set rs between time c1 and
c2, where c1 < c2.

For business process instances and their activities, (optionally, max. or min.)
starting or ending times can be defined using the following predicates:
actStarts(o,a,b,i,c), i.e. activity a in business process b of instance i, starts
<o> at c; actEnds(o,a,b,i,c), i.e. activity a in business process b of instance
i, ends <o> at c; bpiStarts(o,b,i,c), i.e. business process b of instance i,
starts <o> at c; bpiEnds(o,b,i,c), i.e. business process b of instance i, ends
<o> at c; where o∈ {strictly,earliest,latest}.

4.3 Advanced Resource Management

A cumulative resource has an integer value attribute describing the state of the
resource. This value can increase or decrease when the resource is consumed or
generated by an activity requiring it. Definition of cumulative resource sets have
one extra term for this reason: resourceSet(R,V,id), where R is the set of
cumulative resources, V is the set of their initial value and id is the identifier of
the resource set. For example:

Lab space set:
resourceSet(R,V,lab space):-lab(R),hasSpace(R,V).

Resource requirements are defined like for discrete resources, where
n is the amount of resource consumed or generated. For instance,
requirement(a1,lab space,1) consumes 1 unit of lab space when a1 is allocated,
whereas requirement(a12,lab space,-6) releases 6 units of space by the time a12

is completed.
Resource blocking functionality allows us to block some resources between

the execution of two activities in a process. A blocked resource is not allowed to
be allocated by an activity in this period. block(a1,a2,id,n) blocks n amount
of resources in the resource set id from the beginning of a1 to beginning of a2.

4.4 Optimization Function

As aforementioned, the ASP solver clasp allows defining objectives as cost func-
tions that are expressed through a sequence of #minimize statements. In our
encoding, we ensure time optimality of our solutions using a minimization state-
ment. The incremental solver finds an upper-bound time value cupper at step k.
A time optimal solution is guaranteed at step k’ where k’= cupper/min(D), D
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is the set of activity durations. In a similar way, any objective that is quanti-
fied with an integer value (e.g. cost objectives, resource leveling, etc.) could be
introduced. When there is more than one objective, they should be prioritized.

Fig. 4. Optimal resource allocation for our industry scenario

Taking into account all the aforementioned functionality, using the encod-
ing summarized above and detailed in http://goo.gl/Q7B2t4, a time optimal
solution for our industry scenario is depicted in Fig. 4. The final allocation of
resources to each activity ai is as follows:

a1 {Amy, hw1a, lab − 1(1)} a7 {Mary, hw2a, lab − 2(1)}
a2 {Amy, hw1b, lab − 1(1)} a8 {Amy, hw2d, lab − 2(1)}
a3 {Glen, hw1c, lab − 1(1)} a9 {Amy, hw3c, lab − 2(1)}
a4 {Glen, hw2b, lab − 1(1)} a10 {Mary, hw3b, lab − 2(1)}
a5 {Glen, Drew, Ewan, Mary, lab − 1(−4)} a11 {Kate, hw3a, lab − 2(1)}
a6 {Kate, hw2c, lab − 2(1)} a12 {Kate, Amy, lab − 2(−6)}

5 Evaluation

Our resource allocation technique not only finds an optimal schedule for activities
in our industry scenario but also consequently optimizes the resource utilization.
We show the improvement in result quality by comparing an optimal allocation
of the scenario (cf. Fig. 4) against a greedy allocation, depicted in Fig. 5. We use
the following two criteria for this comparison:

1. Total execution time (TET) corresponds to the end time of the last activity
for each process (e.g. a5 for process Test-1).

2. Average employee utilization (AEU): For any time unit c ∈ C, cstart is the
start time, cend is the end time of process execution, cstart≤c≤cend, a function
s : c → Rb returns an ordered set of billable employees Rb respecting Table 3. For
each element s ∈ Rb a function wc : r → {0, 1} returns whether the employee r
is working at time c. In other words, we first sum the ratio between the number
of employees allocated and the total number of employees that potentially can

http://goo.gl/Q7B2t4
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Fig. 5. A greedy (suboptimal) resource allocation for our industry scenario

take part at each time unit, and normalize this sum using the overall execution
time. AEU is calculated as described by (2).

AEU =

∑cend

i=cstart

∑
r∈s(i) wc(r)

|s(i)|
cend − cstart

(2)

For instance, in Fig. 5, s(8) = {Glen,Drew,Evan,Mary,Amy}. Note that
Kate is not in the set since she only takes part in Test-2 and Test-2 instances have
not started due to the deadline constraint bpStarts(earliest,test-2,12). At
time 8, only wc(Amy) and wc(Glen) have value of 1.

Table 5. Result quality comparison

Optimal (Fig. 4) Greedy (Fig. 5)

TET 30 35

AEU 0.61 0.54

Table 5 summarizes the results obtained using the two aforementioned criteria
for the two allocation strategies. The execution of our industry scenario finishes
5 TU before under optimal allocation, which corresponds to 14 % of time usage
improvement while AEU improves 7 %. We refer the reader to [5] for scalability
of our technique, where we demonstrated that ASP performs well for resource
allocation in the BPM domain.

6 Related Work

Resource allocation has been extensively explored in various domains for address-
ing everyday problems, such as room, surgery or patient scheduling in hospitals,
crew-job allocation or resource leveling in organizations. Table 6 collects a set
of recent, representative approaches of three related domains: operating room
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Table 6. Representative approaches related to resource allocation

Approach Basic resource Advanced time Advanced Objective Formalism
allocation management Res. Mgmt.

Res. Type A. Level Calendar Aggreg. Dynamism

[25] Both Low � - - Usage MIP

[26] Both Medium � - - Usage IP

[27] Both High � - - Any Ad-hoc

[28] Both Medium - � - Time&usage LIP

[29] Both Medium - � - Time&usage CP

[30] Both Medium - � - Makespan Ad-hoc

[31] Both Medium - � - - CP

[19] Both Medium - � - Makespan Petri N.

[5] Human Medium - � - Time ASP

scheduling [25–27], project scheduling [28–30] and resource allocation in busi-
ness processes [5,19,31]. The features described in Sect. 3 are used for comparing
them3. Specifically, column Res. Type specifies the type(s) of resource(s) consid-
ered for allocation (human, non-human or both); column A. Level indicates the
expressiveness of the restrictions that can be defined for the allocation, among:
(i) low, when a small range of resource assignment requirements are considered
and only one individual of each resource type (e.g., one person and one room)
is allocated to an activity, i.e., cardinality is disregarded; (ii) medium, when a
small range of resource assignment requirements are considered or cardinality
is disregarded; and (iii) high, when flexible resource assignment and cardinality
are supported; column Calendar refers to whether information about resource
availability is taken into account (a blank means it is not); column Aggreg. indi-
cates whether the execution time of an activity is determined by the resources
involved in it; column Advanced Res. Mgmt. shows the support for cumulative
resources that can be shared among several activities at the same time; column
Objective defines the variable to be optimized ; and column Formalism specifies
the method used for resolving the problem.

The concept of process is not explicitly mentioned in the operating room
scheduling problem. Traditional approaches in this field tended to adopt a two-
step approach which, despite reducing the problem complexity, failed to ensure
optimal or even feasible solutions [27]. It is a property of the surgery scheduling
problem that some resources, such as the operating rooms, can only be used in
one project at a time [27], so cardinality is disregarded [25,26]. However, it is
important to take into account resource availability. The most expressive app-
roach in this domain [27] is an ad-hoc algorithm, whereas integer programming
(IP) stands out as a formalism to efficiently address this problem.

Project scheduling consists of assigning resources to a set of activities that
compose a project, so the concept of workflow is implicit. The approaches in
this domain support cardinality for resource allocation but they rely on only

3 We have adopted the vocabulary used in BPM for resource allocation [19,31].
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the resource type for creating the resource sets assigned to an activity. These
approaches implement the so-called resource-time tradeoff, which assumes that
activity completion is faster if two resources of the same type work together in
its execution [28,29] (cf. Sect. 3.2). However, they assume a constant per-period
availability of the resources [30], hence calendars are overlooked. The project
scheduling problem has been repeatedly addressed with formalisms like linear
integer programming (LIP) [28] and constraint programming (CP) [29], yet ad-
hoc solutions also exist [30].

Finally, in the domain of BPM, the state of the art in resource allocation
does not reach the maturity level of the other domains despite the acknowledged
importance of the problem [32] and the actual needs (cf. Sect. 2.1). Similar to
project scheduling, a constant availability of resources is typically assumed. In
addition, due to the computational cost associated to joint resource assignment
and scheduling problems [33], the existing techniques tend to search either for a
feasible solution without applying any optimizations [31]; or for a local optimal
at each process step using a greedy approach that might find a feasible but
not necessarily a globally optimal solution [19]. Nonetheless, recently it was
shown that global optimization is possible at a reasonable computational cost [5].
Moreover, driven by the limitations of current BPMS, which tend to disregard
collaborative work for task completion, cardinality has been unconsidered for
allocation, giving rise to less realistic solutions.

In general, the optimization function depends on the problem and the objec-
tive of the approach but it is generally based on minimizing time, makespan or
cost, or making an optimal use of the resources (a.k.a. resource leveling [34]).

7 Conclusions and Future Work

In this paper we have conceptualized the complex problem of resource allocation
under realistic dependencies that affect resources and activities as well as poten-
tial conflicts that may arise due to simultaneous requirement of resources. Our
implementation based on ASP and its evaluation show that optimal solutions
for this problem are possible, which extends the state of the art in BPM research
and could contribute to extend the support in existing BPMS. ASP has proved
to scale well [23] and can be easily integrated with RDF ontologies [24].

It is not the aim of this work to provide an end-user-oriented but an effective
solution. In order to reasonably use our ASP implementation with a BPMS, it
is required: (i) to map the notation used for process modeling along with the
durations associated with the activities to (timed) Petri nets, for which several
techniques have been designed [35]; and (ii) the integration of languages for
defining all the requirements which could be used by non-technical users in the
system as well as their mapping to ASP. However, to the best of our knowledge,
there is not yet such an expressive end-user-oriented language but languages that
allow a partial definition of the requirements [14,16].

As future work we plan to compare our technique with existing approaches
on other optimal resource allocation techniques, explore the preemptive resource
allocation as well as to apply our technique in other domains.
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Abstract. Business process management systems are well equipped to
support the enactment of business processes. However, relations between
process instances have not sufficiently been taken into account. To
improve the execution of related process instances, batch activities have
been introduced, which are based on jointly executing process activities.
When analyzing real-world business processes, we encountered situations
in which activities of specific process instances do not have to be exe-
cuted at all. To conceptualize these situations, this paper introduces
parent-child relationships between instances of a process. The approach
is implemented in a cloud-based BPMS, and the technical contribution
is embedded in a design methodology. A simulation shows that the cycle
time and process execution costs can be significantly reduced by using
parent-child relationships between process instances.

Keywords: BPMN · Redesign · Relations of process instances ·
Parent-child

1 Introduction

Business process management allows organizations to specify, execute, monitor,
and improve their business operations [15] using business process management
systems (BPMS) [3,6]. In current BPMS, process instances run independently
from each other, disregarding relations between them. To improve the execution
of related process instance, recent works introduce batch activities for synchro-
nized execution of process instances [9,11,12].

When analyzing real-world business processes, we encountered situations in
which activities of specific process instances do not have to be executed at all.
An example is an incident process of a large IT service provider. In case of mass
disruption, many incidents targeting the same issue arrive in a short period of
time. When detected, the first incident of this type becomes a parent incident.
Further incidents, the children, can be assigned to this parent. When the parent
incident is resolved, its assigned child incidents can take over the result. By re-
using results, the assigned children can skip all activities related to solving the
incident. These parent-child relations are often already used, but hard-coded
in IT systems. We propose to make parent-child relations explicit in process
c© Springer International Publishing Switzerland 2016
M. La Rosa et al. (Eds.): BPM Forum 2016, LNBIP 260, pp. 20–37, 2016.
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models where they are traceable for all stakeholders and can be updated easily
in comparison to a hard-coded solution.

This paper introduces parent-child relationships between process instances.
As will be shown by a simulation study, this approach leads to an improved
process performance. In this work, requirements are elicited based on an inter-
view with a German IT Outsourcing company for integrating parent-child
relations into business processes whereby four additional control-flow elements
are identified. With these insights, the parent-child relation is integrated into
BPMN process models, the industry-standard. A generalized parent-child BPMN
process model is given which can be applied to any use case. Additionally, the
internal behavior of all introduced activities is described which serves as basis
for implementation. This works provides a functional as well as an effectiveness
evaluation of the concept. For functional evaluation, the generalized parent-
child process is applied to the incident process and its result is implemented in a
cloud-based BPMS. The effectiveness evaluation based on a simulation where the
basic incident process is compared to the parent-child incident process provides
insights in how far a parent-child relation can improve the process efficiency.

The remainder of this paper is structured as follows. Section 2 introduces
the motivating example, the incident process, for requirement analysis. Section 3
provides theoretical foundation, based on which we introduce the concept to
integrate parent-child relation in BPMN processes in Sect. 4. Section 5 discusses
the functional as well as effectiveness evaluation on the incident use case and
describes lessons learned. Section 6 is devoted to related work and Sect. 7 con-
cludes the paper.

2 Motivating Example and Requirements

This section presents a motivating example for the parent-child relation, the
incident process. For requirement elicitation, an interview was conducted. The
interview and the elicited requirements on a process model, which integrates a
parent-child relation are discussed in this section.

The process model of Fig. 1 visualizes a simplified version of the incident
process described by ITIL V3 [4]. An incident can be received via different chan-
nels, e.g. by an email or a call of a user. When an incident is reported, it is
logged (i.e., the important information is captured) and categorized. In the next
step, the incident is prioritized to define its urgency. Then, the first level support
starts with the initial diagnosis. If it is categorized as to be escalated by the first
level support, it is forwarded for further diagnosis to the 2nd and later maybe
also to the 3rd level support. When investigation and diagnosis of the incident
is finalized, it is resolved and communicated to the user. Finally, the incident is
closed.

In case of massive disruption, incidents that target the same issue arrive, e.g.,
100 users call that their email is not working. The handling of massive disruption
is currently not captured by ITIL V3. Therefore, we interviewed a German IT
outsourcing company to capture the requirements. This outsourcing company
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Fig. 1. Simplified incident process as described by ITIL V3.

has hard-coded the incident process in a self-made software for supporting it. If
more than two incidents targeting the same issue are identified, they are han-
dled by the outsourcing company as follows: one of them is selected to be the
master incident to which all others are linked. The master incident is then han-
dled. When it is resolved, the solution is forwarded automatically to all assigned
incidents. With this approach, the outsourcing company makes sure that only
one solution is followed and streamlines the communication to the user. Further,
process performance is improved as the working steps and the solution is only
once documented and can be automatically broadcast to similar ones. Currently,
this approach is hard-coded in an IT system. Since the master assignment app-
roach is not traceable for the process owner and the participants, its settings
cannot be controlled by them and adaptations result in high efforts. We propose
to implement it in a process model where it can be accessed and updated by all
stakeholders. The process model can be then used for implementation.

From a control flow view point, the described approach requires that the
master incident follows the normal flow, but a subset of incidents can skip by
re-using the solution of the master all steps after the categorization until sending
the message to the user. It has to be ensured that the re-usage of the master
solution by the assigned instances only takes place when the master is in a
state where its solution is available. For example, the closed -state ensures that
a solution is available which is not updated anymore. Realizing the parent-child
relation for the given example, the process model in Fig. 1 has to be extended
with the following four aspects:

(1) An additional activity which checks the existence of a potential master (the
parent) after the categorization of the incident

(2) An alternative flow where
(3) child-incidents are assigned to the identified master and can skip all following

activities until the solution is communicated to the user
(4) An activity on the alternative flow which applies the result of the master

incident and is only enabled, if the master is in state closed

In the remainder of this paper, we will present a BPMN diagram serving as
template to realize parent-child relations. Thereby, the template will consider
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the just listed requirements. The following section introduces the foundations
for our concept.

3 Foundation

We propose to set up a parent-child relation by means of process data whereby
the child instance data references the data of the parent. Therefore, we proceed
with introducing formalisms for process and data modeling. Starting with a
generic process model definition, we require it to be syntactically correct with
respect to the used modeling notation. Behaviorally, we require that it terminates
for all execution paths of the model in exactly one of probable multiple end events
and that every node participates in at least one execution path, i.e., the process
model must be lifelock and deadlock free. Formally, a process model is defined
as follows.

Definition 1 (Process Model). A process model m = (N,D,DS, C,F ,D,
A, type) consists of a finite non-empty set N ⊆ A ∪ E ∪ G of control flow nodes
being activities A, events E, and gateways G (A, E, and G are pairwise disjoint),
a finite non-empty set D of data nodes and the finite set DS of data stores used
for persistence of data objects (N,D,DS are pairwise disjoint). C ⊆ N × N is
the control flow and F ⊆ (A × D) ∪ (D × A) is the data flow relation specifying
input/output data dependencies of activities. D ⊆ (D × DS) ∪ (DS × D) is the
data persistence of data objects and A ⊆ (A×DS)∪(DS ×A) is the data access
relation of activities. Function type : G → {AND,XOR} gives each gateway a
type. ♦

We refer to a data node d ∈ D being read by an activity a ∈ A, i.e., (d, a) ∈ F ,
as input data node and to a data node d being written by an activity a, i.e.,
(a, d) ∈ F , as output data node. Figure 1 shows a process model in BPMN nota-
tion [10] with one start event, one end event, eight activities (one of them with
internal behavior – a sub-process), two XOR-gateways, one intermediate message
event and multiple data nodes read and written by activities. Each data node
has a name, e.g., Incident, and a specific data state, e.g., logged or categorized
(can be represented by a short form Incident[logged]). An activity a ∈ A can
have several input and output data nodes, grouped into input sets and output
sets. Different input/output sets represent alternative pre-/post conditions for
a ∈ A. For example, activity Conduct initial diagnosis has two output nodes:
Incident[escalated] and Incident[solvable], each part of an own output set such
that only one of them has to be fulfilled. A data store represents any information
system or database. A data node d ∈ D which is connected with a data store
ds ∈ DS, i.e., (d, ds) ∈ D indicates that all information of it is stored in this
location. In contrast, an activity a ∈ A connected with a data store ds ∈ DS,
i.e., (a, ds) or (ds, a) ∈ A indicates that the activity requests or updates the data
store. Each data node refers to a data class; here: Incident.

Definition 2 (Data Class). A data class c = (J, S) consists of a finite set J of
attributes and a finite non-empty set S of data states (J and S are disjoint). ♦
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A data class describes the structure of data nodes in terms of attributes and
possible data states which are in a logical and temporal order. The function
χ : D → C returns for data node d the corresponding data class c. If we want
to express that a data node can be in any state, then the corresponding node
gets assigned an asterisks as data state acting as placeholder for each possible
state described by the data class. On the execution level, an arbitrary set of data
objects exits.

Definition 3 (Data Object and Data State). A data object o = (c, so)
references a data class c describing its structure and allowed data states. Let V
be a universe of data attribute values. Then, the data state so : Jc → V is a
function which assigns each attribute j ∈ Jc a value v ∈ V that holds in the
current state of data object o. ♦

At any point in time, each data attribute of an object can get assigned a value.
If it is not defined, the value is set to ⊥.

Executions of process models are represented by process instances with each
instance belonging to exactly one process model m. Each instance contains a
set of data objects being tied to the life cycle of the process instance and being
disposed as soon as the instance terminates [10] (i.e., case data [13]). Data objects
can be made persistent if corresponding data nodes are connected via a data
persistent relation to a data store (i.e., work-flow data [13]). We assume that
data objects referencing the same data class are stored in one data store ds. If
an activity a of a process model has reading access to a data store ds, the process
instance can access all stored data objects even if they were not created by it.
The function δ : I × DS �→ P(O) returns for an instance i a set of data objects
Oi stored in a data store ds on which it is working. Thereby, P(O) is the power
set of data object set O.

Process instance can be grouped based on data characteristics as introduced
in [11] by using the concept of data views. In the scope of this paper, we ease this
concept such that a data view DV is a projection on the values of a data object
for a list of logically combined data attributes contained by a single data class.
This list of fully qualified data attributes is called data view definition DV D
and is provided by the process designer.

4 Formalizing Parent-Child Relations Based on BPMN

This section presents a concept to integrate parent-child relations into BPMN
processes. BPMN [10], a rich and expressive modeling notation, is the industry
standard for BPM.

We define a parent-child relation depicted in a process model as a dependency
between instances of a process where a set of similar instances is assigned to a
so-called parent instance. Process instances having similar data characteristics,
carrying the same data for certain attributes, are considered as being similar. The
assigned instances, the children, are allowed to skip a set of connected activities
by re-using the result of the parent instance as soon as it is in a certain state
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in which relevant results for the children are available. Thereby, the goal of the
parent-child relation is to save processing time and resource cost by avoiding
redundant work. We propose to set up a parent child relation by means of case-
to-case data interaction (see pattern 13 in [13]) aiming at passing the parent’s
data to the child instances during their execution.

In Sect. 4.1, we specify how to model a parent-child relation as BPMN tem-
plate which can be applied to any use case. In Sect. 4.2, it is described how to
implement a parent-child relation by documenting the internal activities’ behav-
ior of the template.

4.1 Modeling Parent-Child Relation

In Sect. 2, the motivating example shows that the following elements are needed
to realize a parent-child relation: (1) an activity checking whether a parent exists,
(2) a skipping flow on which (3) an activity assigns the children to the parent
and (4) an activity being enabled when the parent is in a defined state to apply
the result of the parent. Based on these insights, a BPMN template to estab-
lish a parent-child relation is developed given in Fig. 2. All activities with three
dots represent activities which can be adapted or extended to a specific business
use case. Basically, a parent-child relation is realized by three additional activ-
ities (see Fig. 2, all starting with a ) and a flow for skipping certain activities
of the usual flow. This is called the parent-child BPMN fragment. The frag-
ment includes also required data nodes and stores to realize the case-to-case
data interaction (see pattern 13 in [13]) for passing data of the parent to its
child instances. The three additional activities are service activities such that
parent-child relation is realized during process execution automatically with no
additional effort for the process participants. We could also hide these service
activities in a sub-process to abstract from the details of a parent-child imple-
mentation. However, this paper will show the details for explanation purposes.
In the following, the parent-child process template is presented in more detail.

For realizing a potential parent-child relation, first the activity
acheckForParent is needed on the normal flow. This service activity checks for
all instances whether a parent exists. If not, the instance follows the normal
flow. If yes, it uses the skipping flow on which it is assigned to the parent and
waits for the parent’s result. The service activity acheckForParent has one input
set consisting of the data node d[s] being from type cd for which a corresponding
parent should be identified. By defining the input data node for this activity, the
process designer decides based on which data type the parent-child relation is
established. Additionally, the activity has access to a data store ds, the central
storage for every produced objects of type cd to realize the access on other case
data.

The activity can produce one of the following output sets: outputset1 = {d[s]}
and outputset2 = {d[s], parentd[∗]}. As introduced in the foundation, input and
output sets represent alternative pre-/post conditions for an activity a ∈ A.
The output sets of an activity a are represented by outA = {{..}, {..}}, a set of
sets where each element set contains data nodes in specific states presenting an
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Fig. 2. BPMN process template for a parent-child relation realized by three service
activities and a skipping flow.

alternative which can be produced by the activity a. The same applies for input
sets of an activity a represented by inA = {{..}, {..}} where one of the element
sets have to be available to enable the activity.

The second output set is only provided if a parentd – also an object of the data
class cd – was found in the data store ds. The asterisk-state of the parent data
object indicates that its state is unknown. For being able to identify the parent
data object, every data object d of type cd has to be available in the data store
ds. We assume that previously to or shortly after the activity acheckForParent

the data node d is an output data node of any activity and is connected to the
data store ds expressing a data persistence relation. In Fig. 2, for example, d[s]
is output of the first activity and connected to the data store ds. Further, a data
view definition DV D has to be provided by the process designer as grouping
characteristic to identify a potential parent. As defined in Sect. 3, a data view
definition DV D consists of a qualified set of data attributes of one data class.
A parent is identified, if the projection using the attributes of the data view
definition on a data object from type cd, the so-called data view, is equal to the
data view of the data object oi of the currently active process instance i. Here,
we assume that the grouping characteristic is designed in a way that the result
is in at most one potential parent. If this is not possible, the selection of a parent
can be supported by a user decision which can be easily integrated by adding a
user activity after this service activity. This user activity presents in its form a
list of potential parents and the user can select then either one or no parent.

After identifying whether a parent exists, a splitting OR-gateway is added.
It is the decision point between the normal flow and the skipping flow. All child
process instances for which a parent was identified, follow the skipping flow. On
the skipping flow, the first service activity is aassignToParent. It assigns the data
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object oi to the parent object oparent by storing a reference to the parent object in
the current object and transferring it into the assignedToParent-state. Further,
it has one input set consisting of the data nodes d[s] and parentd[∗] and produces
the following output set with data node d in a new state assignedToParent which
is in a persistent relation to the data store ds. The persistent relation ensures
that the corresponding object can be identified by other new arriving instances
as a child object being excluded from the set of potential parents.

Skipping of certain activities by the child instances is only possible, because
they apply certain results of the parent. The service activity aapplyResult is
responsible for this step. It has one input set consisting of the data nodes
d[assignedToParent] and parentd[accomplished]. The state accomplished of the
parent data node is a placeholder and represents the state where a result reusable
by the children is available. We assume that each data object is stored in this
state such that the parent is accessible in corresponding state. To ensure this,
a data node in the state accomplished should be output of an activity on the
normal process flow – being executed in each case– and should be in a persistent
relation to a data store in the process model. For example in Fig. 2, data object
d in state accomplished is output of the last activity and connected to the data
store ds. The corresponding data store ds where the parent data object is stored,
has to be requested until the corresponding object oparent has the required state.
An implementation of data input conditions is shown for example in the work
by Meyer et al. [8]. Further, the activity has one output set consisting of the
data node d in the new state processed. This output data node indicates that
the child object was updated with the values of the parent data object oparent
for a set of defined data attributes by the process designer (see text annotation
of activity aapplyResult in Fig. 2). With termination of this service activity, the
child instance can return with the help of a XOR-join gateway to the normal
process flow and can follow the process path to the process end.

4.2 Execution Semantics of Parent-Child Relation

In this subsection, the internal behavior of the service activities is described. It
serves as implementation support of processes with a parent-child relation. For
the description of the internal behavior, pseudo code is used. We start with the
first service activity acheckForParent in Algorithm 1.

Algorithm 1 requires a specified data view definition DV D by the process
designer, the current process instance i, the input data node d[s] and the data
store ds. At first, all data objects being of the same data class as the data node
d[s] are retrieved from the data store ds with the help of the auxiliary function
select : DS ×D �→ P(O). Thereby, the select-function uses χ of the foundations
returning for a data node d the corresponding data class c. Further, the local
object oi of the process instance i for the data node d[s] is fetched. Then, for each
data object in the set Od, it is checked whether its data view is equal to the data
view of the data object of the current running process instance. Thereby, the
auxiliary function dataV iew : DV D × O → V returns the values for the given
attributes in DV D for a data object o. In case of equality, the parent oparent is
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Algorithm 1. Algorithm of the service activity acheckForParent.
Require: DV D; // is specified by the process designer
Require: i; // current process instance
Require: d[s]; ds; // the input data node and the data store
1. Od ← select(ds, d[s]); // auxiliary function to retrieve all data objects from ds

referencing the same data class as the data node d[s]
2. oi ← i.d[s]; // get local object for given data node d[s] of the process

instance i
3. for all o ∈ Od do
4. if dataV iew(DV D, oi) = dataV iew(DV D, o) &oi.id �= o.id then
5. // auxilary function dataView returns the projection for the attributes

given in DV D on a data object
6. oparent = o; // if data view of current data object is equal to one of the

data objects, then the parent is identified
7. i.parentd = oparent; // the parent data object is stored as local object of

instance i
8. δ(i, ds) = δ(i, ds).add(oparent); // add the identified parent to the set of

persistent data objects accessed by the current instance i
9. break; // if parent was identified, loop is stopped

10. end if
11. end for

identified. By additional checking that the ids of the two objects are not same,
it is ensured that the parent is never the persistent version of the current object.
The parent oparent is added to the local data objects of instance i and to the
set of persistent data objects δ(i, ds) in the data store ds on which the process
instance i is working by the help of the delta-function (see foundation section).
In case of successful identification, the loop is terminated.

Algorithm 2. Algorithm of the service activity aassignToParent.
Require: i; // current process instance
Require: d[s]; parentd[∗]; // input data nodes consisting of the child and parent
Require: d[assignedToParent] ; // output data node
1. oi ← i.d[s];
2. oparent ← i.parentd[∗];
3. oi.parentId = oparent.id; // update current object oi with a reference to the

parent
4. oi.state ← d[assignedToParent].state; // update state to the output data

node state

If a parent was identified, the activity aassignToParent is executed. Its
internal behavior is described in Algorithm 2. It needs the current process
instance i, the input data nodes d[s] and parentd[∗] and the output data node
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d[assignedToParent] of the activity. First the local object oi and the local par-
ent object oparent are retrieved from the process instance. Then, a reference to
the parent object oparent is set in oi, here represented by the attribute parentId.
Finally, the child object state is changed to assignedToParent – the state of the
output data node.

After assigning the child to the parent, the solution of the parent is taken
over. The service activity aapplyResult is enabled only if the parent is in a certain
state and uses the algorithm shown in Algorithm3.

Algorithm 3. Algorithm of the service activity aapplyResult.
Require: i; // current process instance
Require: d[assignedToParent]; parentd[accomplished]; // input data nodes

consisting of the child and parent
Require: d[processed]; // output data node
Require: ATT; // set of attributes defined by the process designer
1. oi ← i.d[assignedToParent];
2. Oi ← δ(i, ds); // get all stored data object of the instance i in ds with the

δ-function
3. oparent ← Oi.parentd[accomplished]// get parent object from the set of stored

objects of i
4. for all att ∈ ATT do
5. oi.att ← oparent.att; // update the current object oi with the results of the

parent object
6. end for
7. oi.state ← d[processed].state;

Algorithm 3 needs the current process instance i, the input data nodes
d[assignedToParent] and parentd[accomplished], the output data node
d[processed] of the activity and a set of attributes ATT provided by the process
designer describing which attributes values are taken over from the parent. With
the delta-function, all persistent data objects in ds, in which the process instance
i is interested, can be retrieved. From this set the parent data object oparent is
fetched. For each attribute of the given attribute set ATT , the value is written
to the child object oi. Finally, the child object state is changed to processed –
the state of the output data node.

5 Evaluation

In this section, the generalized parent-child BPMN process is evaluated by a
functional evaluation and an effectiveness evaluation. For the functional eval-
uation, the parent-child BPMN process is applied to the incident process, dis-
cussed in Sect. 5.1 whereby a methodology for the application is deduced and
presented. The result is implemented in effektif.com, a cloud-based BPMN, dis-
cussed in Sect. 5.2. In Sect. 5.3, the comparison between a simulation of the basic

http://www.effektif.com
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and parent-child incident process is discussed with regards to cycle times and
resource costs. In Sect. 5.4, lessons learned of the evaluation are discussed.

5.1 Application of the Concept to the Incident Process

The presented formalization of the parent-child relation in BPMN shown in
Fig. 2 is applied for a functional evaluation to the motivating use case, the inci-
dent process shown in Fig. 1. During application, five steps1 were conducted to
apply the parent-child BPMN template. The steps are described in detail in the
following.

In step (1), it had to be decided where in the process the parent-child tem-
plate starting with the service activity acheckForParent and ending with the join
XOR-gateway should be added. In the incident process, after logging and cat-
egorization the most important data for an incident are available. Prioritiza-
tion information are only important for the actual diagnosis phase, but not for
identifying a potential master incident, the parent. Therefore, the parent-child
template was added after incident categorization. Next, it has to be decided how
many activities can be skipped. In the incident processes, the idea is to apply
the diagnosis and the solution of the master incident and to communicate the
solution to each user individually. Therefore, the join-gateway for the normal
and splitting flow had to be added after the activity Resolve incident and before
the send-event. The result is shown in Fig. 3.

Fig. 3. Incident process extended by the parent-child relation based on the BPMN
process template which is adapted to the incident use case.

In step (2), all labels of the template were adapted such that it fits to the use
case. Thereby, the service activities, the data nodes with its states and the data
stores were relabeled. The service activities were renamed such that the termmas-
ter used by the practitioners is used. For the data nodes, the data class establishing
1 The documented steps are available at http://bpt.hpi.uni-potsdam.de/Public/

ParentChild.

http://bpt.hpi.uni-potsdam.de/Public/ParentChild
http://bpt.hpi.uni-potsdam.de/Public/ParentChild
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the parent-child relation at runtime had to be chosen. Here, the incident data class
was selected such that the data node d in the fragment is called incident and the
parent node parentd is called master incident. Also, the states of the data nodes
have to be partly adapted. For example, the input state s of d in the fragment, we
relabeled to the output state categorized of the categorization activity after which
the fragment was added. Similarly, the output state of the fragment processed is
renamed to the output of the activity resolve incident after which normal and split-
ting flow are joined that is incident in state resolved. Further, the state of the par-
ent – in the fragment given as parentd[accomplished] – in which the results can
be taken over has to be defined. As shown in Fig. 3, we selected the closed -state
of the master incident. It assures that incidents can apply the result although the
master was already closed. We assume that the incidents are set later in a follow-
up process to archived indicating that they are not relevant as a master anymore.
The data store for the incidents is the Central incident DB such that data store
ds is adapted accordingly.

In step (3), the grouping characteristic for selecting the right parent and the
set of attributes which are taken over by the parent – annotations of the first
and last service activity – were adapted. The data view definition consisting of
the following incident attributes category & item & masterId was used as group-
ing characteristic such that the parent is identified based on the categorization
information. The attribute masterId is also included to make sure that no child
instances is selected as master. For an incident, it is important to have finally
a description of the symptoms and a resolution. Therefore, symptoms and res-
olution are defined as the attributes taken over by the master incident in the
annotation of the activity Apply result.

In step (4), it had to be assured that data is made persistent at the right spots
in the process such that the master can be identified and later the results can be
applied. This had to be done at two points: before or right after the check for the
potential parent in order to make sure that the parent is available and as soon
as the data object is written into the state in which the parent is required. As
the most important data is available for an incident after its categorization, the
incident output data node is connected to the Central incident DB. Additionally,
the incident data node in state closed is connected to the data base because the
child instances require the master in this state (Fig. 3). These are all steps which
are needed to design the model with the parent-child relation. In order to execute
the model, the internal behavior of the service activities has to be adapted as
well in a last step (step (5)). This is discussed in the next sub-section.

The application of the parent-child BPMN process template shows that it is
useful to adapt a process easily with a few steps and to make sure that all impor-
tant elements are included. Based on it, we can summarized that the following
important steps:

1. Add the parent-child template at the correct spots in the process,
2. Relabel service activities, data nodes and stores such that it fits to the use

case,
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3. Adapt annotations of service activities to define a grouping characteristic and
the set of attributes taken over by the children,

4. Assure data persistence to enable parent identification and re-usage of results,
5. Adapt internal behavior of service activities for implementation purpose.

5.2 Implementation of Incident Process

The goal of the concept is to provide a parent-child process template which can
be used for process design and implementation. Now focusing on the implemen-
tation part, we used the incident model of the former subsection and imple-
mented it in effektif.com2, a cloud-based workflow engine. This workflow engine
was selected, because it offers a user-friendly environment where processes can
be quickly implemented. effektif.com does not handle data nodes annotated in
process models as all current standard BPMS [8], only process variables are
supported. Therefore, data relations had to be handled manually.

Fig. 4. Implemented incident process in effektif.com with the parent-child relation.

The implemented process is very similar to the incident process of Fig. 3.
Minor differences are highlighted in Fig. 4 with a gray boarder. They are mainly
due to the missing data support: For the implementation, we eased the process
by leaving out the escalation of incidents to focus on the parent-child relation. By
default, effektif.com does not provide a connection to a database system, but has
Java Script service activities. Therefore, we implemented a web service storage
accessible via REST (Representational State Transfer) calls. Due to it, some
additional activities were added in the process implementation, e.g., Initialize
incident DB for setting up the data store, if it does not exist or Load incident
DB for selecting all data entries. The data input relations for an activity can

2 Please see http://bpt.hpi.uni-potsdam.de/Public/ParentChild for more information.

http://www.effektif.com
http://www.effektif.com
http://www.effektif.com
http://www.effektif.com
http://bpt.hpi.uni-potsdam.de/Public/ParentChild
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not be checked automatically with effektif.com. Thus, a loop was implemented
where all incidents are loaded from the store and then the activity Use solution
of master is executed. If the required variables symptoms and resolution could
be not filled because the master incident object is still not closed, a user activity
is activated which can restart another try. As soon as the variables are filled,
the child instance returns to the normal flow and the user is informed, here by
an email activity.

The implementation shows that even if the data nodes concept is not sup-
ported by a BPMS, the parent-child relation model served as important orien-
tation for the implementation, i.e., which data has to be accessed and where
an access to the data store is needed. The pseudo code given in Sect. 4.2 for
the three service activities provided support in how to implement the main java
script activities to provide a correct execution of the parent-child relation. Small
differences were mainly due to the missing support for data annotations and are
documented in their comments. Despite the implementation template, it is still
some manual work required from an IT specialist. If the methodology of the
previous section is detailed further, the adaption of the service activities to the
use case could be partly automized.

5.3 Simulation of the Incident Process

In this sub-section, we evaluate the impact of the parent-child relation on the
process performance by a single case. Thereby, the simulation results of the
basic incident process (see Fig. 1) are compared to the simulation results of the
parent-child incident process (see Fig. 3) with regards to cycle times and resource
costs. The interview with the German IT Outsourcing company provided us the
average number of cases per day, the average processing times of each activity,
the probabilities of decisions and information about the resource number and
costs. All information can be found in Table 1.

For our evaluation we used the BIMP simulator3. The BIMP simulator offers
quick creation of multi-instance simulations by importing a BPMN XML file.
This is extended by information regarding the inter-arrival times of instances
and activity duration distributions. For the inter-arrival time, an exponential
distribution with a mean of one minute was selected. We assume here that inci-
dents only arrive between 9:00 am and 5:00 pm (in sum around 500 cases per
day). In reality, also incidents outside of this time with other distributions could
be received. However, this is not further considered, because it has no huge
impact on the comparison between the basic and the parent-child process. For
the activity processing times, a normal distribution was selected for activities
which are governed by choice fields, e.g., the categorization or prioritization.
An exponential distribution was used for activities where open text fields are
included and difficult cases can lead to longer processing times, e.g., the initial
diagnosis or investigation and diagnosis. The simulation is eased in this regards

3 http://bimp.cs.ut.ee/. The BPMN XML files used for the simulation can be found
at http://bpt.hpi.uni-potsdam.de/Public/ParentChild.

http://www.effektif.com
http://bimp.cs.ut.ee/
http://bpt.hpi.uni-potsdam.de/Public/ParentChild
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Table 1. Average process measures for the incident use case provided in the interview
with the German IT Outsourcing company.

Process measures

# of cases per day 500

Activity processing time Log incident 4 min

Categorize incident/prioritize incident 2 min

Do initial diagnosis 30 min

Escalate to 2nd level support 3 min

Investigate and diagnose incident 21 min

Resolve incident 12 min

Probabilities of decisions Solvable\escalated incidents 80 %\20 %

Master available\not available 20 %\80 %

Resource information # of resources\cost in 1st level support 90\20 Euro per hour

# of resources\cost in 2nd level support 20\35 Euro per hour

that an incident is only escalated to the second level support, but not further.
For the parent-child incident process, assumptions about the processing times of
the service activities has to be made. In general, it is assumed that service times
are conducted in a few seconds, but sometimes the service might take longer
due to server loads. An exponential distribution with a mean of 5 s was selected.
The activity Apply result is highly influenced by the time when the master is
resolved. As this relation cannot be integrated into the BIMP simulator, the
distribution of the activity duration has to reflect the waiting time for the mas-
ter. Therefore, a simulation of the basic incident process was conducted for all
activities from incident prioritization until closing to find the average duration
a parent needs until it is closed. As a child arrives some time after the parent,
we assume that the child waits on average half of the needed time. A normal
distribution of 25.5 min (51 min\2) with a deviation of 10 min for providing a
high variation in the values was taken.

Table 2. Results of one simulation run of the basic incident process and one simulation
run of incident process the parent-child relation.

Cycle time Process costs

Min Avg Max Average case costs Total costs

(1) Basic process 11.3 min 57.1 min 5.5 h 20.1 EUR 200719.7 EUR

(2) Parent-child process 2.5 min 50.6 min 5.2 h 15.5 EUR 155485.1 EUR

Difference of (2) to (1) in % 77.9 % 11.4 % 5.4 % 22.8 % 22.5 %

Both simulation were conducted for 10000 instance. The results consisting
of cycle time and cost information are represented in Table 2. The results show
that the average cycle time is reduced by some minutes, a minor improvement of
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11.4 %. The main reason is that child incidents have to wait for the result of the
parent incident. Further, the portion of probable child incidents is 20 % in this use
case. If the portion is greater, the advantage would be even higher. The minimum
cycle time has reduced by 77.9 % to 2.5 min, because if an instance is assigned
to a parent which is already in state closed, the service activities are conducted
in a few seconds. In comparison to the cycle time, the parent-child relation has a
higher impact on costs. The average costs could be reduced by 22.8 %, similar to
the total costs, because the child instances are handled automatically and does
not generate any resource costs. To summarize, the single-case simulation shows
that the parent-child relation has a minor impact in reduction of cycle time, but
a high impact on reducing process costs, because the children bypass a set of
user activities.

5.4 Lessons Learned and Limitations

We will now discuss the lessons leaned from the evaluation and its limitations.
The effectiveness evaluation based on the simulation implicates that parent-child
relations are useful: They can offer time and costs saving, although the costs sav-
ing are higher, because the child instances have still to wait for parent instance.
Currently, the results are based on one use case. This should be extended to
a validation of further use cases, e.g., complaint management where a set of
similar complaints targeting the same issue can reuse the result of a already
handled complaint. The application of our proposed concept for the integration
of parent-child relations – the parent-child relation BPMN process template –
shows that it offers support in integrating a parent-child relation correctly in a
business process model in a few steps. The most important advantages of inte-
grating parent-child relations in process models are that a parent-child relation
is traceable for the process stakeholders, can be easily adapted and can be used
for process validation (e.g. simulation) and implementation. Nevertheless, some
manual work by the process designer to adapt the fragment to a concrete use case
is still needed. Similar results shows the process implementation: The resulted
parent-child process model and the pseudo code description provide an orienta-
tion for a correct implementation despite missing support for data annotation
in BPMS, but manual work is still needed. However, the proposed methodology,
the 5-step approach, deduced from application to the incident use case can be
used as a prerequisite for (semi) automation of our concept. An automatized
approach could use a basic process model as input and some user inputs to gen-
erate a process model extended with the parent-child relation based on them. In
future, the first deduced methodology should be detailed and further evaluated.

6 Related Work

The workflow control-flow patterns of [1] are an important standard that describe
workflow functionalities with regard to the control-flow as patterns. However,
patterns for interrelations between process instances are not considered. A first



36 L. Pufahl and M. Weske

step in this regard are the multi-instances patterns, but for them it is assumed
that multiple instances are created and terminated during the execution of one
process instance and does not consider relations between instances in general.

In BPMN, the signal event can be used for intra- and inter-process commu-
nication [10]. However, a signal is “like a shot into the sky” where each instance
reacts which has subscribed for this signal type. A signal is not instance-specific.
Therefore, we realized the parent-child relation between process instances based
on the instance data.

Whereas the parent-child relation between instances of a process model
received little attention in the BPM research, the batch relation, was discussed in
several works e.g., in [2,7,14] and also recently e.g., in [9,11,12]. In a batch rela-
tion, instances of a batch are processed together in one step (e.g. the instances’
attributes are shown in one user view) whereas in a parent-child relation, the
parent executes the normal flow; the children can skip certain activities by using
the result of it. In both relations, similar instances have to be identified which
can be in a batch or parent-child relation. The process designer has to define on
which data attributes process instances can be grouped.

In PHILharmonicFlows [5], a data-oriented modeling approach, it is possible
that the user enters form values in one go for multiple data objects. This requires
that the set of children is known before the parent can be processed further such
that the results can be applied. In our approach, child instances can also use the
result of the parent, if it is already terminated. PHILharmonicFlows considers
also execution dependencies where certain object instances have to be available
for process continuation, but parent-child relation are not discussed in their
work.

7 Conclusion

In this paper, parent-child relation of process instances where a set of instances
can skip certain activities by reusing results of a parent instance is investigated
for the first time. The explicit representation of parent-child relations in process
models enables the traceability, validation, optimization and correct implementa-
tion of the parent-child relation for the process stakeholders. This work provides
requirements for the integration, and further a definition and formalization of the
parent-child relation in BPMN, the industry standard. Our contribution consists
of a parent-child BPMN process template with all necessary elements to model
a parent child-relation and the internal activity specification as prerequisite for
implementation. Activities of the parent-child template are all service activities
to avoid additional effort for process participants.

The functional evaluation where the parent-child template is applied to a use
case shows that the concept helps to adapt a process in a few steps which is then
able to correctly execute a parent-child relation. The application identified a five
step methodology, a first step in the direction to make the integration of parent-
child relations in business processes (semi) automatized. It can be generalized
by applying it to other use cases, e.g., the complaint management, to use it for



Parent-Child Relation Between Process Instances 37

an automatic integration approach. Implementation of the resulted parent-child
process shows that despite of missing data support in existing BPMS, the model
and the internal behavior provide an important support for a correct parent-
child implementation. The results of the effectiveness evaluation by simulating
a single use case indicate significant savings in cycle time and costs by a parent-
child relation. This single case simulation should be extended in future. Further,
we aim to evaluate the usability of our approach in a user study.
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Abstract. While the business process management community has con-
centrated on modelling and executing business processes with a known
structure, support for processes with a high degree of variability per-
formed by knowledge workers is still not satisfactory. A promising app-
roach to overcome this deficiency is case management. Despite of the
work done in the area of case management in recent years, there is no
accepted case handling formalism that features a well defined semantics.
This paper introduces a novel approach to case management, which is
based on dynamically combining process fragments as required by knowl-
edge workers. An operational semantics defines the meaning of case mod-
els in detail, using states of data objects and enablement conditions of
process fragments.

Keywords: Case management · Business process management

1 Introduction

Business process management concepts and techniques have been successfully
applied in a variety of domains to document, analyze, automate and optimize
business processes. Processes with a predefined structure are well supported by
today’s technology. However, this is not true for processes with a high degree of
variability, which are conducted by knowledge workers. As a result, data-driven
and goal-oriented business processes with a high degree of variability are not
well supported.

Increasing the flexibility of business processes has been one of the main
drivers in the development of the BPM field, for instance in areas like
flexible process management, process variants, declarative and object-centric
approaches [12]. Based on these works, the area of case management centers
around the concept of cases and knowledge workers [2]. Case Management is
not a new concept, but IT support for knowledge work is still limited to specific
domains and implemented in an ad-hoc manner.

Case management received attention in the industry [14], however, only few
research publications deal with this topic. According to the literature review of
Hauder et al. [6] a “solution that aims to support knowledge workers needs to
balance between structured processes for repetitive aspects of knowledge work
c© Springer International Publishing Switzerland 2016
M. La Rosa et al. (Eds.): BPM Forum 2016, LNBIP 260, pp. 38–54, 2016.
DOI: 10.1007/978-3-319-45468-9 3
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and unstructured processes.” While case management is an important approach
that complements traditional process management, there is no agreed opera-
tional semantics for case management. Therefore, Hauder et al. [6] identify the
proposal of a case management theory as one of the key challenges.

In this paper we introduce a case management approach, based on [8] that
provides an operational execution semantics for cases. Case models are specified
by a number of process fragments, which are structured pieces of work that are
dynamically combined during case execution based on data objects and their
states. At runtime this results in a multitude of valid execution paths from case
instantiation to case termination, suiting the flexible nature of knowledge work.

The rest of this paper is structured as follows. We review related work in
Sect. 2. The conceptual framework for case management is presented in Sect. 3,
followed by the operational semantics in Sect. 4. We discuss our approach in
Sect. 5 and then conclude.

2 Related Work

The case handling approach [2] observes that classical WfMS are too rigid for
knowledge workers and relaxes the control-flow of processes. Cases, data objects,
and activities are the central concepts of case handling. Activities can write a
subset of the case’s data objects and while some are optional, other data objects
are mandatory to complete the activity. Activities can be skipped, when their
mandatory data objects are already defined, e.g. by a previous activity. Similarly
to the presented approach, case states in [2] depend not only on control-flow, but
also on case data. Their approach is formalized by giving generic lifecycles for
activities and data objects, as well as event-condition-action rules that describe
the execution semantics.

Artifact- or object-centric approaches to process modeling shift the focus
from the control-flow to the data perspective. Data objects are considered first-
order citizens in the modeling methodology.

The business artifacts approach [4] considers both data and process aspects
and represents key business entities as business artifacts. These artifacts have
an attached lifecycle specifying states of interest an artifact can be in as well
as permissible state transitions, which are realized by services (corresponding to
tasks in workflow approaches). In addition, artifacts have an associated informa-
tion model specifying their attributes similar to a database schema. In [3] the
authors present an artifact-centric design methodology, which involves the steps
of artifact identification, lifecycle and information model design, service specifica-
tion and association, operationalization of the logical specification into so-called
conceptual flows, optimization of those flows, and implementation. The specifi-
cation of services includes input and output artifacts as well as which attributes
can be written, pre-conditions and effects (post-conditions) of service execution.
The association of services to state transitions of artifacts as well as ordering of
services is achieved by event-condition-action (ECA) rules.
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Triggering events might be external messages, attribute and lifecycle state
changes of artifacts, begin and termination of services, and requests by case work-
ers. The condition is specified as a first-order logic formula, although the authors
do not clarify over which domain. Possible actions of rules are the performing
of services and state changes of artifacts. In addition, rules include constraints
on the performers of the service, e.g. requiring certain capabilities. ECA rules
prove a powerful and flexible formalism that can simulate both procedural and
declarative modeling styles.

Although the methodology is very elaborated it begs the question of rule
maintainability. The ECA rules, which contain the business logic to us seem hard
to manage and especially modify. The lack of a visual representation has been
amended with the introduction of conceptual flows. However, they use an ad-hoc
notation, which is harder to understand than for example the BPMN standard.
Additionally, it seems that once the flow is optimized and implemented, the
flexibility existing on the BOM level is reduced.

The case management modeling and notation (CMMN) is a OMG specifica-
tion released in 2014 [11] based on the Guard-Stage-Milestone (GSM) approach.
CMMN’s case plan models structure cases into several stages that are guarded
by sentries waiting for certain events to occur and conditions to be fulfilled to
enter the stage. The sentries’ formulae determine case behavior, however, they
are not part of the graphical model. Stages contain tasks that can be repetitive,
mandatory or optional, and performed in arbitrary order as long as they are not
dependent on another task to terminate. Data is represented as a single case
file with multiple items that can be anything from a XML document to a folder
hierarchy. The downside of this generic definition is that case data is treated
essentially as a black box, and is not used to make automated decisions in the
process. Additionally, the graphical presentation of CMMN models to us seems
hard to understand compared to BPMN, although only an user study could
support this argument.

Declarative process modeling languages follow a different approach. Instead
of explicitly specifying the ordering of activities, they use a set of constraints
between activities, like precedence or non-coexistence, to exclude possible behav-
iors. The language framework DECLARE [1] expresses these constraints as LTL
formulae over finite traces which are transformed into finite automata to check
their satisfaction. In general, constraints are more flexible, i.e. more execution
paths are permitted at runtime, however, constraints might also conflict leaving
no valid behavior. Therefore, DECLARE verifies the models for dead activities
and conflicting constraints. The authors mention that declarative approaches
are not suited for prescriptive, strict processes, and become illegible when many
constraints have to be expressed. Additionally, the approach in [13] does not
handle process data. However, current research on declarative process modeling
[9] includes basic support for task data.
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3 A Hybrid Framework for Case Management

As the presented approach combines aspects of object-centric models with
BPMN, it exhibits quite a few interrelated concepts. We will first provide an
overview of this concepts using a sample scenario before we give their formal
definitions and discuss operational semantics.

3.1 Overview of Concepts

In our approach, business scenarios are captured in a case model that consists of
(a) a domain model, (b) a set of object lifecycles, (c) a set of process fragments,
and (d) a goal state. A case model is instantiated into a case, which represents
the scenario at runtime and hence exhibits the notion of case state that changes
over time, mainly through knowledge workers performing activities. Cases are
similar to process instances in traditional workflow systems, however, contrary
to those, cases are made up of several fragment instances, as well as data objects.

As a running example we will consider the organization of universitary sem-
inars. This scenario clearly qualifies as knowledge work, as it is variant-rich,
goal-oriented, data-driven, and its course unfold over time. A case is usually
started during the semester break by finding a suitable theme and assigning
teaching staff responsible for organizing the seminar.

Data and Lifecycles. The domain model is part of the case model. It defines
the business objects relevant for the scenario as a set of data classes and their
associations in an UML diagram. Each data class is a named entity that has
a set of attributes, which can assume values from a specified domain. For each
data class we can specify a data object creation policy that determines whether
data objects are created automatically during case instantiation. One of the data
classes is designated the case class and as such the root class of any associations.
In our example the seminar is the case class, as it holds references to the other
data classes. Other relevant domain objects in the scenario are the seminar
topics, student enrollments, and teaching staff, as is shown in Fig. 1. As topics
should be explicitly suggested by staff members during case execution, no data
objects of this type are created during instantiation. For the sake of presentation,
we will not consider domain objects like presentations given for and by the
students, and papers or software artifacts handed-in by the students.

Each data class in the domain model has an associated object lifecycle (OLC)
that specifies valid behavior of its instances, i.e. data objects. Object lifecycles
are state transition systems consisting of states and state transitions, as well as
initial and final states. Whenever a data object is instantiated, an instance of the
associated OLC is created. At runtime, each data object is in exactly one of the
states defined by the lifecycle, while different objects of the same class can be
in different states. Valid states for a seminar object, i.e. an instance of the data
class ‘Seminar’, are for example in planing, prepared, or grades submitted,
as depicted in Fig. 2.
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Fig. 1. Domain model for the seminar organization scenario

Fig. 2. Lifecycle for data class ‘Seminar’

Fragments and Activities. The concept of splitting process models into smaller
fragments and combing them dynamically during runtime is the main difference
compared to traditional workflow approaches. A process fragment describes a
structured part of a business scenario, and thus defines the possible behavior
of a case only in unison with the other fragments. Each fragment, just like
usual BPMN process models, consists of events, gateways, activities, and data
objects1. However, our formalization encompasses only a subset of the BPMN
specification [10]. Like data classes, fragments have an associated lifecycle that
controls the behavior of their instances. Fragment instantiation is controlled
by a pre-condition requiring a data object to be in a certain state, and can
occur multiple times for the same case, such that multiple instances of the same
fragment can be present at the same time and run in parallel.

Our exemplary scenario encompasses several fragments. Fragment setup,
depicted in Fig. 3, decides on the format of the seminar, asks staff members for
topic proposals, and selects among them after the proposal deadline. Fragment
topic proposal, shown in Fig. 4 can be instantiated multiple times while the
seminar is in state in planing to create and propose new topics. Due to space
limitations the other fragments dealing with student enrollment and assignment,
preparation of presentations and student supervision, as well as grading are not
depicted in this paper.
1 We need to distinguish between the BPMN modeling construct named data objects

used in fragments and the instances of a data class present at runtime. The former
represent the latter in the model.
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Fig. 3. Fragment for seminar setup

Fig. 4. Fragment for topic proposals

While individual fragments are usually straightforward, their interplay allows
for complex behavior. The set of fragments cannot be considered fixed, as case
workers might find new ways to deal with certain situations, ways, that were
not considered during design of the case model. Therefore, our approach allows
to add fragments during runtime. Let us consider that we would like to support
cancellation of students. The case worker might add a fragment that specifies
how to deal with such a situation.

As usual, activities are the basic units by which work is performed, mainly
by creating and manipulating data objects. Activities are only enabled, when
their data pre-condition is met, i.e. when a set of specified data objects is in
a certain state. Activity instances follow a similar lifecycle like the one defined
in [15]. They are instantiated once the fragment they are part of is instantiated.

Termination of a case is defined differently than for workflows, because cases
contain multiple fragment instances and data objects. Keeping in mind the goal-
orientation of case management, we state that a case is finished, when certain
data objects have reached a desired state. In our example the case is terminated,
when grades have been submitted to the university. In general, several data
objects are involved in the formulation of the termination condition.

3.2 The Domain Model

To formalize our approach we have to formally define the concepts introduced in
the last section, i.e. domain model, object life cycle, and fragment. This will be
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achieved in this section, while the next will instantiate these model-level concepts
and discuss the notions of case state and progress.

Definition 1 (Domain Model). The domain model is a tuple D =
(DC,AT,Dc, pol, class, dom), where DC := {D1, . . . , Dk} is a set of data
classes, AT := {α1, . . . , αl} is a set of typed attributes, and Dc ∈ DC is
a mandatory and unique data class, called the case class. The function pol :
DC → {true, false} specifies, whether data objects of a data class should be
created during case instantiation. The function class : AT → DC maps each
attribute to exactly one data class it belongs to. The function dom(αi) : AT →
{Integer, F loat, String,Boolean}∪DC specifies the domain of an attribute, e.g.
String or a data class Di ∈ DC.

The domain model specifies data classes that represent business entities relevant
for the scenario. Basically, a data class is a named set of typed attributes that
represents a domain element. Data classes can be associated with each other,
however, in this paper we refrain from formalizing associations and multiplici-
ties. Domain models can be expressed as UML class diagrams. The exemplary
scenario, shown in Fig. 1, defines data classes ‘Seminar’, ‘Topic’, ‘Enrollment’,
and ‘StaffMember’.

3.3 Lifecycles

Definition 2 (Lifecycle). A lifecycle L is a labeled transition system repre-
sented by the tuple (Q,Σ, q,Ω,→), where Q is a set of states, Σ is a set of
actions, q ∈ Q is the unique initial state, Ω ⊆ Q is the set of final states, and
→⊆ Q × Σ × Q is the transition relation.

Lifecycles specify valid states and permissible state transition of model elements.
Our framework defines five generic lifecycles LC , LF , LA, LG and LE , that are
independent of a concrete scenario and used for cases, fragments, activities,
gateways, and BPMN events respectively. LC , the case lifecycle, depicted in
Fig. 5, for example determines how case instances behave at runtime. The activity
lifecycle LA, depicted in Fig. 7, governs the behavior of all activity instances. How
exactly the interplay of different instances works, is described in Sect. 4 when
we discuss the operational semantics of case models. Graphically, lifecycles are
represented by the usual notation for state transition systems.

The fragment lifecycle LF , shown in Fig. 6, is very similar to the case lifecycle,
with exception of the enabled state, which indicates whether the data pre-
condition of the fragment is fulfilled. Slightly more complicated is the activity
lifecycle depicted in Fig. 7. To reach the enabled state, activity instances must
be both control-flow-enabled (denoted by action cfe), and data-flow-enabled
(action dfe). Because the data objects references by the activities’ data pre-
conditions can change their state, an activity instance can be data-flow-disabled
(action dfd) again. Activity instances can also be skipped in some situations,
e.g. when the follow a XOR gateway, by performing the action skip.
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Fig. 5. Lifecycle of a Case Fig. 6. Lifecycle of a Fragment

Fig. 7. Lifecycle of an Activity

The gateway lifecycle in Fig. 8 specifies that gateways can be opened, closed,
or skipped. Finally, the valid states of BPMN events are defined by the event
lifecycle in Fig. 9. Events can either occur directly, e.g. a blank start or an end
event, or they are waiting for some external trigger to occur.

In contrast to these generic lifecycles, each data class Di ∈ DC in the domain
model has its own associated scenario-specific lifecycle lc(Di) = LDi

. The func-
tion lc associates lifecycles to elements of the case model, not only to data classes,
but also to cases, fragments, activities, gateway, events, and their lifecycles as
we will see later. We denote the set of scenario-specific data class lifecycles as
LDC for a domain model D = (DC,AT,Dc, pol, class, dom).

Fig. 8. Lifecycle of a Gateway Fig. 9. Lifecycle of an Event

For example, the lifecycle of data class ‘Topic’ from our introductory sce-
nario is depicted in Fig. 10. For each topic that is prepared in the preparation
phase for a seminar, one data object is created as instance of the data class
‘Topic’. All these data objects ‘topic A’, ‘topic B’, etc. follow the same lifecycle
LTopic, T opic ∈ DC. However, different topics might be in different states, e.g.
while ‘topic A’ is proposed, ‘topic B’ might be already selected.
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3.4 Process Fragments

For a domain model D we define a set COND of terms called data object state
conditions. An atomic condition is of the form D[q], where D ∈ DC is a data
class and q ∈ Q is a state in D’s associated lifecycle lc(D) = (Q,Σ, q,Ω,→).
Any combination of atomic conditions written in disjunctive normal form is also
a term ∈ COND. Data objects state conditions are evaluated in the context of a
case state. An examplary data object state condition for our exemplary scenario
is Seminar[in planing].

Fig. 10. Lifecycle for data class ‘Topic’

Definition 3 (Process Fragment). Let G := {G∧
<, G∧

>, G×
< , G×

>} be a set of
gateway types, representing AND split, AND join, XOR split, and XOR join. Let
D = (DC,AT,Dc, pol, class, dom) be a domain model as defined in Definition 1.

Then a process fragment F is a tuple (NA, NE , NG, ND, Cf,Df, γ, δ,Δ),
where

– NA, NE , NG, ND are disjunctive sets of activity nodes, event nodes, gateway
nodes, and data nodes,

– N = NA ∪ NE ∪ NG ∪ ND is the set of all nodes,
– Cf ⊆ (N \ ND) × (N \ ND) is the control-flow and
– Df ⊆ (ND × NA) ∪ (NA × ND) is the data-flow relation,
– δ : ND → ⋃

∀i(Di ×Qi) maps each data node to a pair of data class Di ∈ DC
and one of its states,

– γ : NG → G assigns a gateway type to each gateway node,
– Δ ∈ COND is the fragment’s data pre-condition.

We use the following usual notions.

– ◦N (resp. N◦) denotes the first (resp. last) element of an ordered set N
– •A := {B | (B,A) ∈ Cf} denotes the set of A’s preceding nodes
– A• := {B | (A,B) ∈ Cf} denotes the set of A’s successive nodes
– �A := {δ(D) | (D,A) ∈ Df} denotes the data pre-condition of an activity

node, consisting of pairs of a data class and one of its lifecycle states.
– Similarly, A� denotes the data post-conditions of an activity node
– �F := Δ is used to refer to the data pre-condition of the fragment F .
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The notion of a process fragment formalizes certain aspects of usual BPMN
process models, closely following the BPMN specification [10]. However, we focus
on the parts relevant for this paper and exclude constructs like pools and lanes,
complex gateways, sub-processes, boundary events, as well as message flows.

The BPMN specification provides basic modeling constructs for data mod-
eling, see [10, Section 10.4.1], that are used in fragments to represent data pre-
as well as post-conditions of activities. Following [7] we refer to these model ele-
ments as data nodes. Each data node in the fragment model stands for one data
object at runtime that is required for the activity to be enabled (pre-condition)
resp. that is produced when the activity terminates (post-condition).

Definition 4 (Well-formed Process Fragment). A process fragment F =
(NA, NE , NG, ND, Cf,Df, γ, δ,Δ) is called well-formed, if the following proposi-
tions are true.

(a) The first and last nodes regarding the order Cfare unique, i.e. |◦N | = |N◦| = 1
(b) The last node is an event node N◦ ∈ NE

(c) The first node is an activity node ◦N ∈ NA

(d) Activity and event nodes have exactly one predecessor and one successor,
i.e. ∀X ∈ (NA ∪ NE) \ (◦N ∪ N◦), |•X| = |X•| = 1

As the first and last elements are unique according to (a), we use ◦N,N◦

to refer to the start activity, respectively end event of a fragment. Similarly,
because of (d) we overload to notion of •A and A• to refer to the unique element
rather than the set when talking about activity or event nodes X ∈ NA ∪ NE.
According to (c) start events are not part of the formalization. They are used in
the graphical presentation of fragments to indicate the data pre-condition of a
fragment.

Now, that all its components are defined, we define the notion of a case model,
which captures the essence of a business scenario.

Definition 5 (Case Model). A case model (D,L,F ,A, tc, lc) consists of a
domain model D, a set of lifecycles L := {LC , LF , LA, LG}∪{lc(Di) = LDi

|Di ∈
DC}, a set of well-formed process fragments F , a set of activities A, a termi-
nation condition tc ∈ COND, and a function lc assigning a lifecycle to the other
elements.

4 Operational Semantics of Case Models

This section formally specifies the operational semantics of case models, i.e. their
behavior at runtime. To perform a case model it needs to be instantiated into
a case that is in an initial state. This is described in Sect. 4.1, while Sect. 4.2
explains how the case state can change according to case progress rules.
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4.1 Case State and Instantiation

Cases reside on the instance level and consist of fragment, activity, gateway, and
event instances, as well as data objects, i.e. instances of data classes defined in
the domain model. Each of these elements is at any time in exactly one lifecycle
state and values are assigned to each data object attribute. A case is in flux,
new data objects are created, the states of activity instances change, the case
finally terminates, however, the case identifier stays the same. Each snapshot in
this series is referred to as a case state, which is formally defined as follows.

Definition 6 (Case State). Given a case model M = (D,L,F ,A, tc, lc) mul-
tiple cases c1, c2, . . . can be instantiated forming the set of cases CasesM . At
any time a case c ∈ CasesM is in a certain case state S. A case state S is a
tuple (I, in, cs, val), where I = FI ∪ AI ∪ GI ∪ EI ∪ DO is a set of instances,
partitioned into fragment, activity, gateway, and event instances, as well as data
objects, in ⊂ (I × I) defines the inclusion among instances and data objects,
cs maps instances and data objects, including the case c itself, to their lifecycle
states, and val : (DO×AT ) → dom(AT ) assigns values to data object attributes.
The (infinite) set of all possible states of instances for a case model M is denoted
as StatesM .

The inclusion relation in gives rise to a directed, acyclic graph called case graph.
It is rooted in the case identifier c ∈ CasesM and specifies which activity
instances belong to which fragment instances, as well as which data objects
are bound to which activity instance.

New cases can be either manually instantiated by a knowledge worker or
automatically when an external event occurs. Instantiation of a case model cre-
ates a new case instance, one instance for each fragment, and instances for all
activity, gateway, and event nodes in every fragment. The initial state of these
instances is determined by their associated lifecycles. For some instances, lifecy-
cle transitions occur during instantiation, e.g. an activity instance belonging to
the first activity node of a fragment2 will be control-flow-enabled by the engine.
Activity, gateway, and event instances are in inclusion relation with their respec-
tive fragment instance and depending on the data object creation policy of a data
class, data objects are created in their initial state.

For our exemplary scenario the initial state is S0 = (I0, in0, cs0, val0), where
I0 = FI0 ∪ AI0 ∪ GI0 ∪ EI0 ∪ DO0 and FI0 contains one instance for the setup
fragment (f1) and one for the topic proposal fragment (f2). AI0, GI0, EI0 contain
instances for all activity, gateway, and event nodes respectively. Those instances
are related to their fragment instance via the in relation. DO0 is empty, because
data objects of class ‘Seminar’ and ‘Topic’ have to be created explicitly during
the case according to the data object creation policy. Because DO0 is empty,
there are no attributes to which val0 could assign values. The state cs(f1) of

2 When it is clear from the context, we will speak of the first activity, when we mean
the activity instance belonging to the first activity. Bear in mind, that cases are on
instance level.
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the setup fragment instance is enabled, while cs(f2) = initial, because the data
precondition �F2 = Seminar[in planing] is not fulfilled. The activity instance of
“select title & organizer” is enabled, because it is the first activity of a fragment
and has no data pre-condition. All other activity instances are either in state
initial or df-enabled, depending on whether they have a data pre-condition.

For cases that are automatically started due to an external event, it would be
useful to consider input data for the case derived from the event. To achieve this,
data objects would need to be created with attribute values assigned according
to the triggering event. However, the mapping of external events to data objects
is beyond the scope of the basic formalism.

4.2 Case Progress

Knowledge workers progress a case by performing activities, in addition automat-
ically performed system activities, as well as external events can drive the case’s
progress. These state changes, called global transitions, are governed by a set of
rules that together define the operational semantics of our approach. Because
a case c consists of many component instances – fragment, activity, gateway,
and event instances, as well as data objects – its state S is compounded of the
component instances’ states, which are captured by their associated lifecycle and
changed through lifecycle transitions. However, these transitions cannot occur
on their own in isolation, but only when triggered by a rule due to a global
transition. The following definition introduces triggering of lifecycle transitions.

Definition 7 (Lifecycle transitions). Let M = (D,L,F ,A, tc, lc) be a case
model and S = (I, in, cs, val) ∈ StatesM be the state of a case c of M . Let
further i ∈ I be an instance with associated lifecycle lc(i) = (Q,Σ, q,Ω,→) in
state cs(i) = qs, qs ∈ Q. We write action(i) to denote the triggering of lifecycle
transition (qs, action, qt) ∈ →. This lifecycle transition results in changing the
instance’s state from cs(i) = qs to cs′(i) = qt.

Take for example fragment instance f in state cs(f) = active and activ-
ity instance a, (a, f) ∈ in in state cs(a) = running. Let us assume fur-
ther that the activity node, a is an instance of, is the final activity node
in its fragment. Although the fragment lifecycle LF allows a transition
(active, terminate, finished), this transition is taken only when the end event
of that fragment occurs. When the case worker terminates the final activity
through the frontend, several lifecycle transitions are executed by the engine.
First, the lifecycle state of the terminated activity instance changes. As a result,
the succeeding end event performs the lifecycle transition occur, which triggers
the lifecycle transition terminate of the fragment instance. As a result of the
global transition the case is in state S′ with cs′(a) = cs′(f) = finished.

To ease definition of progress rules we define some helper functions. type :
DO → DC maps data objects to their data class. node maps activity, gateway,
and event instances to the node they are instances of. frag : FI → F maps
fragment instances to the fragment they are instances of. The notion of pre/post-
set of nodes is extended to instances, i.e. i ∈ AI, i• = {x |node(x) ∈ node(i)• ∧
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(i, f), (x, f) ∈ in}, analogously for •i. Also, data pre/post-conditions of activity
nodes are extended to instances, i.e. a ∈ AI, a� = node(a)�.

Data object state conditions as well as data expressions are evaluated in the
context of a case state, yielding either true or false. An atomic condition D[q] ∈
COND holds true in a state S, if and only if there exists a data object of type D
that is in state q, i.e. ∃d ∈ DO : type(d) = D ∧ cs(d) = q. Compound formulae
are evaluated according to the usual rules of conjunction and disjunction. Data
pre-conditions of activities are evaluated in a similar fashion.

Definition 8 (Fulfilled data pre-conditions). Let M = (D,L,F ,A, tc, lc)
be a case model and S = (I, in, cs, val) ∈ StatesM be the state of a case c of
M . Let further a ∈ AI be an activity instance of activity node node(a) = A,
and �A = {(D1, q1), . . . , (Dn, qn)} be the data pre-condition of A. A subset B =
{b1, . . . , bn} ⊆ DO fulfills the data pre-conditions of A in state S, if type(bi) =
Di and cs(bi) = qi. If �A = ∅ the empty set fulfills the data pre-conditions. B is
said to be unbound, if ∀b ∈ B, �x ∈ I : (b, x) ∈ in.

An unbound subset of data objects that fulfills the data pre-conditions of an
activity instance, can be bound to that instance, once it becomes control-flow-
enabled and is started by the user. In our running example, in the case state
after terminating activity “select title & organizer” the data object set {sem}
with type(sem) = Seminar is unbound and fulfills the pre-condition of activity
“specify requirements”. This leads to the first progress rule.

Rule 1 (Activity Start). Let M = (D,L,F ,A, tc, lc) be a case model and
S = (I, in, cs, val) ∈ StatesM be the state of a case c of M . Let a ∈ AI be an
activity instance in state cs(a) = enabled, let f ∈ FI be a fragment instance
with (a, f) ∈ in, and B ⊆ DO be an unbound set of data objects, potentially
empty, that fulfills the data pre-conditions of a.

Then S can make a global transition to S′ = (I ′, in′, cs′, val) with

(a) in′ = in∪{(bi, a) | bi ∈ B}, i.e. data objects are bound to activity instance a
(b) cs′ is defined by the following lifecycle transitions: begin(a) and
(c) If f is not yet active, i.e. cs(f) = enabled,

(i) start(f), i.e. start the fragment instance f
(ii) FI ′ = FI ∪ f ′ where f ′ is a new fragment instance with frag(f ′) =

frag(f), initialized as described in Sect. 4.1

According to Rule 1(c) a fragment instance f stays in state enabled until
one of its activity instances begins execution, only then it makes the lifecycle
transition start(f). At the same time a new fragment instance f ′ of fragment F
is created in its initial state (although enable(f ′) will be performed when �f ′ is
empty or fulfilled). This allows to create new fragment instances at the moment
they are required, ensuring that arbitrarily many instances are available.

Activity Termination with User Input. Running activities can be terminated by
knowledge workers when they finished working on that activity, leading to a new
global case state. If the activity manipulates data objects, i.e. its data post-set
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is non-empty, users can enter attribute values for those data objects through
a form. This input determines the valuation of the attributes of those data
objects. We formalize the input as a valuation function defined for all bound
data objects. When an activity terminates, the state of data objects in its data
post-set is changed according to the model and all of its successors are triggered.

Rule 2 (Activity Termination). Let M , S be defined as before. Let a ∈ AI
be an activity instance in state cs(a) = running included in fragment instance
f ∈ FI, i.e. (a, f) ∈ in. Let B = {b | (b, a) ∈ in} be the data objects bound to a
and valin be the valuation function provided by the user.

Then S can make a global transition to S′ = (I, in′, cs′, val′) with

(a) cs′ is defined by the following lifecycle transitions: terminate(a) and
(i) a’s successor is triggered, i.e. if a• ∈ AI then cf-enable(a•), if a• ∈ GI

then open(a•), if a• ∈ EI then occur(a•)
(ii) The lifecycle states of all bound data objects b ∈ B are changed according

to the data post-conditions of node(a).
type(b) = Di ∧ (Di, qt) ∈ a� ∧ (cs(b), action, qt) ∈ →i =⇒ action(b)

(iii) new data objects d are created in the state cs′(d) = q0,
DO′ = DO ∪ {d | type(d) = D ∧ (D, q0) ∈ a� \ a�}

(iv) Attribute value assignment val′ is pieced together from the previous valu-
ation val and the user input valin.

(v) terminate(c), if the termination condition is fulfilled
(b) in′ = in \ {(b, a) | b ∈ B}, i.e. data objects in B are released

Following this rule cases terminate immediately, once their termination condition
becomes true. On the other hand, nothing prevents the knowledge worker to
continue working on a case that is terminated. The frontend should display that
the termination condition is fulfilled and offer the possibility to close the case.

Rule 3 (Event Occurence). When an event e ∈ EI occurs in a state S, it
triggers its successor x = e•, by performing the appropriate lifecycle transition.
occur(e) =⇒ cf-enable(x), x ∈ AI ∨ open(x), x ∈ GI ∨ occur(x), x ∈ EI

Rule 4 (Gateway Behavior). Let M , S be defined as before and let g ∈ GI
be a gateway instance.

(a) When a XOR split opens it triggers its successors, i.e. open(g) ∧ γ(g) =
G×

< =⇒ cf-enable(xi), xi ∈ AI ∨ open(xi), xi ∈ GI ∨ occur(xi), xi ∈ EI,
for all xi ∈ g•

(b) A XOR split closes and skips all alternatives when one activity begins, i.e.
begin(xi) ∧ γ(g) = G×

< =⇒ close(g) ∧ skip(xj), xj = xi

(c) When AND splits and XOR joins open, they trigger their successors and
close, i.e. open(g) ∧ γ(g) ∈ {G∧

<, G×
>} =⇒ close(g) ∧ (cf-enable(xi), xi ∈

AI ∨ open(xi), xi ∈ GI ∨ occur(xi), xi ∈ EI), for all xi ∈ g•
(d) An AND join closes when its last predecessor terminates, i.e.

terminate(yi) ∧ ∀yj ∈ •g \ {yi} : cs(yj) = finished ∧ γ(g) = G∧
> =⇒

close(g) ∧ (cf-enable(xi), xi ∈ AI ∨ open(xi), xi ∈ GI ∨ occur(xi), xi ∈ EI)
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If there exist paths from a XOR split to a XOR join without activities in between,
activities on alternative paths are called optional. Optional activities are enabled,
when the XOR split opens, but have to be skipped explicitly.

Rule 5 (Fragment Termination). If the end event of a fragment instance
occurs, that fragment instance terminates.

occur(N◦) ∧ (N◦, f) ∈ in =⇒ terminate(f)

Application of the rules to an initial case state S0 yields the structure of all
reachable case states. However, as rule applicability depends on user input and
selection of activity bindings, the state space of a case can grow tremendously.

5 Discussion

In this section we explore whether and how our approach eases modeling and
execution of flexible processes. The central idea of our approach is to model
business scenarios as a set of small fragments and use data object states to
combine them at runtime. The alternative would be to express the complex
flows that ensue through dynamic fragment combination in one BPMN model.
Imagine, the scenario allows to cancel a seminar before the semester started. A
BPMN model would necessitate many gateways to allow for cancelation at the
right places in the model and hence would become too large to be manageable.

Our fragment approach makes it easy to add fragments and keeps the frag-
ments simple, because fragment combination is based on data objects instead of
gateways. This fits naturally for flexible processes in knowledge work, where dif-
ferent courses of action can be expressed by different fragments. One could add a
fragment for canceling seminars after they have started, another one for dealing
with students who quit their enrollment. While the fragments are much simpler
there can be quite many of them and the flows resulting from their combination
pose a threat for model comprehension.

Therefore, it is essential for our approach to answer questions about possible
flows, e.g. how can I reach a case state satisfying the termination condition. The
formalization lays the foundation for this kind of formal analysis of case models.
Without the presented operational semantics for cases, analysis techniques would
not be able to generate the state space. Thus, the provided formalization is a
precondition for verification of cases, e.g. to find deadlocks and reachable states.

Finally, the formal background of our approach helped in implementing a
prototypical engine for executing case models [5]. The implementation closely
follows the formal definitions by using state machines to control the state of
instances and implementing the progress rules.

6 Conclusion

Driven by the deficits of traditional process management technology in supporting
knowledge intensive processes, since about a decade there is interest in case man-
agement. As discussed in the related work section, several approaches have been
presented with different assumptions, notations, and limitations.
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In the approach presented in this paper, we have tried to balance the struc-
tured parts of cases with the unstructured, flexible ones. We did so by following
a hybrid approach in which process fragments expressed in BPMN support the
structured part, while enablement conditions based on data objects and their
states support the variability aspects.

To validate the approach in general and the operational semantics in par-
ticular, they have been prototypically implemented in a software system called
Chimera. Initial user tests show the appropriateness of the modeling approach
and the effectiveness of the defined execution semantics. However, a thorough
empirical analysis involving a formal user study is not in the scope of this paper.
On the other hand, this paper provides the technical results of our research which
provide the basis for a future empirical evaluation.
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Abstract. Organizations are investing on process definition and
improvement in order to enhance their products’ quality. In the software
processes context, this is not different. A practice to support software
processes continuous improvement is to reuse the knowledge acquired
in previous process executions. After defining measures to the software
processes performance, an analysis of process execution data can be done,
in order to detect process enhancement points. One way to capture these
process execution data is using data provenance models. Thus, these data
can be analyzed, using information derivation mechanisms, such as infer-
ence engines for ontologies. This paper aims to describe and evaluate
an approach to support software process execution analysis to improve
process performance, using data provenance and ontologies. A pilot case
study was conducted with software processes used in two software devel-
opment companies. With this study, implicit information was derived
and can be used for improving process performance.

Keywords: Software process · Data provenance · Ontology

1 Introduction

Based on the principle that software product quality is strongly related to the
software process quality, organizations have increasingly invested on improving
processes definition and management [6].

In order to enable software processes improvement, it is necessary to define
processes performance measures. Thus, after defining these measures (such as
time, productivity and stress, for example), an analysis of process execution
data, necessary for obtaining the previously defined measures, should be done,
aiming to detect process improvement points. One way to capture and analyze
these data is by using data provenance models and techniques [3].

After collecting provenance data, one possible way to analyze these is by
using ontology and inference mechanisms offered by it, enabling the discovery of
information that can help to improve the software process.
c© Springer International Publishing Switzerland 2016
M. La Rosa et al. (Eds.): BPM Forum 2016, LNBIP 260, pp. 55–71, 2016.
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Aiming to enhance software process performance in future executions, this
paper proposes an approach to support the reuse of experience in previous exe-
cutions of software processes, using data provenance and ontology.

The remainder of this paper is structured as follows. Section 2 covers the
background. The proposed approach is described in Sect. 3 and a pilot case study
is presented in Sect. 4. Section 5 discusses related works and, finally, in Sect. 6
conclusions and acknowledgments also presented.

2 Background

Software process can be defined as a set of activities, methods, practices and
transformations that people use to develop and maintain software and associ-
ated products [16]. This set of activities, methods, practices and transformations
can be arranged in a software process lifecycle. In our approach, the lifecycle
was adapted to encompass software process enactment, monitoring, analysis and
improvement using data provenance and ontology.

Buneman et al. (2001) define data provenance as the description of the ori-
gins of a piece of data. Thus, data provenance can be used in the context of
software process development in order to provide additional information about
it. Then, during the process lifecycle, data provenance can be captured. To
capture the origin of process data, it is necessary to capture the process flow
specification (prospective provenance) and process execution data (retrospective
provenance) [5] in order to have the information regarding the success, failure,
delays and errors, during process execution. Provenance models, such as PROV
[14], can be used to provide a standard model to capture and store these process
execution data. The goal of PROV provenance model is to enable the publica-
tion and interchange of provenance information in heterogeneous environments.
This model has three vertices to represent entities, activities and agents and
also causal relationships between them, such as wasGeneratedBy, used, was-
InformedBy, wasStartedBy, wasEndedBy, wasInvalidatedBy, wasDerivedFrom,
wasAttributedTo, wasAssociatedWith, actedOnBehalfOf, alternateOf, specializa-
tionOf, hadMember.

In our approach, data provenance is used with ontology in order to derive
implicit information. An ontology defines a formal and explicit specification of
a shared conceptualization. It allows capturing the common understanding of
objects and their relationships in a particular domain [7]. The PROV model also
offers an ontology called PROV-O [11] to represent the PROV Data Model using
the Web Ontology Language (OWL2). It provides a set of classes, properties and
restrictions to represent provenance information. Furthermore, OWL2 is based
on logic specification, then, it is possible to use inference mechanisms in this
language. With this mechanism we can derive new information and relationships
that were previously implicit. Thus, process data provenance captured using
PROV can be analyzed by using ontology and inference mechanisms offered by
it, enabling the discovery of implicit information.
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3 Approach Overview

The systematic approach to software process enactment, monitoring and analy-
sis improvement using data provenance and ontology is divided into four distinct
layers (Fig. 1): (1) Client Layer: It is the interface between process members
and the approach; this layer is a web application, developed using JavaJSF and
PrimeFace and allows for users interaction and visualization of all process life-
cycle. This layer also comprises a manager layer, to provide information only
to process managers; (2) Integration Layer: Integrates the Client Layer to all
other layers of the approach, allowing the exchange of data/information between
them; (3) Measure Layer: Is responsible for storing and capturing the measures
related to the process to be executed and (4) Provenance Layer: Prospective
and retrospective data provenance are captured during process lifecycle and
imported to this layer, which has a database based on PROV specification for
process provenance data. Also in this layer, process provenance data are imported
into an ontology in order to make inferences using these data. This layer can also
be called PROV-Process [4].

Fig. 1. Approach architecture. (Color figure online)

This approach also uses an external application called jBPM [19]. It is a
free Business Process Management System (BPMS) with an extensible workflow
engine that allows processes execution using BPMN 2.0 [15]1.

1 It should be noted that SPEM 2.0 (Software and Systems Process Engineering Meta-
Model) [20] has great potential for software process modeling, however, it does not
provide concepts to address process simulation, execution, monitoring and analysis.
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The process to use the proposed approach has four distinct phases: (1)
Process Measurement Definition; (2) Process Execution and Monitor-
ing; (3) Process Execution Analysis; and (4) Process Information Feed-
back. The first phase starts after process modeling, using BPMN 2.0 [15], and
creation of a new process instance. After defining the process model and process
instance, which is stored as prospective provenance, the four phases detailed in
sequence can be conducted.

Phase 1: Process Measurement Definition: In this phase, the measures to
be collected and stored should be established. The project manager will be able
to define measures aligned to the organization’s business goals. The definition
of new measures is made according to [18] and an example of this definition is
shown in Table 1. Routines are incorporated to the process flow model (a web
service is incorporated to the process flow in order to capture provenance data)
that will enable the capture of information needed for these measures in an
automated way (Phase 2).

Phase 2: Process Execution and Monitoring: Process execution was imple-
mented using a BPMS, like jBPM [19]. Then, the capture/storage of measures
data can be done in an automated way. In addition to the data required for the
establishment of the measures set out in Phase 1, during Phase 2, data from
retrospective process provenance is captured, stored and analyzed using PROV-
Process approach [4], which consists of a specified architecture for capturing,
storing and analyzing processes provenance data, using PROV [14]. PROV was
adopted in this approach assuming its elements are closely linked to elements
that can be represented by BPMN notation.

The main criteria for using the PROV-Process approach to software process
execution data are: (1) All tasks performed in a process specific instance will be
stored in the Activity table, according to the flow model described in BPMN;
(2) The executor of a task will be stored as a record of the Agent table, in
addition to creating a record in wasAssociatedWith table representing the rela-
tionship between Activity and Agent ; (3) The artifacts generated and consumed
by the tasks during the process execution will be stored as Entity table records.
The relationships between artifacts and tasks are created in accordance with the
action carried out on the artifact at runtime. These relationships can be: used,
wasStartedBy, wasEndedBy, WasGeneratedBy. The wasAttributedTo ratio must
be used to establish that an artifact was used by a particular agent; (4) was-
RevisionOf and wasDerivedFrom relationships are captured when new artifacts
are created during process execution, if these are revisions of existing artifacts
or derived from existing artifacts. The developer, when creating a new artifact,
should inform these relationships.

In addition to allowing the storage of provenance data, the PROV-Process
approach offers an interface to build an OWL (Ontology Web Language) file
with the captured provenance data of a software process using an extension
of PROV-O ontology [11], named PROV-Process Ontology. All the captured
process provenance data is added to this ontology as individuals. These individ-
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Table 1. Process runtime measurement

1 Name: Process runtime

2 Definition: Measure used to quantify the duration of process
execution

3 Mnemonic: PR

4 Measure Type: Base Measure

5 Measured Entity: Change Request Process

6 Measured Property: Time

7 Measurement Unit: Hours

8 Scale Type: Absolute

9 Values Range: Positive real numbers, using two decimal places of
precision

10 Range Expected Data: -

11 Calculation Formula: PR = FT ST, where:

FT= final time (date and time of process completion)

ST = start time (date and time to when process starts)

12 Measurement
Procedure:

Calculate the duration of process execution, using the
measurement calculation formula

13 Measurement Moment: At the start and end of any process execution instance

14 Measurement
Frequency:

Whenever initialized and finalized a process execution

15 Measurement
Responsible:

Will be held in an automated way

16 Analysis Procedure: Compare obtained value with other process runtime,

using a graph, verifying if the value obtained in this

measure has the same behavior as in previous
executions

If it does not, the causes of instability need to be
investigated

17 Measurement Analysis
Moment:

After process execution

18 Frequency Analysis: After each process execution

19 Analysis Responsible: Project Manager

uals are represented in the relational database as activities, agents and entities,
in addition to the relationships between them, according to the process execution
data.

An example of how process provenance data were imported in ontology can
be seen in Fig. 2. It shows that the task Opening the Request for Change 1 was
established as an individual of the Activity class and it is associated with the
actor Client 1 (for this, we used the property wasAssociatedWith to represent this
PROV relationship), since, according to the process execution data of this task,
it was performed by the actor Client 1. Also related to this task, there were its
start time and end time, using the properties startedAtTime and endedAtTime.



60 G.C.B. Costa et al.

After process execution and collection of process provenance data to calculate
process metrics, Phase 3 can be performed.

Phase 3: Process Execution Analysis: This phase comprises reporting to
the project manager mechanisms to analyze process execution metrics and prove-
nance data previously captured.

In this phase, the captured metrics can be analyzed through graphs generated
with the amounts collected/calculated at runtime, allowing the verification of
values and a comparison of these with other implementations of the same process.

Regarding process provenance data, they may be used by a process manager
through node-link graphs visualization, generated by the captured retrospective
provenance, in order to make decisions about the process evolution. In addition,
as a differential of our research, we can mention the derivation of implicit infor-
mation, which can improve future process executions. This can be accomplished
by means of ontology inference mechanisms, using data captured during Phase 2.

Fig. 2. Process provenance data in ontology.

An example of how these mechanisms may be useful for the analysis of per-
formance data is presented in Fig. 3. After running the inference engine on the
PROV-Process Ontology, with the respective individuals and relationships cre-
ated from the process provenance data, we obtained information derived from the
established relationships that were not explicit in process data. Figure 3 shows,
for example, that activity Solution Implementation 11 was done by actor VB 6
but it was also influenced by DotNet 5 actor.

Phase 4: Process Information Feedback: After process execution, con-
sidering the collection of provenance data and the possibility of analysis, the
process manager can observe possible improvements and adjustments to do in
the process. Thus, this approach proposes a phase that will allow the process
feedback with information that can improve next process executions. Examples
of this information may be team members that should work together, or sepa-
rately, or tasks to be removed from the process, as they have never been exe-
cuted. Therefore, this provenance data could be used while driving the process
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Fig. 3. Inferences in ontology.

and allocation of tasks to actors to optimize the total time of process execution
and/or reduce the number of ‘cycles’ (i.e., repetitions) of the task, concerning
the implementation of the solution.

The storage of software process execution data and its provenance into a
MySQL database (Phase 2) and these data analysis (Phase 3) can be done
automatically, with tool support (all technologies used in this tool are presented
in red, in Fig. 1). We are still working in this tool to support phases 1 and 4.

4 Pilot Case Study

A pilot case study considering the application of the approach in two real indus-
try processes was performed, in order to get suggestions/information that could
provide feedback to newer executions of the software process promoting its per-
formance improvement. These processes represent an actual implementation of
the process in industry and all the processes models created were previously
validated by the company. However, due to space limitation, only one of these
processes executions is presented in this paper.

The objective of the case study has been: Analyze process execution data
in order to improve its performance with respect to the previously
defined metrics from the manager’s point of view in the context of
software processes.

Based on the proposed goal, the hypothesis (H1) is: the storage and further
analysis of software process performance data using a data provenance model,
with an ontology, is able to provide information to be used to improve the per-
formance of newer instances of this process, and the null hypothesis (H0) is: the
storage and further analysis of software process performance data using a data
provenance model, with an ontology, is NOT able to provide information to be
used to improve the performance of newer instances of this process.
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4.1 Planning and Execution

To perform the pilot case study, real industry processes were used. One of them
is a process to manage changes requests in a 19 year old Brazilian software
company that deals with business management software.

Using this pilot study, we sought to obtain suggestions to reduce the
process instances runtime when this runtime was much higher than
in other instances of the same process.

For conducting this study, the process specification was done using the BPMN
notation, as can be seen in Fig. 4. After that, the approach phases were con-
ducted.

Fig. 4. BPMN process flow model.
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Phase 1: Process Measurement Definition: In this phase, three measures
to be collected and stored during Phase 2 were established: (1) process runtime,
(2) process runtime average, and (3) percentage of process executions that were
derived from other executions. Table 1 shows how the first measure was defined,
as proposed in [18]. The other two measures follow the same measure definition,
with their specific parameters.

Table 2. Example of execution data.

Number Derived Opened in Type Origin Team Closed in

30006 0 10/03/2013 14:54 Module liberation Client VB6 10/03/2013 22:06

30006 1 06/11/2014 17:18 Module liberation Client VB6 06/12/2014 10:41

111044 0 01/27/2012 11:14 New resource Comercial VB6 01/31/2012 17:52

Phase 2: Process Execution and Monitoring: In this phase, ten process
instance executions that had been fully completed were analyzed.

Regarding the obtained data, the following were used: (1) Change request
(RDM) number; (2) Information if a process execution was derived from another
(3) Date/time of RDM opening; (4) Type of RDM; (5) Responsible for opening
the RDM (Origin); (6) Changed modules and components during the deployment
task; (7) Team responsible for implementation of the solution; (8) Date/time of
RDM completion.

Part of the obtained data can be seen in Table 2, for example. Each row of this
table represents a distinct execution of an instance to request and change man-
agement. All these data were imported into the relational repository of PROV-
Process.

Phase 3: Process Execution Analysis: During this phase, the three measures
identified in Phase 1 were analyzed, based on process execution data, which allows
checking out values and comparing them with other implementations of the same
process. This analysis is described in the following, for each of the three measures:

1. Measure 1: Process Runtime - values obtained for this measure of 10 executed
instances are illustrated in the first chart in Fig. 5;

2. Measure 2: Process Runtime Average - values obtained for this measurement,
after each of the 10 executed instances, is listed in the second chart of Fig. 5;
and

3. Measure 3: Percentage of process execution that was derived from other exe-
cutions - To obtain this measure, process execution data were analyzed (RDM
number and process instance identifier). If any instance of execution has the
same RDM number and different process instance identifier, we adopted the
instance with the highest value for process instance identifier corresponding
to a process execution that was derived from another execution. The data
obtained for this measurement, after each of the 10 execution instances, were
50 %, as can be seen in the third chart of Fig. 5.
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Fig. 5. Process graphs.

Besides the values obtained for the measures defined in Phase 1, through
the inference engine used in the ontology (which was populated with individuals
created from the process execution data), the discovery of implicit information
is possible.

As obtained information from retrospective data coming from this process
with the ontology, we can highlight four types: (1) Tasks that influenced
the generation of other tasks, i.e., as can be seen in red in Fig. 6: the task
Opening the Request for Change 1 influenced the task Opening the Request for
Change 4 ; (2) Agents that could be associated to the solution of the deploy-
ment task, considering that they already handled the artifacts involved in this
task in any other execution of the process. Figure 7 shows that the task Solu-
tion Implementation 11 was influenced by DotNet agent (id = 5), given that this
agent handled artifacts common to this task in other instances of this process;
(3) A list of all the tasks in which an agent was involved, as well as the artifacts
handled by the same; (4) A list of all the tasks in which an artifact was used.

Phase 4: Process Feedback: Based on the measures defined in Phase 1 and
obtained in Phase 2, information inferred from the use of ontology and data
provenance could help in improving the process performance. As an example,
when analyzing the results obtained for measures 1 and 2 (Fig. 5), it is observed
that executions 5 and 9 considerably raised the values obtained. Thus, these
two instance executions require a further analysis in order to prevent further
executions of this process with this high runtime value. When analyzing these
two executions using ontology and the inferred data, the following information
can provide feedback about the process:
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Fig. 6. Tasks that influenced other tasks. (Color figure online)

(1) When assessing tasks and agents involved in instance 5, no relevant infor-
mation has been inferred, however, when artifacts manipulated during the exe-
cution of this process instance were analyzed, it was found that arApuracaoPis-
Cofins03 and frelApuracaoPisCofins were handled only by the task Solution
Implementation with id = 14 (as can be seen in Figs. 8 and 9). Thus, this infor-
mation could provide feedback about the process, stating that manipulation
of artifacts arApuracaoPisCofins03 and frelApuracaoPisCofins may result in a
considerable increase in the process runtime.

Fig. 7. Agents that influenced a task.

Fig. 8. Artifact arApuracaoPisCofins03.

(2) When assessing the Solution Implementation task held in instance 9,
information that VB 6 Agent (id = 2) influenced this task (see Fig. 10) was
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Fig. 9. Artifact fRelApuracaoPisCofins.

inferred, considering that they already handled the artifacts involved in its exe-
cution in some other process, which could perhaps influence the process execu-
tion time reduction. Thus, the process could provide feedback using notes next
to artifacts with the agents that have already manipulated it. Then, during the
execution of a process that starts handling a particular artifact, the executor of
the task could include new agents to the solution of that task, since they have
used that device in some previous run and therefore could share some knowl-
edge concerning this, which could possibly contribute to the reduction of the
task runtime.

Fig. 10. Agents that influenced a task.

In order to check if the types of information obtained from the application
phase of the proposal process are the same ones obtained in other processes, a
study of another process was conducted. This process is related to requesting
and implementing new features and error handling in an ERP PROJECT of a
Brazilian software development company. However, as mentioned before, due to
space limitation, it is not presented in this paper.

4.2 Hypothesis Review

When performing the pilot case studies, we could identify four distinct types of
information that arise using inference mechanism: (1) Tasks that influenced the
generation of other tasks; (2) Agents that might be associated with a task; (3)
Tasks in which an agent was involved and artifacts manipulated by him, and
(4) Tasks in which a particular artifact was used. Considering these types of
information, which were obtained from the proposed approach in conjunction
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with metrics previously established for the process, there is evidence that it may
contribute to the improvement of the process in subsequent runs. Information
obtained during the analysis of the process using inference mechanism can be
classified into two types: (1) Information related to the artifacts that are manip-
ulated by the process, which helps to considerably increase the runtime of new
process instances, and (2) Information related to agents who already manipu-
lated artifacts; thus, during the execution of a process, when a certain artifact
is to be handled, the process manager can include new agents to the solution,
given that they have used that artifact in some previous run and therefore can
share some knowledge concerning it, possibly contributing to the reduction of
the task runtime. Therefore, considering the analysis presented above, it is pos-
sible to obtain some evidence of the validation of the hypothesis H1. However,
additional quantitative and qualitative evaluation studies must be conducted in
order to completely validate the proposal.

4.3 Limitations Found

When running the pilot case study with the processes obtained from the orga-
nizations, some limitations have been identified: (1) Not all process execution
data were informed. Only a worksheet with process execution data was provided,
which can interfere with the results shown in Phase 3 of the proposed approach;
(2) In the reported process execution data, the information of the actors who, in
fact, performed the tasks was not provided. It was only informed the team that
carried out certain task.

4.4 Threats to Validity

There are four validity types about the results of an experiment: (1) Comple-
tion Validity: Related to the ability to obtain a correct conclusion about the
relationship between treatment and the outcome of the experiment; (2) Inter-
nal Validity: whether the relationship observed between the treatment and the
result is causal, and is not the result of influence of another factor that is not
controlled or was not measured; (3) Construction Validity: considers the rela-
tionships between theory and observation, i.e. whether treatment reflects the
cause and the result reflects the effect and (4) External Validity: defines the
conditions that limit the ability to generalize the results an experiment for the
industrial practice. In the conducted pilot case study, the following threats to
validity can be mentioned:

1. Completion Validity: Both the total number of cases (2) used in this PoC as
the number of running instances used for PoC (10 instances of the processes)
is not ideal from a statistical point of view. Thus, the results should be con-
sidered only as indications.

2. Internal validity: The processes used in organizations have been refurbished
using the notation of this work proposal (BPMN), from interviews/meetings
with knowledgeable people of this process in the company, but in spite of
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the models have been approved by the respective managers of the process.
It was not verified if, in fact, the company, the process took place exactly
as specified. The fact that organizations did not provide information on the
implementation of the processes as a whole but only some tasks is another
threat to internal validity.

3. Construction Validity: Despite showing information that can be used to help
improve process performance, it was not possible to assess whether, from this
information, the manager of the process could, in fact, improve the perfor-
mance of process, given that were not obtained/performed executions of the
process, after the initial analysis of performance data that were provided.

4. External Validity: Using only two processes, it was not possible to represent
all possible situations of a software process and the source of information
that can be useful after executions of the same to improve their performance.
Although the examples presented are realistic, it is still necessary to check that
the approach of the objectives will be achieved in other industrial software
processes.

5 Related Work

There is no consensus about tools used to software process execution, moni-
toring, analysis and improvement. Among the analyzed approaches, they either
suggest to use a generic tool for process management, such as BPMS (Business
Process Management Suite or System) and PSEEs (Process Centered Software
Engineering Environment), or adopt proprietary solutions that meet the specific
needs of the approach, such as Opsis System [2], GENESIS [1] or PSEE for MDA
software processes [12]. GENESIS platform is the only that allows, in fact, the
evolution of processes using policy change operations.

Missier et al. (2013) present D-PROV, an extension of PROV model specifi-
cation, with the aim of representing process structure, i.e., to enable the storage
and query using prospective provenance. It shows an example of using D-PROV
in the context of scientific workflows. This work was used as basis to capture
prospective provenance in our approach, with adaptations to software process.

A technique, called PRiME [13], was proposed to adapt application projects
to interact with a provenance layer. The authors specify the steps involved in
applying PRiME and analyze its effectiveness through two case studies. Based
on this work, Wendel et al. present a solution to failures in software development
processes using PRiME [21]. It also uses the Open Provenance Model and SOA
architecture.

Junaid et al. propose an approach where a provenance system intercepts
the actions of users, processes and stores these actions to provide suggestions on
possible future tasks for the workflow project. These suggested tasks are based on
the actions of the current user and are calculated based on the stored provenance
information. Similar to the related work mentioned above, the proposed approach
aims to improve processes based on data provenance. However, our approach
is focused on supporting software process execution, monitoring and analysis
phases to improve software processes [10].
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Gunther et al. use techniques for mining process change logs to obtain infor-
mation about when and why process changes become necessary and to provide an
aggregated overview of all changes that happened so far. Differently from they,
our proposal investigates process provenance data using ontology and inference
mechanisms, aiming to improve the process based on previously defined metrics
[8,9].

The use of ontology reasoning for business activity monitoring has already
been investigated in [17]. They proposed a tool, called SENTINEL, based on
semantic technologies, which includes ontology for metrics and tools for compu-
tation and analysis of these metrics. We also propose the use of ontology, con-
sidering that by using inference mechanisms offered by it, we can find implicit
information in the software process provenance data, as for example, implicit
relations between users and manipulated artifacts in the process. However, we
use ontology in conjunction with a data provenance model, in order to capture
more relations/information about the software process execution data.

6 Conclusions

This paper presents an approach to use process provenance data and ontology
to analyze process data execution in order to improve future process executions.
This approach has four phases (1) Definition of process measures; (2) Imple-
mentation and monitoring of the process; (3) process execution analysis; and (4)
feedback process that can improve process performance.

A pilot case study has been presented, in order to indicate the advantages
of the proposed approach. It shows that source data, together with ontologies,
can provide implicit information to be used for improving process performance
using previously defined metrics. From the conducted study, we obtained infor-
mation from execution data of two industrial processes, which can be classified
in two types: (1) Information related to the artifacts that are manipulated by
the process, which helps to decrease runtime of new process instances; and (2)
Information related to agents who already manipulated artifacts; thus, during
the execution of a process, when a certain artifact is handled, the executor of
the task could include new agents to the solution, given that they have used that
artifact in some previous run and, therefore, could share some knowledge con-
cerning it, which could possibly contribute to the reduction of the task runtime.

The proposed approach is focused on software development processes and
the pilot case study was applied in this area. However, we believe that it can be
adapted and used in general processes, but this has not been evaluated yet.

For obtaining information from process, as future work, we have the develop-
ment of an intelligent agent to assist, in an automated manner, the provision of
process feedback information to process improvement. Furthermore, an analysis
of new types of information that can be derived from processes provenance data
is under development.
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Abstract. Managing and running business processes in the Cloud
changes how Workflow Management Systems (WfMSs) are deployed.
Consequently, when designing such WfMSs, there is a need of determin-
ing the sweet spot in the performance vs. resource consumption trade-off.
While all Cloud providers agree on the pay-as-you-go resource consump-
tion model, every provider uses a different cost model to gain a com-
petitive edge. In this paper, we present a novel method for estimating
the infrastructure costs of running business processes in the Cloud. The
method is based on the precise measurement of the resources required to
run a mix of business process in the Cloud, while accomplishing expected
performance requirements. To showcase the method we use the Bench-
Flow framework to run experiments on a widely used open-source WfMS
executing custom workload with a varying number of simulated users.
The experiments are necessary to reliably measure WfMS’s performance
and resource consumption, which is then used to estimate the infrastruc-
ture costs of executing such workload on four different Cloud providers.

Keywords: Cloud resource cost · Cloud BPM · Business process exe-
cution · Performance benchmarking · Workflow management system

1 Introduction and Motivation

According to the recent trend of Cloud Business Process Management [16], users
may move the execution of their Business Processes (BPs) to the Cloud, by
deploying a Workflow Management System (WfMS) on rented Cloud infrastruc-
ture, a Cloud model known as Infrastructure as a Service (IaaS). A WfMS
deployed in the Cloud (i.e., a Cloud WfMS) can deliver elastic scalability in
response to dynamic workload changes, which is one of the main motivating
factors for moving to the Cloud. In the IaaS context, it is not only important
to determine the inherent performance of the WfMS executing the BPs, but
also to measure and analyse the corresponding resource consumption, so that
an expected level of performance can be guaranteed while keeping costs to the
minimum. The focus of this paper is not on optimizing the BP execution in the
Cloud, which has received its due attention [1,24]. Instead, we focus on analysing
Cloud WfMS’s performance [21,25] and resource consumption [11]. Both aspects
are relevant for estimating the infrastructure costs of running BPs in the Cloud.
c© Springer International Publishing Switzerland 2016
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Cloud providers introduce cost models [13] with different sizing of the avail-
able resources, granularity of the utilization period, and performance guar-
antees [15]. In this paper, we present a novel method for estimating Cloud
infrastructure costs based on precise measures of the resources (CPU, RAM,
Database (DB) Size) consumed to run a mix of realistic BPs with a variable
number of simulated users. Such measures are necessary for in-depth analysis of
WfMS’s efficiency in using Cloud resources and to map how well WfMSs can fit
into existing Cloud cost models. To show-case the proposed method, we apply
it on workloads executed on Camunda1, a wide-spread open-source WfMS with
numerous customers in different sectors. Previous experiments [25] with three
open-source BPMN2.0 WfMSs have indicated Camunda’s stable behaviour, both
in terms of performance and resource utilization, which makes it a good candi-
date for Cloud deployment, thus motivating us to use it as the System Under
Test (SUT) in this work. Then we map its resource utilization to the expected
cost of renting it on four different Cloud providers, i.e., Amazon EC2, Microsoft
Azure, Google Cloud and Springs.io, implementing five diverse cost models.

Given the inherent variability of the IaaS Cloud providers’ performance [23],
we run the experiments in a private Cloud, whose controlled environment makes
it possible to guarantee performance measurements’ reliability and replicabil-
ity [9], providing, what can be considered, a baseline for the results obtained in
the Cloud. Our assumption is that we have obtained sufficient information for
an initial estimation of Cloud costs, and for reducing the set of experiments one
would have to perform directly on the best matching Cloud instances.

The remainder of the paper is structured as follows. Sect. 2 explains the pro-
posed Cloud infrastructure cost estimation method, while Sect. 3 defines some
useful metrics to be used in the proposed method. Sect. 4 describes the per-
formed experiments in terms of their setup and the experiment environment,
while Sect. 5 presents the results from the calculated metrics. Sect. 6 offers an
in depth discussion and mapping of those results to the costs of running BPs
on the Cloud. Sect. 7 presents related work and Sect. 8 describes the threats to
validity of the proposed method. Sect. 9 concludes the paper.

2 Cloud Infrastructure Cost Estimation Method

Before estimating any costs, it is necessary to determine what influences them.
In the case of Cloud infrastructure, the direct influence comes from the Cloud
providers’ pricing policy which uses computing resources (e.g., CPU, RAM) to
distinguish among different pricing packages. When executing BPs in a Cloud
infrastructure, the necessary resources are determined by: (a) the WfMSs input,
i.e., the complexity and size of the executed BPs as well as the number of
users and the frequency with which they instantiate the BPs, and (b) the end
user’s execution performance requirements, e.g., reducing latency or improving
throughput might require higher computational resources.

1 https://camunda.org/.

https://camunda.org/
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Having this in mind, the cost estimation method we propose is comprised of
the following steps: (1) determine the mix of BPs, i.e., the workload mix you
plan to execute in the Cloud (Sect. 4.1.1), (2) determine the number of users
and the frequency in which they will start the business process instances (BPIs)
(Sect. 4.1.2), (3) decide the execution performance requirements you are inter-
ested in and how you can measure them (Sect. 3.1, Sect. 4.2.3), (4) run experi-
ments in a stable and noise protected environment using the input determined in
steps one and two (Sect. 4.2), (5) analyse experiments’ results to determine the
resources necessary to achieve the desired performance indicators (Sect. 5), (6)
map the necessary resources to the pricing packages of Cloud providers (Sect. 6),
(7) select the Cloud providers’ offerings that minimise your costs while maximis-
ing your resource usage efficiency (Sect. 6), and (8) test and analyse in detail the
narrowed selection of IaaS offerings. In the rest of the paper we will show-case
the applicability of the proposed method by using BenchFlow, a dedicated per-
formance framework [8], for running a set of realistic experiments on Camunda
and mapping the results to a selected set of Cloud IaaS providers.

3 Measurements and Metrics

Performance requirements have to be measurable. Thus, selecting and defin-
ing both performance metrics and resource consumption metrics is necessary
before applying the method described in Sect. 2. In this section we present a
non-exhaustive list of possible metrics to use during the experiments, derived
from our experience in benchmarking the performance of BPMN2.0 WfMSs [25].
In order to obtain statistically relevant and reliable results, each experiment
is comprised of multiple trials. Thus, the raw data for the metrics are gath-
ered separately for each trial and then aggregated to compute experiment-level
metrics.

3.1 Performance Metrics

When testing a WfMS, its performance can be evaluated at the BPI level or at
workload mix level. At BPI level we obtain as raw data from the DB used by the
WfMS, the duration of each BPI execution (D) in milliseconds (ms), which we
use to calculate the aggregated metrics among different trials of the experiment.
Such metrics include: (1) the weighted average of the duration - wavg(D), where
the weights are computed based on the number of executed BPIs in each trial; (2)
the minimum, maximum duration - min(D),max(D) across trials; and (3) the
range of the quartiles of the duration - Q1(D), Q2(D), Q3(D) which is calculated
as the minimum, maximum value of the quartiles among the different trials. The
Q1, Q2 and Q3 quartiles show under which value does 25 %, 50 % and 75 % of
the data fall [18, Chapter 6].

The performance metrics that we evaluate at workload mix level based on
raw data from the DB are: (1) the number of BPIs - avg(N) executed during
the experiment; and (2) the throughput - avg(T ), i.e., the number of executed
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BPIs per second (s). For each of these metrics we calculate the average among
the experiment trials with 95 % confidence interval (ci), as well as the standard
deviation (sd). The ci is used to set up a range of likely values for the analysed
metric in which we can be 95 % confident [18, Chapter 8].

Based on data from Faban2, one of BenchFlow’s components [8], we addition-
ally calculate the weighted average of the requests sent by the users per second -
wavg(REQ/s) using the number of requests per trial as weights and the weighted
average response time - wavg(RT ) to the BP instantiation requests in millisec-
ond, where the weight is based on the number of BP instantiation requests in
the different trials.

3.2 Resource Consumption Metrics

The resource consumption metrics are particularly important for Cloud deploy-
ment due to the Cloud providers’ pricing models which uses them as billing
base, with CPU, RAM and Disk space being the most frequently used ones [13].
Since BenchFlow [8] uses Docker containers to deploy the WfMS, we obtain
the raw data regarding the resource utilisation from the Docker Stats API3.
CPU and RAM are continuous variables, thus we calculate the expected value
of their total usage per trial using the integral over time - avg(itg(CPU)),
avg(itg(RAM)) [18, Chapter 4]. We apply the trapezoidal rule to approximate
the definite integral.

To analyse the WfMS’s resource allocation efficiency we use the weighted
average of the efficiency of CPU and RAM usage - wavg(e(CPU)),
wavg(e(RAM)). The efficiency is computed as the ratio between the itg(CPU),
itg(RAM) and the product of the max(CPU), max(RAM) and the number
of data points used to calculate that integral, respectively for CPU and RAM.
The weighting per trial is based on the mentioned number of data points. This
ratio has values between 0 and 100 %, with values closer to 100 % indicating bal-
anced and thus efficient use of the CPU and RAM without significant changes
over time. We also compute the weighted average CPU, RAM - wavg(CPU),
wavg(RAM) among different trials in percentage (%) for the CPU and in MB
for the RAM. The weights are calculated based on the number of CPU, RAM
data points per trial.

To observe the dynamics of the CPU/RAM change over time we provide
the maximum CPU, RAM - max(CPU), max(RAM) metric. Furthermore,
we present the range of the quartile - Q1(CPU), Q2(CPU), Q3(CPU) and
Q1(RAM), Q2(RAM), Q3(RAM) calculated as described in the BPI level per-
formance metrics.

TheDisk space refers to the occupied space to store the executiondata in theDB
of the WfMS. We obtain the raw data from the DB information schema by adding
the space occupied by the data to the space occupied by the DB indexes used by the

2 http://faban.org.
3 https://docs.docker.com/engine/reference/api/docker remote api v1.22/#

get-container-stats-based-on-resource-usage.

http://faban.org
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.22/#get-container-stats-based-on-resource-usage
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.22/#get-container-stats-based-on-resource-usage
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WfMS. This is feasible given that Camunda uses MySQL. We calculate the average
Disk space - avg(DS) among trials with 95 % ci and sd.

4 Experiments Definition

Setting up a performance experiment requires defining: (1) the workload, i.e., the
necessary input to the WfMS, and (2) the execution environment of the experi-
ments, i.e., the private Cloud infrastructure and the minimal resources required
to execute the workload [9]. This means defining the factors that influence the
resource consumption, and the infrastructure costs as mentioned in Sect. 2.

4.1 Workload Definition

The parameters of the workload (workload mix, load functions, and test data) are
generic and applicable to different SUTs. However, their specific characteristics
depend on SUT’s functionality, as well as the experiments’ goals. When the SUT
is the WfMS, the workload mix refers to the BP models to be executed in the
WfMS during the experiments, the load functions define the frequency of BP
instantiation and the distribution of executed control flow paths, while the test
data might be necessary to start a BPI or during its execution, depending on
the BP model characteristics [9].

4.1.1 The Workload Mix
In practice, it is challenging to obtain BP models from industry due to their
confidentiality. Alternatively, using a workload mix comprised of workflow pat-
terns would result in very simple models, while the synthesis of arbitrary models
would not result in a realistic workload. Therefore, we decided to reuse models
included in the demonstrations and performance benchmarking suites conducted
by vendors, in particular Camunda4 and Activiti5. In order to stay focused on
the WfMS’s performance, we needed to adjust vendor’s models by removing data
flows and replacing any external interaction elements (such as message events,
pools, Web service tasks, user tasks) with control flow elements internal to the
BPs. Within the original control flow structure, Web service tasks and user tasks
have been replaced with empty script tasks, except for the scripts necessary to
randomly determine the execution path following branching gateways. The dura-
tion of timer events has been arbitrarily set to one minute. Message flows have
been replaced with control flows to isolate the impact of external interaction. In
models where messages are used as boundary events, they have been replaced
with exclusive or inclusive gateways, depending on whether an interrupting or
non-interrupting boundary event had been used. Furthermore, since loops intro-
duce non-deterministic behaviour which can impact the average duration of the

4 https://github.com/camunda/camunda-consulting.
5 http://www.slideshare.net/alfresco/introduction-to-activiti-bpm.

https://github.com/camunda/camunda-consulting
http://www.slideshare.net/alfresco/introduction-to-activiti-bpm
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BPI execution and the resources it uses, we limit, using a counter, the number
of iterations to a minimum of zero and a maximum of two.

In real-world usage the WfMS deploys concurrently different BP models with
different level of complexity. Thus, we use a workload mix comprised of five real-
istic models with different complexity and different set of used BPMN 2.0 con-
structs. The smallest BP model is presented in Fig. 1, while all the executable
models part of the workload mix are available at http://benchflow.inf.usi.ch/
bpm2016 for reproducibility purposes. All models use what zur Muehlen and
Recker [20] call the BPMN Common Core constructs (i.e., normal flow, tasks,
start/end event and exclusive gateway), while pools have been deliberately omit-
ted to ensure executability of the models. In addition, some of the models also use
sub-processes, loops, timer events, terminate end events, inclusive, and parallel
gateways. The smallest BP model has 21 elements (both nodes and edges) as evi-
dent in Fig. 1, while the largest one has 84 elements, thus they are coherent with
findings of empirical studies on modeling practices [5]. Previous experiments
with running only individual models vs. running a mix of individual models
have revealed comparable execution results [25], thus we have decided to only
run experiments where the five models are uniformly represented in the workflow
mix: each model is used to instantiate approximately 20 % of the BPIs.

Fig. 1. The smallest business process model in the workload mix

4.1.2 The Load Functions
With WfMS as SUT there are two types of load functions: the load start and
the load distribution functions [9]. Due to the unavailability of execution logs for
these particular models, in the load distribution function we use random load
distribution for the diverging paths with equal probability of choosing among
alternative paths. The load start function, on the other hand, is defined by
the load time (or steady state), the ramp-up period, the number of users and the
think time. We use 10 min of load time and 30 seconds of ramp-up period. This
means that all users become gradually active within 30 seconds, while the BP
instantiation requests are being sent for 10 min. The load time decision is based
on the fact that some Cloud service providers charge a minimum of 10 min of

http://benchflow.inf.usi.ch/bpm2016
http://benchflow.inf.usi.ch/bpm2016
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Virtual Machine (VM) usage with 1 min increments thereafter. Furthermore, as
described by Skouradaki et al. in [25], such a short load time was appropriate to
find significant performance bottlenecks, thus making it suitable for realistic tests
that provide insight on the WfMS performance behaviour. The actual duration
of the experiment depends on the execution time of the started BPIs, and thus
might be longer than 10 min. Previous work [8] has shown that changing the
number of simulated users impacts the WfMS’s performance behaviour. Thus,
to reflect realistic usage of WfMSs by differently sized companies or companies
which are evaluating their growth strategy, we have decided to simulate 50, 500
and 1’000 users. The think time is the waiting time between a new request the
user issues to the SUT, and the time in which the response to the previous
request has been received. In this case, the requests refer to instantiation of
a new BPI. We use a think time of 1 second, which may or may not reflect
real-world workloads, but it serves the purpose of stressing the SUT.

4.2 Experiments Environment

To ensure reliability of the results and more vast exploration of the cost analysis
space, automation of the experiments’ execution is required. For that purpose
we have developed BenchFlow, a dedicated framework for benchmarking WfMSs
performance [8], which we use for running the experiments. It automates the
configuration and the deployment of the benchmarked WfMSs and its DB. Faban
is used to generate the workload.

4.2.1 Execution Environment Configuration
To ensure reproducible initial conditions and minimal interferences, the WfMS,
the DB and Faban, are all deployed in Docker images [17] on dedicated servers
using the Docker Engine 1.9.1 and Ubuntu 14.04.3 LTS (GNU/Linux 3.13.0-
40-generic x86 64) as operating system. They interact through two networks of
10Gbit/s each, one dedicated to the communication between the WfMS and the
DB and the other one dedicated to other interactions (e.g., issuing the load). The
WfMS and the DB run on exclusively dedicated servers. The WfMS on a server
with 64 Cores (2 threads) and a clock speed of 1’400 MHz mounting 128 GB of
RAM and a magnetic disk with 15’000 rpm. The DB on a server with 64 Cores
(2 threads) and a clock speed of 2’300 MHz mounting 128 GB of RAM and a
SSD SATA disk. Faban’s Load Drivers are placed on three servers: one with 64
Cores (2 threads) and a clock speed of 2’300 MHz mounting 128 GB of RAM,
the second with 48 Cores (2 threads) and a clock speed of 2’000 MHz mounting
128 GB of RAM, and the third with 12 Cores (1 thread) at 800 MHz mounting
64 GB of RAM. With this resource allocation we have ensured and verified that
the DB would not become a performance bottleneck during the experiment.

4.2.2 Workflow Management System Configuration
The experiments are run on Camunda 7.4.0. placed in a Docker container with
Ubuntu 14.04.01 as operating system and the Oracle Java Server 7u79 VM, run
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Fig. 2. Normalized performance over number of CPU cores with 500 Users

Table 1. Bounded and Unbounded resource limits

Users WfMS CPU WfMS RAM DB CPU DB RAM

B 50 6 Cores 1 GB 6 Cores 2 GB

100 16 Cores 2 GB 16 Cores 10 GB

1’000 24 Cores 2 GB 24 Cores 12 GB

U 50, 500, 1’000 64 Cores 128 GB 64 Cores 128 GB

using the host network to avoid performance overhead in the network communi-
cation [7]. Standalone deployment is used and the WfMS is configured in accor-
dance with Camunda’s web-site suggestions, using Camunda’s official Docker
image6. MySQL Community Server 5.7.10 is used as a DB and is installed on
a separate Docker container7. WfMS’s connection to the DB is through the
MySQL Connector/J 5.1.33 with minimum 10 idle connections, maximum 100
connections and an initial thread pool size of 10. The history is set at full level.

4.2.3 Experiments Setup: Resource Allocation Limits
While the experimental testbed provides enough capacity to process the work-
load, deploying the system in the Cloud requires precise definition of the
resources (e.g., CPU, RAM, Disk space) needed by the system to operate under
the expected workload and in accordance with the expected performance behav-
iour. To do so, we first run an unbounded resource experiment (U) using the
full available capacity (64 CPU cores and 128 GB RAM) for both the WfMS and
the DB, for each of the numbers of simulated users (50, 500, 1’000). The purpose
is to determine a baseline for WfMS’s performance under different workloads
without saturating the system, i.e., step three of the proposed cost estimation
method: determining the execution performance requirements (Sect. 2).

Since RAM usage was relatively stable during the U experiments, we set it
to the amount of GB closest (round half to even) to the maximum used during
the U experiments and then kept it as a fixed variable when searching for the
minimum CPU cores required for obtaining a comparable performance to the one

6 https://hub.docker.com/r/camunda/camunda-bpm-platform/.
7 https://hub.docker.com/ /mysql/.

https://hub.docker.com/r/camunda/camunda-bpm-platform/
https://hub.docker.com/_/mysql/
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Table 2. Performance metrics results

Business Process Instance Level Metrics Workload Mix Level Metrics

wavg(D) min(D) max(D) Q1(D) Q2(D) Q3(D) avg(N) avg(T) (REQ/s) wavg(RT)
Users [ms] [ms] [ms] [ms] [ms] [ms] [bpi] [bpi/s] [ms]

U 50 8’238.13 0 84’568 [1-1] [2-2] [3-3] 30’623±22 44.45±0.13 48.85 22.97

500 9’148.13 0 143’006 [1-1] [2-2] [3-3] 272’910±6’024 395.90±8.47 434.14 152.18

1’000 64’023.83 0 888’118 [1-1] [2-2] [3-3] 323’783±5’643 329.81±2.73 512.71 946.27

B 50 8’337.41 0 82’855 [1-1] [2-2] [3-3] 30’590±43 44.38±0.18 48.84 24.53

500 9’079.07 0 191’536 [1-1] [2-2] [3-3] 273’116±3’063 396.21±4.79 435.27 149.21

1’000 65’772.55 0 899’168 [1-1] [2-2] [3-3] 328’248±2’268 329.80±3.83 519.14 921.57

with unbounded resources. We run the experiments with the workload described
in Sect. 4.1.1 and in Sect. 4.1.2. We start from the minimum required CPU cores,
verified from the fact that the system is saturated with peaks of maximum CPU
usage which reach 99 % of the available CPU. Then we gradually increment the
available CPU Cores and compare the WfMS’s performance results as well as
the number of requests per second and the response time to the ones from the
U experiments. We set the bound at the number of CPU Cores at which the
performance metrics start to converge towards the U experiments performance
results, while the maximum CPU usage is no more than 90 % of the available
CPU. By doing so we provide a 10 % buffer given the intrinsic variability of the
system behaviour and the low, but still present non-determinism of the choices of
executed paths in the workflow mix. For space reasons we only show the decision
graph (Fig. 2) for the experiments run with 500 users, but the same method has
been used with 50 and 1’000 users as well. The selected CPU and RAM limits
for the bounded resource experiment (B) are presented in Table 1.

5 Experiments Results and Discussion

Each of the experiments described in Sect. 4 is comprised of three trials. In each
trial, to consider only the steady state of the WfMS, we discard all data for
the first five BPIs of each model in the mix, since they have higher duration
caused by the warming up of the SUT. We report the results of the experiments
in Table 2 (performance metrics of Sect. 3.1) and Table 3 (resource consumption
metrics of Sect. 3.2). Results related to the resource utilization efficiency are
reported in Table 4. As evident from the tables, the method for identifying the
resource boundaries for the B experiments (see Sect. 4.2.3), allowed us to obtain
comparable performance between the B and the U executions. The same applies
for the resources utilization. In the B experiments we see an increased, but not
yet high CPU efficiency utilization, while for the RAM it is comparable to the
one experienced in the U experiments.

Regarding the WfMS resource utilization, the disk utilization, as expected,
grows with the number of executed BPIs, as evident from the avg(N) and the
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Table 3. Resource consumption metrics results

wavg(CPU) max(CPU) Q1(CPU) Q2(CPU) Q3(CPU) avg(DS)

Users [%] [%] [%] [%] [%] [MB]

U 50 1.61 23.45 [0.64-0.64] [1.00-1.10] [2.46-2.54] 840.08±27.68

500 10.41 36.81 [0.00-0.01] [14.13-14.27] [16.06-16.20] 7’012.21±150.97

1’000 8.92 38.51 [0.83-0.85] [3.80-4.45] [18.01-18.39] 8’505.81±236.15

B 50 9.06 98.73 [5.26-6.94] [6.33-8.31] [8.06-11.19] 836.92±14.01

500 33.00 94.17 [0.07-0.11] [43.63-45.61] [49.22-50.16] 7’305.91±164.49

1’000 21.41 84.29 [2.13-2.20] [8.82-10.98] [43.44-44.15] 8’962.10±170.36

wavg(RAM) max(RAM) Q1(RAM) Q2(RAM) Q3(RA) sd(avg(DS))

[MB] [MB] [MB] [MB] [MB]

U 50 706.74 823.38 [638.38-652.39] [672.44-695.44] [793.72-806.34] 23.97

500 998.55 1’163.00 [871.87-878.01] [998.45-1027.59] [1’120.07-1’131.58] 130.74

1’000 1’100.73 1’199.59 [1’031.25-1’053.59] [1’131.85-1’172.45] [1’132.37-1’173.28] 204.51

B 50 720.07 870.58 [643.66-683.78] [679.18-716.48] [759.07-776.83] 12.13

500 998.97 1’157.24 [876.00-900.38] [1’000.98-1’011.42] [1’120.86-1’129.12] 142.45

1’000 1’100.46 1’189.20 [1’033.29-1’044.38] [1’150.02-1’165.71] [1’150.73-1’167.72] 147.53

avg(DS) metrics. The RAM has a more stable utilization than the CPU, as
evident from the Q1, Q2, Q3 quartiles of the distribution of the weighted aver-
age utilization of the two resources. For the RAM the mentioned quartiles are
close to the maximum (max(RAM)) value. This means that the distribution
of RAM usage during the experiment is comparable to the maximum amount
needed by Camunda to handle the constant load issued during the experiment.
The achieved efficiency of RAM utilization is greater with greater number of
users. In Table 4 we also report the efficiency of CPU utilization. It ranges from
10.41 to 36.31 over the B experiments, largely far from what can be consid-
ered a good efficiency. This is also evident from the CPU quartiles’ values, that
are distant from the max(CPU) values, meaning that the CPU utilization has
spikes leading to a very high maximum utilization, while the average utilization
is much lower. This behaviour is more evident with the B workload with 50
users, where Camunda experiences spikes of CPU utilization over 98 % while the
average value is 10.41 %. High efficiency in resource utilization is very relevant
in the Cloud context, since it enables the selection of cheaper resources that are
efficiently utilized. CPU spikes are particularly deleterious because they require
buying more resources that are not efficiently utilized. We have analysed the
CPU utilization during the entire load issued to the WfMS, and we have noticed
that the spikes occur when the load starts, and the system is warming up, thus

Table 4. Resource utilisation results

avg(itg(CPU)) sd(avg( wavg(e(CPU)) avg(itg(RAM)) sd(avg( wavg(e(RAM))

Users [%*s] itg(CPU))) [%] [MB*s] RAM))) [MB]

U 50 1’149.12±14.51 12.56 7.16 508’873.29±4’274.71 3’702.01 86.89

500 9’397.68±252.41 218.59 29.13 902’479.20±26’337.98 22’809.36 86.81

1’000 11’343.29±243.09 210.52 23.41 1’400’305.12±35’146.50 30’437.76 92.95

B 50 6’502.40±947.91 820.92 10.41 519’663.08±15’952.49 13’815.26 83.66

500 29’014.12±549.12 475.56 36.31 878’879.99±7’452.63 6’454.17 86.49

1’000 26’902.98±128.00 110.85 26.56 1’384’193.35±25’070.42 21’711.62 95.43
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needing more resources to execute the requests. The CPU utilization then stabi-
lizes, but still shows some spikes during the entire execution time. Investigating
the reasons behind it requires more invasive techniques that go beyond the scope
of this paper. However, it is worth mentioning that the experienced spikes, other
than the warm up ones, are unexpected given the characteristics of the workload
mix, which regardless of some non deterministic choices, is expected to have a
constant resource demand under constant load.

Regarding the scalability in the number of users, we can see that Camunda,
using the default configuration, experiences a decrease in performance when the
number of users increases. This is evident from the wavg(D) metric that increases
marginally between 50 and 500 users, and significantly between 500 and 1’000
users. The main reason behind this behaviour is the increase in response time
(wavg(RT )) that leads to a reduced number of issued start requests per second
(wavg(REQ/s)). The identified scalability bottleneck clearly does not depend
on the unavailability of resources, since as evident from the CPU and RAM
quartiles metrics in Table 3, the WfMS had sufficient resources to handle the
issued workload. Moreover, we have also verified that the same was true for the
DB connected to the WfMS, and that the network was not saturated.

6 Cloud Providers Costs for Various Workloads

Now that we have determined the minimal necessary resources for executing
our workload, and analysed Camunda’s performance behaviour (see Sect. 5), we
can go on with mapping them to Cloud providers’ offerings. In the analysed
Cloud providers we include what Gartner defines as “leaders” in its 2015 Magic
Quadrant for Cloud IaaS report, i.e., Amazon EC2 and Microsoft Azure, as
well as the “visionary” Google Cloud, and the newcomer Springs.io. They all
use slightly different cost models, offering different flexibility both in renting
resources and in the time unit used for billing. The frequently used term “pay-
as-you-go” can be misleading on what is actually charged. Amazon8 and Azure9

offer “instances” with predefined allocated resources, billed per hour, in the case
of Amazon, and per minute, in the case of Azure. Google10, in addition to the
predefined instances, also enables customers to define their custom instance,
which although more flexible, is not entirely elastic given that the number of
CPUs (or virtualized CPUs) must be even, and the RAM memory per CPU
must be between 0.9 GB and 6.5 GB, while being a multiple of 256 MB. Google
charges per minute for both types of instances, however, the minimal time that
can be charged is set to 10 min. Springs.io11, on the other hand, charges by hour,
but with less limitations on the selected resource bounds. It charges for CPU
speed which can be incremented in steps of 50 MHz within the range between

8 https://aws.amazon.com/ec2/pricing/.
9 https://azure.microsoft.com/en-us/pricing/details/virtual-machines.

10 https://cloud.google.com/compute/pricing.
11 http://springs.io/pricing-list/.

https://aws.amazon.com/ec2/pricing/
https://azure.microsoft.com/en-us/pricing/details/virtual-machines
https://cloud.google.com/compute/pricing
http://springs.io/pricing-list/
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500 MHz and 20’000 MHz, while the RAM can be incremented in steps of 128 MB
within the range between 256 MB and 32’768 MB.

The mapping of providers’ offerings to the resource requirements has been
mainly driven by the minimal WfMS’s CPU requirements as defined with the
bounded resource experiments. This means that the instances presented in
Table 5 offer at least the same CPU and RAM as used in the experiment. The
prices are on per hour basis, as per provider’s official websites12, for Linux oper-
ating system and based on West US region. When multiple instances satisfied
the minimal CPU requirement, the most economical one was selected. Since
Springs.io uses a concept of simulated core in MHz (core-MHz), core-2 GHz of
speed are mapped to 1 CPU Core based on the processor used as per Springs.io’s
documentation. This translates to a maximum of 10 CPU Cores given its limit in
maximum number of MHz available. The limit of 10 CPU Cores is not sufficient
computational power for running the workloads with 500 and 1’000 users. Thus,
Table 5 only contains Springs.io’s cost for 50 simulated users. The stated prices
do not include any additional charges for storage or data transfer, since we only
focus on the CPU and RAM needed by the WfMS.

Table 5. Selected Cloud Providers’ Instances: Resources and Prices13

Cloud Provider Instance type CPU Memory Price

(GB) (USD/hr)

5
0

U
se

rs

Actually used N/A 5.92 Cores 0.85 N/A

Amazon (Am) Compute Optimised - c4.2xlarge 8 Cores 15 0.419

Azure (Az) General purpose - basic tier - A4 8 Cores 14 0.376

Google Predefined (Gp) High-CPU - n1-highcpu-8 8 Cores 7.2 0.232

Google Custom (Gc) N/A 6 Cores 5.4 0.25827

Springs.io (S) N/A 12 GHz 1 0.107

5
0
0

U
se

rs

Actually used N/A 15.07 Cores 1.13 N/A

Amazon (Am) Compute Optimised - c4.4xlarge 16 Cores 30 0.838

Azure (Az) Compute Optimised - D5 v2 16 Cores 56 1.17

Google Predefined (Gp) High-CPU - n1-highcpu-16 16 Cores 14.4 0.464

Google Custom (Gc) N/A 16 Cores 14.4 0.68872

Springs.io (S) N/A N/A N/A N/A

1
’0
0
0

U
se

rs

Actually used N/A 20.23 Cores 1.16 8.75

Amazon (Am) Compute Optimised - c4.8xlarge 36 Cores 60 1.675

Azure (Az) Performance optimized compute - G5 32 Cores 448 8.69

Google Predefined (Gp) High-CPU - n1-highcpu-32 32 Cores 28.8 0.928

Google Custom (Gc) N/A 24 Cores 21.6 1.03308

Springs.io (S) N/A N/A N/A N/A

Additionally, for each provider we have calculated the CPU usage efficiency
as a ratio between the actual used CPU during the experiments, mentioned in
Table 5, and the CPU in the provider’s instance. As was to be expected for the
smallest workload of 50 users, the most flexible provider, Springs.io, offers the
best price and the most efficient CPU usage, but it is interesting to see that the

12 The prices in Table 5 are from March 2016 and are subject to change.
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Fig. 3. Usage efficiency vs cloud provider costs per workload

custom instances of Google, which offer greater CPU usage efficiency, are less
expensive than the predefined instances of Amazon and Azure. The CPU usage
efficiency shown in Fig. 3 in relation to the Cloud provider costs for different
workload sizes, is also an indicator of how flexible the existing Cloud offerings
are. It is evident that for big workload with 1’000 concurrent users, only with the
Google custom instance the CPU is used efficiently, since the predefined instances
are not flexible enough and do not offer any instances which have between 16
and 32 CPU Cores. As the size of the workload doubles from 500 to 1’000 users,
so does the price of the best offer for the minimal required instances. On the
other hand, when going from 50 to 500 users, i.e., a ten-fold workload increase,
the price becomes three times higher. Thus, the increase in the best offered
price, marked in bold in Table 5, is not linear to the increase in the number
of users while keeping the workload mix fixed. The most significant spread of
costs is noticeable for the largest workload where Azure only offers one type of
instance, which is over eight times more expensive than competitors’ offerings
due to the high RAM and Disk space available, which are actually not needed
for the executed workload. For the 500 users workload, although the CPU usage
efficiency is equal among all the providers since they all offer instances with 16
CPU Cores, the ratio between the highest and the lowest price is 1.5 times. In
addition to CPU usage differences, from Table 5 it is evident that all analysed
Cloud providers, except for Springs.io, are not flexible with the available amount
of RAM, which for all workloads is much higher than the actually needed one.
If Springs.io increases the CPU it offers, it might be the case that its cost model
would be the most convenient one in the future, both in terms of resource usage
efficiency and in terms of costs.

Although the duration of our experiments is less than one hour and the
hardware is different from what is offered by Cloud providers, we expect similar
trends of CPU, RAM usage for longer running experiments in the Cloud. Thus,
we find the price per hour in relation to the efficiency of CPU usage calculated
based on the experiments, an appropriate indicator for selecting the most suitable
Cloud providers for further analysis directly on the selected providers.
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7 Related Work

Cloud BPM - In the context of Cloud BPM, users pay for the sustained usage
of the Cloud BPM solution, or for renting the IaaS on which they install the
WfMS of interest. All Business Activity Monitoring (BAM) measures related
to “process instance times” [19] have been already applied in the literature to
improve the performance of BP and scientific workflows execution in the Cloud,
especially for what concerns the performance of service based and/or computa-
tionally intensive processes [1,14,24]. Janiesch et al. [6] rely on the BPI execu-
tion time information to propose a BPM-aware scaling mechanism to scale the
resources available to services connected to the BPI, with the goal of improving
the turnaround time of executed BPs. The proposed scaling mechanism monitors
Cloud resources (mainly the CPU) and performance/Service Level Agreement
(SLA) measures, to optimize the execution of service-based BPs. It is evident
from the discussed literature that the recent trends towards Cloud WfMSs [4]
have introduced many challenges [2], such as the need of a comprehensive eval-
uation of WfMS’s and BP’s performance, to better quantify and evaluate the
effectiveness of moving the BP execution to the Cloud. To optimise time and cost
savings by moving to the Cloud, Han et al. [12] propose a Hybrid architecture
of Cloud BPM, where depending on activity’s computational-intensity and data
sensitivity, an optimisation algorithm determines the place of its execution, i.e.,
the Cloud or an on premises server. More recently, Gómez Sáez et al. [11] have
started evaluating the cost of running scientific workflows on different Cloud
providers using a similar cost model. However, they use a scientific WfMS and a
workload comprised of a single workflow and 10 simulated users, while we use a
more diverse workload mix and simulate a variable number of users. In addition
to latency, we compute more detailed metrics not only concerning the resource
consumption, but also the WfMS’s performance. Furthermore, we do not go into
analysing the different categories of instances offered by the Cloud providers, but
limit our analysis to the cheapest instance per provider that would be sufficient
to provide a sufficient amount of resources for the given workload.

WfMS Performance Benchmarking - In the performance benchmarking
area, we refer to the work on benchmarking as means to improve WfMS’s
performance, and the work on reporting WfMSs’ resource usage metrics.
Weikum et al. [10] propose a benchmark for comparing the performance of dif-
ferent commercial WfMSs by measuring their throughput to study the impact
of the database component. They also derive some useful lessons learned for
better characterization and improvement of the benchmarked WfMSs perfor-
mance. Roller [22] proposes a comprehensive study on an internally developed
WfMS, with focus on WfMS’s throughput. The author relies on benchmarking
and proposes different optimization and caching techniques to improve system’s
performance. Most of the remaining related work on WfMS performance bench-
marking, refers to performance benchmarking using black box approaches and
considers WfMS’s throughput and latency as performance metrics. Only few of
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them present performance metrics in terms of resource consumption for execut-
ing BPs [21,25].

Brebner and Liu [3] analyse costs of using Cloud IaaS for a service applica-
tion. However, they only obtain data on the CPU resource consumption, later
used to map the consumption to the cost for different instance types offered by
the analysed Cloud providers. Our goal is not comparing the costs of different
Cloud providers for an arbitrary application. We target a specific middleware,
the WfMS, and investigate the relation between the diverse performance and
resource consumption of different workloads and the costs of deploying them
on different Clouds. To do so, we rely on performance benchmarking research
and technologies to benchmark the performance of the WfMS’s core components
and their intrinsic resource consumption as a system running processes. We rely
on BAM research and technologies, outside and inside the Cloud, to define the
relevant metrics for characterizing the performance, the resource consumption,
and consequently the cost of the WfMSs which are part of our study.

8 Threats to Validity

Construct Validity - We conduct our experiments on one WfMS in its default
configuration, since it is the first one utilized by practitioners to evaluate sys-
tem’s performance, a standalone deployment, a single workload mix and different
workloads. In the analysis, we only consider the WfMS resources, but a similar
approach can be followed for the corresponding DB. To reduce measurement
noise, we perform experiments using lightweight Docker containers that are not
deployed in a virtualized environment.

Internal Validity - The experiments we perform are inherently subject to
variability in obtained metrics value, due to the many factors impacting the
runtime of a software system. We mitigate this variability by performing multiple
trials for each of the experiments, and we verify the variance among trials in order
to provide reliable measures validated by descriptive statistics.

External Validity - The method we propose for estimating the cost of executing
the BPs on the Cloud by precisely measuring the resources needed by the WfMS
running them, is limited in generalizability by the performance variability in a
public Cloud and the different hardware on the Cloud instances compared to
the one we have used. Cloud prices and cost models are frequently changed by
competing Cloud providers. This may affect the obtained ranking. We are aware
of this limitation, and thus we propose the current method as only the first step
towards evaluating the cost of running BPs in the Cloud which reduces the set
of experiments to be performed directly on the Cloud.

9 Conclusion and Future Work

In this work we have introduced a novel method for estimating the costs of
running BPs in the Cloud. We have applied it by running experiments with
different workloads on Camunda, a widely used open-source BPMN 2.0 WfMS.
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Considering the CPU and RAM bounds determined with the experiments
we have surveyed four Cloud providers for best fitting offers. A lack of flexibility
concerning resource size and granularity in the offerings has been noted, espe-
cially for the largest workload of 1’000 concurrent users, where predefined Cloud
instances are too big, while the offerings with real flexibility in terms of CPU
vs. RAM combinations include maximum CPU bounds that are too low.

Due to the extreme variability of public Cloud performance [23] and the dif-
ference in hardware of the rented Cloud resources, our approach contributes the
necessary first step towards measuring the actual cost of executing BPs in the
Cloud, and limiting the number of Cloud instances to be involved in actual exper-
iments in the Cloud. In the near future we aim to perform additional experiments
in the identified Cloud instances using Cloud benchmarking techniques [3,23],
so that we can validate our method Moreover, we plan to apply the proposed
method to other BPMN 2.0 WfMSs and to different deployment alternatives,
in order to observe differences in resource utilization among the WfMSs, which
might lead to different Cloud providers being suitable for different WfMSs sub-
ject to different workloads. Lastly, we plan to extend the workflow mix to include
Web service calls, events and human tasks to provide a more comprehensive eval-
uation of the resource needed by all WfMS components.

Acknowledgments. This work is partially funded by the Swiss National Science
Foundation with the BenchFlow - A Benchmark for Workflow Management Systems
(Grant Nr. 145062).
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Abstract. The performance perspective of business processes is con-
cerned with the definition of performance requirements usually specified
as a set of Process Performance Indicators (PPIs). Like other business
process perspectives such as control-flow or data, there are cases in which
PPIs are subject to variability. However, although the modelling of busi-
ness process variability (BPV) has evolved significantly, there are very
few contributions addressing the variability in the performance perspec-
tive of business processes. Modelling PPI variants with tools and tech-
niques non-suitable for variability may generate redundant models, thus
making it difficult its maintenance and future adaptations, also increas-
ing possibility of errors in its managing. In this paper we present differ-
ent cases of PPI variability detected as result of the analysis of several
processes where BPV is present. Based on an existent metamodel used
for defining PPIs over BPs, we propose its formal extension that allows
the definition of PPI variability according to the cases identified.

Keywords: Business process variability · Process performance
indicators · Variability in PPIs

1 Introduction

A business process (BP) may vary according to its specific context [1,2], due to
changes in original process requirements [3], by the evolution of its environment
of application [4], to reflect new allocation of responsibilities, new strategic and
business goals, or by changes in general inputs of the BP [5]. The modelling of
business process variability (BPV) focuses on identifying variable and invariable
parts of a BP (e.g., its control-flow, data or resources) with the aim of managing
different versions of the same process together [6–8]. Managing BPV promotes
reuse and reduce maintenance efforts and costs of change in BPs [9,10].
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The performance perspective of BPs is concerned with the definition of per-
formance requirements, usually as a set of Process Performance Indicators (PPIs)
that address different dimensions like time, cost and quality [11]. PPIs provide
valuable insights about the performance of processes and organizations, facili-
tate decision-making tasks and identify possible improvement areas [12]. Their
management is part of the whole BP lifecycle, from the design and definition
of PPIs together with BPs, to the configuration and implementation of both of
them, the monitoring of PPIs after execution phase during which PPI values
were gathered, and finally the evaluation of the values obtained [12].

Consequently, like other BP perspectives such as control-flow or data, there
are cases in which PPIs are subject to variability. This variability can be related
to variations that take place in other perspectives (e.g., if an activity measured by
a PPI does not appear in a certain variant), but it can also be related to variations
in PPIs themselves regardless of the other perspectives (e.g., the target value for a
PPI in an incident management process may change depending on the criticality
of the incident without this involving any changes in the control-flow).

Unfortunately, as far as we are concerned, there are no studies that deal with
the modeling of variability in the performance perspective of BPs. This is unde-
sirable because, like with other BP perspectives, the definition and modification
of PPI variants can be a repetitive, laborious and error-prone task. In contrast,
having an explicit model of the variability of PPIs together with the other per-
spectives of the BP helps to guarantee consistency and correctness across PPI
variants and can reduce maintenance efforts and costs of change.

In this paper we analyse how variability affects the performance perspective
of BPs from the definition of PPIs. To this end, processes to manage incidents in
the Andalusian Health Service (SAS) and SCOR processes have been analysed to
identify how PPIs change depending on the variability in the BP and by changes
in the requirements for specifying its own attributes. As a result, we come up
with several dimensions in which PPIs and their attributes (like measure defini-
tions) can vary. Based on this analysis, we extend the PPINOT Metamodel [12],
a metamodel for the definition of PPIs over BPs, to model the variability on
PPIs together with the other perspectives of the BP. Furthermore, we define the
syntactic validity of this variable PPIs model and we formalize how to obtain
the PPI model for each business process variant (PV).

The remainder of this paper is structured as follows. Section 2 introduces
background information about variability in BPs and PPIs. The motivating sce-
nario of this approach is presented in Sect. 3. Section 4 identifies dimensions of
change to explain how variability affects PPI definitions, and those are related to
a real case in Sect. 5. Section 6 shows the PPINOT Metamodel and its extension
to manage variability in PPIs. Finally, Sect. 7 draws conclusions and outlines our
future work.
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2 Related Work

This paper addresses three main areas: (i) the variability in business processes,
(ii) PPIs, and (iii) the variability in performance indicators. Below we describe
related work on those areas.

2.1 Variability in Business Process

Business processes may exist as a collection of different variants [9,13,14] that
share a common base structure and some strategic and business goals. When this
variability is not explicitly managed, each variation in the process is modelled
as an independent process of each other. This ensures the representation of all
information, but depending on the amount of PVs to be defined, a long amount
of models could be generated, introducing redundancy and making future adap-
tations difficult. The lack of control over these multiple PVs usually causes each
variant takes more time to be designed, configured and modified. It also may
introduce errors from the definition of variants to the evaluation of its perfor-
mance [2,6].

To solve this issue, many approaches to manage the variability in BPs have
been proposed. Most of them focus on the design and analysis phase of the
BP lifecycle [4], wherein new Business Process Modeling Languages (BPML) or
expansion for existing ones are proposed. These languages are aimed at avoiding
redundancy through reuse of some parts of BP flow, identifying common parts of
the flow and modeling a BP block only once [15]. This favors reducing duplicated
information, thus decreasing design-time and maintenance-time of models [16].
Provop [1,17], C-EPC [18], C-iEPC [8] and BPFM [14] are some examples of
proposals for managing variability.

Although, most related work about BPV is focused on variability of control-
flow [1,17,19], there are proposals that address variability in data or resources
[8,19]. However, as far as we are concerned, there are no studies on the variability
in the performance perspective of BPs.

2.2 Process Performance Indicators (PPIs)

A Process Performance Indicator (PPI) can be defined as a quantifiable metric
focused on evaluating the performance of a BP in terms of efficiency and effec-
tiveness. They are measured directly by data generated within the process flow
and are used for process controlling and continuous optimization [20]. These
PPIs are managed together with the BP lifecycle [12]. In design and analysis
phase, PPIs are modelled together with the BP. During the configuration phase,
the instrumentation of the processes that are necessary to take the measures
must be defined. During BP enactment, PPIs should be monitored taking into
account the PPI values obtained from execution data. Finally, during the eval-
uation, monitoring information obtained in the enactment phase will help to
identify correlations and predict future behaviors.
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Different approaches have been proposed for measuring the performance of
BPs using PPIs. Some of them include domain-specific languages, metamodels,
rules, techniques and notations, to address different phases in the PPI lifecycle.
MetricM [21] and PPINOT [12] are examples of these approaches.

Regardless of the notation used, a PPI is defined by means of a set of
attributes that specifies relevant aspects to establish what and how to mea-
sure [12,22]. The most relevant and recurrent attributes, besides the attributes
required to identify the PPI (name, id, description, etc.) are: a Process in which
the PPI is defined, a set of Goals indicating the relevance of the PPI, a Measure
definition that specifies how to calculate the PPI, Target values to be reached
indicating the consecution of the previously defined goals, the Scope that is used
to define the subset of instances to be considered to calculate the PPI value,
and the human resources involved.

2.3 Variability in Performance Indicators

As far as we know, there are no approaches addressing the variability of PPIs.
However, in [23] some concepts about variability and indicators are treated. In
this paper the variability is managed using design patterns (composite pattern),
defining entities to gather goals, categories, indicators for individual, units for
sets of indicators or single indicators, associated to different persons o academical
units. The model proposed is based on [24], where each entity is modeled by
decorator patterns, to add many features and functions dynamically.

However, unlike in our proposal, the authors do not deal with the traceability
between PPIs and BPs and how they can vary together. In addition, they do
not detail how the variability model is configured for a specific variant. Finally,
the variability in KPIs are described just at a high level of abstraction and it is
hardly applicable in different scenarios.

3 Motivating Scenario

The Supply Chain Operation Reference model (SCOR) [25] is a process refer-
ence model for supply chain management. It enables users to address, improve,
and communicate supply chain management practices within and between all
interested parties in the enterprise. We focus on two elements of its structure:
processes and measure definitions (called metrics in SCOR).

SCOR processes identify a set of unique activities within a supply chain.
These activities are described at a high level of abstraction because implemen-
tation of processes requires internal and specific definitions of activities of each
organization, which are out of the scope of SCOR. SCOR measure definitions
are defined as a standard for measuring the process performance.

Due to its structure and the definition of its components, SCOR processes
have variability. Deliver process (D), for instance, is defined as the processes asso-
ciated with performing customer-facing order management and order fulfillment
activities. It can be implemented in four different ways depending on the selected
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strategy: D1-Stocked Product, D2-Make to Order Product, D3-Engineering to
Order Product and D4-Retail Product. Each of them is a PV of Deliver. An
excerpt of those PVs are shown in Fig. 1. They have a set of common tasks
among them, but also have differences depending on the strategy selected. PV-2
varies in 13 % with regard to activities defined for PV-1 (PV-1 has 15 activi-
ties), PV-3 and PV-4 differ in 33 % and 100 % respectively. For simplicity, we
only focus on the three first PVs, because D-4 is totally different from the other
PVs.

Fig. 1. Four variants of Deliver Process

Variability is also reflected in SCOR through its measure definitions, due (i)
to their dependence on the BP flow in which they are defined or (ii) by specific
requirements of the measures defined for each variant. Measures like RS.3.120
Schedule Installation Cycle Time reflect the first case. The measure is defined
only in a PV, because it is connected to the task D3.4 Schedule Installation
that only appears in PV-3. The second case is manifested in measures that vary
regarding the required components to calculate its value. For example, in PV-1
and PV-2 the RS.2.1 Source Cycle Time measure requires 5 different time values
from 5 process tasks, while in PV-3 this measure requires 7 different time values.

Currently, although there are BPMLs that allow us to model BPV, there
do not exist tools and techniques to model variability in PPIs. In SCOR, for
example, Deliver process defines 100, 96 and 96 measures for PV-1, PV-2 and
PV-3 respectively, and almost half of them are repeated for all or some PVs. If
we want to model them, it would be necessary to model independently the PPIs
of each variant, making it a laborious and time-consuming task. Furthermore, if
in the future, a PPI changes, we must modify one by one each variant involved,
which does not ensure the PPI integrity through all variants, because we could
forget to make some changes. If these errors are not detected, they may be carried
throughout the whole lifecycle process leading to new problems like monitoring
poorly defined PPIs and collecting inaccurate information that will be used in
decision-making, to name a few.

In summary, modeling the variability in PPIs brings similar advantages than
modeling the variability in the other perspectives of the BPs. Consequently, PPIs
should be defined by means of tools and techniques that allow us to represent
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variability aspects in the BP performance perspective, taking into consideration
all dimensions that affect their variability.

4 Variability in Definitions of PPIs

In order to identify variability in PPIs, we studied several BPV cases and
analysed differents model to represent PPIs. First, we modeled the SCOR
processes with their PVs. Then, we selected those with more similar activities in
the control-flow of their PVs: Deliver and Make. After, we modeled, compared
and classified the measures defined for those PVs in the SCOR model. Finally,
we compare all PPI attributes among PVs, to identify cases of variation on PPIs.
Similar study was made for PPIs of the SAS processes. As a result, we identified
two dimensions of change in PPI definitions, namely:

Dim-1: A PPI varies depending on whether it is defined for all process variants
or not.

Dim-2: A PPI varies depending on attributes required to define it, which may
change depending on the variant in which it is defined.

Suppose a BP family that has more than one PV. If a PPI is defined for all
those PVs and all its attributes do not change, there is no variability. Instead,
if a PPI is defined in only one or some of its PVs, regardless of whether their
attributes change or not, we are representing the variability expressed by Dim-1.

In addition, a PPI, regardless of the behavior derived from Dim-1, may vary
depending on the changes applied over the value of one or more of its attributes.
In Sect. 2.2 we mentioned a set of attributes that conform a PPI, and here we list
some cases where the PPI variability is reflected, considering that a PPI varies
if at least one of the following attributes changes:

Target (T) changes when the target value to be reached changes. For example,
the Andalusian Health Service defines a PPI for measuring the percentage of
resolved incidents in a period of time and in which its target values depend on
the priority established for the measured service. If priority is very high, the
target value is very high (resolved incidents >= 95 %); if priority is high, the
target value changes (resolved incidents >= 90 %) and if priority is normal,
the target value also changes (resolved incidents >= 82,5 %).

Scope (S) changes when the set of instances to be evaluated changes. For exam-
ple, if we have one PV that applies during weekdays and another one that
applies in weekends (e.g., due to limited availability of resources available on
weekends), we might define two variants of the same PPI, one that evaluates
instances that take place on weekdays, and another one that evaluates those
that take place on weekends.

Human resources (HR) may change by two attributes: responsible and
informed. For example, taking up the previous example, depending on the
priority of an incident, the person responsible for the PPI or the person
informed about its value might change, e.g., because high priority incidents
are resolved by a different team.
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Measure definition (M) is through which a PPI is calculated. In this case,
there are two dimensions of change, one related to the measure definition
itself and another one related to the relationship with the BP:

Dim-2.M1: A measure definition maintains its structure, but may vary depend-
ing only on the business process elements to which it is connected.

Dim-2.M2: A measure definition changes its structure and may vary depending
on the requirements of the process variant.

Dim-2.M1 might occur when a PPI is connected to a task that is not avail-
able for all PV where the PPI is defined, or because the definition requirements
change and the PPI is assigned to a different task depending on the PV where
the PPI is defined. An application example of Dim-2.M1 is the PPI defined
over the SCOR measure RS.3.51 - Load Product &Generate Shipping Documen-
tation Cycle Time, which is defined in the Deliver process over the task 11. In
PV-1 this PPI is computed over the task D1.11 Load Vehicle &Generate Ship-
ping Documents, but in PV-2 and PV-3 this task is not available (See Fig. 1).
For this reason the same PPI is defined over an equivalent task, (D2.11, D3.11)
Load Product &Generate Shipping Docs.

Dim-2.M2 might occur when a PPI is defined in two PVs (or more) as the
sum of some measures, but in PV-1 needs to explicitly use a set of measures
that differs from the set of measures defined for PV-2. An example is the Source
Cylce Time measure definition described in Sect. 3.

5 PPI Variability in Two Case Studies

Considering the dimensions of change introduced in Sect. 4, we have analysed
case studies to confirm that variability of PPIs is covered by the dimensions
proposed. Tables 1 and 2 summarize and classify according to the dimensions
proposed, the variability of two SCOR processes (Deliver and Make) and on the
PPIs to manage incidents in the SAS processes, respectively.

Both tables include: a column indicating the Dimension of change; on its
right, the ✗ mark and ✓ mark indicate whether or not there is variability in that
dimension. Numbers under marks indicate sub-dimensions fulfilled in each case.
The next column describes the dimensions and the last one shows the number
of measures detected according each pair of possible dimensions.

For SCOR processes, six scenarios were identified: the first and the most com-
mon, indicates that there is no variability in 69 measures; in the following five,
variability is reflected in one dimension or in both. In the last case, variability is
reflected in Dim-2 by both sub-dimensions. In these processes, for Dim-2, only
sub-dimensions of measures are considered (M1, M2), because SCOR does not
specify attributes like target, scope or human resources, since these depend on
specific requirements of each organization.

Instead, in our second example the variability of other PPI attributes is
evidenced. Specifically, values of targets (T) or other attributes of the PPI change
frequently depending on the priority of the incident (very high, high or normal)



98 B. Estrada-Torres et al.

Table 1. Classification of SCOR measures according to dimensions of change.

Dimension Description Total

Dim-1 ✗ - Measure is defined in all process variants 69

Dim-2 ✗ - Measure is defined in the same way in all process variants

Dim-1 ✗ - Measure is defined in all process variants 8

Dim-2 ✓1 - Dim-2.M1: The PPI is connected to different BPElements

Dim-1 ✗ - Measure is defined in all process variants 4

Dim-2 ✓2 - Dim-2.M2: The PPI is calculated using different values

Dim-1 ✓ - Measure is defined in some process variants 8

Dim-2 ✓1 - Dim-2.M1: The PPI is connected to different BPElements

Dim-1 ✓ - Measure is defined in some process variants 24

Dim-2 ✗ - Measure is equal defined in all PV where the PPI appears

Dim-1 ✗ - Measure is defined in all process variants 7

Dim-2 ✓ - Dim-2.M1, Dim-2.M2: The PPI is connected to different
BP Elements and is calculated using different values

Total of measures 120

Table 2. Classification of SAS PPIs according to dimensions of change.

Dimension Description Total

Dim-1 ✗ - Does not vary with regard to the PV 9

Dim-2 ✗ - (Dim-2.T) Target does not vary

Dim-1 ✗ - Does not vary with regard to the PV 8

Dim-2 ✓ - (Dim-2.T) Target varies depending on the priority value

Dim-1 ✗ - Does not vary with regard to the PV 1

Dim-2 ✓o - (Dim-2.T) Target does not vary. Other attributes vary (priority)

Total of PPIs 18

that is being handled by the process. Table 2 classifies those PPIs in accordance
with our dimensions of change.

6 Defining Variability of PPIs in PPINOT

As mentioned in Sect. 2, there are no proposals that allow PPIs to be associated
with more than one PV or with various types of measures. To overcome this
problem, following the same approach that has been followed in other propos-
als focused on control-flow such as C-EPC, one can extend an existing model
to define PPIs in order to support the dimensions of change identified in the
previous section. In this paper, we extend the PPINOT Metamodel1, which is a
1 More details available at http://www.isa.us.es/ppinot/.

http://www.isa.us.es/ppinot/
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metamodel for the definition of PPIs first introduced in [12]. However, the same
ideas can be applied to any other PPI metamodel.

Before introducing our proposal, we define and present a formal definition
for the original PPINOT Metamodel. Next, on the base of those definitions, we
built a set of definitions that introduces the dimensions of change (Sect. 4).

6.1 The PPINOT Metamodel

PPINOT has been developed on the basis of the PPINOT Metamodel [12], which
is depicted in Fig. 2. The metamodel allows the definition of a performance model
composed of a set of PPIs. A PPI is linked with a measure definition and the
list of attributes described in Sect. 2.2 can be specified for each PPI. PPINOT
allows the definition of a wide variety of measures, namely: base measures, which
represent a single-instance measure that measures values of time, count, condi-
tions or data; aggregated measures, which are defined by aggregating one of the
base measures that measures several process instances; and derived measures,
which represent either a single-instance or a multi-instance measure whose value
is obtained by calculating a mathematical function over other measures. The
traceability with a BP model is kept by means of conditions that link measures
with the elements of a BP (i.e., activities, events, data objects). Figure 3 provides
more details about elements the of the metamodel.

Fig. 2. Excerpt of the PPINOT Metamodel
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Fig. 3. Description of PPINOT elements

In order to formally define a PPINOT performance model, we first need to
formalise the concept of Condition, which is the link between the performance
model and the other elements of the business process.

Definition 1 (Condition). Let bp be a business process, A be a not empty set
of activities for bp, SA be a set of activity states of A, D be a finite set of data
objects for the bp, SD be a finite set of data object states of D, AD be a non-
empty set of data object attributes of D, E be a non-empty set of events for the
bp, SE be a set of event states of E. Cbp = A × SA ∪ D × SD ∪ E × SE is the set
of all possible Conditions that can be defined over bp.

For example, a condition C = (D1.1, active) represents the moment when
activity D1.1 becomes active in a given running instance.

Now, a PPINOT performance model can be defined as follows.

Definition 2 (PPINOT Performance Model). Let bp be a business process,
Cbp be the set of all possible conditions defined over bp, S be the set of scopes
that can be defined for a PPI, T be the set of targets that can be defined for a
PPI, HR be the set of human resources that can be related to the PPI, Fagg =
{MIN,MAX,AV G, SUM, . . .} be a set of aggregation functions. A performance
model PM over S, T , HR, Cbp and Fagg is a tuple PM = (P,M,LP , LM ),
where:

• P is the set of process performance indicators of a bp;
• M = BM ∪ AggM ∪ DerM is a set of measure definitions, where:

◦ BM = TimeM ∪ CountM ∪ StateM ∪ DataM is a finite set of base mea-
sures, where: TimeM , CountM , StateM , DataM , are the set of time,
count, state condition and data measures defined by PM , respectively.

◦ AggM is the set of aggregated measures defined by PM ;
◦ DerM is the set of derived measures defined by PM ;

• LP = sco ∪ tar ∪ res ∪ inf ∪ mes is the set of links between a PPI p ∈ P and
its attributes, where:
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◦ sco ⊆ P × S is the set of scope links assigned to each PPI;
◦ tar ⊆ P × T is the set of target links assigned to each PPI;
◦ res ⊆ P × HR is the set of human resource links to indicate the person

responsible of the PPI;
◦ inf ⊆ P × HR is the set of human resource links to indicate the people

informed about the PPI;
◦ mes ⊆ P × M is the set of links with the measure that defines each PPI;

• LM = cond ∪ data ∪ agg ∪ cyclic ∪ uses ∪ derfun is the set of links between
measure definitions and its attributes, where:
◦ cond = from ∪ to ∪ when ∪ meets is a set of links among measures and

conditions, where:
� from ⊆ TimeM × C is the set of links to time conditions, from;
� to ⊆ TimeM × C is the set of links to time conditions of to type;
� when ⊆ CountM × C is the set of links to time condition, when;
� meets ⊆ StateM × C is the set of links to state conditions, meets;

◦ data ⊆ DataM × D × SD × AD is the set of links to data conditions;
◦ cyclic ⊆ TimeM × Fagg;
◦ agg ⊆ AggM × (BM ∪ DerM) × Fagg is the set of functions to measure a

set of process instances when an aggregated measure is used;
◦ uses ⊆ DerM × M × N is the set of links between a derived measure and

the set of measures involved with it;
◦ derfun ⊆ DerM × F is the set of links between derived measures and

its functions, where: F is the set of all possible functions that could be
resolved using derived measures;

Given a connector link lm ∈ LM , ΠM (lm) represents the measure involved in
lm and typeM (lm) ∈ TM , where TM ∈ {from, to, when,meets, cyclic, data, agg,
uses, derfun} represents the type of the link. For instance, let lm = (m1, c1) ∈
from, ΠM (lm) = m1 and typeM (lm) = from.

Similarly, given a connector link lp ∈ LP , ΠP (lp) represents the PPI where
the attribute has been assigned and typeP (lp) ∈ TP ∈ {sco, tar, res, inf,mes}
represents the type of the link. We also define LP [p, t] as the subset of LP whose
PPI is p and whose type is t, i.e., LP [p, t] = {lp ∈ LP |ΠP (lp) = p∧ typeP (lp) =
t}. Likewise, LM [m, t] is the subset of LM whose measure definition is m and
type is t, i.e., LM [m, t] = {lm ∈ LM |ΠM (lm) = m ∧ typeM (lm) = t}.

We can now define a syntactically correct PPINOT performance model PM .
This is based on the metamodel specification introduced in [12] and displayed
in Fig. 2. We mainly specify restrictions about relationships of measuring ele-
ments and define link constraints between PPIs and its attributes and between
measures and its connectors.

Definition 3 (Syntactically correct PPINOT performance model). Let
PM = (P,M,LP , LM ) be a performance model, PM is syntactically correct if
it fulfills the following requirements:
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(1) There is at least one PPI p in the performance model |P | > 0.
(2) Each PPI attribute can only have exactly one single value linked to the PPI,

except for the informed attribute. ∀p ∈ P, t ∈ TP \ {inf}(|LP [p, t]| = 1)
(3) Measures have at most one link for each possible type of link in LM except

for uses: ∀m ∈ M, t ∈ TM \ {uses}(|LM [m, t]| ≤ 1)
(4) Depending on its type, measures have at least one element of their links:

• ∀tm ∈ TimeM(∃(tm, ci) ∈ from ∧ ∃(tm, cj) ∈ to)
• ∀cm ∈ CountM(∃(cm, c) ∈ when)
• ∀sm ∈ StateM(∃(sm, c) ∈ meets)
• ∀dm ∈ DataM(∃(dm, d, s, a) ∈ data)
• ∀am ∈ AggM(∃(am,m) ∈ agg)
• ∀dm ∈ DerM(∃(dm, f) ∈ derfun)
• ∀dm ∈ DerM(∃(d,m, x) ∈ uses)

(5) A derived measure cannot be related to more than one measure with the same
identifier: ∀(d,mi, x) ∈ uses ¬∃(d,mj , y) ∈ uses (x = y ∧ mi �= mj)

(6) The identifiers used for a derived measure should be sequential, which is
ensured if the highest identifier is equal to the number of uses links for such
derived measure: ∀(dm,mi, x) ∈ uses(x ≤ |LM [dm, uses]|).

(7) For all (d, f) ∈ derfun, f ∈ F must be a function defined over the Cartesian
product of the set of all possible values of the set of measures linked to d
({m ∈ M | (d,m, x) ∈ uses}), ordered according to x

6.2 Extending the PPINOT Metamodel

The PPINOT performance model cannot model the variability identified in
Sect. 4. To solve it, we introduce a variable performance model as an extension
of a PPINOT performance model PM where PPIs, measures and connectors
for linking measuring elements with bp elements or amongst them vary depend-
ing on the process variant to which they are applied. However, we need first to
formally define what we understand as a process family and process variant.

Definition 4 (Process family). A process family PF = {bp1, . . . , bpn} is a
set of business processes that share some common elements. Each bpi ∈ PF is
called a process variant.

This definition do not intend to be complete, but it just focuses on the
elements that are relevant for variable performance models.

With this definition of process family, a variable performance model can be
defined as follows.

Definition 5 (Variable performance model). Let PF = {bp1, . . . , bpn} be
a process family, PF = P(PF ) \ ∅ be the power set of PF without the empty
set, and CPF = Cbp1 ∪ . . .∪Cbpn

be the set of possible conditions defined over any
process in the process family, a variable performance model is a tuple PMV =
(P,M,LP , LM , PV , LV

P , LV
M ), where:
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• P,M,LP , LM refer to elements of a performance model defined over CPF .
• PV : P → PF defines the process variants to which each PPI applies.
• LV

P : LP → PF defines the process variants to which each link between a PPI
and its attributes applies.

• LV
M : LM → PF defines the process variants to which each link between

measures or between a measure and a process element applies.

Functions PV , LV
P and LV

M introduce the modelling of the variability dimen-
sions described in Sect. 4 as follows:

• PV allows expressing Dim-1 by providing a mechanism to specify which are
the process variants to which a PPI applies.

• LV
P allows expressing Dim-2 by providing a mechanism to specify which are

the process variants to which the alternative attributes for a PPI apply. This
includes target, scope, human resources and measure definition, which are the
links included in LP

• LV
M allows expressing Dim-2.M1 and Dim-2.M2 by providing a mechanism

to specify which are the process variants to which the links between measure
definitions and process elements (Dim-2.M1) or to which a certain structure
of a measure definition (Dim-2.M2) apply. The former includes cond and
data links, whereas the latter includes cyclic, agg, uses and derfun links.

Note that these variability functions can also be defined intensionally, i.e.,
by defining properties that all process variants to which a certain model element
apply must fulfill (e.g., the presence of a certain activity in the variant).

A function that represents the process variants to which each measure applies
(MV ) is not necessary because it can be derived from the variability functions
of the PPIs (LV

P ) and measures (LV
M ) linked to it as follows:

MV (m) =
⋃

(pi,m)∈mes

LV
P (pi,m) ∪

⋃

(mi,m)∈agg

LV
M (mi,m) ∪

⋃

(di,m,x)∈uses

LV
M (di,m, x)

Based on these definitions, the concept of a syntactically correct variable
performance model can be defined. In short, a syntactically correct variable
performance model adds the necessary requirements to PMV that ensure that
each process variant has a syntactically correct performance model.

Definition 6 (Syntactically correct variable performance model). Let
PF be a process family, PF = P(PF ) \ ∅ the power set of PF , CPF = Cbp1 ∪
. . .∪Cbpn

be the set of possible conditions defined over any process in the process
family, PMV = (P,M,LP , LM , PV , LV

P , LV
M ) is syntactically correct if it fulfills

the following requirements:

(1) There is at least one PPI for each process variant: ∀bpi ∈ PF (∃pi ∈ P (bpi ∈
PV (pi))
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(2) Each PPI attribute can only have exactly one single value linked to a PPI
p in each variant in which the PPI applies PV (p), except for the informed
attribute: ∀p ∈ P, t ∈ TP \ {inf}(

⋃
lp∈LP [p,t] L

V
P (lp) = PV (p) ∧ ∀lpi, lpj ∈

LP [p, t](lpi �= lpj ⇒ LV
P (lpi) ∩ LV

P (lpj) = ∅)
(3) Measures have at most one link for each possible type of link in LM except for

uses in each variant: ∀m ∈ M, t ∈ TM \ {uses}(∀lmi, lmj ∈ LM [m, t](lmi �=
lmj ⇒ LV

M (lmi) ∩ LV
M (lmj) = ∅))

(4) Depending on its type, measures require at least one element of their links
in each variant:
• ∀tm ∈ TimeM(

⋃
lm∈LM [tm,from] L

V
M (lm) = MV (m) ∧ ⋃

lm∈LM [tm,to]

LV
M (lm) = MV (m))

• ∀cm ∈ CountM(
⋃

lm∈LM [cm,when] L
V
M (lm) = MV (m))

• ∀sm ∈ StateM(
⋃

lm∈LM [sm,meets] L
V
M (lm) = MV (m))

• ∀dm ∈ DataM(
⋃

lm∈LM [dm,data] L
V
M (lm) = MV (m))

• ∀am ∈ AggM(
⋃

lm∈LM [am,agg] L
V
M (lm) = MV (m))

• ∀dm ∈ DerM(
⋃

lm∈LM [dm,derfun] L
V
M (lm) = MV (m))

• ∀dm ∈ DerM(
⋃

lm∈LM [dm,uses] L
V
M (lm) = MV (m))

(5) Measures must not be applied to variants that do not contain the elements
of the process they are linked to: ∀(m, c) ∈ cond(∀bpi ∈ LV

M (m, c)(c ∈ Cbpi
))

and ∀(m, d, s, a) ∈ data(∀bpi ∈ LV
M (m, d, s, a)((d, s) ∈ Cbpi

))
(6) A derived measure cannot be related in each variant to more than one mea-

sure with the same identifier, which means that if they have the same iden-
tifier, the intersection of their variants must be empty: ∀(d,mi, x) ∈ uses
¬∃(d,mj , y) ∈ uses (x = y ∧ mi �= mj ∧ LV

M (d,mi, x) ∩ LV
M (d,mj , y) �= ∅)

(7) The identifiers used for a derived measure in each variant must be sequential:
∀(d,mi, x) ∈ uses(∀bpi ∈ LV

M (d,mi, x)(x ≤ |{u ∈ LM [d, uses] |LV
M (u) =

bpi}|).
(8) For all (d, fn) ∈ derfun, fn ∈ F must be a function defined over the Carte-

sian product of the set of all possible values of the set of measures linked
to d that apply for each variant bpi to which (d, fn) applies ({m ∈ M |
(d,m, x) ∈ uses ∧ bpi ∈ LV

M (d,m, x)}), ordered according to x.

Finally, using these definitions, it is easy to obtain a performance model
PMi = (Pi,Mi, LPi

, LMi
) for a specific process variant bpi. For Pi, LPi

and
LMi

, it just includes the elements of the variable performance model that apply
to the process variant at hand. For Mi, it includes the measures that are used
in the links of LMi

. This can be formalised as follows.

Definition 7 (Performance model of a process variant). Let PF = {bp1,
. . . , bpn} be a process family, and PMV = (P,M,LP , LM , PV , LV

P , LV
M ) be a

variable performance model of PF , the performance model of a variant bpi of
the process family is a tuple PMi = (Pi,Mi, LPi

, LMi
), where:

• Pi = {p ∈ P | bpi ∈ PV (p)}
• LPi

= {lp ∈ LP | bpi ∈ LV
P (lp)}
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• LMi
= {lm ∈ LM | bpi ∈ LV

M (lm)}
• Mi = {m ∈ M | ∃lm ∈ LMi

(ΠM (lm) = m)}
A measure that varies for three PVs was modeled using the formal defini-

tion of PPINOT and we have also modeled three PVs of the Deliver process
to graphically represent the dimensions of change (see http://www.isa.us.es/
ppinot/variability-bpm2016/). To represent the elements of the metamodel in a
visual way, we have used an extension of the graphical notation of PPINOT to
specify the variants of each PPI together with a C-EPC model of the PVs.

7 Conclusions and Future Work

From this paper, we can conclude that the performance perspective of BPs is
subject to variation like other perspectives and, as such, it is convenient to
develop models and tools that manage this variability, favor reuse and reduce
design and maintenance time.

This conclusion is the result of an analysis of several BPV cases and different
models to represent PPIs that have allowed us to identify two dimensions of
change in the definition of PPIs and another two dimensions of change in the
definition of measure definitions. Some of these dimensions (Dim-2.M1) are
related to variations in other perspectives like control-flow, but other dimensions
show that PPIs can also be subject of their own variations regardless of the other
perspectives such as changes in the target value of the PPI. Furthermore, the
cases that we have analyzed show that the variability of PPIs is quite common,
affecting almost half of the PPIs defined in each case.

In addition, based on this analysis, we provide a model to extend the mod-
elling of BPV to the performance perspective of BPs. To this end, we extend
the PPINOT metamodel with the concept of variable performance model and
formalize the requirements of a syntactically correct variable performance model
that ensures that each PV has a syntactically correct performance model.

Our formal extension of the PPINOT metamodel is a first step to develop
techniques and tools that facilitate the design and analysis of variability in PPIs,
to ensure their correct definition and to reduce errors in the performance mea-
surement.

As a direction for future work, we want to describe in detail and assess the
graphical notation for the modelling of PPIs taking into account the BPV and
all the PPI variability cases detected. To do this, we also need to develop tools
that meet definitions and restrictions defined for PPI variability, and that will
facilitate their complete managing until evaluation phase.
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13. Milani, F., Dumas, M., Matulevičius, R.: Identifying and classifying variations
in business processes. In: Bider, I., Halpin, T., Krogstie, J., Nurcan, S., Proper,
E., Schmidt, R., Soffer, P., Wrycza, S. (eds.) EMMSAD 2012 and BPMDS 2012.
LNBIP, vol. 113, pp. 136–150. Springer, Heidelberg (2012)

14. Cognini, R., Corradini, F., Polini, A., Re, B.: Extending feature models to express
variability in business process models. In: Persson, A., Stirna, J. (eds.) CAiSE 2015
Workshops. LNBIP, vol. 215, pp. 245–256. Springer, Heidelberg (2015)

15. Rolland, C., Nurcan, S.: Business process lines to deal with the variability. In: 43rd
Hawaii International Conference on System Sciences (HICSS), pp. 1–10 (Jan 2010)

16. Machado, I., Bonifácio, R., Alves, V., Turnes, L., Machado, G.: Managing vari-
ability in business processes: An aspect-oriented approach. In: Proceedings of the
2011 I Workshop on Early Aspects. EA 11, pp. 25–30. ACM, New York, NY, USA
(2011)

17. Hallerbach, A., Bauer, T., Reichert, M.: Capturing variability in business process
models: the Provop approach. J. Softw. Maintenance Evol. Res. Pract. 22(6–7),
519–546 (2010)

18. Rosemann, M., van der Aalst, W.M.P.: A configurable reference modelling lan-
guage. Inf. Syst. 32(1), 1–23 (2007)



Identifying Variability in PPIs 107

19. Razavian, M., Khosravi, R.: Modeling variability in business process models using
UML. In: Fifth International Conference on Information Technology: New Gener-
ations, ITNG 2008, pp. 82–87 (April 2008)
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Abstract. Business process models support the business process management,
being BPMN a widespread used notation for their modeling. However, the lack
of consistent correspondence between the business process textual description
and its derived models can jeopardize their quality. The technical literature offers
diverse approaches for verifying the quality of such models, but there is a lack of
supporting detection of semantic defects in BPMN models. Thus, based on our
previous experiences on developing and applying inspection techniques for
different Software Engineering artifacts, we developed BPCheck, a checklist-
based inspection technique for BPMN models. Results from a first observational
study conducted with inexperienced reviewers indicate the viability of BPCheck.
Most of the subjects were able to detect more defects than false positives, taking
from 10 to 20 min to report a defect. Such findings will drive us to evolve
BPCheck aiming at to improve its efficiency and effectiveness.

Keywords: Inspection � Checklist � Business process management � Business
process modeling � BPMN � Empirical software engineering

1 Introduction

Organizations frequently provide the description of their business processes through
textual artifacts in different levels of abstraction. These materials may include artifacts
such as general process descriptions, task execution standards, business rules and so on.
When up-to-date, such artifacts can support the business analysts on modeling the
organization business processes. Through the modeling of such processes, it is
expected to get a better understanding of the business workflows, facilitating their
management, the communication among customers and technical staff, the identifica-
tion of improvement opportunities and the delimitation of the automation scope [1, 2].
In this sense, BPMN (Business Process Modeling and Notation) has been widely used
to support the modeling of business processes [2].

BPMN (version 2.0), maintained by the Object Management Group (OMG),
“provides a simple means of communicating process information to other business
users, process implementers, customers, and suppliers” [3]. It evolves concepts from
other modeling notations such as UML Activity Diagrams and Event-driven Process
Chains. Four basic categories divide the BPMN process elements: flow objects (events,
activities, and gateways), connection objects (sequence flow, message flow, and
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associations), swimlanes (pools and lanes) and artifacts (data objects, groups, and
annotations). Although it has been identified some gaps on the comprehensiveness of
BPMN for supporting specific workflow patterns and business activities [4–6], it is still
one of the fastest spreading process modeling notations spreading worldwide. BPMN
models have been created to describe business processes regarding diverse domains,
including kidney transplantation [7], crisis management [8] and software processes [9].

Apart from the involved business domains, the quality of business processes
models must be assured. The manual effort involved in modeling business processes
through diagrams is error-prone and can introduce different syntactic (notation rules)
and semantic (meaning of concepts) defects. Semantic defects are dependent on con-
textual interpretation and human reasoning, unlike the syntactic defects that can be
easily detected by modeling tools offering support to models’ verification. Thus,
semantic defects are hard to be caught by automated tools because of knowledge
required to detect this type of defect. For instance, a syntactically correct model can
hold issues regarding the omission of activities, wrongly mapped events, and incon-
sistent deviations in process flows and so on. Thus, the semantic verification of
business process models should be performed before their execution.

In the last decades, software inspections, i.e. the visual examination of artifacts
[10], have shown an effective technique to detect semantic defects in software artifacts
[11]. Inspections can identify defects in the early stages of the software development
process, increasing the productivity and reducing the costs to fix them. In this context,
different inspection techniques have been proposed to support the identification of
defects not just in the source code but also in various high abstraction level software
artifacts, such as feature models [12], architectural models [13], design models [14] and
software requirements [15]. For instance, ActCheck [16] is a checklist-based inspection
technique to support the identification of defects in UML Activity Diagrams.

Different tools can be identified in the technical literature supporting the (semi)
automated verification of BPMN models. However, as far as we were able to inves-
tigate, we did not identify any inspection technique for BPMN models in which process
elements are described in natural language. So, taking into account the structural
similarities (control flow, data, and resource patterns) observed between UML Activity
Diagrams and BPMN for describing business processes models [4], we identified the
opportunity of extending the benefits of checklist-based techniques such as ActCheck
[16] to support the inspection of BPMN models. Thus, we used our experience in the
development of different inspection techniques [12, 14, 16, 17] to design BPCheck, a
checklist-based inspection technique for detecting defects in BPMN models.

The interest in developing an inspection technique for BPMN models arose from
the need on verifying more than 400 administrative process models at COPPE/UFRJ.
These processes were modeled into the context of an institutional project regarding the
introduction of an integrated management system (SGI). To ensure their syntactic and
semantic correction was a cornerstone project activity. Evidence obtained through an
observational study (in vitro) using process models from SGI project with different
levels of complexity indicates the feasibility of BPCheck.

This paper introduces BPCheck, and it is organized as follow. Besides this intro-
duction, Sect. 2 presents the research background and related works obtained from a
structured literature review. Section 3 describes the methodology used to build
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BPCheck, introducing its checklist and using examples. Section 4 presents the obser-
vational study conducted for investigating the contributions of BPCheck on identifying
defects in BPMN models with different levels of complexity. Conclusions, in Sect. 5,
give some perspectives on the evolution of BPCheck.

2 Background and Related Works

In this Section, we briefly introduce inspection and other related concepts. Then, we
present the main results of a structured literature review conducted to identify tech-
nologies supporting the semantic verification of BPMN models.

2.1 Inspection

Inspection is a type of static analysis technique. It is based on the visual examination
(reading) of artifacts to detect inconsistencies, violation of patterns, and other anomalies
[10]. In Software Engineering, inspections have been shown useful to identify more than
60 % of existing defects in software artifacts [18]. Laitenberger [19] and de Mello et al.
[16] provide an overview of the potential contributions of inspections in the software
development process. These authors present different categories of inspections tech-
niques commonly used by practitioners: (a) ad-hoc, self-technique highly dependent on
the reviewer knowledge and experience; (b) checklist-based, when a list of quality
characteristics or verification items (questionnaire) makes explicit for the reviewers the
perspectives to look for defects; and (c) reading techniques, i.e., procedures to guide
reviewers on understanding a software artifact and detecting defects. All the three
inspections techniques support the finding of defects. Checklists are more sophisticated
and efficient than ad-hoc. However, they require less effort (tailoring and training), and
they are less systematic than reading techniques [15].

Regardless the adopted inspection technique, reviewers should be aware of the
different defect types. Different defect taxonomies can be used [20–22] to better
interpret and classify the detected defects. The importance of consistently using defect
taxonomy regards the understanding the root causes of each defect, which leads to spot
its origin point and facilitates its fixing and avoidance in future modeling. BPCheck
adopts the taxonomy [22] presented in Table 1. It is due to its previous use in different
software inspection techniques, including ActCheck [16].

Table 1. Defects taxonomy [22] tailored to BPCheck.

Defect category Description

Omission The artifact omits necessary information about the business process
Incorrect fact Information in the artifact contradicts the business process description
Inconsistency Information in certain part of the artifact is not consistent with

information in another part
Ambiguity Information is not clear, allowing multiple interpretations
Extraneous
information

Information in the artifact is out of scope

110 R.M. de Mello et al.



Inspections are usually individually performed by one or more reviewers that
usually report any discrepancy (i.e., a possible defect) identified in the inspected artifact
(s), typically attributing a defect category to each one and indicating its location in the
artifact (and where the discrepancy repeats if it is the case). Then, other professionals
(typically involved in the development of the inspected artifact) evaluate each reported
discrepancy, characterizing each one as a defect or false positive. Eventually, they may
fix the category attributed to each defect to support better representation and future use.
Next, the artifacts’ authors can fix the defects.

2.2 Related Work

Aiming at identifying available works that could contribute to our project, we per-
formed a structured literature review, driven by the following question: “What are the
approaches available for identifying semantic defects in BPMN models?”. Then, we
searched for papers indexed by Scopus, a comprehensive and stable database fre-
quently used to undertake systematic literature reviews (SLR) in Software Engineering.
Considering the scope of our investigation, we organized the following search string:

(TITLE-ABS-KEY (inspect* OR review* OR verif* OR validat* OR check*) AND TITLE-ABS-
KEY (BPMN OR “Business Process Modeling Notation” OR “Business Process Model and
Notation”))

Some inclusion criteria were established to pre-select the articles retrieved due to
the search execution: (i) the article should be written in English; (ii) the complete article
should be available for download; (iii) the article abstract should present or cite at least
an approach for identifying defects in BPMN models.

The titles and abstracts of the pre-selected articles shall be read, being selected only
those presenting or citing some inspection technique for detecting defects in BPMN
models, taking into account the IEEE standard [10] definition (visual examination of
artifacts). Thus, we had not considered the articles presenting BPMN design rules or
heuristics not associated with a verification approach or presenting automated verifi-
cation tools for BPMN models (typically syntactic model checking).

We executed the initial search in 2014 and then re-executed it in February 2016 to
update the results. In total, 410 documents were retrieved from Scopus, including 42
conference proceedings identifications and three duplicated articles (discarded). Among
the remaining 365 distinct articles, it was identified by reading their titles and abstracts
that most of them (352) frequently report works related with BPMN but out of the
scope of our investigation. Such works include diverse approaches regarding auto-
mated verification, such as model checking tools. We also discarded works introducing
or validating quality metrics (product, process or models) addressed to other notations
such as Petri Nets or YAWL, not directly addressing inspections.

Thirteen technical papers apparently concerned with the semantic verification of
BPMN models were selected. However, we have identified that most of these papers
(ten) do not address the semantic verification of BPMN models, typically introducing
model-checking technologies. On the other hand, although we have identified the three
other papers address semantic issues, they do not support the verification of BPMN
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components described in natural language. Weber et al. [23] present a formal algorithm
to verify BPMN models and their pre-conditions based on Petri net models established
through using ontologies. Börger and Talheim [24] present a framework providing the
semantic extension of BMPN models through abstract state machines for support the
building of reliable implementations of BPMN models. Dijkman and Van Gorp [25]
present a tool to support the inclusion of semantic rules in BPMN models and their
verification through a transformed version of the model.

Additionally, throughout this work we also had identified a contemporary work
[26] where the authors present a multifaceted approach (using linguistic analysis with
semantic similarity measures) to observe the correspondence between the process
model and its textual description and check for possible defects of inconsistency and
omission. However, the success of such approach is limited to the capacity of the
algorithms used for processing natural language. Thus, we did not identify that any
previous work is presenting an inspection technique for supporting the detection of
semantic defects in BPMN models. We are aware of the possible incompleteness of the
string applied to Scopus, which can restrict the search scope. The business processes
modeling area is quite extensive and comprehensive both in industry and academia.
However, taking into account the widespread use of BPMN and the considerable
coverage of Scopus we expect to have identified a representative set of works.

3 BPCheck

To avoid the propagation of BPMN models’ defects to the business process execution
or even to future software products designed based on these models, it is crucial the
early detection of such defects. This section presents the steps followed for developing
the first version of BPCheck, a checklist-based inspection technique for supporting the
detection of defects in BPMN models. Since many different types of defects can be
identified, Subsect. 3.1 presents the set of mapped discrepant cases, i.e., possible
generic cases of defect [12]. Subsection 3.2 presents the first version of BPCheck
checklist with examples of its use on inspecting business processes concerned with a
“material inventory management” macro process (extracted from the observational
study presented in Sect. 4).

3.1 Discrepant Cases

Discrepant Cases (DCs) are scenarios characterizing discrepancies, i.e. a general sit-
uation in which defects can be detected [12]. Based on BPMN 2.0 specification [3], we
investigated DCs following the defect taxonomy presented in Table 1. Thus, taking
into account all process elements available in BPMN, it was identified 109 DCs
addressed to the consistency between the model elements, the clearness of their
description and their correctness and completeness when compared with the business
process textual description. This set of DCs does not intend to cover all possible
scenarios of semantic defects addressed to BPMNs. However, all BPMN process
elements were included and distributed in the following groups:
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1. Activities (Tasks): ten DCs addressed to the clearness, completeness and correctness
of business process activities and the consistency between them and other process
elements;

2. Events: 29 DCs addressed to the suitability of the different event types used in the
model and its flow. Some of these DCs apply to all event types (eight) while others
apply to specific event types: error/cancelation (five), message/signal/time (nine),
conditional (six) and multiple (one);

3. Parallel gateways: nine DCs addressed to the correctness and consistency on using
forks and joins in the process model workflow in comparison with the business
process description;

4. Decision gateways: 13 DCs addressed to the correctness and the consistency on
using decisions and merges in the process model workflow in comparison with the
business process description. Most of these DCs apply to decision gateways in
general (nine) while others apply to specific gateway types: exclusive (two),
inclusive (one) and complex (one);

5. Data Objects: 19 DCs addressed to anomalies in the data objects description and its
association with the business process activities;

6. Pools/Lanes: eleven DCs addressed to anomalies in the use of pools and lanes on
distributing the process elements;

7. Annotation: four DCs addressed to the wrong use of annotations;
8. Process, subprocess and groups: five DCs mainly related to the traceability

between process models representing different levels of abstraction of the business
process, and;

9. Loop and ad-hoc subprocess: nine DCs addressed to the wrong use of such special
types of subprocesses.

3.2 The Checklist

One challenge in developing checklists is concerned with its size. Once an excessive
amount of items can lead reviewers to fatigue and discourage its use, we tried to group
two or more DCs into a single verification item based on their similarities. However, in
some few cases, we opted for using two or more specific verification items to cover a
single DC. Table 2 exemplifies both cases for DCs identified to events. As a result,

Table 2. Excerpt of DCs identified to events and their respective BPCheck verification items.

BPCheck Id
(s)

Discrepant case

26 B01. An event is omitted (Omission)
28 B02. The event type is not characterized, although the business process

description allows it. (Omission)
46 B03. An event is positioned wrongly in the model (Incorrect fact)
25 B04. The event description is incorrect (Incorrect fact)
28, 30, 31, 32,
34

B05. The event type used is incorrect (Inconsistence)

25 B06. The event description is not clear (Ambiguity)
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we designed a checklist composed by 55 verification items covering all the 109 DCs.
However, the BPCheck checklist can also be tailored to a reduced set of verification
items.

We propose the following inspection steps to apply BPCheck: First, a valid base
document (or a set of base documents) needs to be available representing the Oracle,
i.e., a valid textual description (standardized or not) of the business process. The
inspection moderator can tailor the checklist by excluding those BPMN elements not
usually used in the organization’s business process models to avoid useless work.
Then, the inspection moderator distributes the tailored checklist to the reviewers, which
can perform their individual reviews. Next, the discrepancy reports generated by the
reviewers are sent to the inspection moderator that can compile a complete and not
redundant list of discrepancies. Finally, the business analysts can identify the dis-
crepancies representing defects, which will be fixed by the business process model
authors. Since a valid base document should be provided to support the inspection
activities, the reviewers do not need to have previous knowledge/experience on the
business process domain. On the other hand, the reviewers’ background can be useful
to detect additional discrepancies remained in the textual description.

Another challenge on designing checklists is concerned with the distribution of its
verification items. Based on our experience in building different inspection techniques
[12, 16, 17], we established the following verification groups: static, process flow and
data objects. By such grouping we intend to reduce the reviewer re-work on examining
the entire business process model several times, looking each moment to a different
element type or a particular defect category. The static verification group is composed
of 12 verification items, covering all DCs addressed to the description of activities,
pools, lanes, annotations, sub-process, and groups. Such items do not take into account
the process workflow and its deviations. Table 3 presents all the verification items
composing the static verification group. The ten first ones were included in the
checklist used in the observational study (Sect. 4). For each verification item, the
reviewer should answer “Yes,” “No” or “N.A.” (not applicable to the inspected model).

Figure 1 exemplifies the use of verification item 9 to identify a defect as reported in
the observational study presented in Sect. 4. The next examples given in this Sec-
tion are also from this study. The inspected process model was sending physical
inventory to the rectory. In this context, the reviewer identified that the role warehouse
administrative assistant represented in the model was not mentioned in any part of the
Oracle, which resulted in extraneous information.

Thirty and six items support the process flow verification group. These items cover
DCs addressing possible defects in the process workflow, including its control over
events and gateways. Table 4 presents the process flow verification group. The nine
verification items marked with an asterisk were not included in the observational study
checklist.

Figure 2 exemplifies a defect identified through the verification item 19. The model
describes the macro-process material consuming accountability. However, the textual
description (Oracle) indicates that events generated by the sub-process send invoice are
correlated, different from the representation provided by the model. Thus, this defect
can be classified as an incorrect fact. Figure 3 gives another example of a defect found
by using a verification item from this group in the same process model. Supported by
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Table 3. Static verification group.

Id Description

1 Are all activities clearly described? Are they easy to understand?
2 Is there any activity which the description should provide more information?
3 Does each activity exclusively provide the sufficient and necessary information to be

correctly understood? Is there any unnecessary information, although eventually
correct?

4 Does any activity describe operational details out of the business process modeling
context, such as software algorithms or tasks performed and managed by
third-parties?

5 Does any activity in the model represent, indeed, a process event?
6 Should any activity be dismembered into two or more activities (or even into a new

process) to be in compliance with the abstraction level followed by the model?
7 Does any activity refer to a nonexistent process/subprocess?
8 Should any activity be represented as a process/subprocess call?
9 Are the model pools and lanes clearly described and free from unnecessary information?

Is it possible to identify each one in the business process description?
10 Is there any activity associated with an incorrect pool/lane?
11 Does each annotation is clearly and correctly described, containing only relevant

information regarding the business process?
12 Is there any annotation in the model that should be represented as an event or even as an

activity?

Fig. 1. Excerpt of the sending physical inventory to the rectory process.
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Table 4. Process flow verification group.

Id Description

13 Does each sequence composed of two activities can be clearly interpreted, allowing the
understanding of the whole business process described in the model? Is there no
confusing or incomplete sequence of activities?

14 Is each sequence of activities in compliance with the business process?
15 Is there any activity in the model out of the process scope?
16 Is there any activity relevant to the business process omitted from the model?
17 Should any decision gateway (exclusive, inclusive or complex) in the model be in fact

represented as a parallel gateway or vice versa?
18 Is there any fork, join or merge between two or more activity flows that should not be

synchronized (controlled)? Is there any fork, join or merge in the model that should
be synchronized?

19 Are all gates (conditions) required in the decision gateways correctly provided (clearly
described and free of unnecessary information)? Are all these conditions feasible
from the business process’ point of view?

20 Is there any redundant default gate in the model, since the other gates from the same
gateway can cover all possible alternatives?

21 Is there any exclusive gateway composed by a non-exclusive set of gates?
22 Is there any exclusive event-based gateway in which one or more event-based gates are

in fact simple data-based gates?
23 Is there any exclusive event-based gateway composed of a single event-based gate?
24 Are there concurrent activities also represented as non-concurrent ones in the model?
25 Are all conditional, error, cancellation, timer, message, link and signal events clearly

and correctly described in the model?
26 Is there any event of the business process omitted from the model?
27 Should any catching event be characterized as a throwing event (or vice versa)?
28 Are all events in the model associated with a suitable event type?
29 Is it possible to identify the source of each signal event and link received by all

activities in the model?
30 Is there any signal event that should be better characterized as a message event?
31* Is there any error event that should be better characterized as a cancellation event?
32* Do all error events adequately represent errors in the business process execution?
33 Are all technology for sending-receiving messages correctly described in the model

events?
34 Is there any timer event not effectively based on a temporal condition? Is there any

timer event based on cyclic temporal condition although the business process had
specified a specific date/time to it happens (or vice-versa)?

35 Is there any multiple events in the model not connected to two or more distinct process
events?

36 Should be any conditional event in the model implemented as a decision gateway or
vice versa?

37* Are all compensation events associated with the right compensation activities?

(Continued)
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Table 4. (Continued)

Id Description

38 Is there any pool/lane neglected in the model, omitting (for instance) a department, role
or area described in the business process?

39 Are there similar/identical activities in the model performed by different pools/lanes?
40* Do all model transactions support all BPMN conditions to be characterized as that?
41* Does each loop sub-process present only the tasks that should be repeated under the

conditions given?
42* Are all loop sub-processes conditions correctly provided (clearly described and free of

unnecessary information)? Are all these conditions feasible from the business
process?

43* Is there any serial loop sub-process that should be implemented as parallel or vice
versa?

44* Is there any incomplete ad hoc activity or even incorrectly classified as ad-hoc?
45* Does each group highlighted in the model is composed of elements from the same

category, helping to understand the business process better?
46 Taking into account all combinations of events and gates presented in the model, can

we ensure that all possible scenarios of the process execution are correct?
47 Is there any inconsistency among the model elements? For instance, does any

subsequence of activities contradict another subsequence or even does any gateway
from the model gateway contradict another one?

48 Is there a clear correlation between the process model element in a lower level of
abstraction and another model describing the same process in a higher level of
abstraction?

Fig. 2. An excerpt of the process material consuming accountability and an excerpt of the
Oracle.
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the verification item 26, a reviewer reported the omission of an event regarding the
physical inventory generation in the same model. In fact, such event should have been
inserted before the activity send physical inventory to the rectory.

Finally, the data objects verification group is supported by the seven verification
items presented in Table 5, exclusively covering the DCs identified to such process’
elements. Only the three first verification items were included in the observational
study checklist. Figure 4 exemplifies the use of verification item 51 to report a defect
found by a reviewer. The inspected business process model was delivering material
previously required to the warehouse. In this context, the reviewer identified that
material is not a data object in the context of the business process while the control
record generated while storing the material is. Thus, such defect indicates an
inconsistency.

Fig. 3. Another excerpt of the process material consuming accountability.

Table 5. Data objects verification group.

Id Description

49 Are all data objects in the model part of the business process? Are they clearly described
without unnecessary/redundant information?

50 Is there any missing data object in the model?
51 Are all data objects represented in the model generated, consulted or modified by the

activities associated with them? Do the directions of the arrows in such associations
correctly represent such behaviors?

52 Is it possible to clearly understand each data object property/state? Is there no
unnecessary or redundant information in such descriptions?

53 Is there any relevant data object property/state omitted from the model?
54 Is there two similar sub-flows (or more) in the model in which the data object

properties/states diverge?
55 Do the possible model execution scenarios suggest any divergence with a data object

state/property?
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4 Observational Study

We planned an observational study to investigate the use of BPCheck. Through using
GQM we established the following research goal:

To analyze the anomalies (discrepancies or defects) reported through applying
BPCheck
In order to characterize
With respect to its capability of providing efficiency (defects/time) and effectiveness
(defects/discrepancies) to the inspection activities
From the point of view of SE researchers
In the context of evaluating the discrepancies reported by BPCheck users inspecting
business processes related to inventory management.

The following three business processes were selected from a real business process
modeling project conducted at COPPE/UFRJ (SGI). They were selected based on the
structural complexity analysis of 15 business process models describing the inventory
management macro-process:

• Sending physical inventory to the rectory (SPI): lower complexity, composed of five
activities and a single exclusive gateway but involving two swimlanes and seven
data objects;

• Delivering material (DM): intermediary complexity, consisting of six activities,
two gateways, two events, two swimlanes and six data objects;

• Material consuming accountability (MCA): considered the most complex model
from the macro-process, composed of seven subprocesses, two gateways, seven
events and two swimlanes.

Fig. 4. Excerpt of the process delivering material.
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The efficiency of each inspection was calculated as the ratio between the number of
defects detected and the time devoted to the inspection, while its effectiveness was
calculated as the ratio between the defects detected and the total amount of discrep-
ancies reported. We invited all the 12 graduate students from the 2014’ Object-Oriented
Software Engineering course (COPPE/UFRJ) to take part in the observational study.
The subjects were equally distributed among three groups. None of them had partic-
ipated in the business process modeling tasks of the project. All subjects signed a
consent form and attended the classes introducing BPMN and inspections before the
study execution. Since each group was assigned to individually inspecting a different
model, it was expected that each model had been individually inspected four times.
However, two subjects that inspected one of the models (MCA model) did not com-
plete their tasks. Since some BPMN elements were not used in the modeling activities
from the SGI project, 15 BPCheck verification items were not included in the
inspection checklist (Subsect. 3.2).

In total, 56 discrepancies were reported by ten subjects, distributed as presented in
Table 6. Two researchers individually analyzed each reported discrepancy, classifying
each one as a defect or false positive. Then, they compared their analyses and reviewed
together with the divergences, resulting in 37 defects and 19 false positives. One can
see from Table 6 that most of the reviewers reported more defects than false positives
while two reviewers did not match any discrepancy reported to SPI model. One pos-
sible explanation for such result relies on the simplicity of the inspected model, which
could have led such reviewers to perform cursory inspections, although they had
devoted a considerable time to perform their tasks. On the other hand, among the
inspections in which any defect was detected, it was observed a trend of detecting one
defect by each 10–20 min. Through applying Spearman correlation test (the distribu-
tion of effectiveness was not normal, Shapiro-Wilk test), we could not observe a
correlation between efficiency and effectiveness of the analyzed inspections (0.5986,
Spearman Rho, p-value = 0.0517).

Table 6. Distribution of time, false positives, and defects by subject and their own effectiveness
and efficiency.

Id Model Time (min.) #False positives #Defects Effectiveness Efficiency

A SPI 55 0 4 1.00 0.07
B SPI 50 1 1 0.50 0.02
C SPI 68 2 0 0 0
D SPI 90 2 0 0 0
E DM 72 7 6 0.46 0.08
F DM 85 4 5 0.56 0.06
G DM 90 1 7 0.88 0.08
H DM 30 0 3 1.00 0.10
I MCA 80 0 4 1.00 0.05
J MCA 94 2 7 0.78 0.07
Total 714 19 37 0.66 0.05
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Table 7 presents the amount of distinct false positives and defects reported for each
process model. Although the inspections performed in the DM and MCA process
models present favorable values to BPCheck, one can see that the incidence of repeated
defects is small, especially regarding the DM process model in which all four subjects
reported defects but only one defect in common. Although the low incidence of repeated
defects is expected in checklist-based inspection techniques due to the little system-
atization involved, it is important to point out that subjects’ previous inexperience with
both software inspections/business process modeling activities could also be contributed
to such results. Also, each artifact was individually inspected by few subjects.

Regarding the distribution by defects’ categorization, it was observed the pre-
dominance of omissions (15/34). However, we had observed the omissions reported
were highly concentrated in the DM model. Since we did not have seeded defects in the
original models, such results provide valuable feedback for the business analysts on
improving the quality of models in future business process modeling activities.

4.1 Threats to Validity

As an external threat to validity, the inspected three models came from the same project.
However, we introduced some diversity in the inspection tasks through analyzing the
structural complexity of the 15 available models and then selecting three of them with
different levels of complexity. Another external threat regards the small sample size
available, which had been established by convenience. However, we claim that such
experimental arrangement could be considered suitable for a first observational study.
However, due to the available sample size, we decided to do not use a control group and
therefore we were not able to perform comparisons with ad-hoc inspections.

Although we conducted the study in a controlled environment (classroom), the time
and resources available could have influenced in the subjects’ performance. First, it was
scheduled only one hour and a half to the inspection activities. Second, subjects seated
in a typical classroom desk had to handle with printed copies of the Oracle, models and
the checklist attached to the discrepancies’ report.

5 Conclusion

To support business process modeling activities, BPMN has been widely used for
diagrammatically representing this type of model. However, the expected contributions
of such practices can be hampered whether the correspondence between the business

Table 7. The incidence of distinct false positives and defects reported by model.

Model Total time #Distinct false positives #Distinct defects #Repeated defects

SPI 263 5 5 0
DM 277 9 20 1
MCA 174 2 9 2
Total 714 16 34 3
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process’ textual description and its derived models are not assured. One can observe a
similar concern in the Software Engineering field, in which inspections have been
supporting the quality of different artifacts. In this sense, this paper introduced
BPCheck, a checklist-based inspection technique to support the detection of defects in
BPMN models.

The results of an observational study provided initial evidence on the feasibility of
using BPCheck. From all 10 participants - with only theoretical knowledge about
inspection/business process modeling - 8 were able to detect defects and 6 of them
reported more defects than false positives. The time needed by these eight subjects to
report a defect varied from 10 to 20 min. However, the use of more/less time to report a
defect was not related to their effectiveness. The lessons learned with this study are
supporting the evolution of the BPCheck checklist on providing more systematic
support to the reviewers and, consequently, driving them to individually detecting a
more comprehensive set of defects. Next step will be the conduction of a controlled
experiment to compare the results of ad-hoc inspections with BPCheck.
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Abstract. Effective matching of activities is the first step toward suc-
cessful process model matching and search. The problem is nontrivial
and has led to a variety of computational similarity metrics and match-
ing approaches, however all still with low performance in terms of pre-
cision and recall. In this paper, instead, we study how to leverage on
human intelligence to identify matches among activities and show that
the problem is not as straightforward as most computational approaches
assume. We access human intelligence (i) by crowdsourcing the activity
matching problem to generic workers and (ii) by eliciting ground truth
matches from experts. The precision and recall we achieve and the qual-
itative analysis of the results testify huge potential for a human-based
activity matching that contemplates disagreement and interpretation.

Keywords: Activity matching · Label matching · Crowdsourcing

1 Introduction

Organizations with sizable process model collections encounter several use cases
where matching activities of process models (deciding which of the activities of
the process models are similar or even the same) is important, including search
over the collection [9,15,19,21] or identifying cloned models or fragments in
models [10]. This problem has been addressed with a multitude of automated
approaches over the last decade [3,7,17,20,23–25]. However, the success of fully
automated, one-size-fits-all approaches is very limited when applied to hetero-
geneous process model collections, as observed in the Process Model Matching
Contest of 2013 and 2015 [2,5]. In some earlier work of ours we thus pursued a
semi-automated approach, where user feedback was collected and the matching
was improved based on corrections provided by the users [16]. Based on this
input, the f-measure could be increased by around 40–50 % in comparison to
earlier works. The limiting factor of the approach is however the low availability
of users with the necessary skills and time to invest.
c© Springer International Publishing Switzerland 2016
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In this paper, we start from the observation that deciding if two activities
are similar or even the same is nontrivial, that purely computational approaches
are not always able to correctly interpret the activities’ textual labels, and that
human intelligence (like in the case of user feedback [16]) can indeed make a
difference. One of the reasons for the low performance of automated techniques
is that often process models are not correctly formalized and, at best, come in
the form of semiformal process models that, for instance, lack proper definitions
of actors (e.g., no pools or swim lanes in the model), don’t explicitly model data
objects, use different activity labeling conventions (e.g., with or without men-
tioning the actor, the data object or the actual action to be performed), and so
on. As a consequence, matching activities requires interpretation, an interpreta-
tion we claim needs to comprise also the context of the activities to be matched
(e.g., the surrounding activities and the respective control flow structure). In
line with the approach pushed forward in [16], we further believe this interpreta-
tion requires human intelligence, while the specific challenge we approach in this
paper is to match activities by relaxing the assumption that this human intel-
ligence necessarily comes from experts. We thus show how to match activities
with the help of the crowd by crowdsourcing and studying different task designs
oriented to generic, non-expert workers (the members of the crowd).

Crowdsourcing in fact provides convenient access to human intelligence via
the Web, thanks to dedicated crowdsourcing platforms connecting workers with
requesters who offer work. While there is a multitude of platforms supporting
different crowdsourcing models, such as marketplaces [14], contests [4] and auc-
tions [22], we specifically concentrate on marketplace platforms for micro-tasks
with fixed rewards, as assessing the similarity of two activities is fine-grained
enough to be formulated as a micro-task. Other examples of typical micro-tasks
are annotating images, translating text or performing search activities on the
Web. Prominent platforms supporting micro-tasks are Amazon Mechanical Turk
(https://www.mturk.com) or CrowdFlower (http://crowdflower.com).

Designing effective crowdsourcing micro-tasks is however known to be chal-
lenging [1]. For instance, if too little information is given on a task, workers may
not be able to complete the task; if too much information is given, they may
abort the task or give arbitrary answers. Understanding if and how crowdsourc-
ing can be leveraged to match activities in a way that indeed allows workers to
bring in their human intelligence, as well as understanding if and how matching
decisions by the crowd differ from those computed by algorithms or, instead,
from those provided by process modeling experts, has therefore no immediate
answer. We answer these questions by making the following contributions:

– A conceptual model of how the activity matching problem can be mapped to
micro-tasks with basic, built-in quality controls;

– The design and implementation of a ground truth elicitation experiment with
process modeling experts to study expert agreement inside a given domain;

– The design and implementation of three crowdsourcing experiments to study
the performance (precision and recall) of the crowd compared to automated
algorithms and the experts;

https://www.mturk.com
http://crowdflower.com
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– A discussion of the effect of human intelligence and of the effect of context
visibility on the quality of matches.

Next, we discuss the difference between machine- and human-based matching
and review related works. In Sect. 3, we introduce crowdsourcing and a concep-
tual framework for task design, which we use in Sect. 4 to implement three tasks,
along with an exercise to elicit ground truth mappings. In Sect. 5, we report on
the outputs by experts, two automated matchers, and the crowd and discuss the
results and findings in Sect. 6.

2 Activity Matching: Background

An activity is commonly interpreted as an action performed by an actor on
some data object and represented by a textual label that describes the activ-
ity, a = 〈act, role, obj, lab〉. For example, an activity “Submit online form” may
express a student submitting an online application form through some admis-
sion system. Typical actions are “create”, “read”, “update” and “delete” for
documents, “send” and “receive” for messages, and “decide” for decisions. The
roles depend very much on the domain of the process; for instance, a univer-
sity admission process may involve a student, an admin and an examiner. The
data object varies too, depending on the documents/artifacts worked on during
the process; typical data objects are virtual/physical documents or entries in a
database.

2.1 Machine- vs. Human-Based Activity Matching

Given two business processes models BP1 and BP2 and two activities a1 ∈
BP1 and a2 ∈ BP2, the purpose of activity matching is to decide whether the
two activities match, that is, if they have the same or similar actor, role and
data object, respectively (note that, for conciseness, prop is used to iterate over
properties, and pmatch matches properties):

match(a1, a2) ⇐⇒
∧

prop∈{act,role,obj}
pmatch(prop1, prop2)

The basic problem is that of identifying 1:1 matches of activities of type
match(a1, a2). In general, however, matching activities is a 1:n or even an m:n
problem: match(a1, {a2

j}) or match({a1
i }, {a2

j}). For example, while one process
may use an activity “Send documents,” another one may split the group of doc-
uments into the individual documents to be sent and use the activities “Send
form” and “Send ID” to represent the same activity. This would correspond to
a match(“Send documents”, {“Send form”, “Send ID”}). In practical settings
that ask for the matching of process models that stem from different organiza-
tions and/or different modelers, 1:n and m:n correspondences are unavoidable.

The presence of 1:n and m:n correspondences, in turn, implies for activities
that actions may have sub-actions, roles may have sub-roles, and documents
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may have sub-documents. Thus there may also exist partof(a1, a2
j ) relationships

between two activities that, for instance, qualify a2
j ∈ {a2

j} as part of a1, starting
from a ppartof relationship among the individual properties of the activities (we
assume ppartof(a, b) = true ⇐⇒ a = b or b = subelement(a)):

partof(a1, a2
j ) ⇐⇒

∧

prop∈{act,role,obj}
ppartof(prop1, prop2j )

A 1:n activity match can thus be defined as a match of an activity a1 with a
set of activities {a2

j} that perform parts of a1:

match(a1, {a2
j}) ⇐⇒

∧

j∈|{a2
j}|

partof(a1, a2
j )

Merging the activity matches and part-of relationships from BP1 to BP2

with those from BP2 to BP1 identifies the m:n matches between the processes.

Now, asserting an exact match both among activities and their individual
properties is generally hard, and the use of similarity metrics that assess a
degree of matching is common practice [8]. In the case of automated match-
ing algorithms, similarity is typically based on objective, syntactic or semantic
features of the labels describing the activities (ta is a threshold value) [17,20]:

matcha(a1, a2) ⇐⇒ sima(lab1, lab2) > ta

If instead of by machines, activity matches are to be identified by human
actors, such as process modelers or domain experts, subjective similarity met-
rics are applied. The respective criteria are based on the personal experience
and expertise of the human actor, and typically don’t consider only the labels
of activities in an isolated fashion, but also interpret parts of or the full process
models containing the activities to be matched. That is, humans don’t simply
assert similarity based on labels, but naturally also take into account the con-
text of the activities, i.e., other surrounding model constructs (activities, data
objects, control flow constructs, etc.). Activity labels are the starting point of
the analysis, while the objective is the identification of the real meaning of activ-
ities in the process models, that is, the actual action, role and data object an
activity refers to. Two activities therefore match if the perceived similarity of
these properties exceeds some subjective threshold:

matchh(a1, a2) ⇐⇒
∑

prop∈{act,role,obj}
αprop ∗ simh(prop1, prop2) > th

The exact values of th and of the weights αprop ∈ [0, 1] are subjective, and
only the expert himself/herself can judge how and when he/she wants to assert a
match or not. The expert might–depending on his view–consider also other prop-
erties, e.g., resources, process context, dependencies, or similar that help him/her
in the decision process. Analogous considerations hold also for the partof rela-
tionship that allows the identification of 1:n and m:n matches if assessed by
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human actors. To the best of our knowledge, computational approaches do not
focus so far on partof relationships with the meaning defined above; existing
matching techniques are not limited to 1:1 matches only, but identified 1:n or
m:n matches are the result of label similarity not of a reasoning on the actual
meaning of activities.

In this paper, we are particularly interested in eliciting the interpretation
represented by the matchh function (including possible partof relations) and
less in that of the matcha function. The intuition is that humans reason on the
essence of the problem, while machines do so only on a proxy of it (the labels).

2.2 Related Work

The identification of correspondences between models has been studied in the
field of ontology and schema matching [11]. However, the applicability of such
approaches to process model matching is limited as process models depict actions
and their execution order instead of concepts and their relations. Accordingly,
a poor performance was observed when applying schema and ontology matchers
to process models [2,7]. Furthermore, process similarity search techniques [8]
which measure the overall similarity of process models provide basic concepts for
comparing process models on a fine-grain level. Such techniques rely on textual
[18], structural [6,12], and behavioral information [19,26].

Based on these approaches, a variety of process model matching techniques
has been proposed [3,7,17,20,23,25]. Essentially, all these techniques determine
correspondences based on the comparison of activity labels, i.e., they try to
estimate the functional overlap of activities based on their textual description.
Additionally, some approaches integrate structural and behavioral information
to decide whether activities correspond or not [3,7,20,23]. However, compara-
tive evaluations based on different data sets revealed that the quality of these
approaches is too low to be applicable in practice [2,5].

Human intervention has been recognized as a source for improving the per-
formance of matchers [16,24]. In [24] experts are required to provide correspon-
dences for a subset of the model pairs in a model collection. With regard to these
correspondences the quality of different matchers is determined. Then, a predic-
tion model that correlates process characteristics to the quality of the matchers
is trained and used to select matchers for the remaining model pairs. Similarly,
an approach that exploits expert feedback to learn the domain specific vocabu-
lary used in a model collection is introduced in [16]. Correspondences that were
automatically determined and manually corrected by experts are analyzed and
the textual similarity assessment is adopted. This way improvements with regard
to the f-measure of up to 53 % compared to the state-of-the-art were achieved.
We pursue the idea of relying on human intelligence, in particular utilizing the
crowd, to reduce the workload for experts and speed up the matching process.
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3 Crowdsourcing the Activity Matching Problem

Crowdsourcing (CS) is the outsourcing of a unit of work to a crowd of people via
an open call for contributions [13]. A worker is a member of the crowd (a human)
that performs work, and a requester is the organization, company or individual
that crowdsources work. For the purpose of this paper, we specifically leverage
on work expressed as micro-tasks, where crowdsourcing a micro-task (simply
“task” in the following) involves the following steps: The requester publishes a
description of the task to be performed in a crowdsourcing platform. The crowd
inspects and possibly expresses interest for tasks. The requester also defines the
reward workers will get for performing the task and how many answers (task
instances) should be collected (instantiated) per task. Not everybody of the
crowd may, however, be eligible to perform a given task, either because the task
requires specific capabilities (e.g., language skills) or because the workers should
satisfy given properties (e.g., only female workers). Deciding which workers are
allowed to perform a task is called pre-selection, is optional, and may be done
either by the requester manually or by the platform automatically (e.g., via
gold data). Once workers are enabled to perform a task, the platform creates
as many task instances as necessary to collect the expected number of answers.
Upon completion of a task instance (or a set thereof), the requester may inspect
the collected answers and validate the respective quality. Work that is not of
sufficient quality is not useful, and the requester may not reward it.

The major challenge in designing a crowd task is to ensure that the requester
can rely on the results. That means the results obtained from the crowd have
to be of a high quality and should only contain a small portion of imprecise or
incorrect answers. To achieve this goal, the task designer has to bring together
both worlds, that of the requester and that of the crowd. On the one hand, it is
therefore necessary to design tasks in such a way that (i) workers obtain sufficient
insights into the context, (ii) they can conveniently express their decisions, and
(iii) quality is adequate in order to leverage the potential of the crowd. On the
other hand, requirements imposed by the requester, like time or cost constraints
as well as the confidentiality of information, need to be taken into account.

In this paper, we are specifically interested in studying opportunities to
crowdsource the task of activity matching as an instance of the more general
problem of correspondence identification. We thus started this study by struc-
turing the problem space, in order to be able to discuss task design alternatives
and guide our research. As a result, we developed a conceptual crowdsourcing
design framework for activity matching, which decomposes the overall task into
several fine-grained aspects that need to be considered. The framework is the
result of a discussion on how to relate, combine or slice the aspects.

As shown in Table 1, on an abstract level the framework is concerned with
(i) how questions are posed to workers, (ii) which options workers have when
answering, and (iii) how answer quality is controlled. In the following, we discuss
the complete framework with all of its dimensions in more detail.
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Table 1. The conceptual crowdsourcing design framework for activity matching

Groups Dimensions Options

Question Task description Correspondence

identification

Activity cluster identification Activity annotation

Representation Whole process Process fragment Activity label

Documentation Additional None

Answer Modality Fixed Free Combination

Range Binary Numeric Semantic

Direction Unidirectional Bidirectional

Quality Audience External Internal Team

Timing Before During After

Test nature Gold questions Ad-hoc questions

Question group: This group defines what specific tasks the contributors are
asked to perform, in order to enable the matching of activities from different
process models, and which information is provided.
Task description—It is important to describe well the task and its purpose to
clarify what the requester wants to obtain from the workers. Correspondence
identification asks for feedback on the relations between activities or sets thereof
to separate corresponding from non-corresponding activities. Activity cluster
identification addresses relations of activities within the same model to identify
activities that relate to a same higher-level activity. Activity annotation solicits
feedback regarding a single activity to enable an indirect alignment of activities,
e.g., by mapping them to a taxonomy that could be a set of harmonized labels,
a set of semantic annotations or a reference process.

Representation—As process models show the internals of how an organization
operates, there may exist privacy concerns in showing them to public workers.
Instead of showing the whole process model, only a process fragment may be
shown, or even only activity labels without any further information. This dimen-
sion is also characterized by a tradeoff between complexity and quality: showing
large models at full may overwhelm workers, while it might be necessary for
workers to have sufficient information to take decisions.

Documentation—Additional documentation, such as a short explanation or even
process handbooks or glossaries, might be presented to workers to provide help
and instructions on how to perform the task. Yet, it could be a choice to provide
no documentation, if the task is self-explaining or the documentation might
again overwhelm the worker.
Answer group: While the question group refers to the presentation of the task,
this group defines how workers can answer questions.
Modality—This concerns the degree of freedom a worker has in answering. The
workers might be asked to select from a fixed set of options or to enter a free
text answer. Furthermore, combined versions where workers can select from a
set of options or enter a new answer are conceivable.
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Range—Requesters might be interested in different aspects of relations between
two activities or one activity and a taxonomy element. In the most simple case,
workers are expected to give a binary value indicating whether a relation holds
or not. Alternatively, the degree to which a relation holds can be measured on
a numeric scale, e.g., 0–100 %. Relations might also be assigned to a semantic
class, such as “unrelated”, “A subsumes B”, or “equal”.
Direction—This dimension specifies if relations among activities expressed by a
worker by relating one activity to another are unidirectional or bidirectional. The
use of bidirectional relations may reduce the effort needed to match activities.

Quality group. This group characterizes the methods adopted to ensure that
the answers by the crowd are reliable and useful to the requester.

Audience—In general, tasks may be crowdsourced to different audiences. If the
requester is an organization with own employees, internal workforce might be
considered, while external crowds can be involved by any kind of requester. The
involvement of teams of workers, which have proven to promise better results
(e.g., experts that work together on the alignment of processes), is harder.

Timing—Quality control methods can be applied before (e.g., by excluding work-
ers based on skill tests), during (e.g., by incorporating test questions to vali-
date the experts answers) or after (e.g., by removing inconsistent and unreliable
answers) feedback collection. Several methods can be used in an experiment.

Test nature—Tests can come in the form of so-called gold questions, that is,
questions that workers are asked to answer but for which the answers are already
known, or in the form of ad-hoc questions, which are added to the task only for
testing purposes (e.g., skills test or CAPTCHA-like tests to tell workers and
robots apart) without any real use for the requester.

Jointly, these dimensions span a space of potential task designs. A particular
crowdsourcing experiment can be understood as a point in this space. Without
considering that selected options can be implemented in different ways or that
certain combinations might be impractical, the space has 23 × 36 = 5832 points.
Yet, the framework can still be extended with additional dimensions, e.g., we do
not specifically study the effect of different rewards in this paper. Nevertheless,
the framework serves as a useful tool for taking informed decisions about task
designs and for comparing them. In the next section, we will use the framework
to describe the three task designs we adopt in our study.

4 Study Design

4.1 Dataset

The dataset we use for the experiments in this paper is a subset of that intro-
duced in [20], which consists of nine models (36 different model pairs) of the study
admission processes at different German universities. The models were created
by graduate students from Humboldt-Universität zu Berlin within a research
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seminar on process modeling in three semesters. We use the respective BPMN
models with 10 to 44 activities and an average of 21 activities per model.

The subset of process models we selected for the study described in this paper
consists of four models (Frankfurt (F), TU Munich (M), Cologne (C), FU Berlin
(B)) and three model pairs. Models were paired to represent different levels of
syntactical label similarity, so as to enable a representative comparison of the
crowd with automated algorithms: F/M has 10 activities with exactly the same
activity labels, C/F only 6, and C/B 0 (none). Limiting the study to three model
pairs was necessary to contain the cost of the crowd and expert experiments.

All process models express semi-formal, high-level views on the processes
and are not executable without further refinement. For instance, the models do
not make use of pools and swim lanes, follow different activity naming conven-
tions (they stem from different modelers), are characterized by ambiguity (for
instance, it is very hard to assess what action and/or role the activities “Keep in
Applicant pool” or “document” refer to), and gateways partly lack conditions.
Yet, this is the typical situation of process repositories that contain models whose
purpose is documentation rather than execution. The dataset has already been
used for a comparative evaluation of matching approaches in [5] as well as for
the evaluation of a matching approach based on expert feedback in [16] and
represents a convenient choice for the comparison with prior works.

Since in this study we are particularly interested in understanding the effect
of the human interpretation of models by both the crowd and experts, we opted
not to reuse the ground truth mappings proposed in [20]. On the one hand, these
mappings turned out to be too restrictive in our initial trials and mostly focused
on exact matches (no separation of the match and partof relationships); on the
other hand, without insight into the individual researchers’ mappings prior to
the consolidation it is not possible to assess inter-expert agreement. The creation
of a new ground truth is thus part of the experiment described next.

4.2 Expert-Based Activity Matching Exercise

In order to (i) be able to study the agreement among experts about activity
matchings and (ii) have a ground truth for the comparison of the crowd with
automated algorithms, we set up an activity matching exercise that involved
five process modeling experts (one PhD candidate, three PhDs and one assis-
tant professor, all with BPMN expertise). The exercise aimed to produce four
individual mappings for each of the three model pairs, plus one consolidated
mapping that integrates the other four according to the judgement by the most
senior participant. All participants were provided with the BPMN models of
the four chosen processes and asked to identify all possible match and partof
relationships for each of the three process pairs (F/M, C/F, C/B–see Sect. 4.1).
Data were collected using a Google Spreadsheet (https://goo.gl/N3xNgb), and
activities and relationships could be selected from suitable dropdown lists; the
spreadsheets also contained links to the graphical BPMN models and allowed
the experts to express a similarity degree for identified matches using a 7-point
Likert scale ranging from “somehow similar” to “the same” as well as to provide

https://goo.gl/N3xNgb
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informal feedback. All experts concluded the exercise within 30–60 min and were
rewarded with a free lunch for their effort.

4.3 Machine-Based Matching Algorithms

As a baseline for the assessment of the crowd’s performance we use two auto-
mated matching techniques. First, we consider the bag-of-words technique (BOT)
[17]. For a given pair of process models, BOT iterates over the set of all activity
pairs where each pair contains one activity from each model being matched. It
computes a similarity score based on the activity labels, and retains all activity
pairs with a score higher than a predefined threshold. To compute the similarity
score, the labels are split into sets of words, and each word in one set is com-
pared to each word in the other set using a word similarity function. The final
similarity score is the average of the maximum similarity scores for each word.
If the two sets of words are of a different size, the larger set is reduced to the
size of the smaller set by removing the words with the lowest maximum word
similarity. In this study, we specifically use the configuration we submitted to
the first Process Model Matching Contest and that yielded the best results on
the university admission dataset in this contest [5].

The second technique is the order preserving bag-of-words technique
(OPBOT) which contains different BOT configurations that it applies to a model
collection separately. For each configuration it predicts the quality by investi-
gating structural relations between the proposed correspondences. OPBOT then
selects the most promising configuration and proposes its results. Similar to
BOT, we utilized the configuration that participated in the second contest and
was named as one of two outstanding matching techniques [2].

4.4 Crowd-Based Micro-Tasks

Crowdsourcing platforms have different built-in options that support the aspects
of the design framework in Table 1 to different degrees. We use Crowdflower (www.
crowdflower.com) and propose three different task designs that vary in terms of
the contextual information provided (none vs. process fragments) and the free-
dom given to workers in choosing matches (none vs. free definition of matches).
The intuition behind these design options is that (i) contextual information (sur-
rounding activities) helps making better judgements about the similarity of tasks
and (ii) freedom of choice allows us to match activities more cost-effectively. All
task designs ask workers to (i) decide if one or more pairs of activities are similar
(yes/no answer) and to provide, for each identified match, (ii) the type of rela-
tionship (match/partof ), (iii) a similarity score using a 7-point Likert scale (1-Not
similar at all–7-Very similar or identical); and (iv) a free-text explanation of the
judgment. The specific designs are (see design sketches in Fig. 1):

– LabelOnly is the most simple task design. It applies the computational app-
roach to the crowd: workers are only presented with two activity labels.

www.crowdflower.com
www.crowdflower.com
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– ContextOne shows two fragments with 3–5 activities from two process models
and highlights the activities to be matched (1 per fragment).

– ContextSet shows the same process fragments as ContextOne, without how-
ever highlighting any pair of activities. If the workers spot a similarity, they
can freely choose the respective activities from dropdown lists; the design
allows the identification of up to 10 matches. No explanations are required.

For LabelOnly and ContextOne we have a total of 989 activity pairs to be
compared; for ContexSet we have 63 process fragment pairs, given how we split
the models. For all three task designs, we collect 3 judgements per pair (to
improve quality), which leads us to a total number of 6123 units of work to crowd-
source. We also use Crowdflower’s built-in quality control based on gold questions
(with known answers). For LabelOnly and ContextOne, the gold question asks
whether or not the activities are similar; for ContextSet the gold question asks
if there are similar activities in process fragments. As reward for LabelOnly and
ContextOne we pay US$ 0.01 for each unit of work, while for ContextSet we pay
US$ 0.05 as it requires more effort.

In terms of the design framework introduced in Sect. 3, all designs ask workers
to identify correspondences, without providing additional documentation beyond
an example. LabelOnly shows only activity labels, the other two designs use
process fragments. All designs, except ContextSet (only selections) allow workers
to input a combination of selections and free text in the form of binary, numerical
and semantic inputs. Matchings are bidirectional, part-of relations unidirectional.
The crowd is external (indep. of the authors), and quality control is done during
task execution and afterwards with the help of gold questions.

Fig. 1. Micro-task designs for activity matching. Actual screenshots of the tasks
deployed in Crowdflower can be found in https://goo.gl/xjCHmv

4.5 Evaluation Metrics

For the evaluation of the agreement between the experts in the creation of the
ground truth and with the consolidated set of matchings, we use the Jaccard
similarity coefficient, which expresses the similarity/diversity of sample sets:

J(Mi,Mj) =
|Mi ∩ Mj |
|Mi ∪ Mj | (1)

https://goo.gl/xjCHmv
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where Mi and Mj are the sets of correspondences identified by experts i and j.
If the experts agree on each match, J(Mi,Mj) = 1, otherwise J(Mi,Mj) < 1.

Now, given a ground truth, each correspondence identified by an activity
matching approach can be classified as true positive (TP ), false positive (FP )
or false-negative (FN). This allows the computation of the common precision,
recall and f-measure, as defined by the following formulas:

P =
TP

TP + FP
(2) R =

TP

TP + FN
(3) F =

2 × P × R

P + R
(4)

Since in this study we explicitly distinguish between match and partof rela-
tionships among activities, we compute P , R and F for exact matches and
part-of relationships individually, as well as for the union of both relationships.
This allows us to study the strengths and weaknesses of the approaches.

5 Experiment

5.1 Expert-Based Activity Matching

The activity matching exercise with the experts produced a rich set of activity
matchings, as reported in Table 2. Overall, the five experts identified 252 corre-
spondences, 95 exact matches and 157 part-of relationships, with an average of
6.33 matches and 10.47 part-of relations per process model pair. The consolida-
tion of the four individual results yielded 14 matches and 45 part-of relationships.
Part-of relationships among activities are therefore so frequent that they cannot
be neglected in practical activity matching exercises.

Table 3 analyzes the correspondences by the five experts in more detail with
a cross-analysis of the respective Jaccard similarities, in order to understand
the level of agreement or disagreement among the experts. We immediately note
that there is no clear agreement among any of the experts. We also note that the
consolidated mapping generally represents well the output by the four individual
experts, especially if we compute similarity by merging both (b) matches and
part-of relations; only expert 1 seems to have more affinity with expert 2 than
with the consolidated mapping. This qualifies the consolidated mapping as the
best choice for the evaluation of the performance of the crowd and the algorithms.

5.2 Machine-Based Activity Matching

Table 4 presents the performance of the automated matchers with regard to the
consolidated ground truth. The f-measures vary from 0.276 to 0.538 for BOT and
from 0.276 to 0.621 for OPBOT across all three model pairs. OPBOT performs
slightly better than BOT (0.481 > 0.448) with a better precision and a similar
recall. Overall, it is interesting to note that the precision of the identified matches
is generally high, while the recall is instead rather low. That is, if activity labels
are similar, both algorithms are able to spot the similarity; if instead labels of
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Table 2. Number of match (m) and partof (p) relations identified by the experts.

Expert 1 Expert 2 Expert 3 Expert 4 Consolidated

m p m p m p m p m p

F/M 6 5 9 12 8 5 18 5 7 12

C/F 5 9 6 8 6 3 7 8 4 12

C/B 3 14 4 19 4 6 5 18 3 21

total 14 28 19 39 18 14 30 31 14 45

Table 3. Jaccard similarity among experts of match (m), partof (p) and both together
(b), averaged over the three process pairs; in bold the biggest similarities.

Expert 1 Expert 2 Expert 3 Expert 4

m p b m p b m p b m p b

Expert 1 – .435 .340 .515 .391 .077 .345 .333 .311 .431

Expert 2 .435 .340 .515 – .609 .205 .452 .441 .400 .566

Expert 3 .391 .077 .345 .609 .205 .452 – .500 .286 .431

Expert 4 .333 .311 .431 .441 .400 .566 .500 .286 .431 –

Consolidated .400 .304 .464 .650 .615 .746 .684 .229 .468 .467 .551 .667

similar activities are not similar enough, the algorithms fail. Also, computing
recall over matches (Rm) and part-of relations (Rp) independently unveils that
the algorithms are better in identifying exact matches than part-of relations.

Table 4. Average precision (P ), recall (R, Rm, Rp) and f-measure (F ) of BOT and
OPBOT for the three process pairs separated by matching relation.

BOT OPBOT

P R Rm Rp F P R Rm Rp F

.700 .359 .536 .258 .448 .900 .338 .536 .230 .481

5.3 Crowd-Based Activity Matching

Table 5 reports on P , R and F for the crowdsourcing experiments, distinguishing
between different levels of worker agreement on correspondences (recall that each
activity pair was assessed 3 times). We consider two activities to be similar if
either a partof or match relation was indicated by the crowd. For LabelOnly and
ContextOne, the precision is lower than that of the algorithms, while the recall
is higher. Interestingly, ContextSet shows a very good precision, up to 0.861
for 3/3 votes, however with a lower recall; the freedom given to workers seems
to intrinsically favor precision, e.g., because workers only propose matches they
are highly confident with. If we split R into Rm (matches only) and Rp (part-
of relations only), we see that the crowd is particularly good at recalling exact
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Table 5. Average P , R, Rm, Rp, and F values for LabelOnly, ContextOne and Con-
textSet as a function of worker agreement (x out of 3 votes); best averages in bold.

LabelOnly ContextOne ContextSet

P R Rm Rp F P R Rm Rp F P R Rm Rp F

1/3 votes .194 .791 .758 .393 .207 .207 .781 .917 .349 .320 .548 .512 .758 .123 .530

2/3 votes .410 .558 .758 .274 .453 .467 .600 .869 .222 .509 .635 .321 .647 .059 .417

3/3 votes .582 .491 .758 .190 .515 .631 .460 .758 .147 .515 .861 .192 .516 .016 .310

matches (Rm ∈ [.758, .917] for ContextOne). Of course, the higher the agreement
among workers, the higher the precision and the lower the recall.

Table 6. Correctness of workers’ match and
partof relations (true positives only).

LabelOnly ContextOne ContextSet
(3/3 votes) (3/3 votes) (1/3 votes)
m p m p m p

F/M 1.00 .300 .947 .400 1.00 .333
C/F 1.00 .480 .900 .364 1.00 .100
C/B .571 .552 .875 .615 .500 .471
Avg .912 .459 .919 .471 .926 .333

Table 6 analyzes in more
detail the correctness of the
TPs by model pair using the
agreement level with the high-
est f-measure in Table 5. For
instance, for F/M all matches
proposed by the workers are
correct, while only 30 % of their
part-of relations are correct.
Overall, the proposed matches
are very precise; the part-of
relations less so.

A qualitative analysis of the FNs (31) confirms the difficulties with the part-
of relations, e.g., with the similarity between “Apply Online” and “add certificate
of bachelor degree,” as well as with modeling ambiguity, e.g., with “Evaluate”
(activity) vs. “less than 16 cp in mathematics” (condition). An analysis of the
FPs (15) reveals that the crowd may actually be right in some cases, e.g.,
“certificate received” vs. “documents received” (synonyms) or “Acceptance” vs.
“accepted provisionally” (part-of), if the domain of the study was different. That
is, most FPs actually are plausible ground truth candidates.

The cost of the experiments was US$40.56, US$40.80 and US$28.32 for
LabelOnly, ContextOne and ContextSet, respectively, including platform fees.

6 Discussion

We summarize the findings of this study as follows: (i) Process models can be
intrinsically ambiguous, underspecified and even contradicting. Matching activi-
ties under these conditions requires an interpretation that goes beyond the scope
of individual activity labels. (ii) Given this ambiguity, even experts may not
agree on how to match activities. In fact, the disagreements we encountered in
our experiments are both consistent and high among all experts. (iii) On the
newly created ground truth data, the performance of the tested computational
matchers was characterized by high precision and low recall, with a particular
weakness in discovering part-of relationships among activities. (iv) Crowd-based
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activity matching outperformed the automated matchers by a margin of about
10 %. Depending on the logic used for combining crowd worker answers, however,
high recall can be achieved when sacrificing precision. The crowd was also able to
elicit non-obvious part-of relationships by reasoning on activities like experts do,
that is, trying to figure out the essence of activities (action, role, object). (v) The
design of the micro-tasks for activity matching has a strong effect on the quality
of the produced matchings. The three task designs we tested showed significant
performance differences, depending on the level of insight into the context of
activities as well as on the level of freedom (responsibility) given to workers.
Asking the crowd to reactively judge a given activity pair tends to favor recall
(ContextOne); asking it to proactively identify similar pairs tends to favor pre-
cision (ContextSet). (vi) Given the low agreement among the experts, the P/R
values reported here must however be handled and interpreted with care. The less
formal and complete models are, the more ambiguous they are, and the harder
it is also to define a reliable ground truth and, hence, to reliably test approaches.
The variance and disagreement in human feedback leads to the larger question:
is the assumption that an objective ground truth or “gold” standard exists valid?

These findings advance the state of the art of activity and process matching
with an original perspective on the problem compared to prior works on the
topic, i.e., that of the human. To the best of our knowledge, this is the first
study that proposes a crowd-based activity matching approach and compares it
with state-of-the-art computational approaches. It is also one of the first studies
that critically analyzes the (lack of) agreement among experts and that shows
that performance tests based on ground truth data elicited from experts must
be interpreted with care, perhaps more care than devoted to this aspect so far.

A consideration regarding the “noise” (spectrum and variety of matchings)
produced by the crowd: while false positives (compared to the ground truth) by
algorithms may not present useful information, the “false positives” by the crowd
may even represent an added value in the context of process model matching. In
fact, these matches may represent similarities the experts did not consider when
creating the ground truth, e.g., because they simply were focused on a specific
domain while the crowd was not. Especially in the context of exploratory search
over process repositories (to search for similar practices, to understand how a
given organization approaches typical problems, to identify processes that could
be merged and consolidated, etc.) the different viewpoints and interpretations
provided by the crowd may allow the discovery of unexpected models that indeed
present semantic similarities not considered before. This kind of knowledge is
hard if not impossible to elicit without the contribution of human intelligence.

Of course, the study described in this paper also comes with its very own
limitations: The dataset we used contains processes that are very similar; results
might change for more heterogeneous datasets. The micro-task designs we used
represent a reasoned best effort, and we did not yet try to optimize results, for
example by varying the reward of workers. Our experiments exemplarily analyzed
three process model pairs, and obtaining statistical relevance of the results would
require more data; due to resource restrictions, we opted for a more qualitative
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analysis. Finally, even though the results are promising, given the crowd costs
reported in our study and the efforts in setting up an experiment like this, there is
a trade-off that needs to be considered before opting for a crowd-based approach.

In our future work, we intend to extend the presented work in several
directions. Different approaches from crowd workers and algorithms have dif-
ferent strengths: while some approaches have a high recall, others achieve high
precision. We thus plan to investigate how we can combine approaches into
novel matching workflows that combine the benefits of several approaches. For
instance, we could use a crowd task design that yields high recall values at the
expense of precision, and use an automated matcher to filter the crowd results.
We also see as highly interesting understanding the human perception of similar-
ity better. Such research would likely benefit from an interdisciplinary approach,
in collaboration with psychologists, linguists, or sociologists.
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Abstract. The automated comparison of process models has received
increasing attention in the last decade, due to the growing existence of
process models and repositories, and the consequent need to assess simi-
larities between the underlying processes. Current techniques for process
model comparison are either structural (based on graph edit distances),
or behavioural (through activity profiles or the analysis of the execution
semantics). Accordingly, there is a gap between the quality of the infor-
mation provided by these two families, i.e., structural techniques may be
fast but inaccurate, whilst behavioural are accurate but complex. In this
paper we present a novel technique, that is based on a well-known tech-
nique to compare labeled trees through the notion of Cophenetic distance.
The technique lays between the two families of methods for comparing
a process model: it has an structural nature, but can provide accurate
information on the differences/similarities of two process models. The
experimental evaluation on various benchmarks sets are reported, that
position the proposed technique as a valuable tool for process model
comparison.

1 Introduction

Nowadays process models are ubiquitous objects in companies and organizations.
They are becoming precious for representing unambiguous and detailed descrip-
tions of real processes. On the one hand, BPMS platforms, which allow design-
ing, deploying and managing the processes in organizations, are based on process
models. On the other hand, evidence-based process models (i.e., process models
with a high alignment with respect to the underlying real process) can be used
to analyze the process formally, e.g., detecting inconsistencies or performance
problems that may hamper the correct and optimal execution of the process.
Furthermore, the existence of environments for creating, managing and query-
ing process model collections enable the hierarchical and cross-organizational
analysis, with process models as atomic objects.

A core technique necessary in many of the aforementioned situations is the
automated comparison of process models. Due to its importance, this prob-
lem has received significant attention in the BPM field, which can be split into
c© Springer International Publishing Switzerland 2016
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structural techniques based on graph-edit distance [8–10,18], and behavioural
techniques that focus on the execution semantics or behavioural relations of
the corresponding models [1,7,13,16,17]. Intuitively, structural techniques are
fast but inaccurate (in terms of the differences found), whereas pure behav-
ioural techniques are complex (both in computation time and memory usage)
but accurate.

In this paper we propose a novel method to compare process models1. The
technique is based on a recent algorithm [5] from the field of computational phy-
logenetics, where the objects to compare are labeled trees showing the inferred
evolutionary relationships among various biological species. We adapt the algo-
rithm to the BPM context, thus using process trees [4] as notation. Our proposed
similarity metric sits halfway between pure structural similarity methods (inher-
iting their low complexity features), and behavioural similarity metrics (capable
of providing similar behavioural information). Moreover, the performance of our
approach allow us to consider this metric for large process models.

The paper is organized as follows: next section provides an intuition of the
metric over a realistic example. In Sect. 3 the necessary preliminaries are pro-
vided. Then in Sect. 4 we present the main contribution of the paper: a similarity
metric for deterministic process trees. The deterministic restriction is dropped in
Sect. 5, giving rise to a heuristic technique that relies on an approximate match-
ing algorithm. The techniques of the paper are evaluated thoroughly in Sect. 6.
Finally, Sect. 7 concludes the paper and provides pointers for future investiga-
tions.

2 Motivating Example

Let us use a real-life example to motivate the contributions of this paper.
A product manager decides to monitor all accesses to an SVN repository. Those
accesses are done through HTTP/S, as specified in the WebDAV/DeltaV pro-
tocol. It turns out that those read and write requests over HTTP/S can be
translated to human-friendly SVN commands such as svn update or svn commit.
Continuing the work done by Li Sun et al. [15], the product manager plans to
model the developer’s behaviour based on the SVN commands they execute daily.
Our goal is to measure the differences between those models, inducing a behav-
ioural distance between individuals. This way, intruder attacks to the repository
can be detected globally by analyzing process behaviour that is clearly separated
from the rest.

Figure 1 depicts the access behaviour of two users to the same repository,
using a block-structured process discovery algorithm2. In our preliminary study,

1 We assume the problem of dealing with real activity labels, e.g., when the name of an
activity in the models does not perfectly match, is resolved prior to the techniques
of this paper.

2 We used Discover a Process Tree using Inductive Miner (ProM 6.5) and then con-
verted them to Petri Nets.
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Fig. 1. Two process models describing how two users access an SVN repository.

the process model of an average user shows lots of concurrency, duplicate activi-
ties and iterative behaviour3. Existing behavioural comparison techniques strug-
gle when dealing with such models. Either they fall short in describing duplicate
activities and loops [16], or the underlying technique does not scale in the pres-
ence of concurrent process branches [1].

Fig. 2. Extract of the tree representation of the two processes in Fig. 1. Only the
subtrees related to two common activities A and B are represented, and their least
common ancestors are depicted in bold. Activities Si are unrelated to A and B.

The approach presented in this paper evaluates the difference of the two mini-
mum subtrees containing a selected pair of activities, and extends the comparison
to all possible pairs. Analysis over such subtrees is expected to be more simple
and efficient, while still capable of comparing both the structure and behaviour
of the two processes. See Fig. 2 for an example, which focuses on activities A
and B in both models. One can check that the difference between the depth of
the two activities is an approximation to the graph distance between those two
models. For instance, in Fig. 2, depths of A are 11 in the first subprocess and
4 in the second subprocess, whilst depths of B are 11 and 6. The difference of
their depths sum 12, implying that 8 nodes must be removed and 2 extra edges
are needed in order to transform one model into the other. Besides, and more
3 The most common sequence of commands in the dataset is svn-options, svn update,
svn -options indicating they use an IDE that overwrites the SVN options just to
perform an update and then returns to its previous status.
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importantly, one can see that the common ancestors of activities A and B in
Fig. 2 model two different behaviours: On the first subprocess, activities A and
B are mutually exclusive; On the second, A is executed after activity B. Notice
that the depth of this common ancestor also highlights how long it takes to make
the behavioural decision of how activities A and B relate to each other. There-
fore, by incorporating these notions into the distance function, we would be able
to not only measure structural differences but also highlight differences in the
behaviour of two process models. For instance, one could obtain the sentence:
Activities A and B in Fig. 2 are mutually exclusive in the first subprocess, but
activity A always occurs after B in the second subprocess. Besides, the behav-
ioural decision in the first subprocess is done 6 steps after the decision is taken
in the second subprocess.

3 Background

3.1 Process Trees: A Tree-Like Representation of Business
Processes

A rooted tree is a directed graph with a distinguished node, called the root,
from which every node can be reached with exactly one path. A weighted
rooted tree is a pair (T, ω) consisting of a rooted tree T and a weight function
ω : E → R>0 that associates every arc e ∈ E a non-negative real number
ω(e) > 0. A labeled rooted tree is a rooted tree T such that there exists a
mapping between a subset of the nodes of the tree and a set of labels S.

Let T = (V,E) be a rooted tree. Whenever (u, v) ∈ E, we say that v is a child
of u and that u is the parent of v. The nodes without children are the leaves of
the tree, and the other nodes are called internal. Whenever there exists a path
from a node u to a node v, we say that v is a descendant of u and also that u is
an ancestor of v. An internal node is elementary if it only has one child. The
depth of a node u in a tree T , denoted by δT (u), is the sum of the weights of
the arcs in the path from the root to u. Weights are usually set to 1, but we
will later see that we can encode behavioural information from the process by
modifying these weights.

Definition 1 ([4]). A process tree is a labeled rooted tree T in which activities
are represented as leaves of the tree and internal nodes describe the control-flow
of the process.

We say that a process tree is deterministic if there is a one-to-one mapping
between activity labels and leaves of T . For the sake of simplicity, we will label
internal labels as OR4, AND, SEQ and LOOP to represent the usual behav-
ioural structures in a process model. We will also denote these internal nodes
by gateways, following the BPMN nomenclature. We allow silent activities by
labeling them as ∅.
4 Following the semantics of block-structured models in [4], only exclusive ORs are

modeled.
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Definition 2. A process tree is reducible if there are elementary nodes, silent
transitions hanging over a gateway other than OR, or there exist a pair of inter-
nal nodes u and v such that (u, v) is an edge in the graph and both model the
same type of gateway.

Any reducible process tree can be converted into an irreducible tree by merg-
ing all conflicting nodes. We will suppose that all process trees are given in its
irreducible form. Figure 3 depicts an example of a reducible process tree and its
irreducible counterpart.

Fig. 3. Two process trees modeling exactly the same behaviour. The left model is
reducible, and the right model is its irreducible representation. The silent transition ∅
is removed because it is not part of an OR structure. The OR elementary node does
not provide behavioural information.

3.2 Cophenetic Vectors

The least common ancestor (LCA) of a pair of nodes u and v of a rooted
tree T , denoted by [u, v]T , is the unique common ancestor of them that is a
descendant of every other common ancestor. The definition of the Cophenetic
vector is based on the discrepancies on the depth of the LCA of every pair of
activities.

Definition 3 ([14]). Let S be the set of labels of a weighted labeled rooted tree
T . For every pair of different labels i, j, their Cophenetic value is

ϕT (i, j) = δT ([u, v]T ) u, v have labels i, j

To simplify notation, we denote the depth of a node with label i by ϕT (i, i),
and ϕT (i, j) = 0 if either i or j are not activities of the process tree T .

Definition 4. Let T be a weighted rooted tree, and S the set of activity labels
of the tree T , its Cophenetic vector is

ϕ(T ) = (ϕT (i, j))i,j∈S

In an already fifty years old paper [14], Sokal and Rohlf proposed the use
of the cophenetic values to compare dendrograms. Authors in [5] show that
cophenetic values can also be applied to uniquely project labelled trees into a
multidimensional vector space, allowing them to define a distance on labelled
trees as Theorem 1 states.
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Fig. 4. Example of process trees and their Cophenetic vector (in matrix representa-
tion), assuming the depth of the root is 1. For simplicity, we included node’s depth as
a subscript of the label. For instance, the LCA of activities C and E in T1 is the AND
gateway that is one children of the root and, hence, its Cophenetic value is 2.

Theorem 1 ([5]). Two weighted labeled trees without elementary nodes, unla-
beled leaves nor repeated labels are equal if, and only if, they share the same
Cophenetic vector.

Cophenetic vectors are not enough for determining process tree similarity:
for instance, in Fig. 4 if the OR and AND labels of the left tree are interchanged,
the Cophenetic vectors of both trees are equal whilst the behaviour represented
is different. Besides, constraints in Theorem 1 do not allow models with multiple
silent transitions. Next section shows how to transform process trees in order to
overcome this limitation.

4 Distance Between Deterministic Process Trees

4.1 Cophenetic Distance Definition

As we have seen, Cophenetic values unequivocally represents weighted labeled
rooted trees. As it is well known, this allows to induce distance metrics in the
set of labeled trees. Let dist be any distance between two points in a vectorial
space, we define

d(T, T ′) = dist(ϕ(T ), ϕ(T ′))

as the distance between two trees. For instance, by using the L1-norm we get

d1(T, T ′) =
∑

i,j∈S

|ϕT (i, j) − ϕT ′(i, j)|

The Cophenetic values were originally conceived to measure structural dif-
ferences between the leaves of two dendograms, but we can extend its use to
deterministic process trees thanks to Theorem 1. This result allow us to modify
the depth of each node in order to model the path of gateways we are tracing
from the root to activities (the leaves of the tree). In Definition 5 we propose a
depth function to overcome the following weaknesses of the original Cophenetic
distance over labelled trees: (1) ensures that non-common activities increases
the distance between two models; (2) depth of activities in a sequential order
increase in the same sequential order, modeling the complexity of the blocks
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already seen by the process; (3) allows for silent transitions; and (4) differenti-
ates two processes with the same structure but modeling different gateways at
the root.

Definition 5. Let T be a deterministic process tree. We define the depth func-
tion δ′

T as follows:

1. Root node has depth 1.
2. Iterate over all nodes in a pre-order traversal.
3. The depth of all nodes is 1 plus the depth of its parent, except

(a) If the parent is an OR clause, increase 0.5 instead of 1.
(b) If the activity is silent, increase 0.25 the depth of the parent and any other

sibling. Afterwards, remove the silent activity.
(c) If the parent is the start of a LOOP, increase also by the maximum depth

of the underlying tree.
(d) If the parent is a SEQ gateway, consider the depth of deepest visited chil-

dren of the node’s siblings instead of the parent.
4. Any remaining elementary node will be removed, and its parent and children

will be directly connected.

For the sake of simplicity, trf(T ) will denote the combination of the tree T
with the aforementioned depth function δT .

Figure 5 depicts the transformation of the two processes in Fig. 4. With the
aforementioned depth function, Cophenetic values now highlight, for example,
differences in the two activities A and B due to the behavioural change of their
parent node. This transformation allow us to overcome the limitations of Theo-
rem 1, since silent transitions are allowed, but also by ordering children of sequen-
tial gateways. As we state in Theorem 2, this transformation uniquely represents
deterministic process trees.

Fig. 5. Transformation of the process trees in Fig. 4. For the sake of simplicity, we
included node’s depth as a subscript of the label. For instance, depth of the AND
gateway in T1 is 3.5 because its parent represents a sequence and the maximum depth
of the previous processed branch is 2.5

Theorem 2. Let T andT ′ be two deterministic process trees. If trf(T ) and trf(T ′)
share the same Cophenetic vector, then T and T ′ are the same process tree.
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This theorem shows that Theorem 1 is also applicable to the new depth def-
inition, and therefore useful for checking equality of two process trees and mea-
suring differences between the models. The proof of this theorem is based on
the observation that the Cophenetic values of any subtree are highly related to
the Cophenetic values of the complete tree, as Lemma 1 shows. Details of the
proof of this lemma are omitted, but it is a direct consequence of the pre-order
traversal approach of Definition 5.

Lemma 1. Let T be a weighted rooted tree, and S a subtree of T . Then the
Cophenetic vector of S satisfies that

ϕS(i, j) = ϕT (i, j) − δ′
T (root of S) + 1

Proof (Theorem 2). Let’s proof this by induction.

– For processes with 1 or 2 activities, one can list all possible deterministic
process trees and check that no two processes share the same transformed
tree.

– For processes with n > 2 activities, we will show that every strict subtree5 of
T is equal to another subtree of T ′. Let V T be a strict subtree of T . Suppose
A and B are two activities such that [A,B]T is the root of V T . Activities A
and B are also included in the deterministic process tree T ′, and [A,B]T ′ is
the root of a certain subtree V T ′.

T

...
...

[A,B]T

A . . . B

...

T’

...
...

[A,B]T ′

A . . . B

...

Lemma 1 ensures that

ϕV T (i, j) = ϕT (i, j) − δ′
T ([A,B]T ) + 1

= ϕT ′(i, j) − δ′
T ([A,B]T ′) + 1 = ϕV T ′(i, j)

where the second equality holds since trf(T ) = trf(T ′) and Theorem 1. And
therefore, V T and V T ′ share the same Cophenetic vector and its size is smaller
than T and T ′. By induction, we can say that both process trees are equal.
There is one case where there are no two activities A and B such that [A,B]T
is the root of V T : The root of V T is an OR-clause, and one children is a silent
transition. In this particular case, we can work with the non-silent children

5 Here a strict subtree of T is any subtree that does not contain the root of T .
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V Tns. The combination of two consecutive OR conditions is not possible in
a valid deterministic process tree, and therefore V Tns falls under the proved
assumption. Hence, there is a subtree V T ′

ns of T ′ that is equal to V Tns.

T

...
...

VT(=OR)

∅ VTns

...

T’

...
...

X

VT’ns C

...

V Tns and V T ′
ns share the same activities, and V Tns is a strict subtree of T .

Therefore, V T ′
ns is also a strict subtree of T ′. Let X be its parent node. We

will show that X is in fact an OR condition, and it only has another silent
branch. Let’s assume there exists an activity C under X but not included in
V T ′

ns. There are two options:
– X is the root of T ′. In that case, we can replace the subtrees V Tns and

V T ′
ns by a mock activity C ′. We reduced the problem to the 2 activities

case, already solved. In that case, we share the same Cophenetic value but
the two process trees are different (T ′ does not have a silent transition).
We arrived to this contradiction by assuming that C exists.

– X is not the root of T ′. In that case, the subtree V X induced by the node
X is a strict subtree of T ′ and X is not and OR condition. By applying
the previous reasoning, there is a subtree W of T that is equal to V X
and includes V Tns. Notice that, in that case, the only possibility is that
C is a silent transition.

This shows that any subtree of T is equal to a certain subtree of T ′. By
applying this result to all the direct children of the root of T one can see that
T and T ′ are indeed equal. ��

4.2 Behavioural Information Captured by Cophenetic Values

The syntax of process trees allow us to easily check the direct causality of two
activities in the model: one simply needs to check the behaviour explained by
their LCA. Co-occurrence of activities is described by an AND gateway, whilst
OR internal nodes induce conflict between their underlying activities. Notice that
this causal relation is a property for the minimum subtree containing the pair
of activities. For instance, if the two activities are inside a bigger loop structure,
we would not be able to retrieve this information due to the loop gateway being
some levels above the LCA.

To provide a more global information than the local direct causality, depths
given by Definition 5 can be used. They summarize the behavioural situation of
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the given node. See, for instance, the processes of Fig. 5. Depth of activity D
could be seen as the sum of the blocks found from the root to the node.

δT1(D) = 1(root) + 2.5(Seq) + 1(And) + 0.5(Or)
δT2(D) = 1(root) + 3(Seq) + 1(And)

δT1(D) − δT2(D) = (1 − 1)(root) + (2.5 − 3)(Seq) + (1 − 1)(And) + (0.5)(Or)
= −0.5(Seq) + 0.5(Or) (1)

Notice that by considering the difference of the two depths, i.e. the value consid-
ered by the Cophenetic distance, we start highlighting where are the differences,
and the type of changes committed, of the behaviour up to activity D.

When comparing pairs of activities, the cophenetic distance does not only
consider the depth of the two activities but also the LCA. Following the previous
example, let’s compare activity D with C:

δT1(C) − δT2(C) = (1 − 1)(root) + (2.5 − 3)(Seq)
+ (1 − 1)(And) + (0.5 − 0.5)(Or) (2)

= − 0.5(Seq) (3)
δT1 ([C,D]T1) − δT2 ([C,D]T2) = (1 − 1)(root) + (2.5 − 3)(Seq) + (1 − 0)(And)

= − 0.5(Seq) + 1(And) (4)

The Cophenetic value of C stores the differences on the previous block in the
sequence, as it did with Activity D. Besides, the Cophenetic value of activities C
and D captures again the difference in the sequence and also an AND gateway.
Hence, the pair of activities C and D are a step closer to the end in one of
the two process models. But more interesting properties could be extracted by
measuring the difference of such Cophenetic values: Whilst the cophenetic value
δT1([C,D])−δT2([C,D]) gives an idea of the difference of the two processes up to
the LCA [C,D], these two new values provides the same differential analysis on
the paths from the ancestor to the activities. In this example, (2) − (3) = 1
indicates that the position of C with respect to their common ancestor differ in
the insertion of an AND gateway; whilst in the case of activity D, (1)−(2) = 0.5
recognizes that an OR gateway has been added, or replaced by an AND, in one
of the models.

This example shows the potential of the LCA, and the Cophenetic values,
to generate more understandable and user-friendly comparison tools between
process trees. Definition 6 shows two possible sentences we could build thanks to
this information.

Definition 6. A set of human-readable differences can be generated using the
Cophenetic values.

– Given a pair of activities A and B such that they differ in the behaviour
explained by their LCA. We could say that
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“In the first model, Activities A and B are (in sequential
order/co-occurrent/conflict). Whilst they are (in sequential

order/co-occurrent/conflict) in the second model. Besides, the position of
this behavioural decision differ in δT1([A,B]) − δT2([A,B]) units.”

– Given a pair of activities A and B showing the same causality but
δT1([A,B]) − δT2([A,B]) �= 0. We could say that

“Activities A and B show the same causality, but the position of this
behavioural decision differ in δT1([A,B]) − δT2([A,B]) units.”

In this section a formal guarantee for process tree equality based on Cophe-
netic distance has been presented, which restricts process trees to be determin-
istic. Next section lifts this restriction deriving an approximate metric based on
the existence of a matching between the two process trees.

5 Distance Between Indeterministic Process Trees

Only a small fraction of the process models generated from the human inter-
action with the source code repository are deterministic Process Trees. In the
general case, each SVN command is executed several times during a developer
day of work, and usually in different contexts producing processes with several
duplicated activities. Unfortunately, the Cophenetic distance definition does not
easily extend to such a kind of process. Figure 6 depicts an example of two inde-
terministic process trees where one activity, A, is duplicated. The Cophenetic
distance cannot be used as it is was previously defined. First, the left model has
two options for the depth of activity A. And more importantly, when computing
the LCA of A and C, the results depend on which copy of activity A we chose.
For instance, the LCA of A3 and C is the root, but the AND gateway w.r.t. A4.
Nevertheless, we can still approximate an upper bound similarity metric between
indeterministic process trees. In this section we present a technique that can still
be applicable when (some of) the input process trees are indeterministic.

Fig. 6. Example of two indeterministic process trees. Activities A are indexed for the
sake of simplicity, but all of them are indistinguishable.

Notice that two process trees T1 and T2 are equal if there exists a relabeling
of both process trees such that each new label replaces the same label in both
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models, the resulting process trees are deterministic and their cophenetic dis-
tance is zero. Such a relabeling could also be seen as a matching between the
activity nodes of both process trees. We could tackle the challenge of extending
the Cophenetic distance by making use of such a matching: instead of consid-
ering pairs of activities (uniquely represented in a deterministic process tree),
this similarity metric compares two pairs of matched nodes. The aforementioned
ambiguities among repetitions of an activity are removed by considering these
matches.

Definition 7. Let ω be a matching between the nodes of T1 and the nodes of
T2, we define their matching Cophenetic distance over ω as

dωϕ =
∑

(i1,i2)∈ ω

∑

(j1,j2)∈ ω

|ϕT1(i1, j1) − ϕT2(i2, j2)|

Notice that the nodes i1, i2, j1, j2 in Definition 7 are not necessarily repre-
senting activities in the model. Such a distance considers all nodes as labeled.
The quality of such a similarity metric depends on the quality of the matching
ω. On top of that, the utility of the measurement decreases if activity labels are
not preserved by the matching.

Fig. 7. Example of two indeterministic process trees and a matching Cophenetic dis-
tance (represented as a matrix) with respect to a certain node matching. All nodes are
matched to their respective nodes with the same label, except activities A (discontin-
ued lines (1) and (2) depict how they are paired) and activity D that does not have a
representative node in the first tree. Subscripts depict the depth of the nodes.

Figure 7 depicts an example of such a matching Cophenetic distance of the
models of Fig. 6. From the set of all the possible matching, we choose to pair
activities with the same label and, for activities A and D, we considered the pairs
depicted by discontinued lines. Notice that activity D does not have a matched
node in the first tree. In the middle of the Figure, one can find the Cophenetic
vectors of both process trees. When considering Activity D, we treat this case
as is if the activity does not exist in the first model. This example shows how
the matching Cophenetic distance is computed for a specific node matching, but
we could iterate over all matchings and get the minimum value possible.
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Definition 8. We define the minimum matching Cophenetic distance as

dminϕ(T1, T2) = min
ω

dωϕ(T1, T2)

where the matching ω preserves activity’s labels.

Although the matching Cophenetic distance is a quadratic-time algorithm [5],
once we have chosen a particular matching ω, it is still computationally infeasible
to compute this distance for each candidate ω in the minimum matching Cophe-
netic distance. In a practical scenario in which the size of the process trees made
it impossible to test all possible matchings, one would be able to bound this
ideal distance with an approximate node matching. Although current matching
algorithms [2,11,12] focus on preserving the structure of the graph, they could
be used to approximate this matching due to the structural approach of the
Cophenetic distance.

We have chosen the Flexible Tree Matching algorithm (FTM) [11] for esti-
mating the minimum matching Cophenetic distance with indeterministic process
trees. The FTM finds the minimum-cost matching that takes into account the
cost of relabeling a node, removing or adding a node, and breaking structural
relations between nodes (such as direct descendants and siblings). Notice the
resemblance to the definition of the Graph Edit Distance (GED): The cost of
the matching resulting from FTM is an approximation of the GED, but assessing
also the cost of not having the same neighbors. Tuning these costs allows us to
focus on mapping nodes with the same activity (we set to 1, the maximum value,
the cost of relabeling) and diminishes the relevance of structural differences. The
following proposition establishes also a complexity bound:

Proposition 1. The FTM needs at least O(M ·N3 log N2) operations to approx-
imate the matching between two process trees T1 and T2. Where M is the number
of iterations needed by the algorithm (i.e. the expected quality of the results) and
N is the total number of nodes in T1 and T2.

Proof. The Flexible Tree Matching iterates M times over a randomly generated
matching, to retrieve the find the best possible matching. In each iteration, the
algorithm needs to recompute the N pair of matches. A weighted bipartite N2

graph is considered, where weights represent the cost of adding such a pair to the
matching. To get the best outcomes from this choice, the algorithm sort all the
edges and randomly chooses one of the costless edges. Hence, each iteration of
the Flexible Tree Marching needs O(N3 log N2) operations, plus the complexity
of computing the cost of each pair of nodes (which may involve traversing the
whole matching depending on the implementation). ��

In summary, extending the technique of this paper to indeterministic process
trees requires to first compute a matching and then compute the Cophenetic
distance over this matching. This comes with an increase of the complexity due
to the need to compute a matching, a step that dominates the complexity of the
whole approach. In the next section we evaluate the proposed method on various
types of benchmarks.
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6 Evaluation

We divided the evaluation of our similarity metric in three experiments: First
we consider a small set of synthetic process models to position our metric with
respect to already established comparison tools. Secondly we check that the
results given by our approach are consistent with two other metrics in a set of
real process models. Finally, we stress the Cophenetic distance with large process
models to assess its scalability.

Qualitative Comparison. Figure 8 depicts eight models extracted from [3]. These
models were used in [3] to evaluate different similarity metrics. All models are
deterministic, and share the same activity set except process model V3. Table 1
depicts the similarity given by the Cophenetic distance and state-of-the-art
process models distances. In order to compute the Cophenetic distance, all mod-
els have been represented as process trees. Notice that the inclusive gateway
of model V3 cannot be translated to a deterministic process tree (because only
exclusive ORs are accepted), but it was translated to an AND gateway with all
internal branches being completely optional. The Cophenetic distance differenti-
ates models V0 and V2, but considers V0 more similar to V5 than V4. Discrepances
shown in Table 1 highlights the lack of a clear definition of similarity. Overall,
the Cophenetic distance offers a different view for the comparison with respect
to the other metrics.

Correlation with Two Other Metrics. We gathered 700 pairs of deterministic
process models from the SAP Reference Book [6] to compare our approach to
two other established process model similarity metrics in a real scenario. We
have chosen the traditional graph edit distance as a representative of a struc-
tural comparison tool; and, for the behavioural part, we have chosen the Event
Structures technique [1]. Figure 9 depicts the comparison of the three metrics.

Fig. 8. 8 process models extracted from [3]. Process models V1, . . . , V7 are variants
from the same process model V0.
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Table 1. Similarity of model V0 to the rest of models from Fig. 8 with respect to several
similarity metrics. Similar models are depicted by darker cells. Values were extracted
from [3], except for the Cophenetic and Event Structures [1].

V0 compared to V1 V2 V3 V4 V5 V6 V7

Cophenetic Distance
Percentage of Common Nodes and Edges
Node- and Link-Based Similarity
Graph Edit Distance
Label Similarity and Graph Edit Distance
Number of High-Level Change Operations
Comparing PMs Represented as Trees
Comparing Dependency Graphs
Causal Behavioural Profiles
Event Structures
Longest Common Subsequence of Traces
Similarity Based on Traces

The X and Y coordinates of a point depicts the distance given by two compar-
ison tools, and the color represents the density of pairs in such a situation. I.e.,
the less dark blue a point is, the more pairs of models satisfying this relation.
One can check, for instance, that most of the models differ at 10 units by the
behavioural technique and the graph edit distance. Histograms show that the
measurements given by the three metrics are correlated6. It is not clear that
the same factual differences are measured by the three metrics, but the scores
obtained are aligned with the two other established metrics.

Fig. 9. A set of two-dimensional histograms comparing the results of the three com-
parison tools in the SAP dataset. (Color figure online)

Scalability of the Cophenetic Distance. We also study the differences in per-
formance over large process models. We considered 7 additional pairs of process

6 In all three cases, the Pearson correlation coefficient is above 0.85 with a p-value,
for testing non-correlation, below 10−12.
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models and run the three comparison tools on each pair. The size of the processes,
presence of concurrent blocks and loops varies among the models to test the
applicability of the three tools. Table 2 depicts the size of such models, and the
time needed to measure the differences. The Graph Edit Distance wins all the
tests, the tree structure made this algorithm work way faster than usual. The
complexity of the other two tools increases significantly with respect the number
of activities, although the growth rate in the Cophenetic distance is consider-
ably smaller. Notice the second pair of models, in which concurrency is present,
make the behavioural tool run out of memory. Besides, we decided to stop the
behavioural tool after 12 hours in all tested process models with more than
100 activities, even with deterministic process models in which the cophenetic
distance showed significantly smaller times. This analysis allow us to recom-
mend the Cophenetic distance over other behavioural approaches to analyze big
process models 7.

Table 2. Time spend in computing the distance between a few selected process models.
The table shows the number of activities in each process model, the distance given by
the Cophenetic metric and the other two selected comparison tools, and the time used.

Size Deterministic Concurrency Realistic dϕ Time dES Time (Event dGED Time

Structures) (GED)

25 No No No 0 1.71 s 0 1.63 s 0 0.03 s

30 Yes Yes No 7250 0.005 s Run out of memory 40 0.009 s

50 No No No 3713 54.37 s 9 90.54 s 93 0.12 s

60 No No Yes8 190 322.48 s > 12 h 167 0.19 s

100 No No No 16615 467.23 s > 12 h 184 0.42 s

100 Yes No No 452299 0.57 s > 12 h 189 0.14 s

200 Yes No No 2441571 2.28 s > 12 h 371 0.53 s

8We discover these processes by analyzing the accesses of two developers to an internal source code

repository. Figure 1 depicts an example of a pair of such type of processes.

7 Conclusions and Future Work

In this paper we have adapted Cophenetic vectors from computational phy-
logenetics area to be able to automatically compare process models. Previous
techniques were binary classified as structural and behavioural techniques, but
we have shown that such a classification is indeed fuzzy. Albeit behavioural tech-
niques are computationally demanding, the structural-but-behavioural interme-
diate approach we presented will allow BPM experts to efficiently asses behav-
ioural comparison between models.

Next steps would focus on extending behavioural differences from the differ-
ence of Cophenetic values. There is also room to improve the utility and efficiency
of the comparison of indeterministic process trees. The presented approximated
7 Remember that the scale of metrics dϕ, dES and dGED is different, a fact that

explains the differences on the absolute values provided in each one.
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matching is computed without taking into account the Cophenetic distance itself,
but there might be a better matching algorithm that exploits the properties of
the Cophenetic values.
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Abstract. The purpose of this research is to gain insights in the positioning and
role of the business process support function and, more generally, process-
oriented thinking in a business transformation context. The main promise that
has been associated with the discipline of Business Process Management
(BPM) and process orientation is providing critical support for making business
transformation successful. Thus, intuitively, we can expect process support
functions in organizations which apply the BPM principles in day-to-day
business activities, to take a prominent role in realizing their organization’s
current transformation agenda. But is this the case? Through an interview-based
qualitative research approach, the question is raised whether business process
support function today, in what is claimed to be a more turbulent business
environment than before, is actually a co-driver for business transformation.
From this research, key takeaways are distilled on the elements shaping the
context for process support functions to co-drive business transformation.

Keywords: Business transformation � Process Management � Change
management � Qualitative research

1 Introduction

Today’s business environment is changing faster and faster. Entire industries are
confronted with disruptive powers, and ‘digital’, ‘social’, ‘global’ and ‘mobile’ are not
just a list of buzzwords, but have become an integral part of daily life. We are
unmistakably entering a new age where emerging technologies are overhauling the
business models of established organizations, as well as their current ways of operating.
In order to turn these challenges into opportunities, the transformation initiatives
require support from management as well as from dedicated transformation teams.

Since its inception in the 90s by Hammer and Davenport, the concept of business
process reengineering (BPR) has been seen as an enabler for business transformation
and a way to achieve radical performance improvements and competitive advantage
through the analysis and design of work flows and processes within and between
organizations [1, 2]. Since then, business process management (BPM) has been
established as a discipline capable of radically improving performance through a focus
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on measurement and redesign of business processes [3–5], as well as to play an
essential enabling role in organizational change [6]. Today, BPM is more relevant than
ever; as emphasized by a recent Gartner report [7], successful business transformation
requires the redesign of existing operations through business processes, and promotes
process thinking as a way of identifying and driving improved customer experience.
Gartner predicts that 30 % of large organizations will improve customer experience in
the following years by integrating customer journey maps with business process
models. This evidence makes a case for BPM as a management discipline providing
critical support in business transformation. One would expect BPM to play a prominent
role in the current business environment, which is characterized by turbulence and
change. However, it is signaled that this is not the case. As frequently observed in
literature, many organizations are facing difficulties with regard to the implementation
of BPM practices throughout the organization [8, 9], resulting in high failure rates for
BPM initiatives [8, 10]. Moreover, we see that the uptake of BPM in the business has
not reached its expected level [11]. Although many organizations have established
support units taking on a process perspective, the tasks and responsibilities of such
units do not typically have an enterprise-wide scope, and have a limited impact [12,
13]. Thus, the belief has emerged that BPM has become a commodity, and does not
offer a significant competitive advantage anymore [14]. In addition, research shows that
an enterprise-wide acceptance of a process-oriented mind-set is a long-term process
which demands significant time and effort [15], which also seems to discourage
organizations from investing in BPM initiatives.

Addressing this contrast between the potential and actual uptake of BPM in a
business transformation context, the purpose of this research is to gain insights in
whether business process support units, regardless of their formation (virtual or formal)
or their actual label (“Business Process Office”, “Business Transformation Group”,
etc.), are co-drivers for their organization’s business transformation, thus having both
the formal and moral authority to co-steer the transformation. This research-in-progress
paper reports on the first phase of the research, which focuses specifically on the
current role and positioning of the business process support function (BPO)1 in the
context of a business transformation. In a second phase of the research, the insights
from the first phase will be complemented with the insights from perspective of those
taking up a leading function or role with regard to the transformation, being the
“transformation leads”.

The paper is structured as follows: Sect. 2 reports on the background of our
research, providing an overview of the literature and the framework in which we
examine the role of the BPO in the context of an enterprise-wide transformation. In
Sect. 3, we present the research methodology, while Sect. 4 provides an overview of
the research findings and distilled key takeaways. Section 5 of the paper concludes and
provides an outlook on the next research phase.

1 Due to the wide variety of business process support functions names/titles observed in organizations,
this paper refers to these units as ‘business process offices’ (BPOs).

162 G. Bontinck et al.



2 Background

The underlying assumption of this research is that BPM is a critical enabler for business
transformation [6]. However, in accordance with Fiedler’s contingency theory, this
research takes the position that there is no “best way” for organizations to organize
themselves, and that, while a specific organizational style may be efficient in one
organization, it may not necessarily be preferable in another organization [16]. In
accordance with the principle of context awareness, this research approaches the role of
the BPO as rooted into its specific organizational setting [12, 17]. As such, this research
does not aim to define a set of one-size-fits-all best practices as to which role the BPO
should assume in a business transformation context; instead, it aims to detect mean-
ingful patterns with regard to the role of the BPO in a business transformation context
by mapping its role on a framework of context elements. This approach allows us to
explore whether the presence of these context elements are an indication for the ability
of the BPO to co-drive their organization’s business transformation.

Although the optimal organizational setting to leverage the potential of the process
perspective in a business transformation is contingent upon both internal and external
constraints, this research only focuses on intra-organizational context elements, as the
most frequently cited obstacles to transformation initiatives in literature are internal
factors [6, 20]. In order to identify the intra-organizational context elements which are
expected to impact the role and positioning of the BPO, a literature review on context
awareness was conducted [8, 12, 17]. Consequently, we reviewed literature to identify
the critical success factors (CSFs) for BPM/BPR [8, 12, 18] and Business Transfor-
mation [19–21]. From these lists of established CSFs, we selected the common factors
which were strictly intra-organizational, being Portfolio, Positioning, Alignment and
Maturity. As argued further in Sect. 2.5, this four-element framework was comple-
mented with the element of focus, which was identified as a fifth element.

2.1 Portfolio

The portfolio of the BPO encompasses the tasks and responsibilities in which the team is
involved, and it is determined in accordance with the BPO’s main objectives. Literature
has recently been emphasizing two different BPM practices: (1) exploitation-oriented
BPM, aimed at the leveraging of the organization’s current competences; and
(2) exploration-oriented BPM, aimed at the enabling of innovation and growth by using
new emerging technologies and/or techniques [12, 17, 21, 22]. In line with this dis-
tinction, the BPO’s portfolio either:

1. exclusively encompasses exploitation (“exploitative portfolio”). This is for example
the case for BPOs leading a process improvement initiative using methodologies
such as lean or six sigma;

2. exclusively encompasses exploration (“explorative portfolio”). This is for example
the case for BPOs involved in development of new products and services; or

3. encompasses both exploration and exploitation (“ambidextrous portfolio”).
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Given the turbulent environment of a business transformation, literature has described
ambidexterity as a competitive advantage in coping with revolutionary and evolutionary
change in the organization [23]. As such, the BPO’s portfolio was selected to be assessed
as a context element for the BPO’s role in business transformation [12, 17, 21, 22].

2.2 Positioning

The discipline of BPM advocates the shift from considering organizations simply as a
collection of departments to viewing them as systems of interdependent processes
overarching different departments and silos. In accordance with Harmon’s framework
[2], the “level of concern” of the tasks and responsibilities entrusted to the BPO is
distinguished as a potential influential element when assessing the role of the BPO.
Positioning of the BPO at process-level implies a role mainly encompassing
improvement of specific processes. BPO positioning at enterprise-level, on the other
hand, implies that its tasks and responsibilities also relate to the development of
enterprise-wide business process architectures, defining organization-wide process
governance, and aligning these processes with strategies [13]. Previous research has
shown that, as organizations become more process-oriented, they move away from
operating within silos, and enterprise-wide, end-to-end thinking becomes imminent
[24]. Thus, the context in which the BPO is operating is shaped by its positioning at
either process-level or enterprise-level.

2.3 Alignment

Alignment of the core transformation team with the business is considered as a pre-
requisite for successful business transformation [19], thus being a key element to
include in the framework. Inspired by business-IT alignment literature [25], the fol-
lowing cumulative elements were considered to be critical in the BPO-business
alignment: (1) regular interactions and discussions between the business, represented
by the transformation lead, and the BPO; (2) the BPO is considered as a strategic
partner of the business, and there is established trust between both parties; and
(3) perceived value: the BPO does not have to defend its existence regularly and the
business sees the value brought by the BPO.

2.4 Maturity

The discipline of BPM is an established enabler for business transformation [5, 20].
Moreover, BPOs in organizations with higher business process maturity are expected to
have gained experience in applying the principles of BPM, which enable these offices to
co-drive the business transformation, while BPOs in organizations with lower maturity
levels will have gained less experience in applying these principles. Thus, the BPM
maturity level is an important element which shapes the context in which the BPO
operates, as it is a measure that provides valuable insights in an organization’s BPM
capabilities. As a BPM maturity model, the Capability Maturity Model Integration
(CMMI) framework was used. This assessment tool provides a process management
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standard, classifying organizations in different levels, depending on the maturity of their
processes. This framework was chosen because it integrates multiple maturity models
into one, it is user-friendly [26], and enables organizations to conduct a swift assessment
of their organization’s status, based on the 5 maturity levels. This contrasts with other
BPM maturity models such as the Process Enterprise Maturity Model (PEMM), which
requires a more detailed level of analysis of the organization [3].

2.5 Focus

The BPO is a centralized repository of knowledge which sources the support and
execution efforts for the business transformation. This is similar to the concept of a
Project Management Office (PMO), where the PMO mainly focuses on providing
ownership and accountability of IT project management initiatives [27]. Inspired by
research conducted on PMOs, we also included the element of ‘focus’ as a part of our
framework: BPOs specifically established for the transformation have been established
as a separate corporate function with an exclusive focus on the transformation, whereas
the focus of BPOs which were operational before goes beyond the transformation
initiative. In the latter case, the BPO is either a corporate support function operating
independently from such a dedicated Business Transformation Group, or the BPO has
merged into a Business Transformation Group [28].

Considering the wide variety and level of activities the BPO may be involved in, a
critical factor for understanding the value generated by the BPO is ‘establishing the
background’ [29], whereby we gain insights in the trigger that led to the establishment
of the BPO and whether the BPO is being established to provide a focal point for a
strategic program such as an enterprise-wide transformation. As such, the BPO’s focus,
which represents the reason of existence and the main set of responsibilities the BPO is
accountable for, indicates whether the BPO is solely focused on the business trans-
formation or also has other responsibilities.

3 Research Methodology

An interview-based qualitative approach was chosen for this research, as this approach
is particularly useful when gauging retrospective and anticipatory elements, such as
expected future evolutions, and to assess underlying opinions or beliefs as to the role
and positioning of the BPO [29]. Using convenience sampling, a list of middle- and
large-sized organizations from multiple sectors was compiled. Following the initial
contact, 25 organizations consented to collaborate, all of which were going through (or
recently have gone through) an enterprise-wide transformation. Next, preliminary
interviews were conducted with representatives of these organizations, during which
the following inclusion criteria were assessed:

1. (current or recent) involvement of the organization in an enterprise-wide transfor-
mation, which was defined as “the orchestrated redesign of the genetic architecture
of the corporation” [30]. This term ‘enterprise-wide’ is to be interpreted in a broad
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sense, including transformations with regard to a specific business unit of a certain
size; and

2. the existence of a support unit, in any shape or form, that takes on a process
perspective. No distinction was made with regard to the specific name of this
support organization (E.g. Business Process Office, Enterprise Architecture Group,
Business Transformation Group). Closely related with this inclusion criterion, only
organizations with a minimum process maturity level were included in the research.

During these preliminary interviews, 11 organizations were eliminated due to practical
constraints (such as schedule constraints) or because they did not meet the research
inclusion criteria. Next, we conducted in-depth interviews with the heads of the
business process support functions in 14 organizations (five Belgian organizations and
nine international organizations).

3.1 Data Collection

The data were collected through face-to-face, in-depth interviews by two researchers.
A semi-structured list of open-ended questions was used to guide the interviews, which
took 1,5 h on average. This gave the researchers the opportunity to dive into the
specific characteristics of each organization and its transformation, as well as to search
for generalizable evolutions, across organizations and industries [29]. Where
face-to-face interviews were not feasible, the interviews were conducted via video-
conferencing tools, as these technologies also provide synchronous interaction without
losing visual and interpersonal aspects of the interaction [31]. All interviews were
recorded with prior permission by the interviewees. The data were transcribed and
analyzed by the two researchers. Next, the transcriptions were analyzed by two addi-
tional researchers. By using this method of investigator triangulation, subjective views
of individual researchers were levelled out [32]. Table 1 provides the interview guide,

Table 1. Interview protocol

INTERVIEW PROTOCOL

Main Sections Topics addressed in each section

Research 
introduction

Introductory briefing

Interviewee 
introduction

Function Role Responsibilities

Business 
transformation

Nature of trans-
formation

Timeline
Involved 

departments/
employees

(Expected) results

Role of BPM in practice
Main use of 

BPM
Exploration/Exploitation

Maturity 
assessment

Role of the BPO Specific respon- Positioning Current and past Business Role 
sibilities of the BPO challenges alignment in the transforma-

tion
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consisting of two blocks; (1) introductory questions about the interviewee and the
transformation, and (2) specific questions with regard to the role and positioning of the
BPO and the context elements.

4 Qualitative Insights and Key Takeaways

This section provides an overview of the organizations included in the sample and
presents our observations with regard to the role of the BPO in a business
trans-formation context, taking into account the 5 elements impacting the role of the
BPO, as identified in Sect. 2.

4.1 Sample Overview

Table 2 provides an overview of the organizations included in the research sample.
While most of our organizations included in the sample had more than 2000
employees, and half of them had over 1 million euro turnover in 2014, the transfor-
mation drivers are rather universal; most of the organizations were in the midst of some
type of digital transformation (enterprise system or emerging technology implemen-
tation) or the transformation was motivated by changing customer needs.

Table 2. Sample overview: industry and transformation drivers

INDUSTRY TRANSFORMATION DRIVERS

1 Health care
Changing customer needs, emergence of new technologies and ERP 

implementation

2 Health care Series of acquisitions, implementation of ERP system

3 Health Care Shift in leadership, becoming more customer-centric

4 Banking & insurance Changing customer behaviour and digitisation

5 Banking & insurance 
Rapid growth, high employee turnover and increasing regulatory 

requirements

6 Services ERP implementation, becoming more customer-centric

7 Services
Changing customer behaviour, increasing prices of raw material and 

energy

8 Technology Emergence of new technologies

9 Technology Rising costs and implementation of an ERP system

10 Energy Becoming more customer-centric and improving efficiencies

11 Energy New technologies

12 Retail
Competitive pressures, becoming more customer-centric and maintain-

ing current efficiencies

13 Manufacturing Rapid growth and changing customer needs

14 Food production Becoming more customer-centric
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4.2 Role of the BPO in a Business Transformation Context

The interview-based research revealed a high variety of structural forms and per-
spectives taken on the business process support function. While some BPOs are virtual
teams, others are formally established departments, and whereas some BPOs operate
from within a specific business function (IT, Quality Control), other BPOs operate as
independent units. This variety is also reflected in the labels attributed to the BPOs, as
listed in Table 3.

During the interview analysis, the organizations were classified into two groups,
based on the role of the BPO in the business transformation: (1) organizations where
BPO is a co-driver for business transformation, hereafter referred to as organizations
where the BPO is a ‘Transformation Protagonist’; and (2) organizations where BPO is
not a co-driver for business transformation, but merely works in the margins of the
transformation, hereafter referred to as organizations where the BPO is a ‘Transfor-
mation Peripheral’.

The BPO is identified as a co-driver of the transformation if (1) the BPO’s
involvement in the transformation is not left to the support unit’s own initiative, but has
received a mandate by the transformation lead to play a co-directing role, delivering
input for strategic decisions on a regular basis (Formal Authority); and (2) the BPO is
recognized and trusted by the organization, including the leadership team, as having
expertise on how to approach an enterprise-wide transformation (Moral Authority). In
summary, Transformation Peripherals either have only formal or moral authority, or no
authority, whereas Transformation Protagonists have both. A BPO with only moral
authority would correspond to a ‘shadow organization’ operating via informal

Table 3. Overview of business process offices

# BUSINESS PROCESS SUPPORT FUNCTION

1 Reporting, Tools and Processes

2 Information Management/Information Technology team

3 Project & Process Excellence Team

4 Business Plan Implementation Team

5 Project Management Office

6 Business Process Management Office

7 Quality Team

8 Business Process Office

9 Information Management Team

10 Continuous Improvement Office

11 Continuous Improvement and Transformation 

12 Organization Management Office

13 Information, BPM and Quality Team

14 Virtual support organization, embedded in business units 
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connections; this shadow unit supplements the enterprise transformation by autono-
mously developed systems and processes, which are generally not known, accepted or
supported by the formal business transformation support unit [33].

Out of the 14 BPOs included in the research, nine were identified as BPOs with
only formal authority (Transformation Peripherals) and five as BPOs with formal and
moral authority (Transformation Protagonists). Next, the context element framework
(cf. Section 2) was used to assess patterns in the specific contexts in which Trans-
formation Peripherals on one hand, and Transformation Protagonists on the other hand,
are operating. This mapping is illustrated in Table 4.

Portfolio. The portfolio of BPOs included in the research was observed to either
include exploitation only, or both exploitation and exploration (ambidextrous portfo-
lio). A clear discrepancy is noticed when comparing the portfolio of the Transformation
Peripherals and the Transformation Protagonists. While all Peripheral BPOs have a
portfolio focused on exploitation, the number of Protagonist BPOs with a portfolio
encompassing exploitation only, and with a portfolio encompassing both exploitation
and exploration is equally distributed.

Within the group of Peripherals, where BPM is not a co-driver of the transfor-
mation, the majority of interviewees representing the BPO indicate not to see oppor-
tunities for BPM to contribute to exploration. As one interviewee states: “BPM is a
rigid discipline, which sharply contrasts with the creativity required in exploration”.
However, other BPO representatives within the Peripherals group do see the added
value of BPM in exploration, but report that they are not invited by the business to
participate here. Amongst the representatives of Peripheral BPOs, there is a general
sense of not being perceived as a strategic partner of the business, but rather as a
service center, engaged in optimizing existing processes, and signaling potential for

Table 4. Context element framework mapping

Transformation Protagonists Transformation Peripherals

Portfolio
Exploita-

tion
2

Explo-
ration

0

Both
2

Not 
assess-

able
1

Exploitation 
9

Exploration 
0

Both
0

Position-
ing

Process-
level

1

Enterprise-level
4

Process-level
6

Enterprise-level
3

Align-
ment

No close 
business 

alignment
0

Close business alignment
5

No close business 
alignment

5

Close business 
alignment

4

Process 
maturity 

Low –
medium

2

High
3

Low –medium
4

High
5

Focus
General

2
Transformation only

3
General

8
Transformation only

1
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improvement to business. A BPM manager clarifies: “We are not asked by the business
to participate in exploration, which is mainly a responsibility of the Strategy Depart-
ment. Nevertheless, I think the BPO is able to make contribution to our company’s
exploration activities by thinking along with the business about innovation and
anticipate future needs.” Another interviewee highlights the BPO’s ambition to be
involved in exploration as follows: “I believe the involvement of our team in explo-
ration is essential, as we can make the link between future goals and processes.
Unfortunately, our team is not doing this today.”

In organizations where the BPO was identified to be a Protagonist, two BPOs
exclusively engage in exploitation for similar reasons, while two other BPOs do play a
role in exploration. In those organizations, process analysis and process design are used
for new product development. One interviewee explains: “We consider BPM as a fan-
tastic enabler for innovation, as it creates more focus on adding value and transparency,
and faster communication about problems, and the business supports us in that vision.”

The views and information with regard to the BPO’s portfolio, which was gathered
from the BPO representatives, was cross-checked during an additional and brief
interview with the ‘transformation lead’, i.e. the person from the business side taking
up a leading role in the transformation. In two cases, the transformation leads clarified
that, although the BPO was currently not expressing the ambition to engage in
exploration, this would have a huge added value and help the organization to take the
next step in the transformation. This is illustrated by a transformation director: “In a
large organization as ours, it is hard to be truly innovative and fast-paced. I believe the
process perspective can be an important lever for faster decision-making, and I would
encourage a more proactive attitude from the BPO with regard to exploring new
opportunities than they are currently doing.” As such, we encountered organizations
where the transformation lead reaches out to the BPO to co-drive the transformation.
Yet, this call for collaboration remains unanswered and is a lost opportunity for the
BPO to make the transition from being a Peripheral to Protagonist, as there is more to
BPM than exploitation only.
Key takeaway 1: Adding both exploration and exploitation to the BPO’s portfolio is a
crucial context element for BPOs to co-drive business transformation. This implies
that, next to traditional process improvement tasks, BPOs are also to be engaged in
innovation in order to be co-drivers for the transformation.

Positioning. The framework in Table 4 demonstrates a clear contrast between the
BPOs identified as Transformation Protagonists and those identified as Transformation
Peripherals. The activities of all Protagonists, except one, are mainly positioned at
enterprise-level, whereas two thirds of the Peripherals’ activities indicated to be
exclusively positioned at process-level. One representative of a Protagonist BPO
explains why this enterprise-level concern is a determining factor for their BPO to
co-drive the transformation: “The BPO translates management decisions on the trans-
formation into day-to-day business processes. In order to achieve this, our team has to
transcend the process-level, as an enterprise-wide transformation requires a view on
transversal processes with often no clear owner guarding the end-to-end perspective.”
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The tasks and responsibilities of BPOs exclusively involved at process-level, are
profoundly different. Here, BPOs are working on isolated projects, failing to bring in
end-to-end thinking. One BPO lead explains the scope of the projects in which his team
is involved: “In our company, there’s no central BPM unit, but each team has its own
process experts. My team is currently working on a specific project for one business
unit, while also doing some process improvements for that unit.” Within this group of
‘process-level BPOs’, a mandate from senior management to play a more extensive role
in the transformation is missing. As one interviewee of a BPO positioned at the
process-level puts it: “BPO involvement in the transformation is limited as there is no
broad support for it among senior management. The process perspective remains a
bottom-up initiative whereby the BPO group supports various individual initiatives. If
we had more management buy-in, our involvement could go beyond this limited
scope.” This reduced senior management support in the BPOs positioned at
process-level sharply contrasts with the finding that all BPOs positioned at
enterprise-level had received a prior mandate from senior management.

Although the number of organizations included in this exploratory research is
limited, these contrasting results suggest that the role of the BPO in enterprise-wide
transformation is closely correlated with the BPO’s level of concern. The results
indicate that BPOs mainly active at the process-level are unlikely to be a co-driver for
enterprise-wide transformation, as only one out of seven BPOs positioned at the
process-level was identified to be a Protagonist. On the other hand, the results suggest
that the enterprise-level concern is closely associated with being a co-driver of the
transformation, as four out of five Protagonists had an enterprise-level positioning.

These exploratory research results indicate that positioning at enterprise-level is an
enabler for changing the business’ impression that BPOs are only involved in com-
modity business. Therefore, re-positioning from process-level to enterprise-level may
help BPOs that aim to co-drive their organization’s business transformation to make the
shift from involvement in projects in the margins of the transformation to involvement
in projects directly impacting the transformation strategy.
Key takeaway 2: In order for BPOs to co-drive business transformation, it is critical to
target projects that cut across organizational silos, embrace end-to-end thinking, and
proactively position the BPOs as enterprise-wide partners to the business. Senior
management support is indispensable in order to achieve this.

Business Alignment. In order to assess the alignment between the BPO and the
business, we cross-checked the BPO interview findings with the transformation leads
from the business side. In these additional interviews, we assessed (1) whether regular
interactions are taking place between the BPO and the business, (2) whether the
business perceives the BPO as a strategic partner, and (3) how they perceive the value
of the input delivered by the BPO. Interestingly, all BPOs identified as Transformation
Protagonists demonstrate close alignment with the business, delivering valuable input
to the business on how to approach certain challenges. One interviewee heading the
BPO explains that achieving this alignment has been a long-term process: “Until a few
years ago, the business perceived us as a ‘helpdesk’, providing the tools to support
processes throughout the organization. Our team worked hard to change this percep-
tion. Today, the business looks at our team as a partner: they understand that our team
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is helping them to gain insights in how to improve the organization of various aspects
of the business in the future, while they can keep focusing on business as usual.” When
asking transformation leads about their relationship with BPOs which were identified
as Transformation Protagonists we received similar responses: “The transformation we
are currently going through is a shining example of how the business strategy is
implemented: the (virtual) BPO is setting up a framework, together with the business,
in support of that transformation strategy by rethinking our company’s processes and
structures. Together, they form a dedicated group driving the transformation together,
whereas in the past, senior management defined a strategy on how to transform, while it
was unclear how to effectuate that transformation.”

This consistency in close alignment among Transformation Protagonists sharply
contrasts with the finding that less than 50% of the Transformation Peripherals is
closely aligned with the business. The head of one of these Transformation Peripherals
comments: “We regularly have to defend the reason for our existence, and continuously
have to prove that, by involving the process-oriented view in the transformation, the
results will be achieved better, faster and at a lower cost. There is definitely a feeling
amongst our colleagues from the business that the process-oriented approach is
heavy-handed and overly complex.” A transformation lead collaborating with a
Transformation Peripheral BPO comments similarly: “We sometimes feel that the
approach of our business process experts is too administrative, and that they are simply
guarding our company’s processes for the sake of them.”

Remarkably, four BPOs were identified as Transformation Peripherals despite their
close alignment with the business. In these cases, less tension was felt between the
business and BPO representative, as both groups did not see how the BPO could
co-steer the organization’s transformation.
Key takeaway 3: In order to co-drive business transformation, BPOs must invest in
direct communication lines with the business, as well as in the creation of a common
vision where they do not need to defend their existence.

Maturity. The BPM maturity level of each organization included in the research was
measured through self-assessment of the CMMI framework. Each BPO representative
was presented with the different maturity levels of the framework, and was conse-
quently asked to assess their organization’s maturity level. As the existence of a
business process support unit and existence of minimal process-oriented thinking were
among the research inclusion criteria, none of the organizations were assessed at level 1
of the CMMI framework (‘Initial’). Overall, interviewees indicate their organizations to
have a medium (level 2-3) to high (level 4-5) process maturity, with an average level of
3 (‘Defined’), implying that the organization’s basic processes are defined, with a
certain degree of control over process performance. In organizations with a higher level
of BPM maturity, getting the right measures in place to monitor process performance is
consistently reported to be an important barrier to making progress in their maturity
level. It is striking that a large majority of the interviewees reports a high variance in
the level of process maturity throughout the organization, where one silo might have a
higher process maturity than the other, as indicated in the following quote: “There is no
‘one view on BPM’ in our organization; the different heads of the functional organi-
zations independently decide on the level of priority for BPM.” Also, none of the
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organizations indicates to have reached level 5 of the CMMI. As such, none of the
researched organizations has a continuous organizational focus on innovation and
improvement, despite on-going BPM practice for several years. This observation is in
line with earlier research findings that organizations are struggling to evolve and
expand BPM practices across the organization [8, 9].

The specific tasks and responsibilities of the BPO are impacted by the level of
process maturity: where medium mature organizations report to mainly focus their
BPM efforts on documenting and (re)designing end-to-end processes, BPM initiatives
in organizations with a higher level of maturity are mainly focused on continuous
improvement and monitoring process performance. Nevertheless, no significant dif-
ferences are observed between organizations where the BPO is identified as a Pro-
tagonist and organizations where the BPO is a Peripheral. Despite the limited number
of organizations observed, it is clear that low to medium process maturity does not
influence the infusion of the process perspective in the transformation.
Key takeaway 4: Even though process maturity is an indication of how well the
process-oriented thinking is infused in the organization, it is not indicative of the extent
to which BPOs can co-drive business transformation. Thus, an enterprise-wide busi-
ness transformation can benefit from an experienced BPO and an already established
process-oriented mindset in the organization. A transformation initiative can be a good
excuse to start infusing process-oriented thinking into the organization.

Focus. Out of the 14 BPOs included in the research, four BPOs were specifically
established for their organization’s transformation initiative, thus having the transfor-
mation as their exclusive focus. The fact that a large majority of the BPOs in the
research has been established independently from the transformation initiative is
expected; one of the research inclusion criteria (Appendix 1) required at least a min-
imum level of process maturity, thus most organizations included in the research
already had a BPO before the transformation working on several initiatives, which may
have been driving their process maturity level.

However, the research results show a contrast between organizations where the
BPO is a Transformation Protagonist, and those where the BPO is a Transformation
Peripheral. Out of four dedicated ‘transformation offices’ included in the research, three
are Transformation Protagonists. On the other hand, eight out of ten BPOs which were
not specifically established for the transformation face difficulties to become a partner
of the business with regard to successfully transforming the organization. The latter
group of BPOs seems to struggle with positioning themselves in the changing business
environment and to push the process perspective to the forefront in the transformation.
Nevertheless, it is important to note that a BPO which is responsible for several
different initiatives does not indicate a bad practice; it is merely an organizational
choice. The fact that the majority of Protagonists are BPOs specifically established for
the transformation demonstrates that the identification of the transformation as a
mandate is a way of characterizing the BPO [34]. It is also suggested that role
diversification, or having multiple responsibilities, may lead to bureaucracy and
political lack of transparency [35].

Nevertheless, two BPOs in our research demonstrate that being established along
with the transformation initiative is not always a prerequisite for BPOs to become a
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co-driver of the transformation. These BPOs with a general focus actually take up a
co-steering role in that context, mainly due to close alignment with the business, as
well as a clear mandate from senior management. A manager of one of these BPOs
states that: “Our management understands that business processes are key to achieve a
sustainable and consistent transformation, however, always combined with a mindset
open to challenge the status quo, and willingness of the BPO to adjust processes when
needed.” This emphasizes the importance of recognizing the diversity in BPO roles;
while certain BPOs are mainly established for serving the rest of the organization with
process improvement initiatives, many organizations set up BPOs as strategic partners
and give them responsibility for leading new initiatives, providing oversight, as well as
guiding knowledge transfers within the organization [35]. BPOs acting as the interface
between business and IT/operations are not only there to answer the specific needs of
business, but also to lead the initiatives.

Key takeaway 5: A business transformation is an opportunity to identify and rec-
ognize the role of the BPO based on their interaction with the stakeholders. Whether
the BPO has a more subordinate or a coequal role profile is indicative of its capability
as a transformation co-driver.

5 Conclusions, Limitations and Future Research

This paper provides qualitative insights in the role and positioning of the business
process support function in a business transformation context. This paper contributes
academically by identifying meaningful patterns with regard to the role of the business
process support function through the assessment of a set of context elements, estab-
lished in literature as common critical success factors for BPM and Business Trans-
formation. Thus, this research enhances the understanding of the elements indicating
the ability of the BPO to co-drive their organization’s business transformation. Besides
this academic contribution, this paper contains key-takeaways for practitioners,
inspiring them to further involve the process perspective in their enterprise
transformation.

A first limitation of this research is the small number of organizations included in
the research interviews, which may affect the generalizability of the results. However,
the aim of this research is mainly exploratory, and allows to derive preliminary insights
on the role and positioning of the BPO. In the second phase of the research, we aim to
complement the current research findings with the insights from in-depth interviews
conducted with employees overseeing and leading the transformation, thus further
triangulating the information gathered from the interviews with the BPO representa-
tives, while also seeking confirmation of the exploratory research findings in phase 1.
A second limitation of this research is the time frame. The data from the interviews
provide us with information from a single point in time. However, we did not observe
the evolution of the BPO’s role in a longitudinal study. Also, as the research mainly
covered ongoing transformation initiatives, it was not possible to assess the impact of
BPO involvement on the outcome of the transformation. A further study could assess
the effects of BPOs co-driving business transformation on the success of the trans-
formation initiative.
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Given the importance attached to digital business transformation today, we hope
that our research contributes to bringing BPM back into the heart of transformation and
to emphasize its potential as an enabling discipline.
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Abstract. Business processes are traditionally regarded as generalized
abstractions describing the activities and common behaviour of a large
group of process instances. However, the recent developments in process
mining and data analysis show that individual process instances may
behave very different from each other. In this paper we present a generic
methodology called influence analysis for finding business improvement
areas related to business processes. Influence analysis is based on process
mining, root cause analysis and classification rule mining. We present
three generic target levels for business improvements and define cor-
responding probability-based interestingness measures. We then define
measures for reporting the contribution results to business people and
show how these measures can be used to focus improvements. Real-life
case study is also included to show the methodology in action.

Keywords: Process analysis · Process improvement · Process mining ·
Classification rule mining · Root cause analysis · Data mining · Influence
analysis · Contribution

1 Introduction

Many organizations have major problems in their business operations. These
problems include too long lead times, delayed customer deliveries, bad product
quality, operational inefficiencies causing high operational costs, failure to com-
ply with regulations and bottlenecks in sales processes limiting growth. Problem
is that with current methodologies it is difficult, expensive and time-consuming
to identify the causes for these business problems. One reason for difficulty is
that causality itself is a difficult concept in dynamic business systems [10]. In
addition the theory of constraints highlights the importance of finding the most
relevant constraints which limit any system in achieving more of its goals [5].

Inability to identify root causes for business problems means that business
improvements are not targeted to right issues. This further leads to (1) increased
costs when the inefficient operations are not improved and resources are spent
on improving things providing only small benefits, (2) decreased sales when the
c© Springer International Publishing Switzerland 2016
M. La Rosa et al. (Eds.): BPM Forum 2016, LNBIP 260, pp. 177–192, 2016.
DOI: 10.1007/978-3-319-45468-9 11
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Table 1. Benefit vs. effort matrix

Potential benefit

Small Large

Effort:
Resources
and time
needed to
implement
change

Small Good if small
improvements are
enough

BEST CASE: small
investment and large
benefits

Large WORST CASE: large
investment and small
benefits

Good if large
improvements are
needed

constraints for making more sales are not removed and (3) continuing regulatory
problems when issues keep on repeating. If we identify wrong reasons, then our
development efforts are inefficient.

Business improvements can be achieved by developing a better process design
and deploying that design to all businesses (business process re-engineering).
Alternatively improvements can be achieved by discovering the current prob-
lematic areas where the actual operations deviates from the intended design
(fixing operative issues like giving training for individual employees). All identi-
fied improvement ideas should be prioritized based on the benefit potential and
implementation effort needed as shown in Table 1.

Traditionally the improvement areas are identified based on the discussions
with people participating in the execution of these processes. In this paper we
present an influence analysis methodology that provides a data-driven approach
to finding these areas. Influence analysis contains two main ideas: a technique for
identifying as many as possible dimensions for categorizing the process instances
and a technique for ranking the areas based on business process improvement
potential and effort. In practice we can easily identify about 1.000 dimensions
each having an average 100 distinct categories for a dataset of 1 million cases.
Then the task is to rank the 100.000 individual categories so that the worst and
best performing categories are identified and shown to business people so that
they can make decisions for focusing the development efforts.

For ranking the individual categories we adapt an idea that it is easier to
conduct business improvements when they are limited to certain subset of cases
rather than the whole set of cases. This means that the effort is proportional to
the amount of cases while the benefit is proportional to the amount of problem-
atic cases. This means that we should focus the improvements to those subsets
that have the highest density of problematic cases. On the other hand it is easy
to find segments that only have one case and that is a problematic case, so that
the density of problematic cases is 100 %. So we need to take into account also
the absolute size of the potential benefit which means that we want to find those
segments that have the highest density and largest absolute size.
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Influence analysis methodology presented in this paper includes the following
steps: 1. Identify the relevant business process and define the case, 2. collect
event and case attribute information, 3. create new categorization dimensions,
4. form a binary classification of cases such that each case is either problematic or
successful, 5. select a corresponding interestingness measure based on the desired
level of business process improvement effect, 6. find the best categorization rules,
and 7. present the results to business people.

The rest of this paper is organized as follows: Sect. 2 introduces relevant
background in process mining and data analysis. Section 3 presents our influence
analysis methodology for focusing business improvements. We have also included
some actual project experiences and advice to the corresponding steps. Section 4
presents experiments of using our analysis with sample data and Sect. 5 shows a
real-life example. Summary and conclusions are presented in Sect. 6.

2 Related Work

The idea of root cause analysis is well known and studied. It includes steps like
problem understanding, problem cause brainstorming, data collection, analysis,
cause identification, cause elimination and solution implementation [1]. Process
mining based contribution analysis methodology presented in this paper supports
all these steps and makes root cause analysis itself much more efficient.

Over the past 20 years organizations have been building data warehouses and
business intelligence systems to store operational data created during business
operations [7]. In 2012 the amount of available data had grown so much that the
term Big Data was introduced to highlight new possibilities of data analysis [9].
There are many data mining and statistical analysis techniques that can be used
to turn this data into knowledge [11,13]. There has also been more work in
detection of differences between groups [19] and finding contrast sets [2].

Recent studies in the field of process mining have highlighted the usage of
process mining for business process analysis [16]. Decision tree learning has been
used to explain why certain activity path is chosen within the process [14] dis-
covering decisions made during the process flow. Causal nets have been further
studied as a tool and notation for process discovery [17]. Our work is partly
based on enriching and transforming process-based logs for the purpose of root
cause analysis [15]. We also adapt ideas from the framework for correlating busi-
ness process characteristics [3]. So far these process mining techniques have been
focusing on discovering processes, making findings and creating predictions based
on the models. In this paper we extend the current process mining framework
with easy-to-use presentation metrics which allow the business users to identify
root causes for business problems interactively. Our method can also be regarded
as an example of abductive reasoning that starts from an observation and tries
to find a hypothesis that accounts for the observation [8].

Probability-based interestingness measures are functions of a 2× 2 contin-
gency table. Table 2 shows the generic representation of a contingency table for
a rule A → B, where n(AB) denotes the amount of cases satisfying both A and
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Table 2. 2 × 2 Contingency table for
rule A → B

B B̄

A n(AB) n(AB̄) n(A)

Ā n(ĀB) n(ĀB̄) n(Ā)

n(B) n(B̄) N

Table 3. Contingency table for rule
product = hats → durationdays ≥ 20

B B̄

A 1 3 4

Ā 2 4 6

3 7 10

B, and N denotes total amount of cases. An example contingency table for a
rule product = hats → durationdays ≥ 20 in a database that contains a total of
10 cases such that 3 cases take long time, 4 cases belong to category hats, and
one case meets both conditions i.e. the product delivered is hats and it took a
long time is shown in Table 3.

Probability-based objective measures have been introduced by Piatetsky-
Shapiro [11] and well studied by many researchers. Geng shows a summary of 37
different measures all having a clear theoretical background and characteristics
[4]. However a typical business person is not familiar with the measures and has
difficulties in understanding the business meaning for each measure. In this paper
we will present three probability-based objective measures that are derived from
a business process improvement levels. Business people can decide the level of
improvement they are planning to achieve and select a measure based on that
level.

3 Influence Analysis Methodology

3.1 Identify the Relevant Business Process and Define the Case

First task is to identify a high level problem in the operations. If there is no
problems, then the potential for business improvements is zero and our method
gives no results. After identifying the high level problem we continue by iden-
tifying the business process whose instances will be classified as successful or
problematic based on whether they experienced the problem or not. If all cases
are problematic then again our approach gives no results since improving every
area in the organization would be similarly beneficial.

3.2 Collect Event and Case Attribute Information

Scope of our analysis depends on the amount of data available for the analysis
in event and case logs. Since our goal is to create new insight for business people
we encourage to use all possible event and case attribute data that is available,
even though that typically introduces a lot of noise and data that is not relevant
regarding the analysed problems. Generation of suitable log files with extended
attributes is well studied area [3]. There also exists methods for enriching and
aggregating event logs to case logs [15]. Here are some key steps for constructing
event and case logs:
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– Starting point is to identify the relational database table whose rows corre-
spond to cases C.

– Identify for each case ci in C, a set of objects Oi such that every object oij
in Oi is linked to ci directly. Then add recursively all objects linked to oij
as long as the objects seem to be relevant concerning the analysis objectives.
Note that since all tables in relational databases are typically somehow linked
to each other this may lead to thousands of linked objects for each case.

– Form event log for ci by including one event for every timestamp attribute of
the case ci and any linked object oij .

– Form case log for ci by aggregating all attribute values of ci and every object
oij in Oi, thus creating potentially thousands of case attributes for each case.
Suitable aggregation functions include count, sum, max, min, average, median,
concatenate, first and last.

– Further augment every case ci by adding external events that have
occurred during the lifetime of the case. Example of external events include
machinebreak-started, machinebreak-completed, weekend, strike, queuetoolong
and badweather.

3.3 Create New Categorization Dimensions

The purpose of this step is to create new categorization dimensions for the cases.
All these dimensions will then be used when finding the best improvement focus
areas, so the more dimensions we have the larger the coverage of our analysis will
be. Table 4 shows examples of dimensions that can be created for every event
log based on the log itself.

3.4 Form a Binary Classification of Cases Such that Each Case
Is Either Problematic or Successful

Purpose of this step is to express any discovery related to a business process as
an attribute value for each process instance. This binary classification attribute
specifies whether the case is problematic or successful. In practice a wide range
of process mining methods can be used to make process discoveries [16].

Table 5 shows some example business problems that have been discovered
using process mining methods and the corresponding illustrative functions for
creating binary classification.

3.5 Select a Corresponding Interestingness Measure Based
on the Desired Level of Business Process Improvement Effect

In this step we select an interestingness measure that will be used for finding
the best business improvement areas. We propose the following requirements for
the interestingness measure:

1. Easy-to-understand by business people. Business people are supposed to make
actual decisions based on the analysis results so they must understand the
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Table 4. Illustrative category dimensions

New category dimensions Business rationale for including the
dimension

Amount of Events per case, amount
of Unique Events per case

Cases with very large or small
amount of events often behave
differently than the others

Start and end timestamp of the
whole case

Exact calendar date, month or
week is used to detect process
changes over the time. Day of
the week and Month of the year
are useful for discovering
periodic and seasonal behaviour

Start and end time of an individual
event type

Same rationale as the case level
attribute above, this will create
at least one new dimension for
each event type

One new dimension for specifying
the amount of event occurrences
separately for each event type

Often the fact that a particular
event is executed several times
for a case is a root cause for
business problems

Table 5. Illustrative binary classifications for discovered business problems

Business problem discovered using
process mining methods

Illustrative function for creating the binary
classification

Some cases are not completed
within the agreed service level
agreement

c.totalduration() >
ServiceLevelAgreement

Cases should not include multiple
AddressChanged activities

c.activitycount(′AddressChange′) > 2

Suspiciously many cases have
started in March 2015

c.startmonth() =′ 2015 − 03′

First AddressChanged event should
not be recorded by John

c.getActivity(′AddressChanged′).
first().recordedBy() =′ John′

Size of produced product have
bigger than agreed variance

c.product().size()−
mean(product.size()) > σ

results. It is thus important to minimize magic in our analysis and give as
simple to understand business meaning for the results as possible.

2. Big Benefits. Selected interestingness measure should identify areas that
include as many problematic cases as possible. This requirement corresponds
to the benefit dimension of Table 1.

3. Small Effort. Implementing the change should require as small effort as pos-
sible. This requirement corresponds to the effort dimension of Table 1.
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Regarding the first requirement easy-to-understand by business people we
have identified three corresponding target levels for operational business
improvements that business people are familiar with:

1. ideal. Improvement project will be ideal, all problems will be removed and
after the project every future case will be completed without any problems.

2. other average. Focus area can be improved so that it reaches the current
average performance of other areas. After the improvement project the share
of problematic cases in the focus area will be equal to the average share of
problematic cases in the other business areas before the improvements.

3. as-is average. Focus area can be improved so that it reaches the current
average performance of all areas. After the improvement project the share
of problematic cases in the focus area will be equal to the average share of
problematic cases in the whole business before the improvements.

Regarding the second requirement Big benefits we calculate the overall den-
sity of problematic cases after the improvement. Table 6 shows these overall
density measures calculated for the three identified change types when A is the
set of cases selected as a target for business process improvement, B is the set
of problematic cases before improvement and B′ is the set of problematic cases
after improvement.

Table 6. Change types

Change type To-Be density of prob-
lematic cases for the
selected segment A after
the change P (B′|A)

Overall to-be density of
problematic cases after
the change P (B′) =
P (B′|A)P (A)+
P (B|Ā)P (Ā)

Change in overall den-
sity of problematic cases
P (B′) − P (B)

ideal Zero density = 0 0P (A) + P (B|Ā)P (Ā) =
P (B) − P (AB)

−P (AB)

other average Average of current cases
excluding this segment
= P (B|Ā)

P (B|Ā)P (A) + P (B|Ā)P (Ā) =
P (B|Ā)

P (B|Ā) − P (B)

as-isaverage Average of current cases
including this segment
= P (B)

P (B)P (A) + P (B|Ā)P (Ā) =
P (A)P (B)+P (B)− P (AB)

P (A)P (B) − P (AB)

Regarding the third requirement Small Effort we say that the effort needed
to improve a segment is relational to the size of the segment P (A), i.e. the bigger
the segment is the bigger the effort needed to make improvement.

Table 7 summarizes the identified change types according to the three require-
ments. Change type ideal sorts the results by the amount of problematic cases
thus maximizing benefits. Since it does not take into account the size of the seg-
ment at all it performs poorly against the small effort requirement. Change type
other average performs well regarding the benefits but it fails to make a differ-
ence between different sized segments including all problematic cases. It is also a
bit difficult for business people to understand since the benefit potential of each
segment is related to the average performance of all other segments, which needs
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to be realized separately for each segment. Change type as-is average performs
well regarding the benefits, is easy enough to understand for business people and
takes into account the cost needed to implement the change.

Table 7. Change types by requirements

Change type Easy to understand Big benefits Small effort to achieve

ideal + + + + + + -

other average + + + + +

as-is average + + + + + + +

Based on Table 7 we propose to use the change type as-is average as the target
level for operational business improvements. We thus select the corresponding
interestingness measure from Table 6 as P (AB)−P (A)P (B), which is also known
as Leverage(A → B). Business meaning of this measure is that if the segment
specified covered by the antecedent of a rule is improved so that it reaches
average performance, then the change in the total density of problematic cases
is reduced by P (AB) − P (A)P (B). For the communication purposes we define
the following measures.

Definition 1. Let B be a set of problematic cases and A be a set of cases that
will be improved in order to reach an as-is-average density of problematic cases.
Then the Contribution(A → B) is n(AB)− n(A)n(B)

N , where n(AB) is amount of
problematic cases in segment A before improvement, n(A) is amount of cases in
segment A, n(B) is original amount of problematic cases and N is total amount
of cases. This measure tells how many cases will be improved when business
improvement is focused on segment A.

Definition 2. Let B be a set of problematic cases and A be a set of cases that
will be improved in order to reach an as-is-average density of problematic cases.
Then the Contribution%(A → B) is Contribution(A → B)/n(B), where n(B)
is amount of problematic cases before business improvement. This measure tells
how big share of the total business problem is improved when business improve-
ment is focused on segment A.

Definition 3. Let B be a set of problematic cases and At be a case attribute for
which all problematic segments will be improved in order to reach an as-is-average
density of problematic cases. Then the AttributeContribution%(At → B) is
1
2

∑
Ai∈AttributeV alues(At) Abs(Contribution%(Ai → B)), whereAttributeV alues

(At) is the set of all the sets of cases such that each individual set of cases con-
tains all the cases having one specific attribute value for At. AttributeV alues(At)
has thus one set of cases for every separate value for At. This measure tells how
potential the attribute is as a target for business process improvement, the higher
the value is the better the potential. The division by 2 is used to ensure that
AttributeContribution% is always between 0 and 100%.
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Attribute contribution is used to quickly identify those case attributes that
contribute most to the finding. If there are large differences in the distribution of
problematic cases for the different values of At, then the attribute contribution
for At is high. If attribute contribution is low for attribute At, then we know
that At does not include relevant causes for the problematic cases.

3.6 Find the Best Categorization Rules and Attributes

Run a rule learning algorithm using the information defined in previous steps.
Analysis is performed by identifying a set of rules A → B where B is the binary
classification value. Analysis shows how much the overall density of problematic
cases changes when a selected business change is targeted to the segment covered
by the antecedent A of the rule.

According to the requirement easy-to-understand by business people we have
received good results by limiting the antecedent A to contain only one condi-
tional attribute (=dimension/column) and one category value for the column.
The fact that simple rules perform very well on most business datasets has also
been presented by Holte [6]. It is also possible to construct antecedents based on
multiple conditional attributes and using data mining algorithms to find com-
binations that have high contribution. However, if antecedents contain multiple
attributes then benchmarking all combinations results in a very long report.

3.7 Present the Results to Business People

A full influence analysis report shows all discovered rules sorted by the selected
interestingness measure. Top of the list contains the problematic cases (=best
improvement areas) and bottom of the list contains the best practice examples.

Curse of dimensionality is typically a big problem when finding causes from
several thousand or more features. Our methodology solves this during the pre-
sentation step by only showing a fixed amount of top and bottom rules. For
example an analysis may contain 1.000 dimensions with a total of 100 million
distinct single dimension antecedents. Our suggestion is to only show for example
the top 100 and bottom 100 antecedents. In this way the interesting dimensions
are likely to have at least some values in the top or bottom ranges and user can
continue checking that attribute in more detail.

Another possibility is to show the report first only for the dimensions. In the
previous example where we have 1.000 dimensions we first show them ordered by
the AttributeContribution% and user the selects one attribute for more details.

Influence analysis report for one attribute show the antecedents for one case
attribute at a time. This view is specifically easy to understand for business
people since the problematic and best practice areas are clearly shown in this
benchmark report.

4 Example Analysis

In this chapter we will present an example analysis conducted according to the
methodology steps described in Sect. 3.
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Table 8. Case data

Case Product

1 Hats

2 Hats

3 Jeans

4 Shirts

5 Hats

6 Shirts

7 Shirts

8 Jeans

9 Shirts

10 Hats

Table 9. Event log data

Case Event log

1 {order(20150101),

orderchange(20150107),

production(20150115, Ger),

delivery(20150119)}
2 {order(20150101),

production(20150107, Ger),

delivery(20150110)}
3 {order(20150101),

orderchange(20150108),

production(20150115, Swe),

delivery(20150121)}
4 {order(20150101),

production(20150112, Fin),

delivery(20150113)}
5 {order(20150101),

orderchange(20150110),

production(20150120, Fin),

delivery(20150127),

delivery(20150206)}
6 {order(20150101),

production(20150108, Ger),

delivery(20150113)}
7 {order(20150101),

production(20150106, Ger),

delivery(20150112)}
8 {order(20150101),

production(20150108, Fin),

delivery(20150114),

delivery(20150122)}
9 {order(20150101),

production(20150112, Ger),

delivery(20150117)}
10 {order(20150101),

production(20150111, Ger),

delivery(20150118)}

1. Let us analyse an order to delivery process where each case is an order.
2. Table 8 contains case attribute information containing the product and region

for each case. Table 9 contains an event log for each case specifying the activ-
ity name and date of the activity occurrence in format yyyymmdd. Event
production also includes the name of the country where production was con-
ducted as event attribute.

3. Table 10 shows new categorization attributes that have been calculated based
on the previous data. Duration days is based on total case duration. #del is
the amount of events of type delivery occurring in the case. Region is the
production country taken from the event production. weekday is the day of
the week when the production event was conducted. #order changes is the
amount of events of type order change occurring in the case. trace is the full
event type sequence for the whole case.

4. Problematic cases are identified with a binary classification B such that B =
true if durationdays ≥ 20 else false. With this classification the cases 3, 5
and 8 have B = true so the original density of problematic cases is P (B) =
3/10 = 0.3
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Table 10. Example derived case data

Case Dur. days #del Region Weekday #order changes Trace

1 18 1 Ger Fri 1 order-orderchange-

production-delivery

2 9 1 Ger Thu 0 order-production-delivery

3 20 1 Swe Fri 1 order-orderchange-

production-delivery

4 12 1 Fin Tue 0 order-production-delivery

5 36 2 Fin Wed 1 order-orderchange-

production-delivery-

delivery

6 12 1 Ger Fri 0 order-production-delivery

7 11 1 Ger Wed 0 order-production-delivery

8 21 2 Fin Fri 0 order-production-delivery-

delivery

9 16 1 Ger Tue 0 order-production-delivery

10 17 1 Ger Mon 0 order-production-delivery

Table 11. Contribution values for all rules A → B where B is durationdays ≥ 20

Antecedent n(A) n(AB) ideal average as-is avg

Δ1n ΔP (B1) Δ2n ΔP (B2) Δ3n ΔP (B3)

#deliveries = 2 2 2 −2 −0.2 −1.75 −0.18 −1.4 −0.14

product = jeans 2 2 −2 −0.2 −1.75 −0.18 −1.4 −0.14

customer = female 6 3 −3 −0.3 −3 −0.3 −1.2 −0.12

#orderchanges = 1 3 2 −2 −0.2 −1.57 −0.16 −1.1 −0.11

Region = Finland 3 2 −2 −0.2 −1.57 −0.16 −1.1 −0.11

ProductionWeekday = Fri 4 2 −2 −0.2 −1.33 −0.13 −0.8 −0.08

Region = Sweden 1 1 −1 −0.1 −0.78 −0.08 −0.7 −0.07

trace = order − orderchange −
production − delivery − delivery

1 1 −1 −0.1 −0.78 −0.08 −0.7 −0.07

trace = order − production −
delivery − delivery

1 1 −1 −0.1 −0.78 −0.08 −0.7 -0.07

ProductionWeekday = Wed 2 1 −1 −0.1 −0.5 −0.05 −0.4 −0.04

trace = order − orderchange −
production − delivery

2 1 −1 −0.1 −0.5 −0.05 −0.4 −0.04

product = hats 4 1 −1 −0.1 0.33 0.03 0.2 0.02

ProductionWeekday = Mon 1 0 0 0 0.33 0.03 0.3 0.03

ProductionWeekday = Thu 1 0 0 0 0.33 0.03 0.3 0.03

ProductionWeekday = Tue 2 0 0 0 0.75 0.08 0.6 0.06

#orderchanges = 0 7 1 −1 −0.1 3.67 0.37 1.1 0.11

customer = male 4 0 0 0 2 0.2 1.2 0.12

product = shirts 4 0 0 0 2 0.2 1.2 0.12

#deliveries = 1 8 1 −1 −0.1 7 0.7 1.4 0.14

Region = Germany 6 0 0 0 4.5 0.45 1.8 0.18

trace =

order − production − delivery

6 0 0 0 4.5 0.45 1.8 0.18



188 T. Lehto et al.

5. Table 11 shows the influence analysis results for each of the presented three
change types: as-is average, other average and ideal. Results are sorted by
the change type as-is average effects. According to these results the business
improvement efforts should focus in segments #deliveries = 2 and product =
jeans, since in both of these segments the amount of problematic cases will
drop by 1.4 as shown in column Δ3n.

5 Case Study: Rabobank Group ICT

We evaluated the influence analysis with a publicly available data from
Rabobank Group ICT used in BPI Challenge 2014 [18]. The data contained
46.616 cases and a total of 466.737 events. After a process mining analysis we
discovered that the average duration for cases is 5 days and median duration is
18 h. We decided to consider all cases that took more than one week to complete
as problematic resulting in a total of 7.400 (15.9 %) problematic cases. Table 12
shows that the biggest contributor for this finding is Impact = 5. There is a total
of 16.741 cases with Impact = 5, out of which 3.535 (21.1 %) are problematic. As
a contribution% this corresponds to 11.9 % of the total amount of problematic
cases. For process performance point of view this is intuitive since it is probably
acceptable to have low (5 = lowest on scale 1..5) impact cases taking a long time
compared to higher impact cases. Table 12 also shows that 28.5 % of cases having
ServiceComp WBS (CBy) equal to WBS000091 are completed in more than one
week, which makes WBS000091 a candidate for business process improvements.
If WBS000091 would reach the average level of performance, then there would
4.2 % less problematic cases.

Table 13 shows antecedents that have the biggest negative contribution.
These can be regarded as the reasons why cases are completed within one week
more often than average. If #Reassignments is zero, then only 5.9 % of cases
will take more than one week. If these cases would take as long time as average

Table 12. Top positive contributors

Antecedent n(A) n(AB) P (B|A) Contribution Contribution%

Impact = 5 16741 3535 21.1% 877 11.9%

Urgency = 5 16779 3538 21.1% 874 11.8%

Priority = 5 16486 3473 21.1% 856 11.6%

# Related Interactions = 2 2736 1108 40.5% 674 9.1%

#Update From Customer = 1 1692 793 46.9% 524 7.1%

Closure Code = Other 16470 3137 19.0% 522 7.1%

# Reassignments = 2 5378 1340 24.9% 486 6.6%

# Reassignments = 3 2191 814 37.2% 466 6.3%

# Reassignments = 4 1606 701 43.6% 446 6.0%

Category = request for information 8846 1810 20.5% 406 5.5%

CI Type (CBy) = computer 3404 865 25.4% 325 4.4%

ServiceComp WBS (CBy) = WBS000091 2453 700 28.5% 311 4.2%

CI Type (CBy) = application 29456 4979 16.9% 303 4.1%
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Table 13. Top negative contributors

Antecedent n(A) n(AB) P (B|A) Contribution Contribution%

# Reassignments = 0 27468 1628 5.9% −2732 −36.9%

# Related Interactions = 1 43058 5907 13.7% −928 −12.5%

Reopen Time = (blank) 44332 6285 14.2% −752 −10.2%

ServiceComp WBS (CBy) = WBS000073 13173 1401 10.6% −690 −9.3%

Service Component WBS (aff) = WBS000073 13342 1437 10.8% −681 −9.2%

Impact = 3 6591 602 9.1% −444 −6.0%

Priority = 3 6703 620 9.2% −444 −6.0%

Urgency = 3 6536 607 9.3% −431 −5.8%

CI Type (CBy) = subapplication 7711 800 10.4% −424 −5.7%

Closure Code = User error 3554 152 4.3% −412 −5.6%

Category = incident 37748 5582 14.8% −410 −5.5%

CI Type (aff) = subapplication 7782 841 10.8% −394 −5.3%

CI Name (aff) = SUB000456 3050 138 4.5% −346 −4.7%

Table 14. Benchmark of dis-
tinct values of ServiceComp WBS
(CBy)

ServiceComp WBS (CBy) Contribution

WBS000091 4.2%

WBS000072 2.8%

WBS000088 2.4%

WBS000162 2.2%

WBS000263 1.4%

WBS000296 1.4%

WBS000271 1.1%

WBS000092 0.9%

...

WBS000128 −0.6%

WBS000094 −0.6%

WBS000307 −0.7%

WBS000152 −0.7%

WBS000016 −0.8%

WBS000228 −1.0%

WBS000095 −1.7%

#N/B −1.7%

WBS000073 −9.3%

Table 15. Analysis on case attribute
level

Case attribute Attribute contribution

Handle Time (Hours) 54%

KM number 38%

#Reassignments 37%

CI Name (CBy) 35%

CI Name (aff) 34%

Service Component WBS (aff) 27%

Related Interaction 26%

ServiceComp WBS (CBy) 24%

Closure Code 15%

#RelatedInteractions 13%

Impact 12%

Urgency 12%

Priority 12%

CI Type (CBy) 10%

CI Subtype (CBy) 10%

CI Subtype (aff) 8%

CI Type (aff) 6%

Category 6%

#RelatedIncidents 1%

Related Change 1%

#RelatedChanges 0%

Status 0%

Alert Status 0%

cases, then there would be 36.9 % more problematic cases. Another observa-
tion from Table 13 is that only 10.6 % of cases having ServiceComp WBS (CBy)
equal to WBS000073 are completed late, which makes WBS000073 a positive
benchmark.

ServiceComp WBS (CBy) was identified both as having a high positive and
negative contribution. For business people it is often beneficial to show the contri-
bution of all distinct values for this case attribute in one list order by contribution
as shown in Table 14.
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In Table 15 we see all case attributes listed by their attribute contribution.
Obviously HandleT ime in hours correlates strongly with case duration. Case
attributes CINames and ServiceComponents have a strong correlation with
cases taking a long time, which can be seen from their high attribute contri-
bution. We also see that #RelatedChanges and AlertStatus have a very small
effect to cases taking more than one week.

In this chapter we used influence analysis with real case data. We were able
to identify causes for cases lasting more than one week. We also observed a
benchmarking report for a particular case attribute ServiceCompWBS(CBy)
that seems to contribute a lot to the finding. All the results have been shown
in easy-to-understand lists ordered by the contribution metric. If these results
would have been shown to the business people it is likely that they would have
combined this information with their tacit knowledge and discovered even more
underlying cause-effect relationships.

6 Summary

In this paper we have presented a methodology that makes operational devel-
opment more effective. Our methodology is suitable for every business process
that has large enough volume of cases. Using our influence analysis method a
workshop group consisting of business people identifies problems and focuses
business improvement resources for eliminating these problems.

We have first shown how to collect the required data and how to process
the data by creating new dimensions and binary classification metric. We then
present an interestingness measure that is easy to understand by business peo-
ple and helps in selecting the focus area for business process improvement
such that it maximizes improvement benefits and minimizes implementation
costs. We propose using the change type as-is average with interestingness
measure P (AB) − P (A)P (B). We then defined three measures Contribution,
Contribution% and AttributeContribution% to be used in influence analysis
report. Finally we have applied our analysis to a real-life data.

We have used the influence analysis in more than 100 customer projects
during the past 5 years. In practice the problem areas and best practice areas
have been accurately discover by influence analysis. Influence analysis is imple-
mented to a commercial product [12] showing both the change type ideal and
change type as-is average results. Interactive usage in workshop meetings has
proven to be very valuable and it motivates business people in same room to
share their tacit knowledge to deepen the influence analysis findings. Typical
scenario is that participants first try to guess the most influencing factors and
when they then see the results their own hypotheses are strengthened or weak-
ened. This process further facilitates participants’ thinking and collaboration
with each other. Based on the discussion the organization then selects the focus
areas for business process improvements and starts monitoring the performance
on monthly intervals using the same contribution measures.

This method applies to finding root causes for problems that occur very rarely
as well as to maximizing objectives like delivery accuracy that should reach about
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99 % performance. Also the method can be used to evaluate potential risks in
any given segment by checking those areas that have low density of problematic
cases in the as-is situation. Influence analysis also has an important application
in deciding whether the organization should improve the whole process design
or improve certain problem areas. If the contribution values for all rules are
relatively low, then there is no clear problem that should be fixed. Thus if no
focus area is found and business still needs to be improved, there is a need to
improve the whole process design.

Acknowledgements. We thank QPR Software Plc for the practical experiences from
a wide variety of customer cases and for funding our research.
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Abstract. The documentation of business processes via modelling notations is
a well-accepted and widespread practice. While a given process model is created
in a specific project and sometimes for a specific purpose, it is generally pre-
served so that it can be used subsequently, beyond the context where it was
created. In this setting, the aim of the paper at hand is to uncover factors that
affect the sustained use of process models in an organization. First, the paper
outlines an a priori model of sustained process model use derived from existing
factor models of business process modelling success and knowledge reuse. This
a priori model is packaged as an assessment instrument and applied to four
organizations from different domains. Based on these case studies, we identify a
subset of factors and relationships that explain differences in the observed
sustained use of process models across the organizations in question.

Keywords: Success factors � Process model use � Process modelling

1 Introduction

Business process management (BPM) is a central component of information and
operations management practices in modern organizations. A common practice within
BPM projects or programs is to capture the business processes of an organization in the
form of business process models. Process models serve manifold purposes, including
preserving and communicating knowledge as well as analyzing, redesigning and
automating processes for the purpose of continuous business improvement [1].

Process models are generally created for a specific goal [2]. For example, a model
of an order-to-cash process might be created in the context of the deployment of a new
enterprise resource management system in an organization. However, said model can
be subsequently re-used for other purposes such as training of new staff members or
continuous process improvement. If process models are to serve as a unifying vehicle
for managing business processes, it is desirable that they are reused over a sustained
period of time, past the specific initiative or project where they were created.

Various studies have elucidated and analysed the determinants of knowledge
sharing and reuse in organizations [3, 4]. In comparison, the reuse of process models –
as an integral component of an organization’s knowledge base – has received less
attention. Some studies have considered the question of process model use and reuse,
but only in the context of specific projects, rather than sustained use over time.
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In this setting, this paper studies the question of what factors determine whether
process models are used in a sustained manner or only for the purposes they were
initially created? To address this question, we follow a two-phase research approach.
In the first phase, we analyze the literature on success, impact and reuse factors of
process models and more broadly knowledge reuse. Drawing upon previous studies, we
build an a priori factor model of sustained process model use. In the second phase, we
conduct case studies in four organizations. In these case studies, we assess the current
state of each organization with respect to the identified factors on the one hand, and
their level of sustained process model use on the other hand. Based on data collected
during the case studies, we establish possible relations between the identified factors
and the observed process model use in the organizations under scrutiny.

The rest of the paper is structured as follows: Sect. 2 provides an overview of
related literature, putting forward existing models that may be used to explain process
model use or reuse. Section 3 presents the a priori model of sustained process model
use. Section 4 discusses the case studies and associated findings. Finally, Sect. 5
concludes and sketches directions for future work.

2 Theoretical Background

Process models are generally created and initially used in the context of specific BPM
initiatives or projects with certain purposes in mind. Process models can be created, for
example, in the context of a process improvement project [5] or within the scope of a
software integration project [6], and used for the purposes of the project where they are
created. Once created, a process model or collection thereof can be reused for different
purposes outside the scope and timeframe of the project. For example, a process model
created in the context of a software integration project could be used later in the context
of a process analysis and improvement project or vice versa. Such repeated use is called
‘reuse’ – a repeated use of the process model for different purposes or tasks than
initially envisaged [7]. Process model reuse can occur in a one-off manner, or can recur
over time.

Sustained use – called ‘continued use’ by some authors [8] – occurs when a process
model or collection thereof is reused on a regular basis over and over again past the
project in which they were initially created and for different purposes or tasks. This
regularity makes that the model becomes part of the general knowledge of the orga-
nization, or of a subset thereof. Thus, the question of what are the factors that determine
sustained process model use is intertwined with two other questions, namely: (i) what
determines the success of projects or initiatives where a collection of process models is
created and initially used; and (ii) what determines the fact that a given process model
or a collection of process models is re-used in a sustained manner past the project or the
initiative where they were initially created.

In literature review, we focused on papers on knowledge and more specifically,
process model reuse in organizations. Additionally, papers on process modelling as an
essential presumption of process model reuse were linked into our review.
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2.1 Process Modelling Project Assessment

Process modelling project success factors have been studied by Bandara et al. [9] who
propose a model of critical success factors of individual process modelling projects.
The focus is on project success and the initial use of the process model during the
project. This model is composed of eight success factors and five success measures.
The success factors include project-specific factors and modelling-related factors.
Examples of success factors are ‘Modelling Expertise’ and ‘Modelling Tool’. The
purpose of success measures, on the other hand, is to assess the initial use of process
models and the impact that such initial use creates in an organization. Success measures
in Bandara et al.’s model include, for example, ‘Model Quality’ and ‘Process Impact’.
The proposed model summarizes previous studies on process modelling success factors
and has been tested in practice.

At a more upstream level, Eikebrokk et al. [10] have proposed a theoretical model
of determinants of business process modelling in organizations. In other words, they
study the question of why certain organizations have practiced modelling over long
periods of time, whereas others have not. In our study, however, we focus on a
complementary question, namely: given an organization where process modelling has
been practiced, what determines the fact that some process models get to be used on a
sustained basis while others are only used in projects where the models are created.

Another related study is the process modelling impact framework of Bernhard and
Recker [11]. This study synthesizes different studies on process model use and pro-
poses a model to explain a perceived or actual impact of process modelling along an
organization’s objectives. This model highlights seven factors related to process
modelling initiatives and process model use. However, the model in question is not
intended to assess process model use per se, but rather the organizational impact that
process model use creates.

2.2 Knowledge and Process Model Reuse

Determinants of knowledge reuse in organizations have been studied by Watson and
Hewett [12], who proposed a success factors model (eight factors) influencing
knowledge reuse and user contribution in an organization. Examples of success factors
in their model are ‘Training in Knowledge Reuse’ and ‘Value of Knowledge’.

Many researchers have tested different factors based on DeLone and McLean
success model [13]. This model focuses on the information system and knowledge
usage in an organization and on influences between different factor groups. Success
related to different quality dimensions (information, system, service) has been studied
by Jennex and Olfman [8]. Success factors tested in their model (nine factors) are, for
example, ‘Linkage (of the information)’ and ‘Management Support’. Jennex and
Olfman [14] provide a comparative review and synthesis of determinants of knowledge
management success, as well as a detailed comparative analysis of four success factor
models in this area. Their synthesis puts forward a number of organizational, tool and
user-related factors that we take as input for constructing our a priori model.
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Success factors related to process model reuse have been studied by Nolte et al. [7]
who propose a set of factors that determine process model reuse after the process
modelling project. Their model consists of 16 factors (arranged into five categories)
including ‘Software Ease of Use’ and ‘Modelling Expertise’.

From the angle of information system use, factors that influence sustained use have
been researched by Recker [15] in his study where factors influencing the use of
software are under scrutiny. In the study, important factors influencing the use of
software are, for example, ‘Perceived Ease of Use’ and ‘Perceived Usefulness’.

An important component highlighted in aforementioned articles is the quality of
information base, first and foremost in the context of a process model [7] or of a
knowledge base [12], but also more widely on various aspects of tools and organization
[14]. The issue of quality has been separately addressed in article [16], where specific
reference is made to quality parameters in the context of different important objects
(such as the modeller, tool, aim of modelling); it is also analysed how different aspects
of quality are interrelated.

Quality of process models [17] is more narrowly treated in articles [18, 19] where
the reuse of process models from the angle of the end user is analysed – which
parameters of process diagrams facilitate better understanding of information by the
reader of the process model and reduce the number of mistakes in the creation of
models. Here, the parameters of model quality metrics are, for example, ‘Complexity’
and ‘Size’. We did not involve more detailed quality metrics (variables) associated with
the process model. Rather, the focus was on more gen-eral factors that the organization
can support and influence through different activities. Thus, these topics have been
incorporated into our model through more general factors such as ‘Ease of Interpre-
tation’ (clarity and ease of the model for the end user) and ‘Structure’ (presentation of
complex and extensive information through easily understandable structure) [20].

Process model reuse may occur at different levels of granularity as analysed by
Holschke et al. [21]. This latter paper focuses on process model reuse in the context of
modelling rather than on the question of continued use of a process model over time.

The reuse of models is an important issue in the context of reference models [22]
that bring together important knowledge from a given field and presents it as a com-
plete model. Important aspects in the use of reference models have been examined by
Frank [23] who brings out ‘Understandability’, ‘Tools’, ‘Skills’ as significant topics.
Reference models are intended for repeated use rather from the angle of development
for managers and analysts in shaping the organization or in the creation of new sys-
tems. The focus of our study is rather on the wider internal use of process models.

The next section introduces the a priori model of sustained process model use that
we will base on models of success factors focused on different phases of BPM.

3 Assessment Framework for Process Model Use

This section introduces the proposed assessment framework for process model use.
First, we will provide an overview of the framework and its rationale. Next, we will
introduce the success factors. Finally, we are going to introduce an assessment
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instrument for applying the framework to a specific organization. Definitions of dif-
ferent factors have been provided in the Appendix.

3.1 Overall Structure

The proposed assessment framework is grounded on a life cycle model of a BPM
programme [24]. In this model, a BPM programme consists of a number of BPM
projects that evolve concurrently (or sequentially), each one following a four phase life
cycle: (1) project preparation; (2) project implementation; (3) deployment and initial
use of the produced models; (4) post-deployment and sustained use of the models.
Moving along the phases of a BPM life cycle, we highlighted the topics and categories
in the context of which the factors could be observed.

The project preparation phase is concerned with the identification and scoping of
business needs and goals, resource planning, risk analysis, and other project prepara-
tion activities [25]. This phase brings the category ‘Organization’ into our framework.

The project implementation phase includes activities where the modelling team
investigates which processes are involved, collects relevant data about these processes,
produces the process models, performs corresponding quality checks and discusses the
models to relevant stakeholders [26]. Within the modelling phase, focus is on mod-
elling (category ‘Modelling’) and on the model that is created as a result (category
‘Process Model’).

The project deployment phase includes the publication of models (category ‘Tool’)
to their intended audience and other activities related to the initial use of the model
within the scope of the project. For example, individual models can be used for process
analysis, re-design and IT system implementation [6].

The post-deployment phase encompasses activities where the models are used for
purposes beyond the scope of the project in which they were produced. This phase
includes model maintenance (e.g. corrective or perfective updates from outside the
scope of the project), reuse of parts of the model in other process models, and perusal
of the model [27]. The post-deployment phase brings into our model the category
‘User’ – which draws together factors pertaining to the (long-term) users of the model.
Activities implemented in previous phases influence the context where the process
model is used; the main difference with the previous phases is the shift in emphasis
which moves from modelling to everyday use. We define sustained process model use
as regular, post-deployment use by multiple stakeholders for different purposes.

3.2 Categorization of Factors

Moving along the life-cycle model, we concentrated different factors from multiple
success factor models under the categories given in Sect. 3.1 (the focus of most articles
is on the phase of 1-2 BPM life cycle). In order to avoid overlapping between factors
under a category, we followed the orthogonality rule between factors. We kept those
factors in the table, which had been brought out in at least two different success factor
models. The resulting set of factors is summarized in Table 1.
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Next, we will present a summary explanation by categories of factors, following the
BPM lifecycle.

To start with, a process model has to be created. Process modelling projects are
usually complex and voluminous, thus different authors have highlighted different
critical aspects/factors to be emphasized (‘Stakeholders Participation’, ‘Management
Support’, Information Resources’, ‘Project Management’, ‘Modelling Expertise’).
Furthermore, technical choices regarding methodology and tools that influence wider
use of the model also after the end of the process modelling project, are important as
well (‘Modelling Methodology’, Modelling Language’, Modelling Tool’).

While creating a process model, it is important to establish a sound information
base for analysis and planning. There are two criteria for the user who will be using the
model in a sustained manner after the project: usefulness and ease of use.

Usefulness is related, first of all, to the existence of necessary data (‘Richness’).
Second, data has to reflect real processes (‘Knowledge Quality’): (1) during the process
modelling project, different facts and relations in the model must reflect real processes;
(2) changes in the process have to be reflected in the model after the project (the model
has to be updated). Finally, all this information should be valuable to the user (‘Value
of Knowledge’).

The basis for ease of use is, above all, clear and comprehensive structure of the
process model. Process models are complicated and thus, a flexible structure (process
hierarchy) is extremely important to decompose facts first and find out needed infor-
mation later (‘Structure’). In addition to the general structure, smaller groups and views
of information (diagrams, lists of facts) must be well presented to the reader (‘Ease of
Interpretation’).

Table 1. Success factors under different categories.
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P rocess Modelling
Bandara et al. 2005 [9] x x x x x x x x
Raduescu et al. 2006 [29] x x x x x x x x x x
Rittgen 2010 [30] x x x
Lu and Sadiq 2007 [31] x x x

Process Model use

Nolte et al. 2013 [7] x x x x x x x x x
Rosemannn  2006 [28] x x x x x x x x x x x x x x x x x

Recker 2006 [15] x x

Mendling et al. 2010 [20] x x

Knowledge Management
Jennex and Olfman 2005 [14] x x x x x x x x

Jennex and Olfman 2006 [8] x x x x
Watson and Hewett 2006 [12] x x x x
Yew Wong 2005 [32] x x x x x x x x
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Proper software tools have to be used to gather information from the process model.
First, we summarize technical issues (accessibility, system quality, service quality) into
the factor ‘Ease of Use’ – there should not be any technical obstacles in using software.
Functional aspects of the software have been collected under the factor ‘Usefulness’ – a
functionality necessary for browsing process models is provided.

A model of good content and technical quality together with comfortable software
create the necessary prerequisites for the user of the process model user – an experi-
enced and motivated employee, interested in gathering information from the process
model and ready to contribute feedback for model update. First, competence con-
cerning the process model and tool use is needed (‘Competence’) - many authors
emphasize training and learning under this factor. The user has to be motivated to use
knowledge for different purposes (getting new information, verifying facts and rela-
tions) in daily operation (‘Motivation’). Finally, (positive) experience about sharing
information in the organization is necessary (‘Knowledge Networking’) – first in
finding the necessary information, then using it and finally sharing it with colleagues.

Everything described above will be carried out in a specific organization with
technical and cultural environment that has developed over the years. Success factors
that characterize general attitudes in the organization toward BPM initiatives are under
category ‘Organization’. The first question in the context of organizations and projects
is – why BPM? The answer should be clear and communicated in the organization
(‘Clear Goals and Purposes’). In parallel, attitudes of different employees toward BPM
initiatives and the process model have been reflected (‘Subjective Norms’). Success
factor ‘Management Support’ was already mentioned in the context of process mod-
elling project. Management support is the key to success during all phases of a BPM
life cycle. For this reason, we have moved the success factor ‘Management Support’
from the category ‘Process Modelling’ to the category ‘Organization’ in the context of
our framework.

3.3 Assessment Instrument

Our assessment framework consists of a number of factors, which affect different types
of process model usage in different phases of a BPM programme. The proposed factors
were derived from different studies highlighted in Sect. 2 and analysed via the cate-
gorization given in Sect. 3.2.

Each factor is rated with reference to activities performed as part of the BPM
project and considered by the organization’s assessors as supportive of the factor in
question. As a result, we cannot get a direct assessment (result) for the factor; rather, we
can see which factors have been emphasized in the organization and which have been
influenced. The choice of activities associated to a given factor is left open for
assessors. For example, in assessing the factor ‘Modelling Expertise’, possible activ-
ities may include ‘in-house development of modeller expertise’, ‘training of employees
in process modelling’ or ‘outsourcing of modelling expertise’. The factor ‘Management
Support’ could be assessed through activities that reflect positive (or negative) attitudes
of management towards a BPM project or programme – for example, ‘management
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participation in the BPM project’ and ‘mentions and recognition of BPM projects at
board meeting(s)’.

Factors could be described (assessed) either through planning or already accom-
plished activities. If a project has already been implemented, then the real activities that
constitute a factor (for example, modelling activities which reflect the ‘Modelling
Expertise’) should be highlighted.

With reference to activities, each factor is rated via five-point Likert scale [33] with
following labels:

• -2 – no activity has been undertaken or is planned regarding a factor;
• -1 – activities are planned, but not yet realized regarding a factor;
• 0 – there are activities partially (or fully) realized regarding a factor, but without real

influence;
• 1 – activities have been realized regarding a factor with some positive results;
• 2 – activities have been completed regarding a factor and have led to observable

results.

Based on the rates of factors, an average for every category (fourth column in
Table 2) was calculated. In addition to the assessment concerning the influence of
different factors in various BPM phases, we asked the interviewees for their assess-
ments on the importance of factors with the view of positively influencing the con-
tinued use of the process model in the organization – participants in interviews ranked
the factors under every category (the most important rank = 1).

Table 2. Example of an assessment table filled in during interviews.

Factor Activities Results Grade Comment Rank

Modelling
Expertise

An outside consultant
was used for process
modelling. Our people
(development
department) attended
modelling activities and
obtained experience
concerning process
modelling. After the
project in-house
training was organized

Excellent
expertise in
the context of
the project.
Modelling
experience for
our modellers

1 BPM knowledge is
sufficient for process
model update today,
but backup is needed

1

Stakeholder
Participation

Employees did not
attend the project.
Department managers
attended the BPM
training organized after
the project

BPM (basic)
knowledge
for our
department
managers

0 More users should be
involved in the BPM
project in the future

3

…
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In order to assess whether process models are used continually, we checked
technical user logs. Process model was considered as used in a sustained manner when:

• process model use had continued after the process modelling project (1 + years);
• users group expanded after the project;
• users were using the process model on a regular basis (at least few cases in a month

per every user).

Our focus was on the process models with active use over a long period: first initial
use during the process modelling project followed by active use over a period of more
than one year after the initial production of the model.

Moving along the time axis (BPM phases), we will concentrate on how different
factors have been influenced in the organization (as a result, different categories as a
whole) and what is the actual final result in view of everyday use. We will collect
expert assessments of process managers regarding the influence of each factor from the
angle of sustained use on the basis of classifications.

4 Case Studies

We can recall from Sect. 1 that the overarching question of the study is the following:
what are the factors that determine whether process models are used in a sustained
manner, or only for the purposes they are initially created? Having proposed a
framework for assessing process modelling factors, we have decomposed the research
question into following sub-questions:

• which factors of the a priori model are highlighted by organizations as most relevant
for sustained use?

• are the grades assigned by process modelling stakeholders in an organization to the
different factors in the a priori model in accordance with the actual use of process
models after the process modelling project has been finished?

To address these questions, we followed a multi-case-study approach [34]. We
determined that the case study method was suitable in our context as it allowed us to
collect qualitative insights from practicing experts embedded in organizations where
process models have been produced and used. The possibility of gathering such
qualitative insights was considered to be important, given that the proposed a priori
model – though derived from a synthesis of previous models – is new and not pre-
viously validated in practice. For this reason, an exploratory approach was selected to
validate our a priori model and investigate raised questions in parallel [35].

Multiple organizations were involved in the study in order to increase reliability
and generalizability of the findings. The data collection was based on focused inter-
views designed to put into evidence concrete activities performed by the organization
in support of each factor, as well as influences between factors and sustained model use
(or lack thereof).

Below, we will discuss the organizational setting of case studies, the case study
protocol employed (including data collection steps) and the findings.
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4.1 Case Study Setting

We selected four organizations as case studies from different points along two spectra:
public-private; medium-large [36]. The four organizations are:

• Bank of Estonia – a large constitutional public institution that operates under its
own statutes and under the law, with a long history and experience with BPM.

• Estonian Telecom – a large private company formed via the merger of two previous
telecommunication companies, both with long experience in BPM.

• Estonian Agricultural Registers and Information Board (ARIB) – a medium-size
public organization implementing a range of business process-related projects.

• Elisa Estonia – a medium-size branch of a private international telecom service
provider with many years of experience with BPM.

The case studies were conducted during 2014-2015. Below, we will present the
case study protocol and summarize the findings.

4.2 Case Study Protocol

First, an initial contact was established with a member of the organization in order to
present our broad vision of BPM success factor analysis.

Second, an assessment was organized in cooperation with the BPM team of each
organization, including the BPM project and process managers. The assessment
framework for process model success factors was introduced to the BPM team
(* 15 min) before the assessment. Next, we covered the success factors following the
BPM life cycle, e.g. time line. The data collection was based on the structure of a priori
model described in Sect. 3.2. For each success factor, we drew up a list of activities
which had either been carried out or were planned to be carried out, and which
characterise or support the given factor. The BPM team was asked to explain the results
of these activities and the influence achieved in their organization. Information was
recorded in a structured table composed of the following columns: factor; activities
related to the factor; results of activities, grade for the factor; comments and ideas. An
example of a part of a completed assessment table is presented in Table 2. Columns
‘Activities’, ‘Results’ and ‘Comment’ were filled in during the interview. The interview
lasted for about two to three hours. Data collections were conducted in the context of
recently implemented BPM projects and in terms of complete BPM programmes with
the focus on process models used afterwards. The table filled in during the interview
was the basis for the factor assessment after the meeting. We applied the assessment
instrument described in Sect. 3.3. Grades were stored in the fourth column in the table -
‘Grade’.

Third, separate meeting for the table and assessment results review were organized
with BPM teams of each organization. During the meeting (about one hour) important
improvements and details were collected and added into the table (columns ‘Activities’
and ‘Comments’), if needed, the grades of assessment were justified (column ‘Grade’).
BPM team members ranked the assessed factors by importance in the context of
categories, thus giving their evaluation to the importance of factors to influence the
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reuse of a process model. The first had to be a factor that, in assessor’s opinion, has the
most significant impact on the reuse of a process model (number 1), and the last had to
be a factor with the lowest impact on the reuse of a process model in assessor’s
opinion.

The fourth meeting (about one or two hours) was aimed at reviewing the actual
usage of process models in the organization. For each model referenced in previous
meetings, the number of users and frequency of usage of the process model during the
process modelling project and after the project was determined. Information was
provided by the project manager of the BPM programme, the administrator(s) of the
intranet and process modelling repository where models were maintained and pub-
lished. Based on these data, we classified the process models into those that had
undergone sustained use and those that were not used in a sustained manner according
to the definition of sustained use previously introduced. Three to seven people par-
ticipated in the study from each organization (21 in total).

4.3 Findings

Every organization had a diverse know-how of BPM projects and a different per-
spective of process model usage. Our findings during the interviews and analyses of the
BPM programmes of these organizations highlighted factors that affected process
model usage in a sustained manner after having completed several BPM projects.

There were diverse experiences concerning process modelling (projects) in every
organization that participated in the case study (average of category ‘Process Model-
ling’ 0.9). Organizations highlighted mainly the influence of project modelling activ-
ities on process model quality: “The initial models were too technical and of poor
quality, keeping in mind the wider audience.” It was underlined in the interviews that
quality depends directly on modeller’s experience and skills.

Process model quality was the central topic in the context of models used in a
sustained manner in organizations (average of category ‘Process Model’ in the orga-
nization higher than 0.5). The structure of the model (factor ‘Structure’) was high-
lighted as a key in making technically complicated models suitable for regular users
and reaching sustained use after the modelling project: “The only thing we elaborated
after the project was the general structure of the model”. Every other factor under the
category ‘Process Model’ was already supported and had achieved the necessary level
during the process modelling project.

The average grade along the “process modelling tool” was relatively high (category
‘Tool’ above 1.0). In process modelling phase, software functionality was emphasized
as an attribute that fully supports the modeller upon entry and analysis of information;
from the perspective of process model users, simplicity both regarding the uses as well
as the user interface was underlined first and foremost. Modern BPM tools provide
versatile functionality for process modellers and different types of reports and views
extracted from the process model for consumption by a wide range of users. In all
organizations, software used in the project or its outputs were integrated into other
systems of the enterprise “after the project, the model was integrated into our
knowledge management system”.
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In our assessment, we gave a high grade to factors under the category ‘User’
(average 0.4). Practical experience was especially highlighted, different trainings and
courses were of secondary importance in our interviews: “Our users grow along with
BPM projects”. Factor ‘Competence’ was always higher than factor ‘Motivation’.
Sustained use was achieved with models where the grade of factor ‘Motivation’ was
closer to the grade of factor ‘Competence’.

Success factors related to organizations were variable (averages of category
‘Organization’ between -0.4 and 1.1) – even low grades for factors in the category
‘Organization’ were not an obstacle for starting to use the process model in a sustained
manner in the organization. Success factors (especially ‘Top Management Support ‘)
under category ‘Organization’ were more likely related to process modelling project:
“Our management decided to start BPM activities in our organization five years ago”.
Sustained use of process models was rather a bottom-up initiative (especially in
organizations where the grade for category ‘Organization’ was lower) related to BPM
team or a small group of people: “Business people participating in the project started to
use the model on a regular basis after the project was finished”. Organizations where
the grade for category ‘Organization’ was higher emphasized positive influence on the
users (employees): “The active use of the model by the management set an example to
the rest of the members of the organization”.

4.4 Limitations and Threats to Validity

The findings of this research should be construed in the light of typical limitations and
threats to validity of a case study research, particularly with regard to low generaliz-
ability. To mitigate this threat to validity, we conducted multiple case studies
(multi-case-study approach) and supported the findings with observations across the
case studies. We also selected case studies from different types of organizations in
different domains (public vs. private large vs. small). However, all four case studies
were conducted in the same geographical region (Estonia). Also, the findings are based
on a relatively small number of business process modelling projects and process
models (8 projects in total). The involvement of more organizations, projects and
process models into the research would increase the validity of results.

Another threat to validity comes from the adoption of an a priori model that scoped
the set of factors considered in the case studies. This threat is mitigated however by the
fact that the a priori model has been built on the basis of success factor models created
and validated by different researchers in previous work.

The data collected during the case studies was mainly qualitative. The only
quantitative data was related to use of process models (number of “model use” events
and their time). These quantitative data were gathered to the extent required to deter-
mine if a given process model was used in a sustained manner or not. A more in-depth
quantitative analysis of actual use of process models could increase the reliability of the
results and reveal more details about sustained use of process models.
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5 Conclusion

We have proposed a model to explain the sustained use of process models and vali-
dated it on four case studies. The findings of the study are summarized in Fig. 1. The
boxes correspond to the categories of factors presented in Table 1, while arrows
indicate the identified influences between factors in a category and sustained use of
process models. The statements in case studies supporting each influence arrow can be
found in Sect. 4.3 (cf. statements highlighted in italics). Factors have been ranked
under each group based on the participants’ assessment collected in the third meeting
(cf. last column of Table 2: “Rank”).

A notable observation highlighted by case studies is that the characteristics of
process models influence their sustained use. One factor in particular that was high-
lighted as contributing to sustained use was the ‘Structure’ of the process model. The
importance of structure is also confirmed by study [37, 38], where the topic of process
hierarchy came up through studying the quality of a process model and the influence it
exerted on process management in an organization. Also, structure is an essential
component of the quality of the model and comprehensibility to the user [20].

In the ‘User’ category, ‘Motivation’ appears to be a key factor in the context of our
study. Significance of motivation is also outlined in the study by Bhatt [39], where the
topic was approached more widely from the angle of organizational behaviour.

Indication of support from the management was not surprising, as the launch of
large projects needs such support [14]. In the context of our study, indication of the
impact of management on users through positive example was found to be important.

In our future work, we plan to conduct more detailed studies within mature
organizations with a longer history of process modelling and more detailed (quanti-
tative) data of process model use over time. This would enable us to study the sustained

Fig. 1. Direct influences between different factor groups
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use of process models longitudinally as well as cross-sectionally across different areas
of an organization. We also plan to expand the scope of organizations covered by the
study to cover a wider geographical context.

Acknowledgments. This research is supported by the Estonian Research Council.

Appendix

Group Factors Definition

Organization Management
Support

The level of commitment by senior management in the
organization to the BPM activities in terms of their own
involvement and the willingness to allocate valuable
organizational resources

Clear Goals &
Purposes

The clarity of goals and purposes of the BPM initiatives
in the organization

Subjective
Norms

The perceived opinions of a person or group whose
beliefs may be important to the individual about
process model re-use

Process
Modelling

Modelling
Expertise

The experiences of process modellers in terms of
conceptual modelling in general and process modelling
in particular

Stakeholders
Participation

The degree of input from users in the design, approval
and maintenance of the models

Information
Resources

Availability of information during the project

Project
Management

The management of the process modelling project,
including defining the project scope, aims, milestones,
and plans

Modelling
Methodology

A detailed set of instructions that describes and guides the
process of modelling

Modelling
Language

The grammar or the ‘syntactic rules’ of the selected
process modelling technique

Modelling
Tool

The software that facilitates the design, maintenance and
distribution of process models

Process
Model

Richness Availability of necessary information in the process
model

Sematic
Quality

The degree of correspondence between information
conveyed by a process model and the domain that is
modelled

Value of
Knowledge

The degree to which a person believes (re-)using a
particular process model will help to achieve the
intended goal

Structure The degree to which a person believes that finding
necessary information from the model is simple

Ease of
Interpretation

The degree to which a person believes that interpreting a
process model would be effortless

(Continued)

206 T. Saarsen and M. Dumas



References

1. Davies, I., Green, P., Rosemann, M., Indulska, M., Gallo, S.: How do practitioners use
conceptual modeling in practice? Data Knowl. Eng. 58, 358–380 (2006)

2. Indulska, M., Green, P., Recker, J., Rosemann, M.: Business process modeling: perceived
benefits. In: Castano, S., Dayal, U., Casati, F., Oliveira, J.P.M., Laender, A.H. (eds.) ER
2009. LNCS, vol. 5829, pp. 458–471. Springer, Heidelberg (2009)

3. Dalkir, K.: Knowledge management in theory and practice. Routledge, London (2013)
4. Markovic, I., Pereira, A.C.: Towards a formal framework for reuse in business process

modeling. In: Hofstede, A.H., Benatallah, B., Paik, H.-Y. (eds.) BPM Workshops 2007.
LNCS, vol. 4928, pp. 484–495. Springer, Heidelberg (2008)

5. Jeston, J., Nelis, J.: Business process management. Routledge, London (2014)
6. Rosemann, M., vom Brocke, J.: The six core elements of business process management. In:

Handbook on Business Process Management 1, pp. 105–122. Springer, Heidelberg (2015)
7. Nolte, A., Bernhard, E., Recker, J.: “ You’ve modelled and now what?”-exploring

determinants of process model re-use. In: 24th Australasian Conference on Information
Systems 2013, pp. 1–11. RMIT University (2013)

8. Jennex, M.E., Olfman, L.: A model of knowledge management success. Int. J. Knowl.
Manage. 2, 51–68 (2006)

9. Bandara, W., Gable, G.G., Rosemann, M.: Factors and measures of business process
modelling: model building through a multiple case study. Eur. J. Inf. Syst. 14, 347–360
(2005)

10. Eikebrokk, T.R., Iden, J., Olsen, D.H., Opdahl, A.L.: Understanding the determinants of
business process modelling in organisations. Bus. Process Manage. J. 17, 639–662 (2011)

11. Bernhard, E., Recker, J.C.: Preliminary insights from a multiple case study on process
modelling impact. In: Australasian Conference on Information Systems 2012, pp. 1–11
(2012)

12. Watson, S., Hewett, K.: A multi-theoretical model of knowledge transfer in organizations:
determinants of knowledge contribution and knowledge reuse. J. Manage. Stud. 43, 141–
173 (2006)

(Continued)

Group Factors Definition

Tool Ease of Use The degree to which a person believes that the use of
modelling software for using a process model would be
easy

Usefulness The degree to which a person believes that using a
modelling software will be effective in using a process
model

User Competence The amount of knowledge the users have of the modelled
domain and the use of the process models

Motivation Using a process model for no apparent reason other than
the task of using it, e.g. to gain knowledge of a process

Knowledge
Networking

Users knowledge about the organization (processes) and
willingness to share it

Factors Affecting the Sustained Use of Process Models 207



13. Delone, W.H., McLean, E.R.: The DeLone and McLean model of information systems
success: a ten-year update. J. Manage. Inf. Syst. 19, 9–30 (2003)

14. Jennex, M.E., Olfman, L.: Assessing knowledge management systems. Int. J. Knowl.
Manage. 1, 33–49 (2005)

15. Recker, J.C.: Reasoning about discontinuance of information system use. J. Inf. Technol.
Theor. Appl. 17(1), 41–66 (2016)

16. Krogstie, J., Sindre, G., Jørgensen, H.: Process models representing knowledge for action: a
revised quality framework. Eur. J. Inf. Syst. 15, 91–102 (2006)

17. Vanderfeesten, I., Cardoso, J., Mendling, J., Reijers, H.A., van der Aalst, W.M.: Quality
metrics for business process models. In: BPM and Workflow Handbook, pp. 179–190
(2007)

18. Sánchez-González, L., García, F., Mendling, J., Ruiz, F., Piattini, M.: Prediction of business
process model quality based on structural metrics. In: Parsons, J., Saeki, M., Shoval, P.,
Woo, C., Wand, Y. (eds.) ER 2010. LNCS, vol. 6412, pp. 458–463. Springer, Heidelberg
(2010)

19. Mendling, J., Neumann, G., van der Aalst, W.: On the correlation between process model
metrics and errors. In: 26th International Conference on Conceptual Modeling 2007, vol. 83,
pp. 173–178. Australian Computer Society, Inc. (2007)

20. Mendling, J., Reijers, H.A., van der Aalst, W.M.: Seven process modeling guidelines
(7PMG). Inf. Softw. Technol. 52(2), 127–136 (2010)

21. Holschke, O., Rake, J., Levina, O.: Granularity as a cognitive factor in the effectiveness of
business process model reuse. In: Dayal, U., Eder, J., Koehler, J., Reijers, H.A. (eds.) BPM
2009. LNCS, vol. 5701, pp. 245–260. Springer, Heidelberg (2009)

22. Fettke, P., Loos, P.: Classification of reference models - a methodology and its application.
Inf. Syst. e-Bus. Manage. 1, 35–53 (2003)

23. Frank, U.: Evaluation of reference models. Reference modeling for business systems
analysis, pp. 118–40 (2007)

24. Vom Brocke, J., Rosemann, M.: Handbook on business process management. Springer,
Heidelberg (2010)

25. Westland, J.: The Project Management Life Cycle: A Complete Step-By-Step Methodology
for Initiating, Planning, Executing & Closing a Project Success. Kogan Page Publishers
(2007)

26. Harmon, P.: Business process change. Morgan Kaufmann, San Francisco (2014)
27. Brocke, J.V., Rosemann, M.: Handbook on Business Process Management 2: Strategic

Alignment, Governance, People and Culture. Springer Publishing Company, Inc, Cambridge
(2014)

28. Rosemann, M.: Potential pitfalls of process modeling: part A. Bus. Process Manage. J. 12,
249–254 (2006)

29. Raduescu, C., Tan, H.M., Jayaganesh, M., Bandara, W., zur Muehlen, M., Lippe, S.: A
framework of issues in large process modeling projects. In: European Conference on
Information Systems 2006, pp. 1594–1605 (2006)

30. Rittgen, P.: Success factors of e-collaboration in business process modeling. In: Pernici, B.
(ed.) CAiSE 2010. LNCS, vol. 6051, pp. 24–37. Springer, Heidelberg (2010)

31. Lu, R., Sadiq, S.: A survey of comparative business process modeling approaches. In:
Business information Systems 2007, pp. 82–94. Springer, Berlin Heidelberg (2007)

32. Yew, W.K.: Critical success factors for implementing knowledge management in small and
medium enterprises. Ind. Manage. Data Syst. 105, 261–279 (2005)

33. Lantz, B.: Equidistance of likert-type scales and validation of inferential methods using
experiments and simulations. Electron. J. Bus. Res. Methods 11, 16–28 (2013)

208 T. Saarsen and M. Dumas



34. Yin, R.K.: Case study research: Design and methods. Sage publications, Newbury Park
(2013)

35. Kitchenham, B., Pickard, L., Pfleeger, S.L.: Case studies for method and tool evaluation.
IEEE Softw. 12, 52–62 (1995)

36. Cronje, G.J.D, Toit, G.S.D., Motlatla, M.D.C., Marais, A.D.: Introduction to business
management. Oxford University Press (2003)

37. Ljung, L.: System identification. Birkhäuser, Boston (1998)
38. Malinova, M., Mendling, J.: The effect of process map design quality on process

management success. In: European Conference on Information Systems 2013, paper 160
(2013)

39. Bhatt, G.D.: Knowledge management in organizations: examining the interaction between
technologies, techniques, and people. J. Knowl. Manage. 5, 68–75 (2001)

Factors Affecting the Sustained Use of Process Models 209



Business Matter Experts do Matter:
A Model-Driven Approach for Domain Specific

Process Design and Monitoring

Adrian Mos(B) and Mario Cortes-Cornax

Xerox Research Center, 6 Chemin de Maupertuis, Meylan, France
{adrian.mos,mario.cortes}@xrce.xerox.com

Abstract. Business process design and monitoring are essential ele-
ments of Business Process Management (BPM), often relying on Service
Oriented Architectures (SOA). However the current BPM approaches
and standards have not sufficiently reduced the Business-IT gap. Today’s
solutions are mostly domain-independent and platform-dependent, which
limits the ability of business matter experts to express business intent
and enact process change. In contrast, the approach presented in this
paper focuses on BPM and SOA environments in a domain-dependent
and platform-independent way. We propose to add a domain specific-
layer on top of current solutions so business stakeholders can design and
understand their processes in a more intuitive way. We rely on previ-
ously proposed technical solutions and integrate them in an end-to-end
methodology (from design to monitoring and back). The appropriateness
and the feasibility of the approach is justified through a use case and a
complete prototype implementation.

Keywords: Model-driven methodology · Process monitoring · DSL ·
BPM · SOA

1 Introduction

Business process design connected to execution and monitoring are critical
for successful Business Process Management (BPM) [21]. Today, the Business
Process Model and Notation [16] (BPMN 2.0) has become the de-facto stan-
dard for business process modelling. With the aim at filling the Business-IT
gap, significant effort has been put into bringing BPMN executable and closer
to Service Oriented Architectures (SOA). A BPM Suite (BPMS) manages the
process execution directing SOA calls to the appropriate services and generally
provides monitoring infrastructure. While these components help alleviate agility
problems that business stakeholders encounter, there are important limitations
to the current approaches. We observed that most of the existing solutions are
domain-independent and platform-dependent, which limit the power of business
matter experts at the design and monitoring stages.
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Concerning process design limitations, the BPMN standard lacks guid-
ance to reach executable processes from high-level process models. Silver [24]
highlights this problem, and proposes a level-based top-down approach to design
business processes (Descriptive level, Analytical level and Execution level). How-
ever, the generality of the most common BPMN 2.0 graphical elements, in par-
ticular the Task element, reduces semantic expressiveness [12]. Business ana-
lysts require dedicated means (e.g., specific type of task with implicit domain
knowledge) to effectively model their business domain (ex. logistics, healthcare,
transportation, etc.) [18]. Domain Specific Languages (DSLs) are an effective
means to deal with these problems, providing improvements in expressiveness
and ease of use [11]. More specifically, Domain Specific Process Modelling Lan-
guages (DSPMLs) [6] permits business stakeholders to design their processes in
a much more intuitive way than BPMN.

Regarding monitoring limitations, BPMS solutions collect and present
data at the level of the process description, which is generic. This fact results
in monitoring information that is collected in a generic way with respect to the
business domain (ex., “activity”, “gateway” or “event”) with no correlation with
the business concepts (ex.“order handling” or “shipping”) apart from the simple
matching “label - BPMN element”. This causes a number of problems: (1) it is
hard to make use of the monitoring data in order to present meaningful metrics
for business users, without significant configuration efforts for each BP; (2) it
is difficult to correlate the business concepts to the execution of services in the
SOA layer; (3) it is difficult to set wide-ranging SLAs that affect all BPs in the
organization equally. For instance, it may be necessary to specify that all the
“shipping” operations, regardless the BP in which they occur, must execute in
less than 2 days.

In this paper, we present an approach that focuses on BPM and SOA environ-
ments in a domain-dependent and platform-independent way. Previous technical
solutions [13–15] are combined to present a methodological, model-driven app-
roach that integrates domain specific modelling with domain specific monitoring
in an end-to-end solution. The appropriateness and the feasibility of our app-
roach is shown through a use case and a complete prototype implementation. The
rest of the paper is structured as follows. Section 2 describes a general overview
of our method, based on a running example. Section 3 details the steps of the
approach. Section 4 focuses on the prototype implementation. Section 5 presents
related work and finally, Sect. 6 concludes and discusses future work.

2 Overview of the Approach

Figure 1 gives an overview of the approach from a modeller (business analyst and
architect) point of view. Each number corresponds to one key step that will be
further described in the following sections. The figure contains a simplified order
handling process. The orders are received either by a submission web form or by
standard mail. In the latter case, some document pre-processing is necessary in
order to handle the order (i.e., scanning, Optical Character Recognition (OCR),
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and segmentation to extract the different sections). The order’s comments, which
could be in different languages, need to be handled before the approval. After-
wards, some classical processing steps such as payment, packaging, preparation
of the documents (i.e., tracking number, bill), as well as the actual shipping and
the confirmation are defined. In dotted lines, the business stakeholder indicates
the exceptional paths. Each symbol represents a Domain Concept, which makes
reference to an enterprise well defined know-how element.

Fig. 1. Approach Overview with Main Steps

The first step corresponds to the domain specific design, using a DSPML
(Step 1 in Fig. 1). The domain specific language must have been previously
designed based on the generic domain meta-model that we propose. Potentially,
several DSPMLs can be combined, as the example shows. For instance, in order
to define the process of calculating the shipping cost, a textual description may
be more appropriate. In the graphical part, we advocate taking into account the
principles of notations defined by Moody [12]. More details about a particular
language are out of the scope of this paper. However, rich language definitions
are possible for various domains, as we show also in [14].
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The analyst can then establish the concept mappings (Step 2 in Fig. 1).
While business concepts are already connected by default to the abstract ser-
vices from the enterprise repository, the links can still be modified at this stage.
This is essential in grounding the domain knowledge in technical realities. For
instance, “Handle Payment” corresponds to two technical services. It will imply
the creation of the corresponding service tasks in BPMN. The mapping between
domain concepts with the process activities relies on a pivot meta-model and
unique ID (UID) attributes. The so-called Common meta-model (CommonMM)
is a central, simplified representation of the main generic process concepts com-
mon to business process descriptions, such as activity, flow and gateway. It is
significantly simpler than fully-fledged BPMN because its objective is simply to
extract the essence of the structure of various business processes. Our hypothe-
sis is that a descriptive level [24] (reduced amount of symbols but semantically
enriched) is enough to define high-level domain-specific process models.

The BPMN 2.0 skeleton is generated relying on the aforementioned
CommonMM (Step 3 in Fig. 1) and the concept mappings (see table with con-
cepts mapped to activities). Note that the concept-to-activity mappings are
generated or validated at this stage. Also note that the transformations are
transparent to the business analyst. At most, the latter will have to agree with
the business architect on the correspondence between the domain concepts and
the to-be activities supported by generation templates. Once transformed into
an instance of the CommonMM, the processes can be converted to the process
modelling language of choice.

Generated BPMN models are typically enriched and refined (Step 4
in Fig. 1). Extra activities, a complete data model or a resource model may be
necessary in order to enable executability.

Deployment and execution follow (Step 5 in Fig. 1). The only constraint
that we impose here is the preservation of the concept mappings (i.e., not man-
ually deleting the generated UIDs). Extra activities that may be added in the
BPMN are considered as technical additions and of reduced interest from a
business point of view (ex. activity A9). These activities will not be represented
at the DSPML level when showing information coming from the domain spe-
cific monitoring infrastructure. The deployment phase is necessary to install the
process artefacts and bind the generated abstract services with actual services,
which will be running for instance in an enterprise service bus.

Monitoring (Step 6 in Fig. 1) aims at aggregating and displaying data
in the domain specific environment relying on information from the concept
mappings. Our proposition aims to address the aforementioned shortcomings of
today’s monitoring capabilities for BPMS/SOA applications. A layer of abstrac-
tion is added on top of the existing capabilities rather than replacing them.
The platform-independence ensures compatibility with a wide range of existing
systems and platforms.

Finally, in an Analysis stage (Step 7 in Fig. 1) the monitored data is studied
to iteratively improve the process. Iteration may also imply the enrichment of
the enterprise know-how, which is capitalised through the domain concepts.
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To summarise, the interest of the contribution is twofold: (1) the approach
takes into account in a very specific way the business stakeholders, enabling
domain specific modelling and monitoring; and (2) the entire cycle is integrated
in a continuous improvement approach, supported by tools through model-driven
transformations.

3 A Model-Driven Approach for Domain Specific Process
Design and Monitoring

This section details the main ideas of our model-driven approach for domain spe-
cific process design and monitoring, which considers business stakeholders as first
class-citizens for BPM. The section mainly focuses on domain-specific design,
establishment of concept mappings and domain-specific monitoring which are
the most relevant part of the work. The BPMN generation, the process enrich-
ment, the deployment and execution and the analysis, while implemented and
integrated, are not described in much detail, as they are relatively common BPM
activities.

3.1 Domain-Specific Design Through Domain Concepts

The interest and the limits of DSPMLs have already been presented in pre-
vious work [13]. Naturally, our goal is not to propose a particular DSPML as
their aim is to be adapted to particular business needs. Instead, we propose a
generic domain description meta-model (MM), which provides a structural view
of the domain. We then illustrate it with examples corresponding to the use-case
described in the previous section.

The upper part of Fig. 2 provides in a simplified way, the meta-models used
to define the key points of the business domain in a generic way. They represent
business domain information for an enterprise, with regard to the specification of
concepts that are going to be reused in the business processes. The domain meta-
model is useful for several proposes: (1) to store the domain information in a
central repository on a collaboration and distribution server. This allows common
access to the defined concepts to all the business users; (2) to generate a domain
editor (textual) that can be used stand-alone or embedded in a graphical editor as
part of a diagram designer; (3) to make the connection with the pivot meta-model
specifying how process steps are going to be represented. This point is important
when in a diagram, the user specifies that a process step is going to perform a
business function corresponding to a business concept; (4) to inform and update
SLA for business concepts. An enterprise-wide SLA management ensures that all
activities and all processes that refer to a particular business concept would be
marked with appropriate SLA constraints. This can bring important advantages
when changes to company policies have sweeping implications on many SLAs, as
they can be automatically propagated to all the relevant activities and processes.
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Fig. 2. Domain Specific Concepts Design Relies on a Generic Domain Meta-model

The meta-model in Fig. 2 defines a Domain, which contains a set of domain
specific concepts (DSConcept). A Domain also contains SLA elements, describ-
ing the agreement details. A DSConcept relates to DSService elements describ-
ing the actual SOA services required in the domain. Note that services can be
abstract entities bound later in the deployment phase [7].

Illustration Based on the Use Case. A Domain Concept supports the repre-
sentation of business domain knowledge in an enterprise. Figure 2 illustrates in the
bottom part how knowledge common to the enterprise is stored in two example
domain concepts (in contrast to a pure BPMN approach where such information
would be implicit in the minds of the designers). These concepts would typically
be stored in shared repositories. The information comprises for instance a name
(verb+object) a version number and the SLA. Links between domains concepts
are defined in order to define dependencies. For example, the concepts: “Handle
Payment” and “Handle Comment” are related to the “Receive Mail Order” and
the “Receive Web Order” business activities. This means that a common DataOb-
ject will be shared between the BPMN activities that are generated. Note that the
data-model generation is currently not supported by our solution, although it is
being investigated. However, these links provide necessary hints to the architects
and analysts that enrich the generated BPMN skeleton.

3.2 Establishment of Concept Mappings

In their simplest form, concept mappings are connections between business con-
cepts and the SOA services that are used by them. This relation, could be defined
by means of process activities. A simple example of the concept mappings is pre-
sented in Fig. 2. Concept mappings are defined as following:
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– Set of services S = {s1, s2, ..., sq}
– Set of processes P = {p1, p2, ..., pm}
– For each process pk, a set of activities Ak = {ak1, ak2, ..., akt(k)} where the

number of the activities in the set t(k) depends on the complexity of pk
– The set of all activities in all processes A = A1

⋃
A2

⋃
...

⋃
A|P |

The goal of concept mappings is to determine the following sets:

– Set of concepts C = {c1, c2, ..., cn}
– ConceptMappings(CM) = {cj , sj : ∀cj ∈ C;Sj ⊆ S} which contains for each

concept its list of services, e.g., HandlePayment, (s1, s2).
– ActivityMappings(AMk) = {ak, cj : ∀aki ∈ Ak; cj ∈ C} which contains for

process pk its activities and the concepts they map to.
– AM = AM1

⋃
AM2

⋃
...

⋃
AM|P | which contains for each activity all

processes the concept it maps to.

Obtaining the sets C and CM requires that the business concepts used in
the processes be clearly identified together with their required SOA services.
Concepts are defined by business experts, connected to abstract services initially
and eventually bound to real SOA services in the deployment stage as discussed
in Sect. 3.5. The modelling environment needs to propose to the business expert
a set of relevant SOA services. Other approaches, more or less automatic, for
concept mapping could be applied [13]. Once the concepts have been identified, it
is necessary to obtain the AM set by mapping the BP’s activities to the concepts
(typically done automatically at the BPMN generation phase).

Illustration Based on the Use Case. A concept can have an immediate
correspondence with a process activity (ex. “Approve Order”) or several activ-
ities (ex. “Handle Comment”, which refers to Determine Language and Review
Comment in Fig. 1). A domain concept which is described with a textual DSL
as for example the “Process Shipping Cost”, corresponds to a sub-process that
will generate several BPMN activities. The sub-process itself contains a number
of domain concepts that correspond to the knowledge about price management.
These correspondences will vary depending on the enterprise domain concepts.
In fact, the freedom to define such mappings brings an important level of flexibil-
ity in how business knowledge gets transferred into processes that are governed
in a uniform way at the business level.

3.3 BPMN Skeleton Generation

The BPMN generation relies on a Common Meta-model (CommonMM), which
is a simplified representation of the main generic process concepts. The reason
why the DSPML-based processes are not directly transformed into the generic
language is to introduce flexibility in the approach. As the generic language (usu-
ally BPMN) evolves, only the transformation between the CommonMM and the
target MM needs to be updated. It could be argued that the use of a sim-
plified version of the BPMN meta-model, where only the descriptive objects
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are included, could facilitate the transformation process. However, if we aim
to strictly follow the BPMN 2.0 meta-model, a complex class hierarchy should
be respected. This particularity may not be shared with other process languages
and would complicate transformations (ex. a Task element subsequently inherits
from Activity, Flow Node, Flow Element, and Base Element). For our prototype,
we use Mangrove Core1 as our CommonMM (a simplified version is depicted in
the upper right side in Fig. 2). Mangrove Core is a meta-model that unifies busi-
ness processes and SOA elements. It provides behavioural support to the domain
definition in order to define the necessary steps in a process. This framework,
does not aim to manage a large collection of processes, such as APROMORE [20].
Instead, it focuses on preserving the sync between the common elements of busi-
ness processes and architectural constructs from the various related diagrams.

Fig. 3. Model Transformation from Domain Specific Models to BPMN 2.0 Model

In our approach, several target languages can be supported incrementally
over time. When a new target is added, new transformations need of course to
be added between the CommonMM and the new MM. We do not go into the
details about the transformation process as the paper focuses on this general
methodology. More details about the two-way synchronization between domain
specific models and BPMN are presented in [14].

Figure 3 depicts how the BPMN generation is performed through model
transformations. In our running example, two domain specific models are merged
in a unified BPMN model. This shows the capacity of adaptation of the approach

1 http://www.eclipse.org/proposals/mangrove/.

http://www.eclipse.org/proposals/mangrove/
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to different business expressibility needs. Both domain specific models leverage
the DomainMM, which is mapped (i.e., MM concepts are linked) to the Com-
monMM. The latter is mapped to the target meta-model (in this case BPMN).
The depicted meta-models provide a model driven backbone, where different
domain specific models can be plugged in. The modelling studio (see Fig. 3) is
the tool that permits the business analysts to build specific process models con-
necting the predefined domain concepts using various process representations,
based on their specific business domain.

3.4 Process Enrichment

This stage relates to the need of the generated BPMN skeleton to be enriched
if execution is targeted. New activities (ex. A9 in our running example), specific
gateways and events, as well as several details may need to be added to the
process model. We do not go into much details here as our approach does not
impose any significant restrictions to this stage. The only constraint that the
approach brings is to preserve the generated activities (tasks or sub-processes),
so the link between the domain concepts and the process activities be maintained.
Indeed, we did not force a perfect vertical alignment that could be very costly and
unrealistic as described in [25]. The double synchronization mechanism explained
in previous work [14] permits to make (and propagate) changes in the domain
model as well as in the generated BPMN model. The tracking of generated
elements can be based on several identity-preserving mechanisms, of which a
simple example is the usage of unique IDs injected in hidden properties of BPMN
elements. This mechanism enables the possibility to make changes in the domain
model as well as in the generated model.

3.5 Process Deployment and Execution

Concerning deployment, when defining business processes, individual business
process activities can be connected to the service-execution capabilities of the
enterprise, thus allowing any business process to be easily translated into an
executable workflow on the platform of choice. This capability is enabled in our
approach by providing mappings for each domain concept in order to specify
how it should be grounded in the SOA. These mappings are done with idealized
or abstract services in a two-step mechanism, in order to ensure better porta-
bility (and reusability) across the enterprise, as well as encourage proper adop-
tion of good SOA-practices in future evolutions of the enterprise SOA. These
abstract services (AS) would then be further connected to the real services in
the repositories. The creation of these mappings would typically be performed
by IT experts that have a good understanding of the domain and who envis-
age an ideal connection to a SOA. These abstract, idealised services, would not
necessarily correspond on a 1 to 1 basis with business concepts as we show in
the example. That is because there are important differences in concerns when
defining business elements and when defining the service infrastructure, due to
varying needs for reusability, performance and evolution of these two layers.
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In our approach, this two-step binding mechanism explained in [15] is applied to
link domain concepts to any number of AS first and then each AS to real SOA
services.

In order to execute the process, BPMS usually need at least a data-model
defining the artefacts that flow in the process, a resource-model establishing
the links between the roles defined in the process and actual users and the
implementation of gateway conditions (usually based on data). These artefacts
can be partly generated by the presented approach, but they may need to be
enhanced by technical architects.

3.6 Domain-Specific Monitoring

The main elements involved in domain specific monitoring are the Concept
Probes (CPs) and the Business Process Probes (BPPs). There is a one-to-one
correspondence between CPs and domain concepts. CPs collect an arbitrary
number of metrics, such as execution time or execution status from the activi-
ties that are mapped to a domain concept. Once the CPs are created, they need
to be bound to the monitoring capabilities of the existing infrastructure, effec-
tively acting as an extra monitoring layer on top of the actual BPMS and SOA
platforms. BPPs aggregate data from the BPMS and the various CPs. In order to
enable them, they have to be linked to the domain concepts at design time (which
is performed automatically). When all the required mappings are available, the
probes are created, instantiated and deployed automatically respecting a prede-
fined template. More technical details about concept probes can be found in [13].
Here, we summarise their main functionality. Both CPs and BPPs are divided in
three main components with particular concerns: the Raw Data Collection Com-
ponent, mainly collects data from the activities corresponding to each concept
and the related technical services. The Analysis Component is in charge of the
aggregation of a raw data into composite metrics. These composite metrics are
data structures that present the aggregate monitoring information combining
the individual metric data for BPMS, SOA and other collection points such as
Network Monitoring, App Server Monitoring and Operating System Monitoring.
Finally, the Alerts Reporting Component allows the registration of SLA requests
through a configurable alert port. It uses the analysis component to constantly
compare the aggregated metric values with the required thresholds.

The approach provides the business stakeholders with means to govern their
processes at a high level, with impact to the entire collection of business processes
in a domain, if required. Relying on domain concepts, they are able to consis-
tently manage the execution parameters of a large collection of process descrip-
tions and their instances. For example, if the Shipping concept is already defined,
it is automatically reused in any process description detailing shipping opera-
tions, carrying over the reuse of the generation and the monitoring infrastructure.
The definition of corporate-level SLA is easily implemented and maintained.
Relying on the generative approach, changes are spread through the different
layers. In the long run, the monitoring mechanisms enable better decision mak-
ing, based on domain specific information, by putting the appropriate level of
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information in the tools used by the business-matter experts. Section 4 discusses
the prototype implementation and provides more details on the actual set up of
the monitoring probes.

3.7 Analysis

In order to close the iterative lifecycle loop depicted in Fig. 1, an analysis step
is necessary (Step 7 in the figure), where the analysts study the monitored data
in order to improve the process. The novelty in our approach is that the new
know-how acquired in the enactment of the process may imply the update or
creation of domain concepts. One of the biggest advantages of the approach is
that if an updated concept is being used in a collection of processes, the changes
will more easily propagated through the complete stack.

4 Prototype Implementation and First Validation Steps

Figure 4 depicts the architecture of the prototype illustrated for our use case.
The picture shows the domain specific layer as an additional layer to the BPM
and SOA stack. A domain specific editor would be the entry-point for a busi-
ness stakeholder, providing domain specific process design (based on domain
concepts), BPMN generation (which is transparent to business stakeholders)
and display of monitoring result (outcome of the concept and process probes).
We present some key points of the prototype implementation supporting the
process life-cycle. This prototype is mostly based on Eclipse technologies, which
are highly relevant in the BPM landscape as many BPM suites are actually
built using the Eclipse platform. The discussion relies on the seven steps of our
model-driven methodology.

Process Design and Concept Mappings. The Eclipse Modelling Frame-
work2 is used for the definition of the domain-specific meta-models. Ecore meta-
models are the inputs for the Sirius toolkit3, which allows rapid creation of
graphical domain-specific modelling studios. Figure 5 shows a screenshot of the
graphical studio. It depicts how concepts from the domain palettes can be used
to compose processes that have predefined SOA connections to domain services.
Monitoring information can be shown in various ways, in this particular example,
execution times in the process elements indicate the BPMN activities’ contribu-
tion to the overall execution time. The service contribution time is indicated in
the DSConcept-Service links (dotted lines). Today, the creation of the domain-
specific editor has to be supported by technical architects and developers. How-
ever, we are working on a generative approach that permits to dynamically create
these modelling editors from the definition of the domain concepts.

BPMN 2.0 Generation. In addition to the Mangrove Core meta-model that
we use, the Mangrove project provides a variety of plugins for model transfor-
mations as well as some editor extensions. The model-transformation plug-ins
2 http://www.eclipse.org/modeling/emf/.
3 https://eclipse.org/sirius/.

http://www.eclipse.org/modeling/emf/
https://eclipse.org/sirius/
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Fig. 4. Prototype Architecture

contain code that convert supported meta-models to Mangrove Core and vice-
versa. They are invoked from editor plug-ins that are connected to the supported
editors through standard extension points. Note that the generator only outputs
the model definition and not the visual layout of the model. The BPMN 2 Mod-
eller4 is used to initialise the graphical representation from the generated model
with a built-in Mangrove support wizard.

Enrichment of BPMN Models, Deployment and Execution. In our sce-
nario, the generated BPMN skeleton is further enriched with a simple data-
model, the implementation of the gateway conditions and a resource-model in
order to enable execution. As Fig. 4 indicates, we use the Eclipse Stardust5 BPMS
to execute our process. The choice of this BPMS was made because of the matu-
rity of the tool and openness of its process monitoring API, which easily allows
access to detailed process monitoring information from external components (our
concept probes).

Monitoring. The generation of the concept probes is done through template
instantiation. Once they are generated they need to be managed as components
managed by the monitoring framework. We use the Java Management Extensions
(JMX)6 for our distributed monitoring infrastructure managing the probes as
well as for integrating with existing monitoring frameworks. JMX is supported
by a large variety of infrastructures, both commercial and open-source.

4 https://www.eclipse.org/bpmn2-modeler/.
5 https://www.eclipse.org/stardust/.
6 https://docs.oracle.com/javase/tutorial/jmx/.

https://www.eclipse.org/bpmn2-modeler/
https://www.eclipse.org/stardust/
https://docs.oracle.com/javase/tutorial/jmx/
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Fig. 5. Screenshot of the Eclipse-based graphical studio

As an initial validation step, we rely on the SEQUAL (SEmiotic QUALity
Framework) [8], which is widely used and goes beyond the modelling language
to characterise its quality. We conclude that the proposed approach can signifi-
cantly complement other BPMN approaches regarding the SEQUAL framework:
the domain, comprehensibility, and organisational appropriateness are improved
by the fact that the actual focus is specific to the domain. Indeed, the framework
advocates that a language must be powerful enough to express anything in the
domain but no more. Also, a language should be easily extensible in order to
adapt to changing business needs. These points clearly justify the interest of a
DSPML on top of a BPMN model. The modeller appropriateness and the partic-
ipant appropriateness will not change significantly as we propose to ultimately
rely on BPMN. In fact, the framework recommends the use of well-known mod-
elling languages and our approach targets basic BPMN generation. Finally, the
use of proven model-driven technologies such as Sirius permit a good tool appro-
priateness. Obviously, these improvements will highly depend on the proposed
DSPML, but the approach provides the means to achieve them. Qualitative
evaluations with final users are envisaged in order to complete the validation.
Practical experiments may result in changes or refinements of the approach. The
method could be extended to incorporate an user-centred approach to build the
DSPML as discussed in [19].

5 Related Work

Related work can be analysed from two main aspects: the model driven approach
and the monitoring capability. Related to the model-driven part, Heitkotter [4]
proposes DSLs4BPM, an approach for creating domain-specific process mod-
elling languages. On the same line, Grundy et al. [3] rely on Eclipse tooling to
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propose domain specific visual language editors. The difference with our app-
roach is that these works do not provide a structured methodology to design
and analyse the processes as we do. More important, the monitoring part, which
is essential for business experts, is not considered. Becker et al. [2] propose the
modelling method called PICTURE, which specially focuses on public admin-
istration processes. The so-called “process building blocks” could be compared
with our domain concepts, as they are high-level domain-specific artefacts that
help build the actual process. Kumaran et al. [9] follow the same line, proposing
to automate complex and variable workflows in a service delivery management
architecture. The main difference is that our approach can leverage BPMN solu-
tions (the de-facto standard) in order to reach execution and monitoring. Other
works propose extensions to BPMN 2.0 in order to be domain-specific [22]. These
approaches are limited by their focus on a very concrete problem space while
still having to deal with the aforementioned complexity and generality of BPMN
2.0. Goal-oriented approaches [10,23] use goal models as a preliminary step for
process modelling. However, the graphical notations of the more popular goal ori-
ented languages (i*, KAOS and MAP) still lack of Semantic Transparency [12].
There is also limited tool support for goal modelling. In addition, the goal-driven
generation approaches tend to propose goal models closely tied to the business
process.

Considering the monitoring part, there are approaches that recur to aggre-
gation mainly to compose events from a low-level monitoring source (using Com-
plex Event Processing queries) in order to extract more meaningful data out of
raw events [5,17]. Such approaches use a variety of techniques to derive bet-
ter understanding of raw events, but they fundamentally still stay at a generic
level with regard to the business domain. There are also approaches that try
to correlate execution events to the originating processes using some forms of
traceability between model elements and execution events. For instance, in [1],
the authors argue for the existence of domain-specific patterns for interpreting
events, without giving a complete solution. Their suggestion is in line with our
proposition in the idea of presenting information corresponding to domain ele-
ments, but they mostly focus on interpreting CEP events, while our approach
targets structured probes that connect directly with monitoring APIs. In sum-
mary, the studied approaches recur to generic event analysis and do not provide
a “native” monitoring probe layer that directly correspond to the business con-
cepts. To the best of our knowledge, there is no work providing an end-to-end
solution for domain specific process design and monitoring.

6 Conclusion and Future Work

Existing design and monitoring approaches are typically technology-specific and
generic with respect to the business domain. This limits the ability of business
matter experts to express their intent and enact process change. This paper lever-
ages current BPM and SOA solutions adding a layer that is domain-dependent
and platform-independent in order to facilitate process design by business matter
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experts. The approach presented in this paper also simplifies the management
of complex business processes that span multiple domains of expertise through
the support of several domain definitions during process design.

We have presented a methodological and iterative approach that relies on
seven main steps : (1) domain specific design using the so-called domain con-
cepts, which comprise the explicit representations of enterprise domain know-
how; (2) the establishment of concept mappings between domain concepts and
process activities and technical services; (3) BPMN generation relying on a
pivot meta-model that enables flexibility and facilitates model transformations;
(4) process enrichment, which does not seek perfect vertical alignment between
high-level models and executable ones but keeps artefacts in sync relying on
concept-mappings; (5) deployment and execution, which defines a two-step bind-
ing mechanism between domain-concepts and technical services; (6) domain spe-
cific monitoring, based on Concept Probes and Business Process Probes that
map service and process monitoring metrics to the domain concepts and (7) the
analysis of the monitored data, which may imply the enrichment of the domain
concept repository. The presented methodology is supported by tools that auto-
mate the generation and synchronisation activities. We used a mature set of
open-source tools from the Eclipse Ecosystem to implement a fully functional
prototype and used a running example throughout the paper to illustrate the
interest and applicability of our proposition.

We are focusing our next explorations on the following three main points.
Firstly, the automatic generation of graphical process model editors from domain
specifications mapped to the definition of the abstract syntax of the language and
additional functional templates. Secondly, the integration of collaborative mod-
elling in the aforementioned editors, which is critical in business process design.
Thirdly, the automatic generation of various artefacts for the process data-model
that could be used in the actual process implementation. We also aim to con-
nect the data-model to the monitoring probes in order to correlate execution
information to process data flow. These points are all under advanced stages of
exploration, with a prototype being developed using Eclipse-based open-source
technologies.

References

1. Ammon, R.V., Silberbauer, C., Wolff, C.: Domain specific reference models for
event patterns-for faster developing of business activity monitoring applications.
In: VIP Symposia on Internet Related Research with Elements of M+ I+ T+. vol.
16 (2007)

2. Becker, J., Pfeiffer, D., Räckers, M.: PICTURE-a new approach for domain-specific
process modelling. In: CAiSE Forum, pp. 11–15 (2007)

3. Grundy, J., Hosking, J., Zhu, N., Liu, N.: Generating domain-specific visual lan-
guage editors from high-level tool specifications. In: 21st IEEE/ACM International
Conference on Automated Software Engineering (ASE), pp. 25–36. IEEE (2006)

4. Heitkötter, H.: A framework for creating domain-specific process modeling lan-
guages. In: 4th International Conference on Software and Data Technologies
(ICSOFT), pp. 127–136 (2012)



Business Matter Experts do Matter 225

5. Hummer, W., Inzinger, C., Leitner, P., Satzger, B., Dustdar, S.: Deriving a unified
fault taxonomy for event-based systems. In: Proceedings of the 6th ACM Interna-
tional Conference on Distributed Event-Based Systems, pp. 167–178. ACM (2012)

6. Jablonski, S., Volz, B., Dornstauder, S.: Evolution of business process models and
languages. In: 2nd International Conference on Business Process and Services Com-
puting (BPSC), pp. 46–59. Citeseer (2009)

7. Jacquin, T., Mos, A.: Deployment of business processes in service-oriented archi-
tecture environments (Apr 28 2015), US Patent 9,021,420

8. Krogstie, J., Sindre, G., Jørgensen, H.: Process models representing knowledge for
action: a revised quality framework. Europ. J. Inf. Syst. 15(1), 91–102 (2006)

9. Kumaran, S., Bishop, P., Chao, T., Dhoolia, P., Jain, P., Jaluka, R., Ludwig,
H., Moyer, A., Nigam, A.: Using a model-driven transformational approach and
service-oriented architecture for service delivery management. IBM Syst. J. 46(3),
513–529 (2007)

10. Lapouchnian, A., Yu, Y., Mylopoulos, J.: Requirements-driven design and config-
uration management of business processes. In: Alonso, G., Dadam, P., Rosemann,
M. (eds.) BPM 2007. LNCS, vol. 4714, pp. 246–261. Springer, Heidelberg (2007)

11. Mernik, M., Heering, J., Sloane, A.M.: When and how to develop domain-specific
languages. ACM Comput. Surv. (CSUR) 37(4), 316–344 (2005)

12. Moody, D.L.: The “physics” of notations: toward a scientific basis for constructing
visual notations in software engineering. IEEE Trans. Softw. Eng. 35(6), 756–779
(2009)

13. Mos, A.: Domain specific monitoring of business processes using concept probes.
In: Service-Oriented Computing - ICSOC Workshops, pp. 213–224. Springer (2015)

14. Mos, A., Jacquin, T.: Improving process robustness through domain-specific model
transformations. In: 17th International Enterprise Distributed Object Computing
Conference Workshops (EDOCW), pp. 188–193. IEEE (2013)

15. Mos, A., Jacquin, T.: A platform-independent mechanism for deployment of busi-
ness processes using abstract services. In: 17th IEEE International Enterprise Dis-
tributed Object Computing Conference Workshops (EDOCW), pp. 71–78. IEEE
(2013)

16. OMG: Business process model and notation (BPMN) version 2.0 (2011). http://
www.omg.org/spec/BPMN/2.0

17. Pedrinaci, C., Lambert, D., Wetzstein, B., Van Lessen, T., Cekov, L., Dimitrov,
M.: Sentinel: a semantic business process monitoring tool. In: Proceedings of the
First International Workshop on Ontology-Supported Business Intelligence, p. 1.
ACM (2008)

18. Pinggera, J., Zugal, S., Weber, B., Fahland, D., Weidlich, M., Mendling, J., Reijers,
H.A.: How the structuring of domain knowledge helps casual process modelers. In:
Parsons, J., Saeki, M., Shoval, P., Woo, C., Wand, Y. (eds.) ER 2010. LNCS, vol.
6412, pp. 445–451. Springer, Heidelberg (2010)

19. Rieu, D., Santorum, M., Movahedian, F., et al.: A participative end-user method
for multi-perspective business process elicitation and improvement. Softw. Syst.
Model., 1–24 (2015)

20. de la Rosa, M., Reijers, H.A., Van Der Aalst, W.M., Dijkman, R.M., Mendling, J.,
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